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This paper aims to evaluate the performance of multiple non-linear regression techniques, such as support-vector regression (SVR), k-nearest neighbor (KNN), Random Forest Regressor, Gradient Boosting, and XGBOOST for COVID-19 reproduction rate prediction and to study the impact of feature selection algorithms and hyperparameter tuning on prediction. Sixteen features (for example, Total_cases_per_million and Total_deaths_per_million) related to significant factors, such as testing, death, positivity rate, active cases, stringency index, and population density are considered for the COVID-19 reproduction rate prediction. These 16 features are ranked using Random Forest, Gradient Boosting, and XGBOOST feature selection algorithms. Seven features are selected from the 16 features according to the ranks assigned by most of the above mentioned feature-selection algorithms. Predictions by historical statistical models are based solely on the predicted feature and the assumption that future instances resemble past occurrences. However, techniques, such as Random Forest, XGBOOST, Gradient Boosting, KNN, and SVR considered the influence of other significant features for predicting the result. The performance of reproduction rate prediction is measured by mean absolute error (MAE), mean squared error (MSE), root mean squared error (RMSE), R-Squared, relative absolute error (RAE), and root relative squared error (RRSE) metrics. The performances of algorithms with and without feature selection are similar, but a remarkable difference is seen with hyperparameter tuning. The results suggest that the reproduction rate is highly dependent on many features, and the prediction should not be based solely upon past values. In the case without hyperparameter tuning, the minimum value of RAE is 0.117315935 with feature selection and 0.0968989 without feature selection, respectively. The KNN attains a low MAE value of 0.0008 and performs well without feature selection and with hyperparameter tuning. The results show that predictions performed using all features and hyperparameter tuning is more accurate than predictions performed using selected features.

Keywords: COVID-19, feature selection, machine learning, prediction error, reproduction rate prediction, regression


INTRODUCTION

The world has witnessed several deadly diseases at different times. In the year 2020, the world suffered a serious pandemic that took away many lives (1). The coronavirus disease (COVID-19) is a disease that started as an epidemic and evolved into a pandemic. The disease was first discovered in late December 2019 in Wuhan, China (2). The virus responsible for causing the disease is the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which is highly contagious and causes severe respiratory issues. The virus rapidly spread across the world and affected 223 countries, infected more than 9.3 × 107 people, and took over 2 × 106 human lives, according to the WHO report in January 2021 (3). As a result, scientists and epidemiologists worldwide are investigating the virus to reduce its impact on human lives.

The coronavirus is named after the word, “coronation” since the spikes on the surface of the virus resemble a crown. This virus was believed to be an animal virus in 2002. The SARS-CoV is mostly found in bats and transmitted to other animals, such as cats. The first human-infected coronavirus case was reported in 2003 in Guangdong province in the south of China (4).

Knowledge of the immune system of our body is required to understand the mechanisms of the COVID-19 or any other viral infections. Viruses are microorganisms that make our body cells their hosts for replication and multiplication. The immune system of our body is activated by the entry of the virus and identifies the virus as an alien body for destruction. After attacking and killing the viruses, the immune system “remembers” the virus and launches the same protective measures when the virus enters again. Viruses are capable of fast evolutions. They evolve to new shapes or mechanisms to survive in the changing environment.

Viral infections often affect people with weak immune systems. The elderly, children, and people with medical conditions are prone to the attack of novel viruses. The virus can be deadly and threatening to the senior population, especially the elderly with chronic medical conditions.

The SARS-CoV-2 is transmitted via respiratory droplets expelled by sneezing, coughing, or talking. The virus can also be contracted by touching a contaminated surface. One significant property of the SARS-CoV-2 is its capacity to survive on various surfaces for up to 9 days at room temperature, which facilitates its rapid transmission (5). Acute Respiratory Disease Syndrome is caused predominantly by this virus and often leads to multiple organ dysfunctions, resulting in physiological deterioration and even death of the infected persons (6).

This study is intended to predict the rate of reproduction of the deadly SARS-CoV-2. The reproduction rate (Ro) is an important parameter to predict the spread of a disease in a pandemic situation. The Ro value indicates the transmissibility of a virus through the average number of new infections caused by an infectious person in a naïve population. The value of Ro <1 indicates that the infection would die out. On the other hand, if the value is >1, the spread of the disease would increase. For example, a reproduction rate of 18 indicates that a single infected individual can potentially infect 18 more individuals. The reproduction rate is needed to determine whether the disease is under control or turning into an epidemic.

There are many standard methods to predict the reproduction rate. The XGBoost is an optimal Gradient Boosting algorithm with tree pruning, parallel processing, missing value handling, and by the efficient use of hardware resources and regularization to avoid overfitting and bias. The XGBoost has faster computational times (7) in all types of environments. The XGBoost is an improvement on the Gradient Boosting algorithm. Training models with an XGBoost iterative boosting approach remove errors at preceding boosting trees in the following iterations (8). Support vector regression (SVR) was based on the Vapnik–Chervonenkis (VC) theory. It is used when the output is a continuous numerical variable. Support vectors are data points closest to the hyperplanes. The hyperplanes represent the decision boundaries. The Radial Basis Function is a commonly used kernel function. The use of a kernel function is to transform the data into a higher-dimensional space. The SVR and convolutional neural network (CNN) have been used to detect groundwater location, and comparative results showed that the SVR outperforms the CNN (9). In k-nearest neighbor (KNN), the outcome of the variable is determined by taking an average of the observations found in the same neighborhood. The KNN algorithm assigns a weight, “W” to the KNN and a weight of 0 to the others.

The performance of the machine learning algorithms depends on the hyperparameter values. The values for the hyperparameters can be assigned in three ways:

1) Based on default values given in the software packages.

2) Manually configured by the user.

3) Assigned by algorithms, such as the simple grid search, random search, Bayesian optimization, ANOVA approach, and bio-inspired optimization algorithms.

The process of identifying the most relevant features is referred to as “feature selection.” The three main advantages of feature selection are:

• Simplifying the interpretation of the model.

• Reducing the variance of the model to avoid overfitting.

• Reducing the computational cost (and time) for model training.


Motivation

Artificial intelligence (AI) has been successful in many fields and facilitates our daily life in various ways (10–17). The reproduction rate prediction is crucial in successfully establishing public healthcare in the battle against COVID-19. The prediction of the reproduction rate is performed by using not just the past values but also by using the closely related factors. This work also investigates the impact of feature selection and hyperparameter tuning on the performance of non-linear machine learning techniques.



Research Gap and Contribution

The reproduction rate is related to many factors, such as the average number of contacts a person has, number of days a person is infected, from the day of exposure to the disease, the number of active cases, values of stringency index, testing capacity and positivity, and so on. As a result, the reproduction rate, time curve, and future values cannot be satisfactorily estimated by the probability distribution functions alone (18).

Time series prediction models, such as the autoregressive integrated moving average (ARIMA), Gray Model, and Markov Chain models do not consider multiple factors in reproduction rate prediction. Autoregressive models assume that future values resemble the past. Mechanistic models based on the susceptible, exposed, infected, and recovered (SEIR) states framework or modified version of the framework use the time series data to hold the currently confirmed cases, removed cases (including recovered and deceased cases), and time-varying transmission rates. However, some factors are still not included, and there is no weighting for the factors (19).

So there arises a need to study the various factors acting on the reproduction rate and to prioritize it. Hence identifying the importance of various features (for example, Total_cases_per_million, Total_deaths_per_million) under factors like active cases, stringency index, testing capacity, and positivity are done using feature selection algorithms. Multiple regression uses several explanatory variables to predict the single response variable. The performance of the non-linear machine learning techniques, such as Random Forest, XGBOOST, Gradient Boosting, KNN, and SVR are used in reproduction rate prediction. The performance of these approaches for predicting the COVID-19 reproduction rate was measured using the evaluation metrics like mean absolute error (MAE), mean squared error (MSE), root mean squared error (RMSE), R-Squared, relative absolute error (RAE), and root relative squared error (RRSE). The influence of feature selection and hyperparameter tuning operation on their performance is also studied.



Structure of the Paper

Section Introduction of the paper introduces the reproduction rate, feature selection, machine learning techniques and hyperparameters, and the motivation of this study. Section Related Works discusses the related works, as well as the identified research gap and the contributions. Section Materials and Methods describes the methods used in this work, including feature selection, hyperparameter tuning, and prediction and performance measurement. Section Results and Discussion discusses the experimental results. Finally, section Conclusion and Future Work provides the conclusion and future work.




RELATED WORKS

Zivkovic et al. (20) proposed a hybridized machine learning, adaptive neuro-fuzzy inference system with enhanced beetle antennae search (BAS) swarm intelligence metaheuristics. The results showed that the system is a good prediction model in time series forecasting. The defects in the BAS algorithm were rectified using the Cauchy exploration strategy BAS (CESBAS) using the Cauchy mutation and three additional control parameters. The selection of optimum values for the adaptive network-based fuzzy inference system (ANFIS) parameters became an NP-hard optimization problem. The ANFIS parameters values were determined using the CESBAS metaheuristics algorithm. The performance metrics, such as RMSE, MAE, MAPE, RMRE, and R-Squared, were used to evaluate the outcomes on influenza datasets.

The research goal in Mojjada et al. (21) was to forecast the number of new COVID-19 cases, mortalities, and recoveries using various machine learning regression models, such as the lowest absolute and selective shrinking operator (LASSO), vector supports, such as short message service (SMS), and exponential smoking (ES) models. While the linear regression and LASSO models were more effective in estimating and verifying the death rate, the ES model provided the overall best results.

Farooq and Bazaz (22) used an artificial neural network (ANN) to forecast the COVID-19 based on an online incremental learning technique using an adaptive and non-intrusive analytical model. The COVID-19 data was updated every day, so online incremental learning was the best option for forecasting since there is no need to retrain or rebuild the model from scratch.

Milind et al. (23) discovered many factors behind the spread of the coronavirus, such as the relationship between the weather and the spread of COVID-19, growth rate, and mitigation. Support vector regression (SVR) was used to predict the transmission rate, epidemic end, and the spread of the coronavirus across regions, and to analyze the growth rates and the types of mitigation across countries. The Pearson coefficient was used in the correlation between the coronavirus and weather correlation coefficient. Weather factors, such as the wind speed, temperature, and humidity of Milan city in Italy and New York City in the United States were considered. The SVR is a non-parametric technique since it only depends on the kernel function, implying that there is no need to change the explanatory variables in constructing a non-linear model. The study also compared the performances of SVR, linear regression, and polynomial regression.

Chicco and Jurman (24) predicted the survival of patients who had heart failure based on the ejection fraction and serum creatinine level. A database of 299 patients collected in 2015 was used. Feature selection was performed, and the factors were ranked. The ejection fraction and serum creatinine levels were found to be highly relevant among the 13 selected features. As a result, the prediction model was built and executed based on these two factors.

Mortazavi et al. (25) investigated the capability of machine learning techniques when applied to a high dimensional and non-linear relationship. They predicted the readmission of patients hospitalized for heart failure. The prediction was performed with various machine learning techniques, such as Random Forest, Gradient Boosting, and Random Forest combined hierarchically with support vector machines (SVMs) or logistic regression (LR) and Poisson regression. The obtained results were tested against traditional LR methods. The model was evaluated using the receiver operating characteristics (ROC) curve (C statistic), the positive predictive value (PPV), sensitivity, specificity, and f-score. The ROC was found to be a good measure for model discrimination.

Balli (26) analyzed the COVID-19 data from Germany, the United States, and other parts of the world. Methods including the SVM, linear regression, multilayer perceptron, and Random Forest methods were used to model the COVID-19 data. The performances of the methods were compared using the RMSE, absolute percentage error (APE), and mean absolute percentage error (MAPE). Among the tested methods, the SVM outperformed all other methods in the COVID-19 data modeling and was successfully used to diagnose the behavior of cumulative COVID-19 data over time.

A system to handle the data with non-linear relationships and non-normal distribution was proposed by Kuo and Fu (27). A total of 52 input variables relating to confirmed cases, environment variables, country-dependent variables, community mobility variables, and time series variables were used in the study (27). The impact of population mobility had caused an increase in the number of infections over the weekend. This work served as a basis for researchers analyzing geographical characteristics, seasonality, as well as models, such as long short-term memory (LSTM), ARIMA, convolutional neural network (CNN), and so on.

The COVID Patient Detection System (CPDS) used by Shaban et al. (28) was designed using a Hybrid Feature Selection Method (HFSM) consisting of two stages, a fast selection stage (FS2) and an accurate selection stage (AS2). The FS2 used several filter methods, and the filtered features served as the initial population of the genetic algorithm, which was used as a wrapper method. An enhanced K-nearest neighbor (EKNN) classifier was used to solve the trapping problem. The most significant features from the chest CT images of patients were selected. The HFSM allowed the EKNN classifier to obtain rapid predictions with high accuracy. The proposed feature selection algorithm was compared with four recent feature selection techniques, and the proposed CPDS had achieved an accuracy of 96%.

Sujatha et al. (29) utilized the linear regression, multi-layer perceptron (MLP), and vector autoregression (VAR) models to foresee the spread of the COVID-19 using the COVID-19 Kaggle data. The correlations between the features of the dataset are crucial in finding the dependencies. The VAR model is a more suitable analysis model for multivariate time series. It is an m-equation, m- variable model where an individual variable is based on its current and past values. The MLP methods provide better predictions than the linear regression and VAR models.

Yang et al. (30) predicted the number of new confirmed cases using SEIR and AI methods. The authors used the probability of transmission, incubation rate, and the probability of recovery or death as factors in the predictions. New case predictions made by the AI method are more accurate than the SEIR predictions.

The Gradient Boosting Feature Selection (GBFS) algorithm learns the ensemble of regression trees to identify the non-linear relationship between features with ease. The classification error rates for the GBFS and Random Forest methods are the lowest, whereas the L1-regularized logistic regression (L1-LR) and Hilbert–Schmidt independence criterion (HSIC) Lasso methods have higher error rates (31).

The XGBOOST algorithm was applied to calculate the business risk by Wang (32). Several feature selection methods were used to find the redundant features. Two hyper-parameter optimization approaches were applied: random search (RS) and Bayesian tree-structured Parzen Estimator (TPE). The XGBOOST with hyper-parameter optimization performed well for business risk modeling.

Chintalapudi et al. (33) used the predicted reproduction rate to forecast the daily and the cumulative COVID-19 cases for the next 30 days in Marche, Italy. The probability-based prediction was performed with the maximum likelihood function. In the implementation, a simple linear regression method was used to fit the exponential growth of infected incidences over time, and the linear regression was applied over the incidence data. This study showed that the outbreak size and daily incidence are primarily dependent on the daily reproductive number.

Locatelli et al. (34) estimated the COVID-19 reproduction rate of Western Europe with the average from 15 countries. The authors used the generation interval, defined as the time needed for an infected person to infect another person and for reproduction rate estimation. The works by Zhang et al. (35) and by Srinivasu et al. (36), Panigrahi et al. (37, 38), Tamang (39), Chowdhary et al. (40), and Gaur et al. (41) demonstrated the efficacy of machine learning algorithms in various fields.



MATERIALS AND METHODS

The spread of the COVID-19 depends on many factors. New factors influencing the spread of the disease are still being discovered, and the identification of predominant factors is crucial. The prediction of COVID-19 spread is highly related to the feature-reproduction rate. Data science can be applied to track the crucial features used for the prediction from any number of features. Traditional statistical approaches, such as the chi-square and Pearson correlation coefficient provide the importance of the features in relation to the other features. Feature selection reduces the overfitting and underfitting problems, computational cost, and time. The reproduction rate prediction is important since it is associated with the status of the COVID-19. Feature-ranking is performed using Random Forest regression, Gradient Boosting, and XGBoost. Seven factors are considered in this study: the total number of cases, number of new cases, total number of deaths, total number of cases per million, total number of deaths per million, total number of tests conducted per thousand, and the positive rate. The proposed system architecture is represented in Figure 1.


[image: Figure 1]
FIGURE 1. Proposed system architecture.



Reproduction Rate

Newly occurring diseases can be detrimental for humans and other animals, whether the diseases are caused by a new pathogen or a modified form of an existing pathogen (19). In this work, the simple compartmental disease models and matrix methods are used to calculate the reproduction rate, R0.



Feature Selection

Embedded filter-based feature selection methods, such as Random Forest, Gradient Boosting, and XGBoost, which take into account the regression process, are used in this work. The Random Forest approach is an embedded feature selection method in which hundreds of decision trees are constructed by extracting random observation values of random features. The training determines features that reduce impurity. The principle of Gradient Boosting, and XGBoost methods are used to boost the weak learners. Gradient Boosting strives to minimize the error between the predicted and the actual values. The XGBoost is an extreme Gradient Boosting algorithm. The XGBoost is the regularized form of Gradient Boosting (42). The XGBoost is fast with L1, L2 regularization and parallel computing. It delivers high performance since it works on the second partial derivatives of the loss function. The main highlight of the Random Forest algorithm lies in its ability to prevent overfitting and increase accuracy. The advantage of gradient boosting is its ability to tune many hyperparameters and loss functions.



Parameter Settings

The experiments use multiple non-linear regression tree algorithms and the result is implemented in Python. For experiments without hyperparameter tuning, the default values in the SciKit library are used. For Random Forest regression, the parameter values are initialized as follows: n_estimators = 100, n_jobs = −1, oob_score = True, bootstrap = True, and random_state = 42. For XGBoost, the XGB Regressor method is used to fit the test data, and n_estimatorsis set to 100. The Gradient Boosting feature importance is calculated by setting the value of n_estimators to 500, max_depth to 4, min_samples_split to 5, learning_rate to 0.01, and loss as ls. For the KNN algorithm, the lower error rate is achieved when the K value equals 7. For the SVR, the radial basis function kernel is used with degree = 3 and gamma = scale. For experiments with hyperparameter tuning, grid search and randomized approaches are used. A grid search exhaustively tests all possible combinations of the specified hyperparameter values for an estimator. In a randomized search, the model selects the combinations randomly. Both approaches are very effective ways of tuning the parameters to increase the generalizability of the model. The GridSearchCV method of sklearn tunes the hyperparameters of the SVR, KNN, XGBoost, and Gradient Boosting approaches. The randomized search CV function is used for the hyperparameter tuning of Random Forest Regressor.



Dataset

The dataset was taken from the website “https://github.com/owid/covid-19-data/tree/master/public/data” (43). A total of 16 fields were used for the study of reproduction rate. They are Total_cases, New_cases, Total_deaths, New_deaths, Total_cases_per_million, New_cases_per_million, Total_deaths_per_million, New_deaths_per_million, New_tests, Total_tests, Total_tests_per_thousand, New_tests_per_thousand, Positive_rate, Tests_per_case, Stringency_index, Population_density. Records from April 1, 2020, to November 30, 2020, are used as training data (244 records/day). Records from December 1, 2020, to March 10, 2021, are used as testing data (100 records/day).



Performance Metrics

Numerous machine learning (ML)-based predictive modeling techniques are used in the COVID-19 predictions. Therefore, there is a need to measure the performance of each model and its prediction accuracy. The metrics used to assess the effectiveness of the model in predicting the outcome are very important since they influence the conclusion. The performance metrics to identify the error rate between the predicted and observed values are as follows:

• Root mean square error (RMSE)

• Mean absolute error (MAE)

• Determination coefficient (R2)

• Relative absolute error (RAE)

• Root relative squared error (RRSE)


Mean Absolute Error

The mean absolute error measures the sum of the absolute differences between the predicted output and the actual output. One cannot identify whether it is under predicting or over predicting since all variations have equal weight.

Equation 1 provides the formula to calculate the MAE.

[image: image]

where SWLFOR,i represents the forecast output, SWLOBS,i represents the actual output, N represents the total number of data points, and I represents a single data entry from the data points.



Root Mean Squared Error

The RMSE measures the square root of the average squared deviation between the forecast and the actual output, as given in Equation 2. It is used when the error is highly non-linear. The RMSE indicates the amount of errors in the predicted data on average and is a good measure of the prediction accuracy.
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Determination Coefficient

The R2 metric shows the percentage variation in y explained by x-variables, where x and y signify a set of data. It finds the likelihood of the occurrence of a future event' in the predicted outcome, as given in Equation 3.
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Relative Absolute Error

Relative Absolute Error (RAE) metric gives the ratio of residual or mean error to the forecast error of a naive model. Equation 4, returns a value less than 1, when the proposed model performs better than the naïve model. In Equation 4, “P” stands for the predicted value and “A” for the actual value.
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Root Relative Squared Error

The Root Relative Squared Error (RRSE) is given as the square root of the relative squared error (RSE). The RSE metric compares the actual forecast error to the forecast error of a naive model. It can be used in models whose errors are measured in different units. As given in Equation 5 and 6, the total squared error is divided by the total squared error of the simple predictor. The simple predictor is just the average of the actual values. The predicted output is “P” and “T” is the target value. Further, the value “i” represents the model and j represents the record. RRSE is given as the square root of the relative squared error, which provides the error in the dimensions of the quantity being predicted, as given in Equation (7). RSEi represents the relative squared error for the model “i”.
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RESULTS AND DISCUSSION


Results

All experiments were performed using Python's Sci-Kit Library on a Jupyter notebook. The feature importance scores obtained by Random Forest regression, XGBoost, and Gradient Boosting are given in Table 1 and plotted in Figure 2.


Table 1. Feature Importance Scores obtained using Random Forest Regression, XGBoost, and Gradient Boosting.
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FIGURE 2. Comparison graph of feature score given by feature selection algorithms.


Out of the 16 features, the top seven features affecting the reproduction rate are identified from the obtained feature importance scores. The seven features are Total_cases, New_cases, Total_deaths, Total_cases_per_million, Total_deaths_per_million, Total_tests, Total_tests_per_thousand, and Positive_rate.

Experiments were conducted for the reproduction rate prediction using Random Forest, XGBoost, Gradient Boosting, support-vector regression (SVR), and k-nearest neighbor (KNN) regression methods. In addition, the experiments were intended to investigate the impacts of feature selection and hyperparameter tuning. Four experiments were conducted with and without feature selection or hyperparameter tuning. Experiment 1 was conducted using the five regression techniques without feature selection and without parameter tuning. Experiment 2 was conducted with feature selection and without parameter tuning. Experiment 3 was conducted without feature selection and with hyperparameter tuning, and finally, Experiment 4 was conducted with feature selection and with parameter tuning. The reproduction rate prediction was measured using the mean absolute error (MAE), mean squared error (MSE), root mean squared error (RMSE), R-Squared, relative absolute error (RAE), and root relative squared error (RRSE). The best, the second-best and the worst results for the particular metrics and experiments are discussed in detail below. The best results obtained for the metrics are given in bold in the Tables 2, 3, 5, 6.


Table 2. Prediction without Feature Selection and without hyperparameter tuning.
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Table 3. Prediction with Feature Selection and without hyperparameter tuning.
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The first experiment used all features in the reproduction rate prediction, and each of the regression techniques used the default values for the hyperparameter. The resulting performance metric values are given in Table 2. The Gradient Boosting method performs well with the lowest MSE, RMSE, RAE, and RRSE values and the second-best score for MAE. Random Forest is the next best algorithm with the best R-Squared value and the second-best scores for MSE, RMSE, and RAE. The XGBoost has an average performance. The SVR has the worst scores in all of the performance metrics. The lowest MAE of 0.0189412 was obtained by XGBoost followed by Gradient Boosting with the second-best MAE of 0.02226608. The SVR has the highest MAE of 0.0712651. The minimum MSE, RMSE, RAE, and RRSE values of 0.00135535, 0.036815107, 0.1173159354, and 0.1472868, respectively, are achieved by Gradient Boosting. Random Forest achieves the maximum R-squared value of 0.97923. The obtained metric values are plotted in Figure 3.


[image: Figure 3]
FIGURE 3. Performance comparison graph of regression techniques without feature selection and without hyperparameter tuning.


The seven selected features were used in the second experiment, and the prediction process was performed without hyperparameter tuning. There is a reduction in the MAE, MSE, and RMSE values of about 0.01 using Random Forest regression. There is a marginal reduction in the MAE, MSE, and RMSE values using XGBoost and Gradient Boosting for feature selection. The lowest MAE value of 0.018391, RAE value of 0.096898, and the best R-squared value of 0.9796126 is achieved by XGBoost. Random Forest gives the lowest MSE of 0.00139, RMSE of 0.037380, and RRSE of 0.159998. Out of all the algorithms, the SVR produces the highest error rate. The results are given in Table 3 and plotted in Figure 4. The Random Forest regression and XGBoost techniques performed better than the other techniques. The performance of SVR is the worst among the algorithms compared for reproduction rate prediction. In the experiment with feature selection and without hyperparameter tuning, the Random Forest approach has achieved the top performance with three best scores and two second-best scores. The XGBoost has the best scores for the MAE, R-squared, and RAE, and the second-best score for RRSE.


[image: Figure 4]
FIGURE 4. Performance comparison graph of regression techniques with feature selection algorithm and without hyperparameter tuning.


Experiment 3 was conducted without feature selection and with hyperparameter tuning. The tuned hyperparameter values are listed in Table 4. The results are good after hyperparameter tuning is performed with the grid search or random search. The results are analyzed based on the best, the second-best, and the last scores. The performance of KNN tops all of the other algorithms when the experiment is performed without feature selection and with hyperparameter tuning. Random Forest is the next best algorithm with the second-best scores for the MSE, RMSE, R-Squared and RRSE. The values are given in Table 5 and plotted in Figure 5.


Table 4. Best tuned values of the hyperparameters for the different regression techniques.
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Table 5. Prediction without Feature Selection and with hyperparameter tuning.
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[image: Figure 5]
FIGURE 5. Performance comparison graph of regression techniques without feature selection and with hyperparameter tuning.


Experiment 4 was conducted with feature selection and with parameter tuning. In this experiment, the Random Forest approach has the best scores for the MSE, RMSE, R-Squared, and RRSE. The XGBOOST has the best scores for the MAE and RAE. Nevertheless, Gradient Boosting has the second-best scores in the MSE, RMSE, R-Squared, and RRSE. The KNN has two second-best scores. Again, the SVR has the worst scores for all of the performance metrics. The values are given in Table 6 and plotted in Figure 6.


Table 6. Prediction with Feature Selection and with hyperparameter tuning.
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[image: Figure 6]
FIGURE 6. Performance comparison graph of regression techniques with feature selection algorithm and with hyperparameter tuning.


The computation times for the different types of prediction are computed and listed in Table 7. The Random Forest algorithm uses a random search technique for hyperparameter tuning, which requires more time. All of the other algorithms use the grid search technique. The KNN and SVR are able to perform hyperparameter tuning rapidly. XGBOOST and Gradient Boosting regression have moderate running times of around 100 s.


Table 7. Running time of algorithms with hyperparameter tuning and prediction.
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The predicted and actual reproduction rates for Random Forest, KNN, SVR, XGBoost, and Gradient Boosting are, respectively, plotted in Figures 7–11. The graphs show that the predicted values are very close to the actual values.


[image: Figure 7]
FIGURE 7. Graph describing the predicted value vs. actual value of Random Forest.



[image: Figure 8]
FIGURE 8. Graph describing the predicted value vs. actual value of KNN.



[image: Figure 9]
FIGURE 9. Graph describing the predicted value vs. actual value of SVR.



[image: Figure 10]
FIGURE 10. Graph describing the predicted value vs. actual value of XGBoost.



[image: Figure 11]
FIGURE 11. Graph describing the predicted value vs. actual value of Gradient Boosting.





DISCUSSION

The major contributions of this paper are the study of features affecting the COVID-19 reproduction rate, as well as the investigation into the effects of feature selection and hyperparameter tuning on the prediction accuracy. Furthermore, prediction accuracy comparisons of the state-of-the-art regression techniques for COVID-19 reproduction rate have also been performed.

The selected features suggest that the total numbers of death and testing also influence the reproduction rate. Instead of depending only on the past value of the predictor variable as cited by Milind et al. (23), our work finds the crucial features affecting the predictor variable. Different regression techniques are used in the prediction and they are used to determine the final reproduction rate. The effectiveness of feature selection in prediction has also been proven. Random forest has achieved the best performance in the accuracy comparison of the state-of-the-art techniques, as has already been proven by Chicco and Jurman (24). In the results obtained by the four experiments, the overall best values of MAE, MSE, RMSE, RAE, RRSE, and R-Squared were all obtained by the KNN approach. Therefore, KNN has obtained the best performance on average, followed by Random Forest and XGBOOST.



CONCLUSION AND FUTURE WORK

Predicting the reproduction rate is crucial, especially when a country has to take preventative measures to protect its citizens from a pandemic. Autoregressive models rely on and work with previous values to forecast future values. Non-linear machine learning regression algorithms have consistently produced the best prediction results in various applications, including the stock exchange, banking, and weather forecasting. Among the many factors involved in the spread of the COVID-19, the prominent factors are identified using Random Forest, Gradient Boosting, and XGBOOST in this work. Random Forest returned the highest importance score for Total_cases_per_million as 0.10196. For XGBOOST, the maximum score was 0.92185 for Total_case, and for Gradient Boosting, the top value of Total_deaths_per_million is 0.1183. Out of 16 features selected for investigation, seven features, namely, Total_cases, New_cases, Total_deaths, Total_cases_per_million, Total_deaths_per_million, Total_tests, Total_tests_per_thousand, and Positive_rate, are found to be prominent in reproduction rate prediction. Furthermore, this work investigated the reproduction rate prediction with non-linear machine learning regression techniques. The experiments were performed using Random Forest, Gradient Boosting, XGBOOST, KNN, and SVR, with and without feature selection and hyperparameter tuning. The results showed a decrease in the prediction error rate with hyperparameter tuning and with all of the features. Overall, the KNN algorithm had obtained the best performance. The study shows that Random Forest obtained the best performance with hyperparameter tuning and selected features. Individual regression techniques are applied in this study. However, the ensemble of regression techniques can be applied to obtain better performances. The regression algorithms obtained improved results with hyperparameter tuning and Gridsearch or Randomsearch methods. There is no remarkable difference in the prediction accuracy of algorithms with and without feature selection algorithms, so there is a need to find out the optimal features related to the reproduction rate.
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Recommender systems offer several advantages to hospital data management units and patients with special needs. These systems are more dependent on the extreme subtle hospital-patient data. Thus, disregarding the confidentiality of patients with special needs is not an option. In recent times, several proposed techniques failed to cryptographically guarantee the data privacy of the patients with special needs in the diet recommender systems (RSs) deployment. In order to tackle this pitfall, this paper incorporates a blockchain privacy system (BPS) into deep learning for a diet recommendation system for patients with special needs. Our proposed technique allows patients to get notifications about recommended treatments and medications based on their personalized data without revealing their confidential information. Additionally, the paper implemented machine and deep learning algorithms such as RNN, Logistic Regression, MLP, etc., on an Internet of Medical Things (IoMT) dataset acquired via the internet and hospitals that comprises the data of 50 patients with 13 features of various diseases and 1,000 products. The product section has a set of eight features. The IoMT data features were analyzed with BPS and further encoded prior to the application of deep and machine learning-based frameworks. The performance of the different machine and deep learning methods were carried out and the results verify that the long short-term memory (LSTM) technique is more effective than other schemes regarding prediction accuracy, precision, F1-measures, and recall in a secured blockchain privacy system. Results showed that 97.74% accuracy utilizing the LSTM deep learning model was attained. The precision of 98%, recall, and F1-measure of 99% each for the allowed class was also attained. For the disallowed class, the scores were 89, 73, and 80% for precision, recall, and F1-measure, respectively. The performance of our proposed BPS is subdivided into two categories: the secured communication channel of the recommendation system and an enhanced deep learning approach using health base medical dataset that spontaneously identifies what food a patient with special needs should have based on their disease and certain features including gender, weight, age, etc. The proposed system is outstanding as none of the earlier revised works of literature described a recommender system of this kind.

Keywords: blockchain privacy system, deep learning, machine learning, IOMT, artificial intelligence


INTRODUCTION

The idea of a secured recommendation system has been proposed in recent times due to the nature of diseases and dietary effects suffered by patients with unique conditions that inhibit their ability to receive routine diet recommendation care. This system which is incorporated with a blockchain privacy mechanism is advantageous to both the hospital data management unit and the patients with special needs in terms of privacy violation protection, scandals, and longevity of the patients. In (1), the authors gave a comprehensive explanation, including their history and basic concepts of networks and how they could be applied in the field of pharmaceutical sciences as an option instead of just traditional methodology. The authors of (2) discussed the various ways Artificial Neural Networks (ANNs) can be applied to resolve challenges in the pharmaceutical field. Similarly, in (3), the authors discussed how ANNs can be used in diverse ways in medicine such as in the delivery of drugs, classification of cancer, research in pharmaceutics and others. The authors of (4) proposed an algorithm to solve the issue of classification, analysis, and summarization of document analytics. Experimental results showed the efficiency of the algorithm regarding its precision and implementation time. In (5), the authors proposed a solution based on deep learning for medical datasets which identifies what kind of food a patient should be fed based on factors like the nature of diseases, gender, age, and weight, among others. Their framework made use of machine learning and deep learning algorithms. Experimental results showed its efficiency and accuracy.

The motivation of this study is to enhance, secure, and analyze the performance of an expansive nutritional theory into the Internet of Medical Things (IoMT) using a blockchain privacy system and deep learning algorithms.

The contributions of this study are stated below:

• To propose and incorporate a reliable blockchain privacy system (BPS) for a secured diet recommendation system for patients with special needs.

• To investigate and perform analysis of machine learning, deep learning system previously used on IoMT such as Naive Bayes and logistic regression, recurrent neural network (RNN), gated recurrent unit (GRU), and long short-term memory (LSTM).

• To design an all-inclusive diet recommendation model which can be applied for patient special needs products and disease specifications.

• To analyze the behavior of our Enhanced Artificial Intelligence (AI) and deep learning mechanisms and how it is administered.

• The result showcased the Enhanced Machine Learning and deep learning for patients with special needs and for treating varied patient diseases with varied recommender evidence that is secured using a blockchain privacy system.


Structure

The remaining part of the study laid out on this paper is organized as follows. Several literature are revised and detailed in the related works section. Introduced in section System Model are the methods and materials of the system, including its execution utilizing AI. Summarized in section Experiments and Results are the findings of the conducted experiment in this study. Finally, the conclusions of the study are discussed in section Conclusion and Future Work.




RELATED WORKS

Blockchain is one of the most recent subjects currently under-studied and has been recently incorporated into several societal, industrial and academic scenarios (6). One of the areas that have extensively incorporated the BPS is the hospital and patient recommender systems. The authors in (7) proposed research for customizing a service for the recommendation of diet for its customers which prevents and manages heart diseases in the area of healthcare. It provides this service by putting into consideration factors like family history of illnesses, preferences of food, vital signs, etc., of the customers with the issue of heart diseases. This service can aid customers to change their living habits to healthier ones. The study conducted by the authors of (8) proposed a framework for nourishment recommendation where input is retrieved from children and analyzed, which results in output that provides for a better and healthier diet plan. Its goal is to provide kids from the age of eight to their early teens with a healthier eating lifestyle which varies according to their age, gender, and other related factors. The study of the authors in (9) suggested a platform that smartly plans the meals of users according to their health conditions. This platform makes use of machine learning algorithms to function. The authors of (10) studied the impact of various factors which influence the adoption and use of a user of online health facilities, specifically in Ukraine and China. The authors in (11) proposed a framework that recommends healthy diet plans to patients that have hypertension. It utilizes machine learning algorithms and considers factors such as allergies, food preferences, age, and blood pressure, among others. The study conducted by the authors of (12) discussed how blockchain technology in conjunction with the Internet of Things (IoT) could be used to monitor the supply chain efficiently. The \ study of the authors in (13) proposed a system that recommends healthier diets specifically for American Indians with diabetes, by studying the profile of the user with clinical regulations and guidelines. The system makes customized recommendations based on various factors for the AI patient. The authors of (14) used a neural network deep learning method to explain how big data analytics could be utilized in the execution of an efficient system for health recommendation, and demonstrates how the industry of healthcare could evolve from a customary system to a more customized one in the online health environment.

The authors in (15) examined the ways for calculating and measuring the similarities of users in health websites. The recommendation of similar users to customers aids in the support search, whether emotional or not in a more efficient way. The study conducted by the authors of (16) presented an overview of the literature that examines how machine learning algorithms are used in recommender systems and also pinpoints opportunities for research in the software engineering field. It concluded that the algorithms are used because they are not complex. The study of the authors in (17) proposed a method for recognizing parameters that influence processes and suggests a framework for machines by executing a device that can collect a large amount of data and integrate them into the Cloud for more studies. The authors of (18) identified various ways big data analytics could be utilized and gave its benefits regarding IT framework in strategic areas. They also suggested tactics for organizations concerned with healthcare to adopt big data analytics. The authors in (19) proposed a recommendation of threads to health communities' online users by making use of diverse healthcare information network mining. The study conducted by the authors of (20) proposed a scheme to improve the efficacy of recommender systems and preserve privacy, as long as the data collected are examined efficiently. The study of the author in (21) provided an exhaustive review of all research regarding and related to recommender systems that are based on deep learning technology. The authors of (22) proposed a model that is based on fog deep learning that acquires data from people and forecasts their fitness statistics and abnormalities making use of a model that is based on a neural network that is capable of handling diverse and large amounts of data.

The authors in (23) proposed a recommender system that delivers accommodative nutrition information to extend and improve the lives of people with diet-related illnesses, as well as healthy people. The system recommends nutrition according to the health profile of the user. The study conducted by the authors of (24) proposed an architecture that collects and collates data from different primary indicators of performance in healthcare communities, as well as predicts possible values of these principal performance indicators. The study of the authors in (25) proposed a system that utilizes customized features concerning nutrition that aids users in the change of their attitude toward healthier food choices and diets. The authors of (26) conducted a review to determine if dieted and nutritional products are issues often left out in shortages research. The authors in (27) proposed a framework for the recommendation of everyday meals while also managing preference-inclusive and nutritional information. The study conducted by the authors of (28) proposed a recommender system making use of analysis of food clustering for patients with diabetes. The study of the authors in (29) reviewed numerous existing works of literature and discovered lacunas in the existing systems of diet management. The authors of (30) in their study concentrated on developing a recommender system that integrates Artificial Intelligence methods and creates a base of knowledge following the appropriate and lawful guidelines and regulations concerning diabetes. The recommended menu is according to the preferences and conditions of the patients.

The authors in (31) presented a recommender system that is based on the pathology report of the user. This system utilizes the ant colony algorithm to create a menu and suggests appropriate food in line with the values of the pathology report of the user. The study conducted by the authors of (32–34) discussed error sources regarding nutrition, as well as possible solutions to tackle those challenges for future systems. They also discussed the incorporation of nutritional propositions into information systems. The study of the authors in (35) proposed a management system to aid in the preparation of a proper and healthy diet for children. The authors of (36) studied the shifts in obesity and its various kinds from the richer to the less fortunate across an era of economic growth in a developing country (Malaysia). They concluded that as the country develops, the risk of obesity among the less fortunate should be expected. The authors in (37) proposed a customized recommender system fashioned to meet the nutritional restrictions, preferences, and expectations of the user. The conducted by the authors of (38) recommended a diet plan to patients with jaundice using a hierarchy process that considers vital nutrients to determine the best choice for meals for all times of the day. The study of the authors in (39) discussed the uses and benefits of deep learning methods and ANNs in the advancement of the medical field in areas such as electroencephalography and the collation of physiological data. On the other hand, the authors in (40) presented a review of recommendation methods for people and groups to eat healthier foods. They also studied the existing recommender systems and challenges regarding research of recommendation technology. The study of the authors in (41) presented a Privacy-Preserving and Secure Framework (PPSF) for IoT-driven smart cities. The proposed PPSF is subject to two key schemes: a two-level privacy mechanism and an intrusion detection mechanism. Finally, the potentials of blockchain-enabled edge-of-Things (BEoT) by Prabadevi et al. in (42) was designed to provide security and services which comprises trust management, attack detection, data privacy preservation and access authentication.



SYSTEM MODEL

The methodology used in this study is explained in the following discussions. The objective of this study is for the recommendation of diet to various patients with special needs with a BPS utilizing machine and deep learning classifiers for the health-based medical dataset which will spontaneously identify what kind of food a patient with special needs should have, based on their disease and other factors such as weight, gender, and age, among others. For this reason, we have incorporated a BPS utilizing various deep and machine learning classifiers. A random forest classifier was utilized to know what feature has a greater effect on the dataset.


Dataset

The dataset utilized in this study comprises about a thousand products and 50 patients collated using IoT and cloud methods. The products experimented on various disease patients. The dataset possesses over 13 features and has stored in it almost 17,000 records. The features of the products are listed in Table 1, the features of the patient are listed in Table 2, while Table 3 is the Training accuracy of models after BPS.


Table 1. Number of features in the product.

[image: Table 1]


Table 2. Features of patients.
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Table 3. Training accuracy of models after BPS.
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Data Preservation and Protection

The proposed BPS can be used by patients to store and preserve their personal data which are applicable to recommender systems. Example of such data includes diagnosed illness, treatment status, demographic attributes, prescribed medications, and response performance, among others. The BPS stores and fully encrypts this set of data, such that, accessing them without permission is almost impossible. Other related data, such as health history, diets of the patients, and more, which illustrates the actual treatment performance that is vital for the recommender systems are classically gathered by the hospital database system (HDS). These user-sensitive data are transmitted and stored in the BPS instead of the database of the hospitals, as illustrated in Figure 1, in order to enhance privacy by preventing attacks of the eavesdroppers, hacker attacks, and other intruding vulnerabilities. On the other hand, the BPS grants adequate permission to the patients to access these data in a very secured and trusted format. In case of a recommendation, prescription, check-ups, or emergencies, the BPS also sends a prompt notification to the registered smart device of the patient. This ensures adequate transparency about the data collection events of the hospitals for the patients (users).


[image: Figure 1]
FIGURE 1. BPS-based data storage and patient alert preservation system.




Cooperative Filtering

One of the major advantages of the BPS over other existing privacy technology is its ability to perform efficient data computations while keeping all input data confidential. As illustrated in Figure 2, the hospital is notified each time the patient (user) attempts to obtain a recommendation for their confidential medical details. Because the hospital runs a multi-user system with several of its patients, their individual data are employed as input variables for the cooperative filtering algorithm of the recommender systems to sort and locate the best recommendations for each enquiring patient. Meanwhile, the hospital database manager can only view basic information of the patient as the rest of the sensitive data and computations are performed at the BPS. In conclusion, the patient gets a notification alert and receives secure permission to access the subsequent recommendations.


[image: Figure 2]
FIGURE 2. BPS-based data storage, hospital management and preservation system.




Data Processing
 
Data Normalization

Functions of data cleaning are carried out to get rid of noise and regularize the features after choosing a dataset. The aim of regularization is for the dataset to be scaled into a single range. This is done because the dataset has varied scale values. They can be one-digit, two-digit, or three-digit values so every value is brought into one scale so that the machine learning models perform more effectively. For this reason, we carried out min-max normalization. In this study, min-max scaling normalizes values within the scope of [0, 1] and is illustrated in Equation (1) below.

[image: image]

where y = (C1, C2… Cn) are the number of features. Ci is the feature to be normalized and Ni stands for the features that have been formalized. As a result of doing this, all the features now have identical weights, and they are all in a single scope.



Data Encoding

While this research was carried out, values that were duplicated and inconsistent were eliminated from the dataset before data encoding was performed. Subsequently, the nominal features are transformed into arithmetic values. The objective of this is to ensure that the backend functions of the machine learning models are performed using arithmetic values prior to their implementation. In this study, non-arithmetic data was transformed to arithmetic data prior to the performance of data encoding. Machine learning (ML) algorithms backend computations were also carried out on arithmetic values before data was passed to the suggested model.



Optimal Feature Visualization

A Product calorie has an important percentage of 48% in the dataset. Product fat has a significance percentage of 12%. Product protein and carbohydrates have significance percentages of 8%. Product sodium has an important percentage of 6%. The user number has an important percentage of 5%. Furthermore, product fiber, user fat, and protein have significance percentages of 2% each. Age, user weight and calories, disease, product barcode, and user carbohydrate have important percentages of 1% each in the dataset. Random Forest is a combination of decision trees. For the prediction to be correct, it integrates all the decision trees and gives more precise results. It is used not just for regression and classification, but also in the application of the best features in the dataset. Its best attribute is that regression and classification can be performed using it. When classifying Random Forest, the majority vote was utilized in the prediction of the target. However, for the evaluation of regression, Random Forest takes the average value of all the decision trees and predicts it as a threshold as stipulated for each node. Subsequently, there is a performance of splitting based on that threshold. The threshold is stipulated by computing gain-index and entropy. Their various equations are shown below.

[image: image]

where b1, b2…bs stands for the probabilities of the class labels.
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Deep Learning Classifiers
 
Multilayer Perception

There exist various kinds of neural networks created and developed previously. All the existing ANNs may be distinguished by their processing unit (PE) transfer functions. Their techniques of learning and by the link equations. Processing unit is a basic constituent of ANN. It collects numerous signals that are weighted from other existing processing units. The framework of forwarding ANN is like this. The first layer has its input units. There are hidden layers in the middle. Finally, the last layer comprises output units. The function of the input unit is the provision of data from outside sources. Next, the data that is collected is transported to concealed layers where it is amplified with weights. Finally, it is passed to the output layer to initiate the final signals. The classification capacity of ANN is based completely on concealed layers. These concealed layers are linked by the synapses with the neighbor's layers. If there are p input data points (b1, b2… bp), we call it p number of features in the data. In the ANN framework, all the features are amplified with weights (e1, e2…ep) and then added as is stated in Equation (4) below.

[image: image]

where “p” represents the total amount of features present in the dataset given as input B to the input layer. While “e” stands for the weights of all the features amplified with its weight. It is referred to as the dot product too. The addition of the bias function is done next in the dot product function. It will lead to Equation (5) stated below.

[image: image]

In Equation (5), a denotes the activation function f (a). In this manner, we will obtain the output for the first neuron and the first hidden layer. This procedure will be repeated until the last weight and the last input is seen.




Recurrent Neural Network

Recurrent Neural Network is a kind of ANN where node-to-node links create a graph administered along with a corporeal order which makes provision for the display of dynamic behavior. It is a type of new ANN that has memory cycles that are directed.


Long Short-Term Memory

This is a framework that carries out a memory augmentation for the RNN. In this study, 3 layers of LSTM with a batch size of 32, as well as the sigmoid function is used to activate it. The Adam function is utilized for optimization. Binary cross-entropy is used to compute function loss.



Gated Recurrent Units

The principle of the GRU is more current than the LSTM. Basically, it functions more effectively. It is quicker in the training of models as opposed to the LSTM. The model can be modified and manipulated easily. However, LSTM performs better than the GRU if a longer memory is needed. Eventually, the comparison of performance depends on the kind of dataset being used. The frameworks LSTM and GRU are somewhat similar, but there are some important differences stated below:

• The GRU comprises two gates, but the LSTM has three.

• Gated recurrent units do not have internal memory that is opposed to the detectable hidden form. The output gate which is embedded in LSTMs is also not present in the GRUs.

• There is no application of second non-linearity when calculating GRU output as opposed to the LSTMs.




Machine Learning Classifiers
 
Logistic Regression

This is a popular classification algorithm utilized in machine learning. Basically, a bipartite result is acquired with it. Its purpose is to find a link connecting the possibility of a particular outcome and its features. A logit (odds) function is utilized in this algorithm. In Equation (6), the algorithm is described as seen below:

[image: image]

In the equation above, the logit function is [image: image] and the odd function is [image: image]. The odds show the probability proportion of insertion of the feature to the likelihood of failure or lack of features. Output is normally done in this algorithm subsequent to the mapping of inputs to log-odds in a straight blend. Now, the contrary of the function stated above would be;

[image: image]

Equation (7) is referred to as a sigmoid function which is a mathematical function that has an “S”—shaped curve characteristic, which converts the values between the range 0 and 1. As long as the probability value is initiated within the range of 0 < R < 1, then we chose the variables in the logarithm in a manner to expand the likelihood of scrutinizing sample values.



Naive Bayes

This is a collation of algorithms that have a joint where all the pairs of the features are unconstrained. Two hypotheses are considered in the algorithm which are as follows:

1. All the functions are separate.

2. The texts need to be translated into arithmetic values in the instance of features in text format. Bayes' Theorem is shown in Equation (8) below:

[image: image]

where G and H events, R (G) is the prior probability [image: image] posterior probability. Now, Bayes' theorem can be implemented by Equation (9) as seen below:

[image: image]

where B represents the dependent feature vector and v is the class variable, B is of size n so, B = (B1, B2, B3 …, Bn). For evidence to be split into unconstrained categories for events G and H: R (G, H) = R (G) R (H). The results then become:

[image: image]

It can be expressed as Equation (11) below:

[image: image]

Because the denominator is continuous for input, so in Equation (12) below:

[image: image]

For a classifier model to be produced, the input probabilities for v must be determined and the output with the highest probability has to be taken. Hence, in Equation (13) below:

[image: image]

Finally, what is left for calculation is [image: image] which is the initial probability and R (v) which represents the contrast of the logit function.




Evaluation Metrics

Various metrics are utilized in the evaluation of the performance of our suggested model. These are stated below:

[image: image]

The objective of precision is to examine the True Positive (AZ) units in connection to False Positive (CZ) units.

[image: image]

The objective of recall is to examine True Positive (AZ) units in connection to False Negative (CN) units that are not classified. The arithmetic arrangement of recall is stated in Equation (16) below:

[image: image]

Sometimes, assessment of performance may not be very efficient with recall and accuracy. For example, if a mining algorithm has high precision but low recall, then another algorithm is needed. Then comes the question of which algorithm is more effective. This challenge is solved utilizing F1-measure that gives a mean recall and precision. F1-measure can be calculated as follows:

[image: image]
 

Software Analysis

A Colab software installed on a Core-i7 computer system is employed in performing the Deep Learning experiments. The system is fully equipped with 16GB RAM, 4 CPUs, a 1.7 GHz processor, and about 20GB obtained from Google Colab laboratory. The overall dataset was partitioned into three segments which includes training segment, cross-validation segment, and testing segments. Constituting 80% of the dataset was utilized in the research as the training set, 20% was used as the testing set, while K-Fold Cross-validation was employed and is applicable to both the training and testing sets.

The study employed both machine and deep learning classifiers in this research and their training accuracies are presented in Table 4. Using a 32-batch sized 3-layer LSTM with sigmoid activation function, it is established that the LSTM classifier ranked maximum with 95.45% training accuracy, while MLP ranked as the least at 86.5%. The training accuracies for the rest classifiers which are GRU, RNN, Logistic regression [LR], and Naive Bayes were at 94.6, 92.3, 88.5, and 87.2% training accuracies, respectively.


Table 4. Performance of training score accuracy for selected classifiers.

[image: Table 4]




EXPERIMENTS AND RESULTS

The training and validation scores of Naive Bayes, LR, and MLP classifiers are presented in Figures 2, 4, 5, respectively. For all the figures, the training scores are denoted with a blue line/curve while the red curve represents the scores of cross-validations. For Naive Bayes in Figure 3, it is observed that the training and cross-validation scores merged at 87.2%. The cross-validation score of the logistic regression in Figure 4 remained stable and linear while the training score increases up to 93.8%, stabilizes, and further decreases. The validation and training scores of the MLP classifier is illustrated in Figure 5. The experiment shows that both the training and validation scores of the MLP classifier training scores increase at some point and ultimately decreased.


[image: Figure 3]
FIGURE 3. Result for Training and Cross-Validation of Naive Bayes classifier.



[image: Figure 4]
FIGURE 4. Result for Training and Cross-Validation Scores of Logistic Regression classifier.



[image: Figure 5]
FIGURE 5. Result for Training and Cross-Validation of MLP classifier.


The test accuracies of the MLP classifiers are presented in Table 5. The result shows that the LSTM classifier realized a maximum of 99.5% test accuracy, while the MLP classifier achieved the least score of 90.3% test accuracy. The rest classifiers which are GRU, Naive Bayes, RNN, and LR all attain 98.8, 95.6, 95.5, and 90.8% testing accuracies, respectively.


Table 5. Performance of testing score accuracy for selected classifiers.

[image: Table 5]

Figures 6, 7 represent the testing accuracies and cross-validation scores of both Naive Bayes and LR models, respectively, it is observed that the testing accuracies and validation scores for both models merged at 94 and 94.28%, respectively. Similarly, Figure 8 shows that the validation and testing scores for MLP merged at 93.81 and 92.85%, respectively.


[image: Figure 6]
FIGURE 6. Result for Testing and Cross-Validation of Naive Bayes classifier.



[image: Figure 7]
FIGURE 7. Result for Testing and Cross-Validation of Logistic Regression.



[image: Figure 8]
FIGURE 8. Result of Testing and Cross-Validation for MLP classifier.


The study further investigated the accuracies and loss performance of training scores against the testing scores for all the models. The results of these investigations are presented in Figures 9–11. The red curves denote the training scores, while the blue curves denote the testing scores for both the accuracy and loss performances. Figure 9A represents the performance accuracy of the training and testing scores for the GRU classifier. It is observed that the performance started from 87.5% and remained stable until after about 45 epochs. It further witnessed instabilities till it achieved an apex of 93% at 96.6 epoch. Similarly, the blue curve which represents the testing score started and remains stable at 85.5%, witnessed several instabilities but attained its apex of 90.2% at 100 epochs.


[image: Figure 9]
FIGURE 9. (A,B) Performance accuracy and loss of Training and Testing Scores for GRU classifier.


On the other hand, the loss performance of the training and testing scores for the GRU classifier is represented in Figure 9B. The figure indicates that the loss performance of the training score began from 0.45 and decreased to 0.14. In the same way, testing loss performance commenced from 0.38 down to 0.102.

The training and testing scores accuracy for LSTM is presented in Figure 10A, while the loss performance for the same model is illustrated in Figure 10B. Considering Figure 10A, the experiment shows that for accuracy, the training score started from 92.1%, with the least performance of 86.8% and peak performance of 94.3%. Likewise, for testing score accuracy, the performance began from 90.4% to a peak of 92.8% with the least performance of 90.1%. On the other hand, the training and testing loss performance of the LSTM classifier is illustrated in Figure 10B. The performance indicates that the training loss score commenced from 0.46 and declines to 0.14 after 100 epochs. The testing loss performance shows that the reading also started from 0.46 but decreased down to 0.1 after 100 epochs.


[image: Figure 10]
FIGURE 10. (A,B) Performance accuracy and loss of Training and Testing Scores for LSTM.


In Figure 11A, the testing and training scores accuracy for the RNN model is presented, while the loss performance for the same model is illustrated in Figure 11B. With respect to Figure 11A, the experiment shows that for accuracy, the training score started from 89.5% and also records as the least performance with a peak performance of 92.9% after 100 epochs. Also, for testing score accuracy, the performance began from 91.3% to a peak of 91.5% with the least performance of 85.8%. On the other hand, the training and testing loss performance of the RNN classifier is illustrated in Figure 11B. The performance indicates that the training loss score commenced from 0.435 and declines to 0.185 after 100 epochs. The testing loss performance shows that the reading also started from 0.435 but decreased down to 0.12 after 100 epochs.


[image: Figure 11]
FIGURE 11. (A,B) Performance accuracy and loss of Training and Testing Scores for RNN.


The classification further recorded the deep learning and machine learning classifiers which are presented in Figure 12. The result indicates that the LSTM classifier outperforms the rest of the tested classifiers with reference to recall, F1-measure, and precision. The experiment is divided into allowed and not allowed classes. The performance of the LSTM classifier for the allowed class is measured at 99, 100, and 99% for recall, precision and F1-measure accordingly. Meanwhile, the disallowed class performance of the LSTM classifier measure at 90, 80, and 45%, for recall, precision, and F1-measure, respectively. The rest of the experimented models performs well in terms of the allowed class. However, they did not perform well with the disallowed class.


[image: Figure 12]
FIGURE 12. Result of the Classification for Deep and Machine Learning classifiers.




CONCLUSION AND FUTURE WORK

The analysis of collected automated medical data has been established to have the potential in providing adequate recommendations for the improvement and management of patients with special needs in the hospitals through different algorithm developments and knowledge discovery. However, several medical facilities and special care patients are yet to grasp the usage and intent of secured recommender systems. One of the reasons for not embracing the systems is due to fear of data Privacy Breach. This research proposes a secure deep learning-based recommender system that estimates and issues basic treatment and diet recommendations to patients with special needs without revealing their sensitive health details. The system automatically issues exact recommendations to ailing patients based on their basic demography, diet, health history and other related data. The deep learning classifiers considered in this research include LSTM, MLP, GRU, RNN, Naive Bayes, and LR. The results of the performed experiments show that LSTM and GRU outperform every other classifier with reference to their recall, precision, and F-1 measures for both the allowed and not allowed classes. The performance of the LSTM classifier for the allowed class is measured at 100, 99, and 99% for precision, F1-measure, and recall, respectively. Meanwhile, the disallowed class performance of the LSTM classifier measures 90, 80, and 45% for recall, precision, and F1-measure, respectively. In the future, we shall incorporate the concept of multidimensionality in the secured diet recommender systems, where patients with special needs will maintain privacy after the whole process.
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Detection and prediction of the novel Coronavirus present new challenges for the medical research community due to its widespread across the globe. Methods driven by Artificial Intelligence can help predict specific parameters, hazards, and outcomes of such a pandemic. Recently, deep learning-based approaches have proven a novel opportunity to determine various difficulties in prediction. In this work, two learning algorithms, namely deep learning and reinforcement learning, were developed to forecast COVID-19. This article constructs a model using Recurrent Neural Networks (RNN), particularly the Modified Long Short-Term Memory (MLSTM) model, to forecast the count of newly affected individuals, losses, and cures in the following few days. This study also suggests deep learning reinforcement to optimize COVID-19's predictive outcome based on symptoms. Real-world data was utilized to analyze the success of the suggested system. The findings show that the established approach promises prognosticating outcomes concerning the current COVID-19 pandemic and outperformed the Long Short-Term Memory (LSTM) model and the Machine Learning model, Logistic Regresion (LR) in terms of error rate.

Keywords: COVID-19, deep learning, LSTM, RNN, prediction reinforcement learning


INTRODUCTION

With the spread of the unfamiliar Coronavirus (COVID-19), which was first discovered in Wuhan city in China in 2019, societies worldwide continue to face very distressing times. On March 11, 2020, the World Health Organization (WHO) flagged the COVID-19 as a pandemic, exceeding 118,000 cases in over 110 countries. The epidemic has quickly spread through many countries, including Italy, Spain, France, the United States, and India, wreaking havoc on healthcare systems (1). Modeling and predicting the expanse of verified and recovered COVID-19 cases accurately is critical for understanding and helping decision-makers to slow down or arrest its progression. Since the COVID-19 pandemic has shifted into a global pandemic, there is a necessity for real-time epidemiological data examinations to provide the population with a strong course of action to combat the infection. Following the novel COVID-19, the world has been restlessly battling its cause (2). As of August 27, 2020, there were 24,631,906 confirmed cases worldwide, of which 17,089,939 recovered, and 841,310 ended in death (3). Table 1 shows the topmost countries affected. The COVID-19 relate itself to the species as that of SARS-CoV and MERS-CoV.


Table 1. Top 5 affected countries COVID-19 data.

[image: Table 1]

Table 2 shows the comparison, where the symptoms initially appear as a common cold then progress to those of respiratory diseases that cause breathing problems, tiredness, fever, and dry cough. Once a large-scale break out of a contagious disease occurs and a significant public health emergency ensues, researchers use outbreak models to evaluate and forecast the disease's development pattern and determine direct measures to prevent and restraint based on the effects of the analysis.


Table 2. Top 5 affected countries COVID-19 data.

[image: Table 2]

The most frequently used conventional pandemic schemes are susceptible—infected—recovered (SIR), and susceptible—exposed—infected—recovered (SEIR) models (4), where “S,” “E,” “I,” and “R” signify every number of susceptive persons, the magnitude of individuals during the incubation phase, the magnitude of contagious persons and the number of individuals improved, respectively. These models are trained to forecast multiple diseases, such as Ebola and SARS, due to their robust predictive abilities of the linked indications. With the emergence and spread of COVID-19, the significant research challenge is arresting the growth patterns of the spread of this disease which has been observed in several science fields throughout the globe. Thereby, different approaches (5) to modeling, estimating, and forecasting are implemented to understand and control this pandemic. Traditional disease models measure the rate of infection based on the complex variation in the number of contaminations and then determine the disease's spread and evolution pattern. Yet, those approaches assume that all individuals with Coronavirus hold an equal chance of infection, and hence, their predictive results can only suggest general patterns and are restricted.

Artificial Intelligence (AI) is lately being applied toward stimulating biomedical study and toward numerous fields such as image identification, object categorization, image segmentation, and deep learning approaches (6). For example, individuals affected with COVID-19 will possibly have pneumonia since the infection reaches the lungs. Many deep learning investigations identify the condition using X-ray images of the chest (7). Three different deep learning models (8) have been employed in the past to distribute X-ray images of pneumonia, and those are the fine-tuned model, the non-fine-tuned and the scratch-trained model. On the other hand, most prediction models use X-ray and CT images (9) based on the deep learning method, which requires more time to extract the features and train the model.

Famous classical mathematical differential equations and population prediction models have limitations on predicting the population in the time-series and significant estimation errors. Analytical methodologies, for instance, Auto Regressive Moving Average (ARIMA), Moving average (MA), and Auto-Regressive (AR) methods, are primarily formulated on the premises. Still, they have difficulties in predicting live circulation rates. A vast variety of demographic and computative models (10) were developed for modeling COVID-19's rampant transmission dynamics. However, in multiple situations, these approaches don't adhere to the provided information, and the accuracy of the forecast is usually low. Therefore, this work investigates the modified LSTM approach to forecasting the likely COVID-19 cases and deaths. It also describes deep reinforcement learning for optimizing the prediction results based on symptoms. Experiments using real data and various metrics reveal the improved performance of the work. The specific contributions of this paper include:

• Deep and reinforcement learning to predict COVID-19,

• LSTM model modified with new activation function for efficient prediction,

• Deep reinforcement learning applied to optimize results based on COVID-19 symptoms

The remainder of the paper is ordered as follows. Section related work reviews the related work. Preliminary information regarding the used approaches and the problem statement is given in section methodological preliminaries, while section optimized prediction of covid-19 describes the proposed method. The experiential details, evaluation criteria, and performance comparison are given in section optimized prediction of covid-19, along with an analysis of the conclusions attained. Lastly, section results and discussions gives some concluding observations.



RELATED WORK


COVID-19 Prediction and Forecasting

Various prediction techniques that are regularly used to tackle forecasting problems include Machine Learning (ML) models (4), which can be employed toward determining the number of potential COVID-19 infected patients. Rustam et al. (4) used four simple statistical models: Linear Regression, Least Absolute Shrinkage and Selection Operator, Support Vector Machine, and Exponential Smoothing to forecast threatening COVID-19 factors. Petropoulos and Makridakis (11) presented an analytical procedure to forecast the continuation of COVID-19. The work presents a timeline of a live forecasting activity with significant possible planning and decision-making consequences and offers realistic forecasts for confirmed COVID-19 cases. Malavika et al. (12) adopted a logistic growth curve model for short-term prediction of COVID-19, and SIR models was employed in identifying the highest possible live individuals and peak seasons. In addition, the Time Disrupted Regression model is used to estimate the influence of lockdown and other important proposals.

Pal et al. (13), combined medical data with the trend and local weather data to forecast each country's level of risk. Specifically, a shallow LSTM neural network is employed in solving difficulties in limited datasets, and a country's risk level (high, medium, and recovery) is categorized using the Fuzzy rule. Hu et al. (14) used Coronavirus-specific dataset to fine-tune the pre-trained multi-task deep model. The re-trained prototype was then utilized to decide possible commercial medications upon targeted proteins of SARS-CoV-2. Finally, Salgotra et al. (9) developed Genetic programming (GP) prediction models for confirmed individuals and death cases across three of the most affected states, namely Maharashtra, Gujarat, Delhi, and India. The predictive models are expressed utilizing the specific formula, and predictive powerless variables were studied.

Velásquez and Lara (1) analyzed historical and expected COVID-19 death infections based upon the Reduced-Space Gaussian Process Regression correlated with disordered Dynamical Systems. COVID-19 forecasted with Gaussian models mean-field models can be meaningfully applied to obtain a quantitative summary of virus spread with contamination, death, and recovery rates. Jia et al. (10) adopted Logistic, Bertalanffy, and Gompertz models to prove the validity of the current statistical models by fitting and analyzing the SARS epidemic patterns. The findings were then used to fit and evaluate the COVID-19 scenarios. The forecasted outcomes of the three different mathematical models varied for different parameters and in different regions. Kavadi et al., (15) proposed partial derivative regression and a non-linear machine learning system toward the global pandemic verification of COVID-19. Dehesh et al., (16) considered the best predictive models for regularly reported individuals in nations with a huge magnitude of verified cases and then made predictions based on those models to better prepare healthcare systems. For predicting the pattern of reported events, the Auto-Regressive Integrated Moving Average model was used. Ngabo et al. (17) proposed an artificial intelligence (AI) algorithm that predicts the survival rate of COVID-19 patients based on their immune system, exercise rate, and age quantiles.



Deep Learning for COVID-19

Arora et al. (18) used deep learning-based models to forecast the number of recorded positive cases of novel Coronavirus (COVID-19) for 32 Indian states and union territories. Recurrent Neural Network (RNN)-based LSTM variants, such as Deep LSTM, Convolutional LSTM and Bi-directional LSTM, were applied to the Indian dataset to forecast the number of positive cases. Huang et al. (19) suggest that Convolutional Neural Network (CNN) can accurately estimate and determine the number of verified cases. The emphasis was on various towns with the most reported cases in China, and a COVID-19 prognostication model was suggested based upon the CNN system of Deep Neural Network (DNN). Three deep learning models (20), namely DNN, LSTM, and CNN, were stacked in learning models for the ensemble to achieve the most reliable results. The meta-learners used these forecasted values of these models as inputs to produce the final prediction of outbreaks. Ramchandani et al. (21) proposed a deep learning model to forecast the range of increase in COVID-19 and offer an unusual approach for determining equidimensional multivariate time scale illustrations and multivariate spatial time scale results.

Yoo et al. (22) examined the usefulness of applying a deep learning-based decision-tree classifier to distinguish COVID-19 from CXR images. This classifier consists of three binary decision trees, each trained by a deep learning model based on the PyTorch system with a neural convolution network. The primary decision tree divides the CXR images as either regular or anomalous. The second tree recognizes the irregular images bearing symptoms of tuberculosis. The final tree identifies the signs of COVID-19. Ozturk et al. (23) introduced a different approach for automated COVID-19 detection employing raw X-ray images of the chest. The developed system offers honest diagnostics for binary (COVID-19 vs. No-Findings) and multi-class (COVID-19 vs. Pneumonia vs. No-Findings) classification. Panwar et al., (24) proposed a deep learning neural network-based approach nCOVnet, which employs an alternative rapid screening system to identify COVID-19 by analyzing patients' X- rays to check for visual markers present in COVID-19 patients' chest radiography images.

Hu et al. (25) proposed the weakly controlled deep learning strategy for recognizing and distinguishing COVID-19 contagion from computed tomography (CT) images. This approach reduces the manual labeling requirements for CT images, reliably diagnose infection, and distinguish COVID- 19 from non-COVID-19 cases. Deep learning-based research about CT in the chest has proven to be reliable and effective for determining COVID-19. Mohammed et al. (26) proposed ResNext+, which offers an end-to-end semi-supervised strategy to COVID-19 discovery, including data labels at volume level only, and can provide a slice level prediction. A deep, long-term bidirectional memory network with a mixed density network (DBM) model was established by Pathak et al. (27), namely the Memetic Adaptive Differential Evolution (MADE) algorithm which can fine-tune the hyperparameters for the DBM model.



Deep Reinforcement Learning

Reinforcement Learning (RL) is a machine-learning model, where agents learn efficient techniques from trial-and-error encounters with their surroundings that produce the single most massive, long-term reward. The Q-learning algorithm (28) is the most descriptive of the RL algorithms. Q-learning can learn an acceptable method without an environmental operating prototype by modifying an action-value algorithm called the Q function. When the state-action space is large and complex, deep neural networks can approximate the Q-equation, and the corresponding algorithm is called Deep Reinforcement Learning (DRL) (29). This has promising application for rational decision-making in diverse fields, such as energy management, robotics, agriculture, healthcare, etc. This model successfully resolved a wide range of complicated decision-making assignments which were earlier outside the machine's limits.

Wang et al. (30) offered an adaptive design that relies on graph embedding in the training process during state representation and reinforcement learning. Depending on a couple of real-life datasets, the findings show that the scheme can beneficially decrease the infection's epidemiological replication rate. This approach can aid in the initial exposure of COVID-19, whereby RL may represent an effective method to combat the spread of an outbreak. Dell'Aversana (23) combines multi-layer Artificial Neural Networks with Reinforcement Learning architecture to allow software-defined factors to acquire environmentally optimized functioning. Iwendi et al., (31) utilized COVID-19 patients' geographical and demographic data to predict the severity of cases, recovery, and death. In (32) a semantic privacy framework that uses sensitive and semantically related terms to sanitize healthcare documents was proposed, and (33) uses deep learning to detect and sanitize social media comments. In (34), the authors discussed the concepts of an incentive approach for COVID-19 planning using Blockchain Technology. Deep learning and medical image processing for Coronavirus (COVID-19) pandemic were analyzed by the authors in (35) and the results are nicely presented.




METHODOLOGICAL PRELIMINARIES

This section describes the COVID-19 prediction problem and gives information about the technical background of DL and RL used within this work.


Problem Formulation

Time scale forecasting aims to utilize the input sequences witnessed earlier to forecast a fixed-length series of expected time scale values. In machine learning, a part of the input time-series sequence, i.e., delayed values, is replaced to assist the input functions. The number of leading time levels is recognized as the width/size of the frame. Provided with a single variable time-series:

[image: image]

the intention is to forecast the future k values of the sequence, ŷ = ŷ1, ŷ2, ŷ3, …, ŷk ≅ (st+1, st+2, st+3, …, st+k) utilizing the values of former conclusions.



Long Short-Term Memory Network

RNN is one of the deep learning techniques which automatically selects appropriate characteristics from the practice specimens and later supplies activation from the previous time step as information for the current time step and network's self-connections. RNN is proper for data processing and has outstanding potential in time-series forecast by saving extensive historical data in its inner state. Still, it has the limitation of disappearing and gradient-exploding difficulties, which leads to an extended practice period or practice that does not work. In 1997, Hochreiter and Schmidhuber (36) devised a long short-term memory structure to determine long-term dependence on the multiplicative passages that coordinate information and memory cells movement in the recurrent hidden layer.

Figure 1 exhibits an LSTM memory cell's primary arrangement with two distinct components: (Ct) and the short-term state component (ht).


[image: Figure 1]
FIGURE 1. The structure of the LSTM.


The structure of LSTM consists of the following gates: input, forget, control, and output gate. The input gate determines which information can be passed on to the cell and is defined as:

[image: image]

The information to be ignored from the previous memory input is determined by the forget gate and is defined as:

[image: image]

The cell update is controlled by the control gate, based on the following equations:
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The hidden layer (ht−1) is updated by the output layer, which is also responsible for updating the output gate as is given by:

[image: image]

In the above equation, W and b represent the weight matrix and bias vector, respectively; tanh is used to scale the values in the range −1 to 1, and σ denotes a standard logistic sigmoid function. The variables i, f, o, and c are the input gate, forget gate, output gate, and cell activation vector.



Reinforcement Learning

Reinforcement learning (RL) is an artificial intelligence model with a progressive programming guide instructing algorithms to apply an award and penalty strategy. A Markov choice system is designated for the RL study process, which endorses the formalism of reinforcement learning difficulties. The RL algorithm is an agent that receives through communicating and associating with society. The agent will obtain incentives for the appropriate steps and penalties for the inaccurate performances. Without individual intervention, the agent learns by itself via improving his incentives and reducing his punishments. The intercommunication process between the agent and environment of RL is shown in Figure 2.


[image: Figure 2]
FIGURE 2. Interaction process of reinforcement learning.


An agent available in a state (S) executes an action (A). The agent collects a reward R(S, A) for acting and shifts into a different state. A policy (π) means any mapping function of the states and actions that decide an agent's action in every state. The central goal in an agent's existence is to obtain an optimal strategy π* for which the overall reduced incentive is expanded. The optimal system π* is defined in equation (7):

[image: image]

The best assessment function is obtained from the most dependable optimal plan; it is defined through some benefits an agent receives from all the other states. The aforementioned function with optimum power is expressed in equation (8):

[image: image]

Thus, a reinforcement learning agent learns through experiences with the environment. Using complex programming functions, agents optimize their compensations through estimating individual fittest optimal strategy and power function for the bellman.




OPTIMIZED PREDICTION OF COVID-19

The presented research investigates predictions for the novel COVID-19 using the discussed reinforcement learning. COVID-19 has proved to be a serious threat to people of all ages all over the world. It has resulted in tens of thousands of deaths so far, with the mortality rate continuing to rise regularly. This research sought to assess future estimates of the death rate, the number of infected individuals reported every day and the number of healing cases in the following 15 days to add to the pandemic's tracking. The forecasting was done using a Deep Learning framework that was designed specifically for this study.

AI is a growing platform with many different intelligent applications, such as Machine Learning (ML) and Deep Learning (DL). ML indicates the capability to acquire and deduce significant patterns of these data; furthermore, ML-based algorithms and practices' accomplishment depends heavily on the individual functions. Meanwhile, by learning from simple representation, DL can solve complex systems. DL possesses a pair of critical features (14): (1) the capacity to acquire the correct phrases and (2) the ability to help the machine discover data by sequentially using several layers to understand more meaningful representations.

This paper proposes an optimized prognostication of COVID-19 employing deep reinforcement learning (DRL). Primarily, Modified-LSTM was utilized to forecast the figures of verified cases and death cases. Next, the forecasted outcomes were optimized by employing DRL based on the symptoms. Figure 3 shows the proposed workflow.


[image: Figure 3]
FIGURE 3. Workflow of the proposed approach.


LSTM is an RNN deformation structure, where the memory cell is added to the hidden layer to restrain the memory data of the timeline data. Data is transmitted through several controllable gates between different cells of the hidden layer, thus allowing control of the memory and ignoring the amount of the former and prevailing data. Two LSTM gates are designed to control the status of the memory cell. One is the forget gate, which shows how much “memory” can be preserved from the last moment of the cell; the second is the input gate, which specifies how much information about the current time can be kept to the cell status and regulates the fusion ratio of “old” data and “present” incentive. Lastly, LSTM's output gate is designed to control the extent of cell status information outputs. The structure of LSTM can be found in Figure 1.

Herein, two activation functions of LSTM are used: linear and non-linear. The traditional LSTM uses the non-linear tanh function. For best results, select the best activation function.

[image: image]

Deep learning stimulates the improvement in RL, whereby DL algorithms within RL describe the deep reinforcement learning (DRL) area. Deep learning allows RL to scale up the earlier unmanageable issues, i.e., settings by a high-dimensional state, areas for the interruption, and decision-making. Deep reinforcement training employs a deep neural network to approximate every reinforcement learning function, including value function, Q function, transformation system, and reward function. Q-Learning is an RL system that decides which action an agent should take, depending on an action-value role. This determines the significance of remaining in a particular state and completing a specific activity at that state depending on an action-value role.

It is one of the most meaningful progress in reinforcement learning by developing an algorithm to limit off-policy temporary deviation. Q-Learning measures a state-action value function for a target system that decides the highest value in picking the action. Function Q accepts the information as a current state (S) and action (A) and returns an estimated reward for that action in that state. Thus, q functions provide the arbitrary fixed values in the beginning before investigating the situation.

In this work, the following symptoms were considered to predict COVID-19 cases: fever, tiredness, dry cough, difficulty breathing, sore throat, pains, nasal congestion, runny nose, and diarrhea. Groups of symptoms are considered states, and action is taken based on the states. Here, the action is taken based on the increments in the confirmed and death cases. A reward is received when the foresight of verified cases and death cases are accurate. The action-value function defined as:

[image: image]

where q (s, a) represents the neural network approximation and θ is a reference variable representing the network's edge weights. The input to the neural network is a state, and the outputs for unconnected activities Q={q(s,a,θ)|aϵA}s are approximate q values.

The system is trained by depreciating forecast faults of q(s, a; θ). The DRL agent taking action at time t is at = argmaxaq(st, a; θ), where q(st, a; θ) for various activities are supplied through the outcomes of the network. For example, assume that the resulting compensation is rt+1 and the state move to st+1, then various actions are provided by the outputs of QNN. Consider that the resulting reward is rt+1 and the state moves to st+1, then (st,at,rt+1,st+1) establishes an “experience sample” that might be used to train the network. For training, the prediction error of network for the particular experience sample (st,at,rt+1,st+1) is defined as:

[image: image]

Where θ = weights; and (yrt+1, st+1) = targetoutput, which is defined as:

[image: image]



RESULTS AND DISCUSSIONS

This segment displays the trial setup and evaluation manner of the suggested prognostication design. Data of COVID-19 cases in India from Kaggle were employed with the Java framework to authenticate and examine the recommended standard.

The dataset utilized in the report comprises summary tables of regular time scales, including the number of reported cases and deaths over the past number of days from which the pandemic began. Data from January 30, 2020 (when the first case of COVID-19 was registered in India) to August 16, 2020, were analyzed, with 75% data employed for practice and 25% for predictive and validation purposes. Table 3 shows the sample data of confirmed and death cases daily and weekly.


Table 3. Daily and weekly sample data for COVID-19.

[image: Table 3]

Figure 4 shows the comparison of confirmed cases for the original and predicted values for 200 days. Here, we could see a high correlation between the actual and predicted cases.


[image: Figure 4]
FIGURE 4. A confirmed case for original and predicted values.


Figure 5 shows the comparison of death cases for original and predicted values. It can be seen that the death rate slightly increased on specific days.


[image: Figure 5]
FIGURE 5. Predicted values for death cases.


Figure 6 shows the estimated confirmed cases for the next 15 days. Figure 7 displays the estimated death cases for the next 15 days.


[image: Figure 6]
FIGURE 6. Estimated confirmed cases for 15 days.



[image: Figure 7]
FIGURE 7. Death case estimated for next 15 days.


The proposed algorithm can evaluate the performance of learning in terms of the following metrics: Mean Absolute Error (MAE), Mean Square Error (MSE), and Root Mean Square Error (RMSE). Figure 8 shows the comparison of evaluation metrics. Based on the outcomes, the recommended MLSTM-DRL has a lowest error rate matched to other systems. We also see the ML model, Logistic Regression (LR) obtained the highest error rate. Deep learning methods are utilized to develop a system for future prediction of the COVID-19 affected cases. The study performs predictions on confirmed and death cases. It is a troubling circumstance for the world day by day as death and reported cases are rising. The number of individuals in various countries affected by the COVID-19 pandemic is not well-known. This analysis attempts to estimate the number of individuals who will be affected over the next 15 days in terms of freshly authenticated cases and deaths.


[image: Figure 8]
FIGURE 8. Comparison of evaluation metrics.


Individuals being affected by COVID-19 get increased daily, and the death rate has many ups and downs. The correlation between original and predicted data of confirmed and death cases are 0.999. The future prediction results can assist governments in planning lockdown or other medical decisions.



CONCLUSION

COVID-19 is an ongoing pandemic that significantly endangers the health of people worldwide in a short period. A DL-based prediction method for forecasting the risk of COVID-19 has been proposed in this work. The framework analyses the actual day-to-day data dataset and uses deep learning algorithms to make predictions for upcoming days. This study determines the best activation function for M-LSTM; specifically, a deep reinforcement learning algorithm to optimize the prediction results. The proposed approach was compared with widely used existing algorithms like LR and LSTM. The finding of this work proves that the DL method can efficiently predict future cases of COVID-19. Overall, it can be concluded that the model's predictions are at per with the status of the virus; this may help understand and curb the spread of the virus.

Therefore, this study's forecast may be of great help in taking timely actions and making decisions to tackle the COVID-19 crisis. In the future, we advise using a semi-supervised hybrid design to identify COVID-19 and social media platforms to prevent further spread. It is also planned to publish the predicted results as a dashboard through Google Data Cloud.
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Alzheimer's Disease (AD) is a neurodegenerative irreversible brain disorder that gradually wipes out the memory, thinking skills and eventually the ability to carry out day-to-day tasks. The amount of AD patients is rapidly increasing due to several lifestyle changes that affect biological functions. Detection of AD at its early stages helps in the treatment of patients. In this paper, a predictive and preventive model that uses biomarkers such as the amyloid-beta protein is proposed to detect, predict, and prevent AD onset. A Convolution Neural Network (CNN) based model is developed to predict AD at its early stages. The results obtained proved that the proposed model outperforms the traditional Machine Learning (ML) algorithms such as Logistic Regression, Support Vector Machine, Decision Tree Classifier, and K Nearest Neighbor algorithms.
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INTRODUCTION

Alzheimer's disease (AD) is 60–70% the cause of dementia (1, 2). It is a slowly progressing brain disorder. The individuals that express symptoms of AD have abnormal deposition of a protein called amyloid-beta in their brain. This amyloid-beta protein forms plaques in the brain and strands of protein tau twists around, causing tangles that ultimately kills the brain cells. The degeneration of brain cells causes loss of memory, thinking and reasoning skills (3).

A few investigations have demonstrated that trained radiologists can be outflanked by computer-helped-diagnosis utilizing Support Vector Machines (SVMs) in distinguishing patients with AD and different ailments (4). Convolutional Neural Networks (CNNs) are simply neural networks that use convolution in place of general matrix multiplication in at least one of their layers (5). These are special type of Deep Neural Networks (DNNs) (6). Several applications of DNN can be found in (7). Deep learning techniques are used abundantly used in healthcare (8). For example various uses of CNNs for Magnetic Resonance Imaging (MRI) segmentation are presented in (9). CNNs are used for several applications Different groups have tried utilizing CNNs (10, 11) to analyze and separate AD from healthy or no condition (NC), patients using MRI scans as an input, while others have utilized a special type of MRI scan technique—the functional magnetic resonance imaging (fMRI) time-series information (12, 13). An investigation was performed by Thompson et al. (14) in this regard in a paper titled, “Applying Convolutional Neural Networks for pre-detection of AD from structural MRI data.” In this study, the authors utilized SVMs and CNNs on sectioned areas of interest after post-processing utilizing edge-detection algorithms on grouped MRI scan. This study achieved a sensitivity of 96% and a specificity of 98% on a dataset of 1,615 MRI images. Segmented images with edge-detection were used to classify them according to the required to the required quality standards.

The level of amyloid protein in the brain varies from individual to individual. Researchers have found (15, 16) that the rate of death from Alzheimer's has increased by 50% in the recent years, from 16 deaths in 1,00,000 in 1999 to 25 deaths in 1,00,000 in 2014. Also, the number of people who have died of AD has increased two-fold, from 44,536 in 1999 to 93,541 in 2014. In 2015, there were about 29.8 million people worldwide affected by AD. The cause of AD is still not properly understood. About 70% of the cause is inferred to be genetic in nature (17). A methodology to track, predict and cure AD can be analyzed with the history of the illness, cognitive testing with medical imaging and blood tests. People affected by AD chiefly rely on others for assistance which often turns out to be a burden on the caretakers. This results in social, psychological, physical, and economic pressure (18). Hence, we propose a model that would accept Positron Emission Tomography (PET) brain scans as inputs, process and analyze them and finally predict whether the individual will have Alzheimer's within a given time window of two years. It is said that prevention is better than cure. Hence, early detection of the onset of AD is highly beneficial. The techniques that are currently available to detect AD rely on cognitive impairment testing which is not efficient in yielding accurate diagnosis. The cognitive tests mostly rely on results of questionnaires directed toward the subjects and do not consider medical developments within the subject's brain explicitly. Such tests will prove to be an assuring method to predict the level of onset of AD in a subject only if there exists a one-on-one correspondence between the results of the tests and the physical state of the brain (the concentration of proteins that regulate the onset of AD). Thus, a new technique or algorithm was proposed in (19) with the aim of reducing the high dimensional MRI vector space to 150 dimensions using Principal Component Analysis (PCA). To categorize the reduced dimensions to PCA for progression of AD, multi-class neurons were employed. In comparative studies as in (20), Percent Whole Brain Volume Change (PBVC) was measured from serial MRI scans and dementia with Lewy bodies. The conclusion was that the atrophy of AD was significantly greater than that of Dementia with Lewy bodies (DLB) for one year in various regions of the brain including periventricular areas. PBVC was not significantly different from DLB and it was concluded that AD showed faster rate of global growth than DLB. Certain research has also been done to determine alterations occurring in Parahippocampal Cigumul bundle (PhC) and Posterior Cingulum bundle (PoC) in patients suffering from Mild Cognitive Impairment (MCI) (21, 22). This was done through diffusion tensor imaging (23–28). An atlas-based Region-Of-Interest (ROI) was used to calculate the fractional anisotropy, mean diffusivity, axial diffusivity, and radial diffusivity. For the primary health centre (PhC), a significant decrease was observed in the FA value, whereas an increase was observed in the MD and RD values. It is forecasted that by 2050, the prevalence of AD will quadruple to 26.6 million cases, where approximately 43% of them will need a high level of care. If the diagnosis of AD can be improved upon and treated at an earlier and more manageable stage, where therapeutics and preventive care are more useful, then the numbers of future AD patients will likely decrease.

The aim of this paper is to bring forward a predictive model for early prediction of AD and thus, develop a preventive model based on it. This model would be helpful in identifying patients with AD and those at risk of developing it. Furthermore, we suggest a preventive course of action to be followed to limit the growth in AD. In this paper, we propose an integrated algorithm that identifies a patient with AD and predicts the onset of AD with a data-oriented approach. In the predictive model, we consider amyloid protein concentration in MRI scans as one of the biomarkers to predict the onset of AD within a window of 2 years. Initially, based on MRI scans and cross sectional and longitudinal MRI scan datasets, we classify subjects as AD or No Condition (NC). Following this, we analyze the datasets to compute the accuracy of onset of AD for the subjects. This is without considering the subjects classified as AD or NC by the first algorithm. We further use this to outline the preventive measures that should be taken to prevent (or delay) the onset or worsening of AD. The preventive measures are aimed at reducing the Critical Design Reviews (CDR) score and hence, reduce the severity of the onset of AD. The rest of the paper is organized as follows: In materials and methods, we broadly discuss the algorithm that we suggest with the data used, the model description and the performance of the algorithm. In results and analysis, we analyze the results of our algorithm and discuss the same. In result analysis, we provided a conclusion that briefly describes results and analysis and provides further improvement and upgrades that can be made in the proposed algorithm.



MATERIALS AND METHODS

In this section, we broadly discuss the architectural design of the algorithm, the types of data used and the methods of data acquisition. We also discuss the performance of the algorithm and the classification algorithms used.


Subjects and Data Acquisition

We have taken a data-oriented approach while developing the algorithm. This algorithm is developed consulting the existing algorithms. The data used for the algorithm was obtained from an Operational Applications of Special Intelligence Systems (29–32). It consists of cross-sectional MRI scan collection of 416 individuals within the age group of 18 to 96. About 100 of the individuals mentioned in the dataset were clinically diagnosed with mild or moderate AD. The data used here also comprises of longitudinal MRI scan collection of 373 individuals within the age group of 18 to 96. The dataset consisted of biomarkers that have been scientifically proven to predict onset of AD. The primary attributes of the dataset were the Minimal Mental State Examination (MMSE) scores and the Clinical Dementia Rating (CDR) scores.



Model Description

The algorithm developed can be visualized as two modules, namely, the predictive model and the preventive model. The predictive model takes into consideration the dataset mentioned above and uses it to predict the possibility of onset of AD (Figure 1). The predictive model is divided into two sub models. The first model of the predictive algorithm takes into consideration the cross sectional dataset and the MRI scan images of the subjects mentioned in the cross sectional dataset and confirms whether a given subject is affected by AD currently. Initially, it removes null values from the dataset by dropping rows that have one such value. Due to unavailability of diverse range of Critical Design Reviews (CDR) scores, any individual having a CDR score equal to 0 was considered to be Non-Cognizable (NC) and the remaining CDR scores implied AD. Now, the removal of rows consisting of “NaN” values reduced the datasets to 216 data points and each of the individuals had 10 coronal slices of MRI scans.


[image: Figure 1]
FIGURE 1. Architecture of the system.


Using the OpenCV algorithm available, the images were read as a numpy array. This was then normalized by dividing each intensity by 255, which is the maximum intensity. The k-means algorithm was run on the pixel space of each image. In the analysis phase, only two clusters were chosen for simplicity and maximum noise reduction. Each pixel was then assigned to the cluster it was in. The 2,160 image set obtained was divided into training set and validation set, such that a ratio of 7:3 was maintained between the training and validation set. The training set was then fed into the CNN, VGG16 in batches of 32. The model flattens the output and feeds it into two fully-connected or dense layers each containing 1,028 connecting units. Using a softmax activation function in the final layer, stochastic gradient descent as an optimizer, categorical cross entropy as a loss, the model was trained for 150 epochs. This algorithm classifies individuals with present traits of AD. In the second model of the predictive algorithm, the cross sectional and longitudinal datasets were fit into various classification models such as Decision Tree Classifier, Logistic Regression, TensorFlow, K nearest neighbour (KNN) (33–35), SVM etc. and compare the accuracy with which these classification algorithms predict the CDR scores when provided the set of biomarkers and parameters available in the dataset. In the preventive model, we consider the most recent CDR score of the subject and accordingly provide the clinically approved preventive measure.



Performance Measurement and Classification

For a fixed set of Access Points (Aps), the probability of a user to be closer to any three out of the four APs is greater than that of being at equal distances from each of the APs. At every user location, the updated list of three APs based on maximum RSSI and minimum Program Visualization (PV) distances are utilized in the k-NN search to get the least localization error. Maximization of the RSSI objective function is computed as;

[image: image]

Here, x represents the new input vector and ai, xi represents all the weights of the neural and the support vectors obtained from the training data respectively. B (0) is the bias input chosen. On the other hand, logistic regression is used for the binary classification and prediction using the parameters and biomarkers mentioned above to classify the subjects as AD or NC based on the MMSE and CDR scores available in the training data. The logistic function used to obtain the predicted value is given by:

[image: image]

Where b0 represents the bias used in the network and bi represents the vector values obtained from the training data. There were other classification algorithms used to predict the CDR scores. The architecture of the proposed system is depicted in Figure 1.




RESULTS AND ANALYSIS

In this section, we mention the results of the algorithm and discuss the same. The experimental evaluation approach has considered for the assessment of the proposed method. The algorithms were run on Intel(R) Core (TM) i5-7200U CPU with 2.50GHz. The experimental result is presented in Figures 2, 3.


[image: Figure 2]
FIGURE 2. (A) Graph representing variation of model accuracy with respect to epoch. (B) Graph representing variation of model loss with respect to epoch. (C) Graph representing variation of model error with respect to epoch.



[image: Figure 3]
FIGURE 3. ROC Curve.


The above three Figures 2A–C provide estimations of the model accuracy, model loss and model error with respect to the increase in epoch during the training phase and testing phase. Before epoch reaches 80, all the three parameters of accuracy, loss and error remain constant and also coincide. The variations occur after this in the training phase and the accuracy increases continuously, the loss and error decrease as expected. In the testing phase also, the same trend is observed but the extent becomes much restricted with large variations.

Training and test accuracy were measured at each epoch. The model stagnated and predicted that all brain scans were NC for the first 81 epochs. Then it moved out of its local minima and began increasing its accuracy. The training error ultimately became 0% at epoch 144, thus showing it had predicted all the brains correctly. This can be taken as an indication of overfitting on the training set. However, the lowest prediction error reached is 16.05%, by epoch 148. It can be argued that there could be a further decrease in the prediction error. But due to the model reaching 0% training error, it was stopped prematurely. As a consequence a part of the training dataset is typically set aside as the “test set” to check for overfitting.


Predictive Model

For the algorithm that predicts whether a person has AD or not, each epoch took around 1,890 s to train. The total number of epochs run was 150, which took about 4,725 min or around 79 h.

Training and test accuracy were measured at each epoch. The model stagnated and predicted that all brain scans were NC for the first 81 epochs. Then it moved out of its local minima and began increasing its accuracy. The training error ultimately became 0% at epoch 144, thus showing it had predicted all the brains correctly. This can be taken as an indication of overfitting on the training set. However, the lowest prediction error reached is 16.05%, by epoch 148. It can be argued that there could be a further decrease in the prediction error. But due to the model reaching 0% training error, it was stopped prematurely An ROC (Receiver Operating Characteristic) Curve was plotted by thresholding against a patient's Minimum Mean-Square Error (MMSE) scores, to evaluate the model (Figure 3). The ROC is a graphical plot that illustrates the diagnostic ability of a binary classifier system as its discrimination threshold is varied.

In conclusion, it can be stated that this model of pre-processing with k-means and training with VGG16 performed well (training accuracy = 100%, prediction accuracy = 83.95%, AUC = 0.904). It can perform better by increasing the number of clusters in the k-means step, combining edge-detection and segmentation steps, using better hardware and larger networks in terms of the number of layers and epochs run, and in general obtaining of more data. In terms of engineering the biological system of the brain in the context of AD, this model does well in interpreting the brain as a set of pixels and their intensities but easily disregards the numerous other variables that assemble a diagnosis, especially considering that MRI scans are already a large abstraction from the vastly complex human brain.

For the algorithm that predicts the onset (or worsening) of AD, the biomarkers and parameters were considered against the CDR score presented in Figure 4. The data was divided with a ratio of 7:3 and then fit into various classification models to predict the CDR scores. It is widely known that The CDR scores of 0 means “Normal,” 0.5 means “Very Mild Dementia,” 1 means “Mild Dementia,” 2 means “Moderate Dementia” and 3 means “Severe Dementia”. Accordingly, the results in the Figures 4–8 are interpreted for test and prediction. Further interpretations can be obtained from the table (36).


[image: Figure 4]
FIGURE 4. Graphical representation of the comparison of test and predicted CDR values obtained using the logistic regression algorithm. (six parameters).



[image: Figure 5]
FIGURE 5. Graphical representation of the comparison of test and predicted CDR values obtained using the k-neighbors classification algorithm. (six parameters).



[image: Figure 6]
FIGURE 6. Graphical representation of the comparison of test and predicted CDR values obtained using the logistic algorithm. (11 parameters).



[image: Figure 7]
FIGURE 7. Graphical representation of the comparison of test and predicted CDR values obtained using the k-neighbors classification algorithm. (11 parameters).



[image: Figure 8]
FIGURE 8. Graphical representation of the comparison of test and predicted CDR values obtained using the TensorFlow model. (11 parameters).


Figures 4–8 presented the CDR using the different parameters. Here, “sklearn” was used as a metric, whereas “TensorFlow” was used as a deep neural network classifier. There are two sets of results obtained—one by training the algorithm with the longitudinal and cross-sectional datasets, the other because of concatenating the datasets. The results obtained on training the neural network with the cross sectional and longitudinal datasets varied extensively for different models of classification. Here, results refer to the percentage of accuracy with which the model predicts onset of dementia or AD. The datasets were split into training data and test data using the CDR model with the training data: test data ration equal to 7:3. For the longitudinal dataset, the training data successfully predicted the onset of Alzheimer's with an accuracy of 83–88% for different classification models such as K Nearest Neighbors, SVM, TensorFlow, Standard Scalar and Logistic Regression, whereas the test data predicted the same result with an accuracy of 60–70%. The graphical representation of the correlation matrix proved that the dataset is random in nature and does not have any hidden pattern in it. On the other hand, when the datasets were classified using the CDR and MMSE scores and comparing them with the MRI scans, such that a ratio of 7:3 is maintained between the training data and test data set populations, the training data, and the test data both predicted the onset of AD with an accuracy of ~85%.

Different scatter plots (Figure 9) are also plotted which represent the correlation matrix of individual parameters against the rest of the parameters in consideration. Different scatter plots (Figure 9) are also plotted which represent the correlation matrix of individual parameters against the rest of the parameters in consideration. Summarized results are presented in Tables 1, 2.


[image: Figure 9]
FIGURE 9. Graphics of scatter plots representing the correlation matrix of individual parameters against the rest of the parameters in consideration.



Table 1. Accuracy obtained to predict AD in 2 years on the training and test sets.

[image: Table 1]


Table 2. Prediction accuracy for AD.

[image: Table 2]



Preventive Model

We further implemented a system which would display the preventive measures that should be taken by a patient (patient ID is provided as input) to prevent onset or control the severity of AD. The measures given for a particular patient were according to the present condition of the patient and keeping in mind that the condition will worsen (since AD is degenerative) over time if preventive measures are not taken. Any medication, if and wherever suggested were in accordance with the U.S. Food and Drug Administration (FDA). Also, medications were only suggested for the patients who are currently suffering from AD.




RESULT ANALYSIS

The predictive and preventive models were implemented successfully. The predictive model consists of two parts: to predict This model can further be improved upon by predicting the individuals who could develop AD or whose condition can worsen, instead of predicting for the whole dataset. Moreover, including genetic mappings, psychometric tests, mini mental state examination tests along with hand drawn images and shapes, etc. can make this whole system more comprehensive for the prediction of Alzheimer's disease. Systems with higher specifications can reduce the execution time. The algorithm can be further optimized and generalized using fuzzy logic concepts, such as fuzzy c-means instead of k-means algorithm which is essentially binary logic concept as implemented in this algorithm. Furthermore, hybrid models for clustering algorithms can also be used. One of the important prospects of this algorithm is to identify whether the preventive measures influence the subjects, either with mild, early stage or severe AD and to analyze the same based on MMSE and CDR scores over a period. Finally, the model can also be tested for scalability on big data (25, 30, 36–38). Whether a person has AD or not, using the T1 weighted coronal brain scan MRI, and to predict the severity of AD in the next 2 years, using the data from processed MRI images and through amyloid protein concentration. This achieved an accuracy of almost 85% and can be further improved as the number of executions is increased and data is added.



CONCLUSIONS

The preventive model was based on the present condition of the patient and the predictive model. The preventive measures for each patient can be obtained by giving the ID of the patient as an input. With the current treatments of AD only tackling the symptoms, research is needed to check the onset of AD along with a way to deal with the biological changes that are responsible for it. With more data on the patients of AD (or suspected) the algorithms can be improved upon. As is evident, more parameters improve the accuracy of the algorithm hence; research on more biomarkers that play a role in the progression of AD is required.
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The internet of reality or augmented reality has been considered a breakthrough and an outstanding critical mutation with an emphasis on data mining leading to dismantling of some of its assumptions among several of its stakeholders. In this work, we study the pillars of these technologies connected to web usage as the Internet of things (IoT) system's healthcare infrastructure. We used several data mining techniques to evaluate the online advertisement data set, which can be categorized as high dimensional with 1,553 attributes, and the imbalanced data set, which automatically simulates an IoT discrimination problem. The proposed methodology applies Fischer linear discrimination analysis (FLDA) and quadratic discrimination analysis (QDA) within random projection (RP) filters to compare our runtime and accuracy with support vector machine (SVM), K-nearest neighbor (KNN), and Multilayer perceptron (MLP) in IoT-based systems. Finally, the impact on number of projections was practically experimented, and the sensitivity of both FLDA and QDA with regard to precision and runtime was found to be challenging. The modeling results show not only improved accuracy, but also runtime improvements. When compared with SVM, KNN, and MLP in QDA and FLDA, runtime shortens by 20 times in our chosen data set simulated for a healthcare framework. The RP filtering in the preprocessing stage of the attribute selection, fulfilling the model's runtime, is a standpoint in the IoT industry.

Index Terms: Data Mining, Random Projection, Fischer Linear Discriminant Analysis, Online Advertisement Dataset, Quadratic Discriminant Analysis, Feature Selection, Internet of Things.

Keywords: data mining, Fischer linear discriminant analysis, quadratic discriminant analysis (QDA), feature exaction and selection, Internet of Things—IoT, healthcare applications


INTRODUCTION

The importance of information technology in the age of communication is not hidden from anybody. In 2021, more than 35 billion things are connected, and lots of potentials can be utilized in Internet of things (IoT) healthcare applications. It is not unrealistic to conceive that in the near future, artificial intelligence can substitute the service-based evaluators and manipulate IoTs that are much more accurate, professional, and appealing instead of ones with various privacy gaps. They can be accessed through a form of robots that hijack their information, resulting in incorrect information circulation and also increasing the riskiness of information of healthcare services. The third wave Web x.0 is now evolving by enhancing the Internet capacity in which companies today use the fourth generation of the IoT for their enterprise resource planning (ERP) applications. This generation has reached cloud computing, multiplying its capabilities in the virtual world in terms of velocity, veracity, and variability in crowdsourcing projects, such as grid.to, or other crowdsourcing events in cyberspace, which has achieved a high synergy in terms of availability and responsiveness. The best learned lessons on services such as Uber—which already managed to attract millions of visitors—was the reason that motivated us to perform a classification algorithm on this data set of web usage in which many points of view, such as the ethical, professional, civilian's rights, and media laws, are likewise healthcare data sets and should be taken into account.

Online advertisements in widgets, banners, and plugins are always being updated by the service providers. Their components are now coded by XML1 or AJAX2 compilers acting on the service side, leading to optimization of the server idle time. These web services are often programmed in PHP or other frameworks, such as Perl or CSS. But the design, maintenance, and updating of such services are necessarily done as separately managed projects, in which the result is aggregated in the service according to the perception of end users and other stakeholders. For instance, the Bitcoin exchange intermediaries generally compete in a win–win or offensive strategy for advertising luxury brands, soccer competitions through reputable sponsoring channels, and specialty stores and branches on free trade zones to enter the market decentral delivering the service at any location. Here, Bitcoin miners and exchangers are thought to be among the most critical stakeholders in the affluent class. Their emotional behavior is accompanied by their high expected reliability and tangibility of the service at very high prices. During the operation of Digital Wallet, many stakeholders decide to research on the queuing systems (1), maintain their privacy on attacker behavior, or change their service's ERP system by taking advantage of a new big data system on security concerns (2, 3).

We have selected this standpoint for the selection of our data set. Therefore, in this research, we presume that the web usage features are among the most important topics in the scope of the IoT and would be studied especially for healthcare frameworks with machine learning.

In this research, the ultimate goal is to study the dynamics of the IoT-intensive systems for data mining resources, such as runtime and responsiveness, and also in the essential part of analysis regarding the transparency of structure and reliability measured by accuracy. Therefore, analysis of modeling focuses on the accuracy of Internet advertisement recognition and relies on the runtime on the unstructured high-volume data as an example of IoT systems. In this paper, we first review the literature in the field of web usage and data mining. Then, the ethical and professional aspects are discussed to link the framework to practice. Finally, the results of the modeling are represented and compared with recent works in this area. The work outlook is discussed in the conclusion, in which the proposed methodology challenges can be aggregated to IoT evaluation frameworks such as service empathy, user-friendliness, responsibility, trust, and tangibility. This leads especially to achieve the solution for startups in the IoT industry in the legal, social, and even more professional sectors, such as health.



ETHICAL AND PROFESSIONAL ISSUES IN IoT

Nowadays, online user experience has emerged among healthcare and IoT systems, demonstrating a set of secure feature locations to other applications (4). These links could be another application or a social network that is a place to discuss and critique the product or a link to a vendor partner or a public health information panel.

How do different brands in the advertising industry measure their effectiveness in online advertising and their limitations in this way, and how do they overcome it? Principally, the answer to this question depends on customer feedback. This is because customer feedback results from the customer interaction with the service through an omnichannel. Google is using web analytics widgets to display complete information about web historiography. The same widgets for details about corporate websites include a list of links to a specific brand's website announcing some related keywords (5).

In an online advertisement, another thing that brand owners consider is the emotional aspects of the customer. The customer's memories, feelings, and mood when he or she received the product or service make him or her buy again. A dynamic co-creation framework is recently developed to measure trust as a good advertising motive for adding value (6). The trust can be viewed from two dimensions, namely, the dimensions of affectional and behavioral trust. Affections are related to emotions and the atmosphere in which the service is experienced, and consumer behavior is subjective and is specific to the personality. Affectional trust has opened a new way to effectively connect customer feeling to the space in which advertisement is taking place. This can effectively be implemented in the IoT systems when the users trust the quality of service in that framework. Establishing a relationship with the customer can be inspired by new ideas and can be considered an advantage. This connection plays a significant role, especially among startups that do not specialize in the IoT industry. By any innovation, the campaigns and technical events promote ideas that may be forgotten. This is when startup dictionaries may come across terms such as internal financing, mass outsourcing, and collaboration.

There is the same feeling from the brand owners' point of view, and he will take the necessary profit from the competitive advantage created by affective communication to the satisfied consumer. Brand loyalty is derived from a sense of satisfaction that is the result of creating shared value. The model in Figure 1 illustrates this relationship schematically (7). Another dimension is the interaction between brands and the customer, which causes the customer to engage with the product's contents, the function of the product in terms of professional and technical specification, and even its working model for the first time on the web. Therefore, website communicators ought to complete this connection with a proper website's proper personalization, such as flexible design. Advertisement appealing capabilities are then crucial to control this interaction. In other words, customer engagement is a set of subprocesses that use customer experience in online brand communities and value creation. It is worth noting that history helps examine the background and origins of how network marketing is created (Figure 2). In 1925, the theory of open systems was criticized by Alfred Luca in the study of organic systems by many researchers. Fifteen years later, the idea of an open system was improved by Ludwig Von Bartalanffy, who introduced it in management, which is widely used in entrepreneurial systems today (8). This is how Peter Singe, as the father of management science, defines learning systems in his book The Fifth Discipline. Advances in management science, and especially knowledge management, show that all processes can be defined as knowledge-based processes.


[image: Figure 1]
FIGURE 1. Relationship of e-shared value, trust, and affection (7).



[image: Figure 2]
FIGURE 2. Historical development of network marketing as the basis for the online advertisement.


“The process of leveraging or customizing existing knowledge to meet the needs of users who have this personal need and seeking to create and innovate new knowledge” (9)—today, the blue ocean strategy is rooted in this concept after the emergence of cyber business only two decades after the management of comprehensive systems and chaos theory was entered into the post-modernism management theory. Researchers in cyberspace have recently observed that the collaboration space or distance working leads to even higher productivity as an emerging phenomenon called fast advertisement. When a high amount of cost is saved and the promotions are effective, they tend to use Internet cryptography to collect essential information from their consumers by the specified level of difficulty. Using online advertising technology should help this industry know users' opinions and their partners. It is worth noting that even non-consumers of an IoT encourage this competition, which creates a form of conflict between different parties and increases their attractiveness. For example, according to a published press “Binance” Exchange, well-known Bitcoins exchange mediaries experienced a security breach and were hacked on May 7, 2020. Hackers use various methods, such as phishing, to obtain large customer information such as 2FA codes and API keys, among other information (10). The hackers intend to change the price of Bitcoin, and even they were able to withdraw 7,000 bitcoins (BTC) worth more than $40 million at that time, and they controlled only 2% of the exchange resources. These frauds turn into severe conflicts and problems in the long run.

This question may also be considered in online advertising given that some companies that have branded in the field of online have also entered the field of off-line. For example, Bitcoin miners from popular website Lootbits have reached off-line activity and now operate as a gift promoter machine for soccer lotteries. Conversely, as with Paxful, there are companies that have gone online from the field of exchange business, and in the meantime, some prefer to choose a new name for their new brand, but in these cases, opponents of the existing brand believe that consumers like to register a new brand online. As a result, it subconsciously induces another brand field, shows the company's expertise, and strengthens the new name base. On the other hand, it automatically encourages the brand's stakeholders or the opponents of the new name for the brand to believe the cost of branding and the new name for the brand.

Coworking and B2B meeting groups have made significant progress in establishing virtual business offices, social networks, and telecommuting and collaboration. The argument here among startup managers is that only 1 in 10 companies succeed by developing a suitable business strategy. We should use a planner. After designing it, we can focus on a small part of the market share by differentiating or breaking the cost.



LITERATURE REVIEW

In IoT with a technological enabler, such as big data, reliability and trust have evolved a new definition. Traditionally, IT governance in the deepest layer was hierarchical. It caused lots of information silos and other inefficiency gaps. From a bottom-up point of view, citizen- and community-driven innovations are mostly needed by some stimulations and promotions. The emerging initiatives such as “Open City Dialogues” along with the government's requirements on transparency create a paradox that can best be handled by decision and policy makers (11). We believe that IoT end service users are mostly concerned about tangibility, accountability, and empathy of the service they receive. In the near future, the citizens will be experimenting with socio-regenerative developments and with emerged society rituals. Therefore, it is not surprising that incubators and sponsors of such crowd-sourced services contribute in this era, especially in the field of IoT (12).

Some of the more recent advances are using task allocation and privacy preservation algorithms. A heuristic called data aggregation error minimization (DREAM) in privacy-preserving crowdsensing uses Liyapunov stochastic programming with the random behavior of arriving sensing tasks (13, 14). It minimizes the data aggregation error of sensed tasks while preserving the privacy for a user engaging the sensing tasks.

The scientific trend of IoT has not yet finished. It covers a wide range of topics, such as neural networks, meta-heuristics' algorithms, random walks, systems dynamics, or probability and mechanical statistics. These frameworks and modeling have been recently cited through various methods and criteria in web usage, too (15–20).

For scientific research in data mining, the Yao et al. study can be mentioned in which the probability theory of websites was intended (18). In this research, it is stated that the pure usage of a website is equal to the sum of the rankings of the link pages of that website. This notation is solved by the method of Markov chain by the random walking dynamic programming algorithm. In this research, according to the experimentation of several websites with.gov extensions, the integrated methods of complexity coefficient are compared with each other. The Euclidean distances were chosen as the measurement method, and the aggregation of the ranking make it possible to accurately estimate the out-of-sample error.

In another study search engine, keywords were used for the products that were sold an e-commerce firmware (21). These rankings were then evaluated by a structural algorithm called a web dictionary, in which the frequency of that word usage was measured. For obtaining the website evaluation the retention time of users, the minimum and maximum length of the keyword, the amount of feedback, and semantics of the website were connected via a neural network applying five input layers.

In addition to using the above semantic algorithms, graph theory is also accompanied by extracting the number of webpages in the log as the nodes and the external links as the facet forming a graph. The evaluation of the website traffic activities was determined by a eugenic value vector using the chain relations of the Markov model evaluation of the website traffic activities determined by a eugenic value vector using the Markov model's chain relations. It was observed that the resulting model was convex. By calculating the eugenic factor of the site's establishment date, taking website updates and the site ranking relationships into account, the problem was formulated, and their time weighting in terms of added value was found.

Identifying the criteria for the success of websites through a questionnaire survey that positively increases the service level is mentioned elsewhere (22–24). Criteria, such as overall website performance, reliability, information content, and source credibility are examined separately, and the effects of other unseen characteristics were experimented. To answer the research question, structural modeling is proposed. Finally, 13 components of this study are reduced to four elements by principal component analysis (PCA). Ultimately, high-ranking websites are determined out of the 80 e-commerce websites belonging to Persian Gulf countries. In a controlled manner, these criteria are selected and finally ranked by selected individuals from selected countries with high Internet penetration rates in their countries, such as Iran, UAE, and Qatar. This data is then used to provide a theoretical framework for ranking e-commerce websites. The four elements mentioned are attractiveness, competition, engagement and retainment, indicating the amount of marketing aspect vs. the website's attractiveness at first sight.

A challenging problem in the integrated data set and the high data volume that failed in the works, as mentioned earlier, is fraud sensitivity. The data sets meet the highest standard security level by applying the most elevated standard security level with state-of-the-art machine learning to detect changes according to the algorithm's patterns. There are two methods for fraud detection: an on-the-fly schema discovery of data patterns on the client side and a solution on the data digest between the servers. Data set integration as the promising characteristics of IoT systems has enabled high security, especially in world disaster times such as the trends in virus prepandemic peak. It seems that dynamic effects are still unknown, but an agentless system, fortunately, focuses on architecture planning with monitoring an agentless system to overcome security frauds. Anyway, in intrusion cases, it is practical to perform security checks with ICMP and Ping. Both methods mentioned suffer from the low level of transparency resulting in risking usage, sharing, and processing of data sets by third parties (26, 27).

From the security point of view, this research can also explain how to detect anomalies in networks for a learning algorithm that can handle the training and testing of the data sets by an ordinary classifier (25). In this research, a binomial classification model was developed that can detect if LAN activity is in the benign or attacking category based on different attributes. The data set that is publicly available, the KDDCUP data set (28), could be used as the learning data set for testing machine learning in IoT systems. Application of different models and methods can be advantageously used for our research data set to compare the result with the advertisement sets (29). Other research models, such as the one reported in the literature, can also be helpful for the purposes of comparison accuracies (30). This data set is also discussed in the open-source data repositories by different tools and methods, and the F-score, a measure for the practical calculation of the accuracy with the consideration recall of the results, is reported to be between 0.94 and 0.96. We believe that, by selecting the appropriate preprocessing and filtering and cleaning the raw data set, it is possible to outperform this accuracy. It is also beneficial to hybridize the different algorithms to operationalize the same results by the least calculations and computational resources (31).

A more recent data set that was accessed from the Kaggle platform in our research is based on categorization of the attacks according to their types (32). This system's advantage relative to the binomial classes is that few overfitting risks are in the final results. The question is still unanswered as to how deep one can define each category interface to ensure the reliability of the result. Because no retrieving log file activities should be perceived as an attack, in this case, we assume that there is a difference between in- and within-group variance by the p-value estimates.

The other approach considered a successful one is to collect customers' intentions by mining the web server's logs to find the most linking visiting websites (17). The authors propose the use of a fuzzy web advertisement selector. Their methodology is divided into three steps: target customer clustering, fuzzy membership, and Web ad matching. For customer clustering, the authors use the neural network technique to discover backend knowledge of the web server's log files and cluster customers into different categories based on their interest. By using fuzzy rules in fuzzy inference, the authors determine the customers' categorized viewing patterns. Then, the fuzzy inference feeds the web ad selector with these patterns and enables web ad matching to suggest the corresponding advertisement to the target customer. The authors have tested their method by implementing a fuzzy web ad selector in a newspaper website. To verify the effectiveness of the fuzzy web ad selector; the authors compare click-through rate (CTR) values before and after using their method. Thus, the authors divided the newspaper web servers into two groups. One is using a web ad selector and is called the “treatment group,” and the other is not using the web ad selector and is called the “control group.” After running the method in newspaper websites for 2 months; there was an increase in CTR values for most sections. Businesses recognized the importance of identifying customers' needs and interests in order to provide them with right product and services. Thus, businesses are using a recommender system built to advertise products based on customer preferences. These systems are using transaction recorders, web logs, and cookies to learn customers' interests. Recommender systems are using two approaches: a content-based and a collaborative approach. A content-based approach is dependent on customer feedback. However, the collaborative approach depends on examining users' relevance and selecting a recommended partner for the target user. Thus, the collaborative approach advertises products to target users who appear in the recommendation partner only. These two approaches have some limitations and problems, such as having no rating or feedback for new products and the rating is based on the customer point of view and style and cannot be a standard for all users.

To overcome these limitations, the authors propose a new data mining framework that is based on social networks (33). Social networks consider a rich data set that contains a lot of information can be used for advertising systems. The authors use data sets containing customer connections and those that involve customer transaction recorders. The authors use the first data set to identify customers' subgroups (each subgroup has a group of customers who know each other as friends, relatives, coworkers, etc.). The second data set is used to predict products' liking rate according to customers' past transactions. To use both sets, the authors develop a cohesion algorithm that is used to measure the number of customers sharing common interests for each subgroup based on their past transactions. This framework can target new customers by identifying to which subgroup they belong and verifying the liking rate for that subgroup. The authors have tested their proposed framework by targeting book advertising for their university library. The authors built their own social network by using email logs for their university facilities and circulation data for facilities from the library. The authors compared their approach (group-based) with other approaches: the single-based approach (assuming each user as a group); neighbor-based approach (grouping each user and his direct neighbor); and random, which randomly chose users. This study proves that their proposed framework outperforms the other approaches.

Personalizing advertising becomes a challenge for many electronic commerce companies because of the increasing number of Internet users. In addition, companies are looking to personalize advertising to reach the maximum number of customers in the world, and this cannot be done by using the traditional approaches for targeting customers by looking to their regions, age, or gender. However, better approaches to target customers by using online advertising are by analyzing the customers' preference and interest. This can be done by following the principle of “customer-based targeting” that identifies customers' interests by IP address (geographical location), navigation habits, HTTP requests, and user profiles (34).

The authors propose the advertising remote open site agent system (AdROSA) for automating banner advertisements. The proposed system does not violate customers' privacy as it does not store customers' details in a database. AdROSA analyzes the history of Internet sessions for customers along with the current session. Also, it uses web mining techniques that consist of web content and usage mining. By analyzing the history of customers' sessions and applying clustering techniques, AdROSA obtains aggregated sessions (called conceptual spaces) for customers with the same navigation patterns and who click on similar advertisements. AdROSA uses HTML content analysis of advertising to recommend the right ad matching with customers' conceptual sessions. For example, if customers belong to sport conceptual spaces, AdROSA analyzes advertisements that come under a sport theme and publishes the sport ad banner for customers on their current web page. The authors have tested their system by installing AdROSA locally on the polish tourism's website server. The system processes eight sessions and displays advertisements based on users' conceptual space. From the following table, we can see that the user's conceptual space changes based on surfing behavior (page requests). Also, AdROSA displays different advertising depending on users' visiting patterns and conceptual spaces.

The click model is a method that shows what the user prefers on web searching or Internet ads. This paper focuses on the previous models' problem, which uses individual queries, including the position and relevance, not a tail query. The authors mention that it is fair to build a new model that uses multiple queries or tail queries, taking in the position, local time, user agent, etc. (35–40).

The paper shows examples of previous models used in web searching and online ads, such as

• Relevance model: Relevance probability depends on the fact that the user clicks the URLs on the top; if the user examines the URL, then the click depends on the user's eye tracking if it is relevant.

• Cascade model: Depending on that the user examines all the URLs, the click depends on the order or relevance.

The authors suggest in the paper a new model called the general click model (GCM). This model has the following features:

• Multi-bias: Using probability between many attributes.

• Across-query learning: To use one query even if it is new by learning from other queries.

• Extensibility: The ability to add or remove attributes.

• One-pass: Using an online algorithm, the output of one session is entered into the next one.

• Application (ads): GCM outperforms past works.

GCM is a general model; the previous models, such as relevance and cascade, are a special case of this model, and it is used in the nested structure, which allows this model to deal with more than the position bias. The structure of this model dealing is shown:

• The outer model: Uses the Bayesian network, shown in Figure 3 and the user flowchart shown in Figure 4.

• The inner model: The query session in this model is categorized in two types:

• User-specific attributes.

• URL-specific attributes.


[image: Figure 3]
FIGURE 3. Bayesian network (35).



[image: Figure 4]
FIGURE 4. User flow chart (35).


The algorithm of online inference using the Bayesian network and the expectation propagation method is clear in Figure 5. The authors performed their experiment using two general data sets: the advertisement data set using 21 attributes and the search data set. The experiments and the results applied on the ads data set are as follows:

• Evaluation on log-likelihood measurements (empirical cross entropy) used to measure one URL impression's accuracy.

• Evaluation on perplexity, which finds the accuracy for the position.

• Evaluation on R2 by which each 1,000 URLs are blocked.


[image: Figure 5]
FIGURE 5. GCM algorithm (35).


Another paper represents the contribution selection algorithm (CSA), focusing on the attributes to be selected to maximize classifiers' performance on prior unseen data as one of the feature selections benefits (41). The CSA algorithm use the filter and the wrapper approaches; it is ranked on each step based on Shapley value by a novel ranking method. The Shapley value of the player is a weighted mean over all possible subsets in the margin. The author applies the CSA using either the forward selection or the backward elimination approaches. Figure 6 shows the algorithm. The algorithm was applied to seven data sets, including the internet advertisements data set (ads data set). Eight compared features selection schema used in the experiment are the induction algorithm with no feature selected as the baseline, SVM, different filtering, random forests, forward selection wrapper, and classification with forwarding selection or backward elimination. The results on the ads data set show that the accuracy was between 94 and 96% for all algorithms, but no feature selected by wrapper, the 1NN algorithm, was outstanding.


[image: Figure 6]
FIGURE 6. CSA backward elimination algorithm (41).


In another study, random projection (RP) was compared, and it is an attractive approach for dimensional reduction, compared with PCA, a popular approach (42). Five real-world data sets are used in this experiment, including the ads data set. The techniques used in the experiment to compare RP and PCA decision trees (C4.5) are nearest neighbors methods (1NN and 5NN) and linear SVM light. The authors used data sets with small sizes and others with large sizes, and they used low-dimensional data sets and other high-dimensional data sets. The ads data set was high-dimensional and large. They divided the data set into training and test subsets, depending on the size of the data set. The results show that the PCA is expensive computationally but gives more accurate results compared with RP, which is the cheapest computationally but has some good characteristics. Using RP improves performance by increasing the dimensions, doing the best with NN methods, and doing well with SVM. It has a problem with the decision trees (C4.5). In the Table 1, a summary of the research literature's methods and goals is mentioned to overview the methodologies of the literature.


Table 1. Literature summary.

[image: Table 1]



RESEARCH METHOD

Discriminant analysis is widely used in engineering fields, such as electrical, vibration, and control engineering, but in this study, it is implemented in web usage and IoT (39, 43–45, 47–53). This study's objective lies in selecting a complex advertisement data set from those several hundred attributes and selecting the advertisement from a non-advertisement picture.

According to Figure 7, the proposed algorithm method is performed in the form of classification problem with subset evaluation and a selection step. It is started by a maximum number of attributes followed by unsupervised filtering with RP, which is supposed to reduce the number of attributes. By reduction of attribute numbers in the Weka, a new subset is sorted with less dimension accompanied with new information gain. By reducing the attributes, it is expected to result in less runtime. The RP (described in Figure 8) filter uses the searching algorithm based on the best first for a lower time budget. Switching the model to new data set with FLDA, the same method as mentioned in the research work of Pang et al., a Gaussian per binary class and concentrate on pooled covariance matrix instead of per multiclass vector-based covariance matrices and means computations, data mining resources are measured and reported (45).


[image: Figure 7]
FIGURE 7. Flow Chart of Research Concept (41).



[image: Figure 8]
FIGURE 8. Algorithm pseudocode.


We have additionally tried the quadratic form QLDA for the tuning and sensitivity analysis.

We want to concretely know how the companies that are part of the IoT systems have the possibility of competition to the highest degree for their business? Second, which part of computational resources of their data mining activities are the most important and why: algorithm, runtime, accuracy, data warehouses, services, etc., and finally, is there any model framework for ad selector application available to practically align data mining with the needs of all their stakeholders?


Data Description

The Internet advertisements data set (ads data set) collects data used by researchers about advertising in websites, and it can be categorized as a standard, high-dimensional, large, and imbalanced data set. It contains a set of advertisements as images, the geometry of the image, the anchor, the anchor text, and other image properties. The data set available in UCI contained 1,558 attributes and 3,279 instances. The predicted class in this data set was to predict if the image is “ad” or “non-ad.” The ads data set contains 2,821 non-ads and 458 ads as shown in Figure 9.


[image: Figure 9]
FIGURE 9. Binomial class distribution.


The ad dataset, as mentioned, contains 1,558 attributes, three of which are continuous. These are height, width, and ratio. There is 28% missing data; some of these data are from continuous attributes, which should be mentioned as “unknown.” The information attributes are classified into four main categories as follows: 457 features are from URL terms, 495 features from origURL terms, 472 features from ancURL terms, and 19 features from caption terms.



Feature Selection Analysis

In feature selection, techniques are differentiated by their ability to generate other data sets from the original data from which resulted in less mean absolute error rate. In our context, this can be accompanied with the decline of the computational budget based on less runtime as well as reducing of the danger of overfitting for the IoT framework and can be later compared and approved by the above task. The only exception is that our selected data set with 2.7% error and <1% overfitting from the 10-fold cross-validation does not seem like a good candidate for the accuracy enhancement, but it can be efficiently applied for reducing the run time. This might happen on the basis of the anomaly in the distribution of the attribute's categories and also on the basis of numerical attributes. The calculation result in terms of precision and test runtime with the relevant 100 to 1,000 number of projections are represented in Figure 10. The data are filtered, and default settings for the calculation of the QDA were implemented.


[image: Figure 10]
FIGURE 10. Effect of the projection numbers on precision and runtime implemented with QDA.


The ads data set contains a large amount of data. The data are reduced using the attribute selection method. Feature selection or variable subset selection is the technique of selecting a subset of relevant features for classification. By removing most irrelevant features from the data, feature selection helps improve the performance of classification.

Five techniques of attribute selection were applied to the ads data set. These are Cfs, Info gain, PCA, filter, and wrapper subsets. One of the indicators of the performance of the attribute selection is to determine the number of attributes that were selected by the given attribute selection method. In this manner, the run of the Cfs method results in selecting 24 attributes. The filter subset method gives us the minimum result to only 10 attributes. Unfortunately, the PCA method gives us a big number of attributes reaching 300 attributes. The other two methods (info gain and wrapper) failed to select attributes where it shows a full number of attributes (1,558 attributes). In conclusion, the smaller the number of attributes, the faster the results we get and the easier the model building for classification. This is in the condition of using a variety of data, which is applied in the ads data set.

The results of this work show that the combination of Cfs attribute selection method and the k-nearest neighbor method outperforms any other combination. See the below table (Table 2).


Table 2. Classifiers accuracy for the different classification methods of each attribute selection method.
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Classification Analysis

Classification is a data mining technique that assigns instances in a data set to target classes. The aim of classification is to accurately predict the target class for each instance in the data. Three different classification methods were used for each one of the three-attribute selections. These are the multilayer perception (NNs), the k-nearest neighbors algorithm (IBk), and the decision tree (J48). The k-nearest neighbors algorithm was set to run with k = 1 because there was no significant difference for higher k number. The large number of the ads data set allows us to use a Weka default value of 66% training and 34% testing set to apply the decision tree method. This is true for the other two methods of classification adopted in this work. The number of instances used for testing (34%) results in 1,115 instances out of 3,279. We started the analysis of the multilayer perception algorithm based on 1 fold in which the system divides the data automatically into 66% as a training set and 34% as a testing set. For further investigation, we redo the same technique using 10 fold cross validation (Weka default value). Using this technique, we used the whole set of instances, 10% each time as a training set. The results were significant and confirmed that the k-nearest neighbors' algorithm outperforms the other methods. Other indicators for the accuracy of classification techniques are the mean of absolute, the root mean squared, and the relative errors. All of these indicators are calculated using Weka and presented in Table 3. We found that the lowest mean absolute error is found in using the k-nearest neighbors (IBk) method (0.0321). The root mean squared error of it is around (0.14). This method has a root relative square error of (41.89%). An algorithm that has a low error rate is preferred as it has the most powerful classification technique.


Table 3. Errors of classifying Ads dataset using different classifiers and attribute selection methods.

[image: Table 3]

Alternatively, the Kappa statistic (46) is used to assess the process for the classification method. It reflects the difference between the actual agreement and the agreement expected by chance; for example, a Kappa of 0.91 means there is 91% better agreement than by chance alone. Using the Kappa statistic criteria, we found that the accuracy of the three classification methods used in this study is substantial because the Kappa statistic for each one is more than 0.88 as shown in Table 3.




RESULTS AND DISCUSSION

As this research concern was partly on the resources relevant to the IoT, it is favorable to represent which part of computational resources of their data mining activities are impacted by the drift concept: algorithm, runtime, accuracy, data warehouses, services, etc., or is there any model framework for ad selector application available to practically align data mining with the needs of all their stakeholders. This is also important to understand the technical difference in crowdsourcing and other data sets.

In Table 4, the experiment results by changing the random projection on the basis of the FLDA are represented. This can be performed by the Weka experimenter module, in which the random projections are set conditionally to get the significant value for the FLDA parameters algorithm. The model performance for QDA as an evaluation method is used to assess model performance for the 10 different RP algorithms used in this work. Table 5 represents the runtime and precision resources for the QDA algorithm. The results on these tables clearly illustrate the strength and weakness of the two methods numerically. These results are imported to the tableau software for the experimentation of these methods in regards to their runtime and accuracy sensitivity by maintaining the mean standard error in a constant Nivea.


Table 4. Classifiers accuracy for the FLDA classification method of each attribute selection method.
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Table 5. Errors of classifying ads dataset using QDA attribute selection method.

[image: Table 5]

Finally, after the feature reduction, subsequent classification with the help of linear and quadratic discrimination analyses for the class “ads” is represented. In Figures 11, 12, the performance vs. runtime of FLDA and QDA are represented where their mean standard errors are equal.


[image: Figure 11]
FIGURE 11. Precision vs. training CPU runtime experimented in QDA.



[image: Figure 12]
FIGURE 12. Precision vs. training CPU runtime experimented in FLDA.


The results of this work show that, in the combination of FLDA and QDA by equal mean standard error, the FLDA with shorter runtime outperforms any other combination in terms of accuracy, recall, and runtime. The runtime was decreased from 16.57 to 13.49 in addition to the decreasing of the accuracy from 96 to 94% (Figures 13, 14).


[image: Figure 13]
FIGURE 13. Precision and Recall versus CPU Runtime using FLDA algorithm (A) Testing, (B) Training.



[image: Figure 14]
FIGURE 14. Sensitivity analysis of mean standard error using both QDA and FLDA algorithm.




CONCLUSION

This article studied the typical data mining resources such as precision, runtime and mean standard error for an IoT framework, especially healthcare applications in which reliability, responsiveness, and availability are vital. For this reason, we have applied different classification algorithms based on an Internet advertisement data set. The best algorithm for classifying is found to be FLDA with an accuracy of 94%. It has the mean absolute error at 0.16. The other classification methods gave us satisfactory results but more calculation time; however, in this work, the calculation time was decreased 20 times. These results suggest that, among the data mining techniques tested in this work, FLDA methods can significantly improve the classification methods for use in different areas, especially the IoT. This is important because, with 2% accuracy costs, the runtime can be best achieved. This is very important when there is a reported connection between ads and service reliability or, for instance, trust among empathy and anchor text. This result has been studied sizably by the feature reduction method and results were analyzed by the Fischer linear discriminant analysis in the WEKA Experimenter module. Before recognizing the combination of the two data processing methods, the purpose of the combination should be determined, which can be used to allocate higher process time with low memory for the IoT project and drift learning. If this does not exist, we specify its constituent elements. In collective outsourcing projects, we are not opposed to technological constraints for knowledge orientation. Discriminate analysis provides a progressive framework for assessing classification techniques' performance by changing the RP attributes and other hyperparameters. This cannot only be advantageously coupled with the IoT unless the weka-based experimenter model is implemented. It is vital to include other comparison measures into the evaluation process even though using margin curves for a given data set needed more research work to determine which classification method is the best. What is its optimal decision threshold? It also required using more empirical data sets rather than using only the ads data set. This will be in the benefit of solving real-life problems in healthcare applications.
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Background: Although numerous studies are conducted every year on how to reduce the fatality rate associated with sepsis, it is still a major challenge faced by patients, clinicians, and medical systems worldwide. Early identification and prediction of patients at risk of sepsis and adverse outcomes associated with sepsis are critical. We aimed to develop an artificial intelligence algorithm that can predict sepsis early.

Methods: This was a secondary analysis of an observational cohort study from the Intensive Care Unit of the First Affiliated Hospital of Zhengzhou University. A total of 4,449 infected patients were randomly assigned to the development and validation data set at a ratio of 4:1. After extracting electronic medical record data, a set of 55 features (variables) was calculated and passed to the random forest algorithm to predict the onset of sepsis.

Results: The pre-procedure clinical variables were used to build a prediction model from the training data set using the random forest machine learning method; a 5-fold cross-validation was used to evaluate the prediction accuracy of the model. Finally, we tested the model using the validation data set. The area obtained by the model under the receiver operating characteristic (ROC) curve (AUC) was 0.91, the sensitivity was 87%, and the specificity was 89%.

Conclusions: This newly established machine learning-based model has shown good predictive ability in Chinese sepsis patients. External validation studies are necessary to confirm the universality of our method in the population and treatment practice.

Keywords: sepsis, machine learning, prognostication, infection, ICU patients


INTRODUCTION

Although numerous studies and papers on sepsis are published every year, it remains a major challenge for patients and clinicians worldwide. Between 2002 and 2012, the proportion of sepsis patients admitted to hospitals in the European ICU remained unchanged; however, the severity of the disease increased significantly (1). The standardized sepsis-related mortality rate in China in 2015 was 67 deaths per 100,000, which was equivalent to more than 1 million deaths due to sepsis (2). Despite these alarming numbers, the public seems to lack an awareness about sepsis. An adult survey found that <30% of people are aware of the severity of sepsis, which was much lower than the proportion for cardiovascular diseases, cancer, and asthma (3).

To date, the diagnosis of sepsis has largely relied on determining the presence of infection and organ dysfunction (4). In addition, screening laboratory tests are often required to confirm the diagnosis. However, laboratory testing takes time, so treatment is further delayed (5).

The early detection and prediction of patients who may develop sepsis is essential to improve the adverse consequences of sepsis. Although there are many studies on the early predictions of sepsis, such as calcitonin, C-reactive protein, white blood cells, platelets, and lactic acid (6, 7). However, disappointingly, most studies are limited in clinical prediction (8). Since sepsis is a complex clinical syndrome, it contains a wide range of multifaceted clinical and biological features; therefore, a single clinical index may not be a good reflection of the disease state (9). There is still a lack of effective biomarker combinations that can distinguish patients with sepsis from those not affected with sepsis.

Current research mainly uses data collected by bedside monitors to determine the probability of sepsis in ICU patients. Bloch et al. constructed a sepsis prediction model based on the four vital signs of mean arterial pressure, heart rate, respiratory rate, and body temperature (10). The best area under the curve (AUC) was achieved with Support Vector Machine (SVM) with radial basis function, which was 88.38%. Guillén et al. used vital sign measurements and laboratory test results to predict the likelihood of severe sepsis in patients with sepsis during ICU hospitalization (11). The study showed that the AUROC based on vital signs data was 0.84; based on vital signs and laboratory results, the AUROC was calculated to be 0.882. Calvert et al. studied the correlation between pairs and triples of vital sign measurements and the overall trend (i.e., increase, decrease, and no change) of the measurements over time to predict sepsis in the adult ICU population disease (12). Their results show that the average AUROC measurement accuracy is 0.83, but requires a larger data set, which usually requires longer processing time. Since the above studies are based on the previous definition of the Third International Consensus Definition of Sepsis (sepsis-3), our current understanding of sepsis is of limited reference value. Nemati et al. used electronic medical record data combined with high-resolution time series of heart rate and blood pressure to dynamically predict sepsis, with an area under the receiver operating characteristic (AUROC) of 0.83–0.85 (13). Although the study is based on the third international definition of sepsis (sepsis-3), its predictive power is not significantly different from previous studies.

Machine learning has been applied to multiple healthcare fields, including diabetes, cancer, cardiology, and mental health (14–17). Most of the machine learning models and tools developed in the research environment has studied the potential of prognosis, diagnosis, or clinical componentization, thus demonstrating the prospect of developing computerized decision support tools (18, 19). In general, the use of machine learning models can improve patient safety, improve the quality of care, and reduce medical costs (20).

The application of artificial intelligence in the medical field is gaining increasing recognition in the improvement of clinical practice and achievement of personalized treatment (21, 22). This study used machine learning methods to evaluate predictive clinical indicators and biomarkers related to sepsis and to establish a model that could effectively predict sepsis early, which is necessary to identify high-risk patients and may enhance the understanding and facilitate clinical management of sepsis.



MATERIALS AND METHODS


Study Population

This study was a secondary analysis of a retrospective observational study conducted from 2014 to 2016 in the intensive care unit (ICU) of the First Affiliated Hospital of Zhengzhou University. The inclusion criteria were (1) infection at the time of admission to the ICU; (2) compliance with the international consensus definition of sepsis and septic shock (Sepsis-3.0); (3) age ≥18 years. The exclusion criteria were (1) age <18 years; (2) diseases without infection status such as coronary heart disease, cardiac arrest, fracture, neoplasm, cerebral infarction, and brain injury; and (3) more than three missing data. Clinical or laboratory parameters related to infection and sepsis were collected for each patient.



Statistical Analysis

The binary variables were described as counts and percentages and were evaluated using the Chi-square test or Fisher's exact test. If the continuous variables conformed to a normal distribution, they were compared using a t-test and expressed as means ± SEM. For a non-normal distribution, the Mann–Whitney U test was used. P < 0.05 was considered statistically significant. The ensemble model was written Python scripting language (Version 3.6.5, Python Software Foundation, Wilmington, DE, USA, https://www.python.org).



Modeling and Feature Selection

The random forest algorithm, which belongs to the category of machine learning methods and captures non-line relationships between dependent and independent variables with high flexibility and sufficient accuracy, has been successfully applied to various fields such as the estimation of the genetic effects (23), clinical deterioration prediction (24), association estimation (25), clinical outcome prediction (26), and others (27–30). In this study, we used the random forest algorithm to predict the risk of sepsis in ICU patients by analyzing laboratory/clinic data as follows: (i) lipids, (ii) liver function, (iii) hemagglutination, (iv) blood cells, (v) renal function, and (vi) electrolyte. The essential idea of the random forest algorithm is to build multiple decision trees to reduce the correlation between trees using bootstrap aggregating or bagging, which can avoid the over-fitting problem. The random forest algorithm was written in the Python scripting language (version 3.6.5, Python Software Foundation, Wilmington, DE, USA, https://www.python.org).

Generally, models with more features will achieve higher accuracy than those with fewer features. However, in clinical practice, having more features cannot always improve the performance of the model because of irrelevant or redundant features, which may mislead the models. To recognize the key features and the optimal combination of features, we performed a random forest algorithm on different subsets of the training set. In this study, we identified 55 features, which were potential candidates for sepsis prediction. Because the number of possible feature combinations was large (255), as shown in Figure 2, we used the Gini importance to rank the importance of all potential features (31, 32). Specifically, a high Gini importance value was a high priority for incorporation into the model. On the basis of the Gini importance value of each feature, we performed the random forest algorithm on the various feature subsets.



Validation

In this study, we used a 5-fold cross-validation to assess the prediction performance of the model because it was the most commonly used method for machine learning-based medical problem exploration (33–37). Specifically, the available training set was divided into five roughly equal-sized subsets: the training set and the validation (or internal validation) set. Four of them were applied to fit the random forest model, and the remaining one was used to estimate the accuracy of the model.

We measured the performance of the model by applying several different indices, namely (i) AUC, (ii) accuracy, (iii) precision, (iv) recall, and (v) F1-Score, which were defined as follows:

[image: image]

Here, TP, FP, TN, and FN are the number of positive samples classified as positive (true positives), the number of negative samples classified as positive (false positives), the number of positive samples classified as negative (true negatives), and the number of negative samples classified as negative (false negatives). Briefly, we used five prediction performance indices, 5-fold cross-validation for internal validation, and the testing set for external validation to estimate the performance of the model.




RESULTS


Patient Characteristics

Our database consisted of 17,005 patients admitted to the ICU. After a series of exclusions, 4,449 adult patients were included in this study, and 3,539 patients developed sepsis. The process of cohort selection is shown in Figure 1. A total of 55 variables, including age, sex, red blood cell count, total cholesterol, D-dimer, and other clinical or laboratory parameters related to infection and sepsis, were collected for each patient. The baseline characteristics of the included patients are shown in Supplementary Table 1. We then randomly divided the patients into the training and testing sets. Supplementary Table 2 shows the basic information compared between the two sets.


[image: Figure 1]
FIGURE 1. Flow chart depicting number of patients who were included in analysis after exclusion criteria. The total included encounters were divided into those with and without sepsis.




Variables of Importance

Generally, the error of the model decreased with an increase in variable selection. However, increasing the number of variables was not conducive to clinical practice. In order to identify the prominent features, we used the random forest method to select variables by using various feature subsets. Therefore, the relative importance of each feature based on the fact that the features built on the tree top contributed more to the prediction of sepsis in high-risk patients is shown in Figure 2. It can be observed in Figure 3 that the error value remained at a similar degree when the number of features reached 20. Therefore, we utilized a combination of 20 selected features to predict sepsis in ICU patients (shown in Supplementary Table 3): neutrophils%, D-dimer, neutrophils, eosinophils, lymphocytes, albumin, white blood cells (WBCs), direct bilirubin, potassium, calcium, cholinesterase, magnesium, low-density lipoprotein (LDL), prothrombin time (PT), lymphocytes, lactate dehydrogenase (LDH), basophils%, total cholesterol (TBIL), urea, and platelets (PLT).


[image: Figure 2]
FIGURE 2. Importance of the 20 variables included in the predictive model for sepsis events.



[image: Figure 3]
FIGURE 3. The relationship between the cross-validation error and the number of variables.


Next, we performed a random forest classification with the same parameters (to make the comparison possible and remove the effect of the parameters) with different subsets of features to calculate the changes in AUC values. The AUC loss value changed when we set the number of features to different values (Supplementary Table 3).



Classification Results

As shown in Table 1 and Figure 4, on average, the random forest algorithm achieved an AUC of 0.88 (±0.04), accuracy of 0.88 (±0.03), precision of 0.90 (±0.03), recall of 0.96 (±0.01), and recall of 0.93 (±0.02) in the internal validation. For the external validation, the model gave an AUC of 0.91, accuracy of 0.87, precision of 0.89, recall of 0.95, and recall of 0.92.


Table 1. Internal and external validation results of the prediction model.
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FIGURE 4. ROC curve (of the testing set) for predicting Sepsis events using the predictive model. ROC receiver operating characteristic.





DISCUSSION

Early identification and treatment of sepsis is a highly complex and multifaceted challenge (38). It requires highly skilled and well-trained human experts (39). However, with the continuous emergence of AI applications in the medical field, some of these decisions will soon be replaced by machines called “intelligence” to improve clinical practice and patient outcomes (40). Most of what we call “artificial intelligence” is machine learning, which means learning from data and using this knowledge to acquire new knowledge or skills.

This study used a supervised learning method (a machine learning method) to build a predictive model, which included 20 predictors of sepsis events predicted by the random forest method. The AUC of this newly developed model was 0.91, demonstrating good discriminative power. These prediction results suggest that the ensemble model with 20 key features is feasible and practical.

To our knowledge, most previous studies have developed models to predict the prognosis of sepsis. However, only few researchers have paid attention to the differences in the incidence of sepsis after infection, although it is important for clinical preventive intervention. Thomas et al. developed machine learning models for the early identification of sepsis risk (41); however, they did not obtain precise biomarkers that could be applied to clinicians. All calculations are trivial for a computer, which may limit generalization of the results to other hospitals and hospital systems. Other artificial intelligence systems such as random forest models may be a valuable tool to predict sepsis (8).

The variables in our model were mainly blood cells, lipids, liver function, hemagglutination, renal function, electrolyte, enzyme, and others. Interestingly, blood-related variables accounted for a large part of our model; the first five variables in Figure 2 are related to the blood system. Neutrophils were an ideal choice for eliminating pathogenic bacteria because they store a large number of proteolytic enzymes that can rapidly produce reactive oxygen species to degrade internal pathogens. Hence, patients with sepsis often have neutrophil infiltration, and the degree of infiltration is related to tissue damage (42, 43). Other blood cells, including eosinophils, basophils, lymphocytes, and WBCs, are also associated with the body's defense against infection. For example, some studies have speculated that individuals with basophilic granulocytopenia have a weak resistance to infection and thus are more likely to develop sepsis (44). In addition, studies have shown that eosinophilia was a moderate marker for distinguishing SIRS from infection in critically ill patients newly admitted to the hospital, which suggested that eosinophilia may be a useful clinical tool for the prediction of sepsis (45). In addition, lymphocyte apoptosis has been recognized as an important step in the pathogenesis of experimental sepsis by inducing a state of “immune paralysis” that renders the host vulnerable to invading pathogens (46).

In the past decade, there has been a growing awareness about the role of the coagulation and fibrinolysis systems in the development of inflammation. Patients with sepsis may have common host reactions, such as coagulation, inflammation, and endothelial injury. Abnormal inflammatory and coagulation biomarkers were found to be associated with disease severity and mortality in patients with severe sepsis (47). Platelets are the main effector cells involved in blood coagulation and can promote the development of excessive inflammation, DIC, and microthrombosis (48). PT can reflect the coagulation function of the body, and D-dimer levels increase under hypercoagulable state (49). Therefore, changes in these substances may predict the occurrence of sepsis.

Sepsis is often associated with multiple organ dysfunction such as that involving the heart, liver, and kidney (50). Therefore, some indicators reflecting organ function may be used to predict the occurrence of sepsis. Albumin which is the most important protein in human plasma, maintains nutrition and osmotic pressure. When liver synthesis is dysfunctional, its level usually decreases. Lactate dehydrogenase and urea are associated with cardiac and renal function, respectively. Patel et al. revealed an association between serum bilirubin levels and mortality during sepsis, suggesting that serum bilirubin may be a potential predictor of sepsis occurrence and death (51).

Previous studies have shown that lipids are also involved in the occurrence and development of sepsis. Yamano et al. found that low total cholesterol and high total bilirubin levels are associated with prognosis in patients with prolonged sepsis (52). Hofer et al. found that pharmacologic inhibition of cholinesterase improves survival in experimental sepsis, probably by activating the cholinergic anti-inflammatory pathway (53). The results of Feng's study suggest that a decrease in LDL-C levels is significantly associated with an increased risk of sepsis in infected patients, although the association was due to the presence of complications (54).

Although the association between electrolytes other than calcium and sepsis appears to be poorly studied, this study found that the decrease of potassium and magnesium is closely related to the occurrence of sepsis. We know that the critical illness itself is associated with a decrease in serum total calcium and free calcium levels, which is related to the severity of underlying diseases as measured by the APACHE II score. In addition, studies have shown that total and ionized hypocalcemia is more significantly associated with increased severity of infection, which suggested the role of calcium in predicting the risk of sepsis in patients with infection (55). Regarding magnesium and potassium, a study pointed out that ATP-MgCl2 may be beneficial in sepsis (56). An increasing amount of evidence has suggested that potassium channels are involved in cardiovascular dysfunction in sepsis after systemic inflammation, cardiovascular dysfunction, and organ damage, and that potassium channels may affect the emergence of sepsis after infection (57). In conclusion, we believe that because sepsis is not a simple disease that can be predicted by a single marker, the biomarkers included in our model can be combined to predict the risk of sepsis in infected patients.

Our study has several limitations. First, this was a retrospective study, which had its own shortcomings, such as information bias. Second, the prediction model may have lacked generality because the 55 variables are still too few, and many other variables were omitted due to the loss of too many values. Generally, the more the variables included, the higher the prediction accuracy. Therefore, we hope to include more patients and variables in future prospective studies.

A model with 20 key features was successfully established to predict sepsis events in Chinese patients. This model has excellent ability to predict sepsis events in Chinese patients.
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Cardiovascular disease (CVD) is considered to be one of the most epidemic diseases in the world today. Predicting CVDs, such as cardiac arrest, is a difficult task in the area of healthcare. The healthcare industry has a vast collection of datasets for analysis and prediction purposes. Somehow, the predictions made on these publicly available datasets may be erroneous. To make the prediction accurate, real-time data need to be collected. This study collected real-time data using sensors and stored it on a cloud computing platform, such as Google Firebase. The acquired data is then classified using six machine-learning algorithms: Artificial Neural Network (ANN), Random Forest Classifier (RFC), Gradient Boost Extreme Gradient Boosting (XGBoost) classifier, Support Vector Machine (SVM), Naïve Bayes (NB), and Decision Tree (DT). Furthermore, we have presented two novel gender-based risk classification and age-wise risk classification approach in the undertaken study. The presented approaches have used Kaplan-Meier and Cox regression survival analysis methodologies for risk detection and classification. The presented approaches also assist health experts in identifying the risk probability risk and the 10-year risk score prediction. The proposed system is an economical alternative to the existing system due to its low cost. The outcome obtained shows an enhanced level of performance with an overall accuracy of 98% using DT on our collected dataset for cardiac risk prediction. We also introduced two risk classification models for gender- and age-wise people to detect their survival probability. The outcome of the proposed model shows accurate probability in both classes.

Keywords: artificial intelligence, cardiac arrest prediction, machine learning, predictive analysis, risk classification, heart failure


INTRODUCTION

At present times, cardiovascular disease (CVD) is one of the most contagious illnesses. According to WHO, ~60% of cardiac patients are Indians to suffer from CVDs. Cardiac symptoms are generally associated with dynamic changes in an individual. The vital changes in the human body may lead to cardiac problems due to misdiagnoses or improper treatment. Another sign of cardiac disease is environmental changes and lifestyles of people (1). In healthcare, CVDs are considered a vital aspect to be diagnosed as soon as possible to minimize the risk. Hence, early prediction of CVDs needs to be examined in a patient (2, 3).

Cardiovascular disease comprises heart or cardiac diseases in heart patients and is a critical challenge in the medical field. Several reasons and findings that cause cardiac arrest are observed, such as a change in personal and professional lifestyles, habits, inactive lifestyle, growing age, habitual history related to smoking, alcohol consumption, stress level, and physiological signs, such as diabetes, high level of blood pressure (BP), obesity, cholesterol, hypertension, and existing heart problems. These risk factors need early, accurate, and efficient diagnosis to prevent cardiac arrests (4–6). The risk factors can be depreciated by executing proper lifestyle activities, such as lowering salt usage, absorbing a healthy diet, prohibiting alcohol and tobacco use, and regular physical exercise (7). Medical sectors use the abovementioned vital signs to produce consequential information from data. The vital signs are generally collected from publicly available datasets, wearable gadgets, medical hospitals, or sensors. Monitoring health parameters using Internet-of-Things (IoT) is a forming trend for future well-being. IoT sensors are mostly used to collect real-time vital signs and monitor the health parameters of individuals (8). Collecting, processing, and analyzing vitals help predict risk early to tackle the problem (9, 10).

One of the broad areas of Artificial Intelligence (AI) is machine learning (ML). ML is an effective technology and efficient field, which is based on prediction purposes. Using ML concepts, we can develop models or enable human abilities and train our data collected or gathered from the past for future predictive analysis (11). Those data are further divided into training and testing, which help in predicting future possibilities. This combined technology is called ML (12). The ML algorithm needs pertinent information for training and testing. In addition, the model performance can be raised if the balanced data are given to the ML model. In addition to that, the capability and accuracy of the predictive model can be improved if relevant features are selected from a dataset. Hence, a balanced dataset and feature selection are paramount for improving model performance (13). Furthermore, for cardiac arrest prediction, the ML algorithm is used, which has been addressed in this research. Nowadays, deep learning models show prominent growth and improvement in predicting and analyzing heart diseases (14).

Several studies have shown predictions on publicly available datasets. Still, this research aims to find early risk prediction of cardiac arrest based on real-time data collected from an individual using sensors and equipment. Furthermore, the authors build a Neural Network, Bagging, and Boosting model using ML techniques by selecting relevant datasets to show which model accomplishes best. This study also aims to classify risk in different age and gender groups of people. The points mentioned below show the main contributions of the article:

• To collect real-time vital signs of an individual using sensors and equipment.

• To detect cardiac arrest by applying the ML algorithm.

• To show a comparative analysis of the various ML classifiers.

• To classify cardiac arrest risk for the coming 10 years in different age groups.

• To show survival probability gender-wise in our creation of data.

The rest of the article is assembled as follows. Section Related Work narrates research work on heart diseases along with existing methods, datasets, and techniques available. Section Proposed Work exhibits the study of the proposed study of the author. Section Methodology reveals the methodologies and algorithms used for disease risk prediction. Section Risk Classification conveys the risk classification in people. Section Exploratory Data Analysis presents the results of Exploratory Data Analysis. Section Implementation Details communicates the implementation details of all the experiments and results. Finally, section Discussion, Conclusion, and Future Work discusses and concludes the research study of the author.



RELATED STUDY


Literature Survey

This section discusses the existing article to predict and diagnose heart diseases using several techniques and datasets used with various features and classification techniques.

Ambekar and Phalnikar (1) proposed a risk model for heart disease with structured data using a Convolutional Neural Network-based Unimodal Disease Risk Prediction (CNN-UDRP) model to classify risk levels as high, low, and medium. The dataset was extracted from the UCI repository. To avoid missing values, performed data cleaning and imputation to substitute missing values and increase the performance of the model were implemented. The proposed model achieves an accuracy of nearly about 65%. Ramprakash et al. (2) developed a model using a Deep Neural Network (DNN) and χ2–a statistical method to predict the risk of heart patients. The Cleveland dataset was used, which is publicly available on the UCI repository. In this study, DNN models Artificial Neural Network (ANN) and DNN and proposed statistical methods χ2-ANN and χ2-DNN were compared. The comparison shows that the proposed method χ2-DNN was more efficient in providing an accurate accuracy of 94%. Maini et al. (5) discuss data mining techniques to detect heart disease risk at an early stage and show the importance of assigning a cloud-based approach for helping healthcare providers. Mohan et al. (6) proposed a hybrid model combination of Linear model and Random Forest (RF) technique with different features combined on publicly available datasets, i.e., Cleveland from UCI repository and compared its result with models of Naïve Bayes (NB), RF, Linear model, Deep Learning, Logistic regression, etc. From all the proposed models, Random Forest with Linear Model (HRFLM) outperforms all others with 88.4% accuracy. Shah et al. (3) used the Cleveland dataset available from the UCI repository. They implemented ML algorithms, such as Decision Tree (DT), K-Nearest Neighbor (KNN), NB, and RF for visualizing the probability of heart disease in the patients. Among all models, KNN shows the highest accuracy score of 90% in predicting heart disease.

Garg et al. (15) used an ML algorithm to predict and classify diseases of a person who is suffering from heart problems. They have used a dataset from Kaggle, which was commonly used for prediction purposes. From the attributes, 13 main attributes, such as the age of a person, chest pain, cholesterol level, and many more, were considered to predict heart diseases. The ML algorithms used are KNN and RF. The comparison was made between the ML algorithm and RF achieves the highest accuracy with 82%. Yadav et al. (16) proposed an optimization model, namely, “Optimized DNN using Talos” deploy ML classifiers, such as DT, KNN, RF, and Ensemble model (used ANN, KNN, and Support Vector Machine, SVM), for the prediction of heart diseases. They have used the concept of dimensional reduction where only vital information of patients was considered. On comparing their model with traditional models, the proposed model provides better accuracy and prediction.

Latha and Jeeva (17) convey classification as a commonly used technique in ML algorithms, so they have tried a new technique that is an ensemble technique that combines two or more classifiers to improve the accuracy obtained by a simple classification technique. They focus on increasing the accuracy and implementation of feature selection with a different set of features. There was a significant increment in the prediction accuracy. Singh et al. (18) proposed a multisurface proximal SVM (MPSVM)-based DT, collaborated with the ensembling method consisting of Gradient Boosting and RF algorithms on Cleveland dataset from UCI repository. They have solved the 2-class problem and the 5-class problem on a dataset using the proposed method. On analyzing, the 2-class problem shows better accuracy of 91% than the 5-class problem with 73%. Sowmiya and Sumitra (19) used the Cleveland dataset from the UCI repository to implement heart disease prediction. They have applied an ant colony optimization technique for the best feature selection for the hybrid KNN classifier. This hybrid model is compared to other classification algorithms, such as SVM, KNN, NB, C4.5, and DT. Their study proposed HKNN as an effective and efficient technique for heart disease prediction.

Alotaibi (20) focused on improving the performance and accuracy of ML algorithms compared with the previous studies. In this study, the prediction of heart diseases is made using RapidMiner tool on Cleveland dataset extracted from UCI repository and compared the results with previous work that used Weka and MATLAB tools where the performance of RapidMiner tool gives higher accuracy using techniques: SVM, DT, and Logistic regression.

Nikookar and Naderi (21) proposed a hybrid ensemble method to show comparison with the primary ensemble method using SPECT heart disease dataset, consists of SPECT images based on feature vector on fuser classifier algorithm, i.e., Adaboost, MLP, Logitboost, and RF. The comparison was made between hybrid and basic ensemble classifiers where the proposed hybrid classifier shows higher accuracy. Tama et al. (22) proposed a model using a two-tier ensemble technique to detect heart disease. The developed model was implemented by ensembling gradient boosting, RF, and extreme gradient boosting (XGBoost) classifiers. The model was trained and validated on available datasets: Cleveland, Statlog, Hungarian, and Z-Alizadeh Sani. A two-step significance test was conducted to compare with the existing article and provided the highest results. Li et al. (13) developed a diagnosis system called Fast Conditional Mutual Information (FCMIM-SVM) based on classification algorithms—ANN, SVM, and Logistic Regression—to diagnose heart diseases using the Cleveland dataset. They used minimal redundancy maximal relevance, relief, most minor absolute shrinkage selector operator, etc., as a feature selection algorithm to select relevant features to get accurate accuracy. The proposed model shows a better accuracy as compared to the previously developed model. Sarmah (8) proposed a model using IOT sensors attached to the body of the patient to gather real-time data and applied the Deep learning modified neural network (DLMNN) model for heart disease prediction. The prediction from the model executes in three ways: Authentication, Encryption, and Classification. Thus, the classification shows normal and abnormal output and prescribes it in its manner. Hence, the model proposed shows improvement over the existing algorithm with providing authentication.

Chauhan et al. (10) used an ML algorithm to predict heart diseases on the Cleveland dataset publicly available and compared the result with the algorithms. Among all, ANN outperforms all classification algorithms with 85% accuracy. Pan et al. (14) proposed an enhanced deep-learning Convolution Neural Network (CNN) model that predicts and improves heart disease in a patient. This model uses the more profound architecture of the multilayer perceptron model and regularizes parameters. In addition, this system has been executed on the Internet-of-Medical-Things (IOMT) platform to provide efficient solutions for a doctor for the diagnosis of heart diseases. This CNN model is compared with other ML techniques and shows a maximum accuracy of 97%. Fitriyani et al. (7) developed a clinical decision support system (CDSS) to recognize early heart failure. They also proposed the Heart Disease Prediction Model (HDPM) for the CDSS system to eliminate noise and outlier presence. They have built the Starlog and Cleveland dataset model, which is available publicly and tested on other ML models and compared the results. The proposed model achieves 95% with Statlog and 98% with the Cleveland dataset.

Tate and Rao (23) give an idea of using wearables in form of a wristwatch, wrist band, ambulatory devices, skin response monitors, Fitbit tracker with an app installed, and many more for prediction of cardiac arrest at an early stage. These electronic gadgets help in tracking our day-to-day routine and monitoring our daily activities by keeping track of each activity. The vital information of patients can assist individuals by sending emergency alerts via web and mobile interfaces. Several studies, such as Framingham Heart Study, had developed the Cox regression hazard ratio model specifically for the sex groups for the prediction of heart diseases by estimating 10-year risk. Hence, the idea of capturing the vitals of an individual from wearables helps to get a better prediction and classification rates for detecting heart diseases. Prabhu et al. (24) proposed the CN-Based Multimodal Disease Risk Prediction (CNN-MDRP) model for risk prediction of diseases on a sizeable Medical dataset and compared the result with the algorithm that is CNN-UDRP. The performance of CNN-MDRP shows more improvement than the CNN-UDRP model for risk prediction. Shankar et al. (25) aim to predict heart diseases in an individual. They have made the prediction based on details entered by a patient in a hospital, and the data were trained on a CNN model to find the accuracy. The data used were in structured and unstructured formats. The proposed CNN model shows improvement by comparing it with other algorithms.

Singh and Kumar (12) have calculated accuracy for predicting heart diseases using ML algorithms. The algorithms were KNN, DT, Linear Regression, and SVM utilizing Cleveland dataset from the UCI repository for training and testing. Overall, the accuracy of the KNN algorithm achieves 87% for early heart disease prediction. Amin et al. (26) have collected real-time data, i.e., the vital signs of a patient using Fitbit wearable. The data captured by the wearable were entered into an application and processed through an ML algorithm. This study aims to notify an individual whether he/she is at risk of CVD or not. The outcome of the prediction result helps doctors in diagnosis patient health. Chen et al. (27) proposed a technique for predicting the occurrence of perioperative heart diseases. The data were collected from the hospital and divided into structured data in numerical form and unstructured data in textual form. ML algorithms for numerical data gradient boosting tree algorithm and textual data topic model of text-based data model were used. The datasets were fused using a simple logistic regression model and achieved a sensitivity of 90% and specificity of 93%.

Cohen et al. (28) proposed a 1-year risk prediction model for patients with congenital heart diseases. The dataset was collected from Quebec hospitals of patients varying in age between 18 and 64 years. Multivariate logistic regression was used to predict the risk for heart diseases. The risk score was indicated between 0 and 19. Hence, the risk score model shows excellent performance. Chang et al. (29) use an ML classification algorithm to predict the vital signs of a patient for the next hour. Vital signs, such as heart rate (HR), BP, mean arterial pressure, and oxygen, were considered. Early warning signs can help nurses and doctors treat the patient before the situation degrades. ML algorithms, such as ANN, RF, Gradient Boosting, and long-short-term-memory (LSTM), were developed. The outcome shows the accuracy of ML models. Youssef Ali Amer et al. (30) have carried our experiment with vital signs of patients using wearable devices. The vital signs considered were BP, oxygen level, and HR. These vital signs were estimated every minute using mean and minimum statistical values.

Then, the ML technique of KNN LS SVM was executed to predict future values of vital signs that were monitored. The performance of implemented ML algorithm was compared with the LSTM approach, and the proposed approach shows much improvement in predicting the early warning score of vital signs. Stehlik et al. (31) have indicated re-hospitalization of HF by non-invasive and remote monitoring. Wearable sensors were placed on the chest of a person (up to 3 months), collecting and recording physiological data (vital signs). The data were uploaded on a cloud platform via a smartphone. Analytics were performed on data to detect HF exacerbation. The result shows 76–88% sensitivity and 85% specificity. An alert was shown 6 days prior for re-admission.

Jia et al. (32) use the Cox proportional hazards regression model to find the probability of risk for 10 years using the Framingham dataset. The risk factors considered were sex, body mass index (BMI), systolic BP (SBP), and diabetes. They have calculated a sex-based risk score using the Cox regression hazard equation.

Yang et al. (33) proposed a multivariate regression model for the prediction of CVDs. The prediction was made on the collection of vital information of patients from the centers of the national high-risk program by having a cardiac events assessment. The dataset consists of all information, such as BP, cholesterol level, obesity, smoking, BMI, and many more attributes were taken into consideration. The area under curve results of the multivariate regression model were then compared to other ML classification techniques, such as CART, NB, and Ada Boost. The outcome result of the multivariate regression model outperforms other methods. Made et al. (34) surveyed CVDs estimating 10-year risk in the different age groups of people. They proposed a SCORE model that uses risk factors, such as weight, BP, cholesterol level, smoking habit, diabetes, and many more. The data were collected by taking samples of men and women of age 18 and above. The 10-year risk estimation was made on statistical analysis, which estimates coronary heart diseases and no-coronary heart disease. These studies on 10-year risk scores help to prevent heart diseases in the coming future.



Comparison of Previous Findings and Proposed Study

The literature study discussed above and in Table 1 shows the importance of the vital signs of a person in the healthcare industry to detect health-related problems. Mainly, health problems are majorly concerned with the heart, such as cardiac arrest, CVDs, coronary heart disease, and many more. In this research, the authors have depicted the detection of cardiac arrest in a person by collecting real-time data. Moreover, most of the detection and prediction of heart disease is majorly made on a public dataset consisting of shared attributes. In our contribution, the features chosen are mainly focused on cardiac arrest detection. After detecting cardiac arrest, gender-wise survival probability, and age-wise cardiac arrest risk scores are also formulated using two approaches: (1) Kaplan-Meier and (2) Cox regression model. These two methods help to provide which gender has fewer survival chances and which age group has a high probability of risk in the next 10 years.


Table 1. Comparison of literature work and proposed work.
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PROPOSED WORK

This section briefly describes the novelty of the proposed work (contributions) and the articles mentioned early by some research on the same Cox regression model.

The progress in CVD risk models is ordinarily based on conventional laboratory-based predictors. The primary purpose was to develop a prediction model, which was based on a 10-year risk. To predict 10-year risk, a Cox regression proportional method was applied. A dataset from Framingham Original Cohort and SCORE of men and women aged between 30 and 62 was taken to predicate CVD risk. In this study, the CVD risk was being predicted on a gender basis (men/woman). The risk factors involved are age, sex, BMI, SBP, and diabetes.

A proposed study related to cardiac arrest prediction using the real-time dataset is classified based on gender and age. Our study has used two methods to find the risk classification probabilities among gender-based and age-based. The two methods used—Kaplan-Meier survival analysis and Cox regression model survival analysis—are considered. These two methods have their importance in analyzing risk probabilities.


Kaplan-Meier Method

This method is a non-parametric survival function for the estimation of survival probability. Kaplan-Meier method also estimates the survival curve by giving a statistical comparison between two groups: men and women.



Cox Regression Proportional Model

Cox regression proportional model does regression analysis with survival data without making any strong assumption. It calculates the hazard ratio (HR) of the covariates used in our data and is based on the equation, and it shows risk probability. Cox regression proportional model is a model that helps to find risk probability or score on more than one covariate. In general, it is a method to identify the effect of variables at some time interval on some event that occurs.




METHODOLOGY


Measuring Device

The risk factors associated with heart diseases are cardiac arrest prediction: age, gender, height, weight, BMI, BP [SBP and diastolic BP (DBP)], HR (beats per minute), and oxygen level (SPO2%).

The above factors used in this research are collected using IOT sensors and equipment for different risk factors. The measuring device can capture the vital signs of a person needed to estimate cardiac arrest prediction. Figures 1–3 show measuring device used for capturing vital signs.


[image: Figure 1]
FIGURE 1. Pulse sensor connected with Arduino.



Data Collection
 

Pulse Sensor

A pulse sensor is a device that is used to detect biometric pulse rate or HR, and it also keeps track of volume change. It is generally helpful for healthcare applications to capture the pulse rate of an individual. A pulse rate is detected when there is a change in blood vessel volume, and that occurs when the heart pumps blood.

For this research, we used a pulse sensor that is connected to Arduino UNO Board. Above, Figure 1 shows the configuration of the pulse sensor and Arduino Board. A pulse rate or HR was captured from a total of 18 patients in beats per minute (BPM) at a 2 min interval.



Sphygmomanometer

A sphygmomanometer is a device used to measure the BP of a person. The connected rubber cuff with the device is wrapped around the upper arm of a patient and records the blood pressure in SBP and DBP.

For this research, we used Sphygmomanometer to measure BP. Above, Figure 2 shows a Sphygmomanometer connected to the arm of a patient. BP was captured from the same 18 patients at every 2 min interval.


[image: Figure 2]
FIGURE 2. Sphygmomanometer.




Pulse Oximeter

The pulse oximeter is a measuring device used to keep track of oxygen levels in a human body. This is an easy and painless measuring device to see how much oxygen reaches the different parts of the body. This device is generally used in hospitals and at home to determine the oxygen level in the body. It measures the oxygen level in SPO2% form.

For this research, we used a pulse oximeter to measure the SPO2. Above, Figure 3 shows a pulse oximeter placed on the fingertip of a patient and the estimated oxygen level. It is a non-invasive method for monitoring oxygen saturation. Oxygen level was captured from the same 18 patients at every 2 min interval.


[image: Figure 3]
FIGURE 3. Oximeter.





Dataset Description

Table 2 shows the names of attributes along with their feature description. The table also contains a range column indicating the range value mentioned in our dataset and its dataset. The dataset comprised attributes are:

• Date and time

• Gender

• Age

• Height

• Weight

• BMI

• SBP

• DBP

• HR (BPM)

• Cardiac arrest prediction—target variable.


Table 2. Dataset description.
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Cardiac arrest prediction is our target variable from the features mentioned above, which is predicted in our dataset.

The target variable—cardiac arrest prediction—is labeled using the following conditions, as mentioned in Table 3.


Table 3. Labeled target variable.
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Data Pre-processing

In the ML process, the processing of datasets is essential for good impersonation. Some techniques for data pre-processing are data cleaning, data integration, data transformation, data reduction, and data discretization. In our dataset, there are 540 records where the column gender is denoted as “F” and “M.” These need to be processed as “0” and “1” using LabelEncoder.



Algorithm Used
 

Artificial Neural Network

Artificial Neural Network consists of ample neurons simulated together to form a network architecture. This architecture of the neural network is used to transform the inputs into some meaningful outputs. ANN is a supervised ML technique generally used for prediction. ANN consists of an input layer, hidden layer, and output layer linked together, forming a network. These layers are associated with numerical weights to minimize the error mathematically. For the cardiac arrest prediction dataset, the input layer consists of SBP, DBP, HR, and oxygen levels, fed to 16 neurons. These input parameters are fed into the next layer. The hidden layer consists of eight neurons and finally, after the processes, gives output to the output layer as a final result.



Random Forest Classifier (RFC)

Random Forest Classifier is a type of supervised ML algorithm used for two purposes: classification and regression problems. It follows the concept of ensemble learning, which combines multiple classifiers to solve complex problems and improves the performance of a model. Generally, it consists of several DTs forming a subset of a given dataset and improving the predictive accuracy of a dataset. RFC predicts the final output by comparing the prediction from each tree and based on the decision, such as majority voting; it indicates the result. For the cardiac arrest prediction dataset, the input parameters considered are SBP, DBP, HR, and oxygen level. The dataset is divided into 80% training and 20% testing set and selected the number of trees estimator 30 and function “entropy” for the information gain.



Gradient Boosting (XGBoost)

“XGBoost” stands for extreme gradient boosting and can be implemented with the gradient boosted trees algorithm. XGBoost is a supervised ML algorithm and is considered one of the most sought-after ML techniques. This is due to its high prediction accuracy and user-friendliness. Just like other ML algorithms, XGBoost can also be used for regression and classification of problems. XGBoost uses DTs as a weak predictor and minimizes the loss function using a gradient descent algorithm. In implementation, we created an “XGB Classifier” object by passing parameters subsample = 0.7, max_depth = 5, and n_estimators = 100 and by default it takes booster = “gbtree.” The dataset is divided into 80% training and 20% testing set where training data are used to train a model and test part to measure its performance.



Support Vector Machine

Support Vector Machine is the best-supervised ML algorithm. It is used for both regressions and classification problems. However, for the dataset used, this algorithm is used for classification problems. For the cardiac arrest prediction dataset, the input parameters considered are SBP, DBP, HR, and oxygen level. The data are divided into 80% training and 20% testing set. We have used the Kernal value “rbf” Radial Basis Function for a non-linear classification problem.



Naïve Bayes

Naïve Bayes is a supervised ML algorithm that is used for solving a classification problem. It is generally based on the Bayes theorem and is considered one of the best classification techniques. It makes a quick prediction based on object probability. It builds a model on the classification problem and shows the high accurate result for a large dataset. For the cardiac arrest prediction dataset, the input parameters considered are SBP, DBP, HR, and oxygen level. The data are split into 80% training and 20% testing set. The model used in making a prediction is the Gaussian NB model, which follows a normal distribution for our predictor values.



Decision Tree

A DT is a classification technique used to solve a classification problem. It is a simple and widely used classification method. It is generated by providing a set of inputs in the form of a dataset. Its structure is like a flowchart that consists of Root, Sub-tree, and Leaf nodes. The algorithm starts from the root node, compares the values with the dataset attribute, and on the comparison, it follows the tree structure, i.e., branch and jumps to the next node. It continues its process until it reaches the last node, i.e., a leaf node. This helps in predicting the class of the given dataset. For the cardiac arrest prediction dataset, the input parameters considered are SBP, DBP, HR, and oxygen level. The data are split into 80% training and 20% testing set, considering the maximum depth of tree-level to be three and attribute used “Gini” to measure purity while creating a DT.





RISK CLASSIFICATION

Survival analysis is a statistical approach for analyzing data where the outcome variable is the time till an event occurs. They are categorized into parametric, semi-parametric, and non-parametric models. For analyzing data, several survival analysis techniques are used, such as Life Tables, Kaplan-Meier analysis, Cox proportional hazards regression model, Survival trees, and Survival random forest. In this section, the different methods we used for our survival analysis are introduced.


Risk Survival Analysis Model

In this study, two models are proposed: Age_Cox_model specific for age-based survival analysis and Gender_KM_model for gender-based survival analysis. Both models are used to find probability risk in an individual. Age_Cox_model is generally based on the Cox regression model to predict the survival probability of having different ages. Gender_KM_model is based on the Kaplan-Meier estimator to analyze the survival probability based on male and female groups.


Age-Wise Classification

The age-based classification is done using Age_Cox_model analysis. The first stage of Age_Cox_model is to provide input in the form of a dataset. The next step is the pre-process the dataset to solve the categorical data such as gender. For categorical problems, the use of LabelEncoder is applied for the gender feature. The third stage is to select relevant parts for our proposed model. After selecting features, the next step is to train our model by applying the Cox regression model. The model then predicts the result, showing the importance of features and whether there are any risks. The steps of our model are described in the following pseudocode.

Step 1: Import libraries,

Step 2: Load the dataset,

Step 3: Pre-processed the data,

Step 4: Select relevant features,

Step 5: Apply Cox regression CoxFit() model,

Step 6: Predict results show feature importance and chances of risk.

The flow of the work is presented in the below diagram, Figure 4.


[image: Figure 4]
FIGURE 4. Age_Cox model.


The above diagram result shows the importance and risk probability of features. Table 4 describes that the p-value must be < 0.05 and is considered significant.


Table 4. Summary of Age_Cox_model.

[image: Table 4]

The p-value of attributes age, SBP, and HR (BPM) is considered a significant covariant as values are <0.05.

On considering HR, i.e., exp(coef) shows the level of risk and have the following condition:

If HR = 1 Covariant has no effect of risk

HR <1 Covariant has fewer chances of risk

HR >1 Covariant has more options of risk.

Hence, to know the chances of risk in our proposed work, age-based classification can be solved using the Cox regression survival analysis model formula, which is explained in the next part.

A. Age-based risk score calculation

The age-wise classification is derived from the prediction of a 10-year risk score for cardiac arrest prediction. Among the features collected, the main risk factors for cardiac arrest prediction are a Person's age, BP (SBP and DBP), HR (measured in BPM), cardiac arrest prediction as target variable, and T1 factor as a time interval. The age-wise classification for 10-year risk probability is estimated using the Cox regression model.

Table 5 represents the characteristics of risk factors that show statistical values of “total number of observations” (in each column), “number of observations with missing values,” “number of observations without missing values,” “minimum value” (in each variable column), “maximum value” (in each variable column), “mean value” (in each variable column), and “SD value” (in each variable column) are encapsulated.


Table 5. Summary of statistical values of risk factors used for 10-year risk model.
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Table 6 shows the summary statistics of events that occur while modeling risk prediction for 10 years. It shows, “total observed” = 540 total number of data or observation, “total failed” = 328 denotes the number of possible cardiac arrests, “total censored” = 212 denotes thin chances of cardiac arrest, and “Timestep” = 540 denotes the number of time steps equals to the total number of observations.


Table 6. Summary statistics (events).

[image: Table 6]

The following table indicator, Table 7, represents the model quality, that is, “efficiency of the model/variable fit.” The most important statistic value to be noted is the probability of the Chi-square test on the log-ratio as shown in Table 8; on comparing, the model statistics with the defined covariates, the probability value, that is, the p-value must be lower than 0.05 (p < 0.05), to be significant. Hence, from Table 7, we conclude that the variables show significant information.


Table 7. The goodness of fit statistic.
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Table 8. Test of the null hypothesis H0: beta = 0.

[image: Table 8]

The following table gives information on the model. Table 9 helps us understand the effect of our risk factors on the model. From Table 9, as per our collected dataset, the variable that influences our risk survival model is SBP. From the beginning of the study, this risk variable indicates the patient has a high effect on cardiac arrest prediction. In this study, from the table, the “Value” column shows the HR, which is obtained as the estimated parameter exponent and is calculated using Equation (1).


Table 9. Regression coefficients.
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The HR is given using the mentioned formula:

[image: image]

Notations are:

t = Survival time (10-year risk) (t = 10).

exp = Exponential function (exp(X)).

Bi = It measures the impact of covariates (B1, B2, B3, …, Br).

Xi = Predictor variables (X1, X2, X3, …, Xr).

h0(t) = Baseline hazard rate.

H(t) = HR.

The Cox model regression has an exponential form, as seen in Equation (1).

As per our dataset, for 10 years, the term h0(t) = baseline survival rate value is considered 0.993 at mean values of covariates from the survival distribution function. Here, “t” represents an event that occurred at a time. The H(t) hazard function is determined by the set of covariates Xi = (X1, X2, X3, …, Xr) and the regression coefficient Bi= (B1, B2, B3, …, Br) that measures the impact of covariates.

In Table 10, the column “rho,” correlates between residuals and time vector as in our above case—Kaplan Meier. The other two columns, “Chi-square” and “Pr > Chi-square,” show test statistics and the associated p-value. Here, the p-values must be <0.005, and the value from Table 10 reveals no violation of the risk assumption.


Table 10. Proportionality test.
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Hence, to find the survival risk score from the Cox model regression, it can be written as:

[image: image]

R(t) is the risk estimation of cardiac arrest of an individual; R0(t) is the baseline survival time at t; βi is the regression coefficient covariates values mentioned in Table 8; Xi is the value of the ith: the risk factor value [log-transformed value – natural log (ln)]; and [image: image]is the mean value of the covariates. Here, the i value ranges from 1 to r and denotes the risk factors considered. The cardiac arrest risk score or percent can be determined using the mentioned formula as shown in Equation (2).

The estimation of the Cox regression model is formulated from the scoresheet, and the Cox regression equation is derived. Tables 11, 12 show the scoresheet that represents the points allocated to an individual risk factor for both genders. Table 13 shows the total risk score probability after formulating Equation (2).


Table 11. Cardiac arrest risk score for men.
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Table 12. Cardiac arrest risk score for women.
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Table 13. Ten-year risk for the Risk points calculated.
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The calculation for estimation of cardiac arrest risk is derived below:

B. Risk estimation from the scoresheet

As mentioned in Tables 11, 12, the risk points are calculated according to the covariate's ranges. Table 14 shows points allocated according to the risk factor involved.


Table 14. Risk point calculation.

[image: Table 14]

C. Risk estimation from Cox regression model

As per Equation (2), risk estimation of cardiac arrest in female is given by:

Formula:

R(t) = 1 – R0(t) exp (∑ ßiXi – ∑ßi[image: image] i) (i = 1 to r)

Values for:

• R0(t) for t = 10 years = 0.993 is the baseline survival

• βi is the estimated regression coefficient (in Table 9)

• Xi is the log-transformed value of ith risk factor

• [image: image]I is the mean value of the covariates considered (in Table 5)

• R is the number of risk factors involved in predicting risk. The risk estimation of the cardiac arrest based on the Cox regression model is computed as:

• Xi is the log-transformed value of ith risk factor

• [image: image]I is the mean value of the covariates considered (in Table 5)

• R is the number of risk factors involved in predicting risk.

The risk estimation of the cardiac arrest based on the Cox regression model is computed as:

[image: image]

Substituting values in Equation (2) we get,

[image: image]

According to the scoresheet, the point system is 9%, and the Cox regression model also gives the approximate percentage of risk 9%. Therefore, a female having age 50 may have a chance of 9% more risk of cardiac arrest in the coming 10-year risk prediction.



Gender-Wise Classification

The gender-based classification is done using Gender_KM_model analysis. The first stage of Gender_KM_model is to provide input in the form of a dataset. The next step is to pre-process the dataset to solve the categorical data such as gender. For categorical problems, the use of LabelEncoder is applied for the gender feature. We divide our dataset into two groups: male and female and apply the Kaplan-Meier analysis model. The model then predicts the result, showing prediction probability in each gender at an event time. The steps of our model are described in the following pseudocode.

Step 1: Import libraries

Step 2: Load the dataset

Step 3: Pre-processed the data

Step 4: Divide dataset into two groups: male and female

Step 5: Apply Kaplan-Meier KaplanMeierFitter() model

Step 6: Predict results shows probability in each gender at an event time.

The flow of the work is presented in the below diagram, Figure 5.


[image: Figure 5]
FIGURE 5. Gender_KM model.


A. Gender-based estimation of risk probability

The gender-wise risk classification can be estimated using a non-parametric survival estimator called the Kaplan-Meier method. It is useful in determining the survival probabilities of an individual and gender-wise. As per our collected dataset, survival function estimator S(t) can be given as:

[image: image]

Where,

S(t) = gives survival probability

ti = time at when an event occurs

di = number of events occur (e.g., at risk of cardiac arrest) at time ti

ni = number of individuals who have survived (e.g., not at risk of cardiac arrest) at time ti

The Kaplan-Meier estimator helps to find the probability or survival rates of adjusted covariates. In our dataset, our estimation is to classify risk according to gender (male and female). We have divided our data into two groups: male and female. Our target is to notice any significant difference in probability or survival rate if data are divided into two groups based on gender. Based on gender split, we come up with survival probability in men and women based on Equation (3), which is shown in Tables 15, 16.


Table 15. Event table for male.

[image: Table 15]


Table 16. Event table for female.

[image: Table 16]

The survival probability/risk of an individual (male/female) is estimated based on the time interval. On predicting survival probabilities in both genders using object creation of Kaplan-Meier we get,

kmf_m.predict (900) = 0.89061… ≈ 89%

kmf_f.predict (900) = 0.92205… ≈ 92%

Here, predict (900) indicates predicting survival or risk probability at 900-time intervals. The male probability of surviving is 89%, and the female probability of surviving is 92%.

From the above observation, we can conclude that the survival probability of women is higher compared to men. Men are at higher risk than women. Below, Figure 6 shows the survival probability of men and women at a given time t.


[image: Figure 6]
FIGURE 6. Men/women survival probability graph.






EXPLORATORY DATA ANALYSIS

Figure 7 shows the number of female and male data in our dataset from the figure. We can conclude that there are 150 “men” and 350 “women.”


[image: Figure 7]
FIGURE 7. Counts of men and women.


Figure 8 shows a correlation graph among attributes, using the syntax:


[image: Figure 8]
FIGURE 8. Attributes correlation matrix.


data.corr( )

Figure 9 shows counts of cardiac arrest prediction “1” and “0” in each gender, male and female. We conclude that 100 “men” are prone to cardiac arrest, and around 75 “men” are risk free of cardiac arrest. Similarly, more than 200 “women” are prone to cardiac arrest, and ~140 “women” are risk free from cardiac arrest.


[image: Figure 9]
FIGURE 9. Counts of cardiac arrest in men/women.


Figure 10 shows the various age distributions. It is observed from the bar plot that 25 years of people are seen more following 17 and 63 years of people are found more.


[image: Figure 10]
FIGURE 10. Age-wise distribution.


Figure 11 shows the distribution of age, and it seems to be normally distributed.


[image: Figure 11]
FIGURE 11. Age distribution (normalized).




IMPLEMENTATION DETAILS


Experimental Setup

In this research, we implemented six supervised ML algorithms to evaluate the possibility of cardiac arrest and the performance of a classifier in a classification problem. For evaluation, the real-time dataset was collected using sensors and equipment as described in section Methodology. The dataset consists of 10 attributes, among which five main attributes, i.e., the vital signs of the patient, are mainly considered. For experimental execution, the “Data Streamer” tool was used in this study to collect the pulse rate every 2 min. Data Streamer is an open-source tool used to collect live data supporting capturing, analyzing, and visualizing real-time sensor data in Excel.

As described in section Methodology, the next step uses an ML model: ANN, RFC, XGBoost, SVM, NB, and DT classifier. Before applying the model to our collected data, the collected dataset was imported using “read_csv(),” and then the data was pre-processed as discussed in section Methodology. In the next step, we did feature selection using “StandardScaler()” where the vital signs of a patient were majorly considered. Furthermore, the dataset was split up into 80% training and 20% testing set. Then, models were applied to these data to check model accuracy. In the next phase, to test the performance of the classifier, various experimental metrics were computed. The contribution part of our research involves gender-wise analysis of risk/survival probability using the Kaplan-Meier algorithm, and age-wise risk probability for 10 years was formulated using the “XLSTAT” add-in tool in Excel. XLSTAT is an open-source software used to analyze, customize, and display results in Excel. Hence, the experiments discussed above have been carried out using Anaconda software in a Jupyter notebook python environment using ML libraries on an Intel(R) Core (TM) i5-3320M CPU @ 2.60 GHz system.



Evaluation Metrics

The evaluation metrics of the model are formulated with the confusion matrix. For this, the calculation of values is measured based on:

• True positive (TP) = number of occurrences that are correctly determined.

• False negative (FN) = number of occurrences that are incorrectly predicted and not required.

• False positive (FP) = number of occurrences that are incorrectly predicted.

• True negative (TN) = number of occurrences that are correctly predicted and not required.

Based on this parameter, we have calculated four measurements with the given formula:

• Accuracy = TN + TP/TN + TP + FN + FP

• Precision = TP/TP + FP

• Sensitivity (Recall) = TP/TP + FN

• F1 Score = 2*(Precision*Recall/Precision + Recall)

These measurements help to know the cardiac risk associated with heart diseases.



Results

After executing the ML model on the collected dataset, we found the accuracy, sensitivity, precision, and F1-score of each algorithm, as shown in Table 14. These measurements were calculated with the support of confusion matrix value TP, TN, FP, and FN for each algorithm shown in Figures 12A–F.


[image: Figure 12]
FIGURE 12. Confusion matrix—(A) ANN, (B) RFC, (C) XGBoost, (D) SVM, (E) Naïve Bayes, (F) Decision Tree. ANN, Artificial Neural Network; RFC, Random Forest Classifier; XGBoost, Extreme Gradient Boosting; SVM, Support Vector Machine.


Table 17 shows the Precision, Recall, F1- score, and overall accuracy of ML algorithms. The value for Precision, Recall, and F1- score is calculated against 2—the class problem of having cardiac arrest risk and no cardiac arrest risk. The label “0” has been used for no risk in cardiac diseases, and “1” has been used for risk in cardiac disease.


Table 17. Model performance.

[image: Table 17]

Hence, Table 17 concludes that the DT outperforms all ML algorithms achieving overall 96% accuracy.

Figures 13A–F portrays the area under the curve (AUC) and receiver operating characteristic (ROC) curve. ROC curve depicts the graphical appearance to measure the model performance. It shows the true negative, and true positive values plotted at distinct levels of the threshold.


[image: Figure 13]
FIGURE 13. ROC curve—(A) ANN, (B) RFC, (C) XGBoost, (D) SVM, (E) Naïve Bayes, and (F) Decision Tree. ANN, Artificial Neural Network; RFC, Random Forest Classifier; XGBoost, Extreme Gradient Boosting; SVM, Support Vector Machine.


The AUC curve represents the aggregate measures of performance at different threshold values. It also describes the probability value from the classification model to get an accurate result. If the AUC curve value shows 0 value, it predicts wrong results, and if 1, it means an exact model. Here, in Figure 14, the accuracy of all three classification models reaches 1 value, which means our prediction accuracy is highly accurate.


[image: Figure 14]
FIGURE 14. ML models—ROC curve. ML, machine learning; ROC, receiver operating characteristic.





DISCUSSION, CONCLUSION, AND FUTURE WORK


Discussion

This study is aimed to detect and predict whether the patient is prone to cardiac arrest or not. This research was carried out using six ML classification algorithms, namely, ANN, RFC, XGBoost, SVM, NB, and DT classifier on a real-time collected dataset. Different tools were conducted for analyzing and classifying data on Intel(R) Core (TM) i5-3320M CPU @ 2.60 GHz system.

Dataset was split up into 0.8% training and 0.2% testing set, and then data pre-processing was done. To get the result, ML algorithms were applied to datasets to get the accuracy of the result. The results—accuracy, Precision, Recall, and F1-score—were generated using Python programming on Jupyter notebook.

Figures 15A,B show the scores. Precision, Recall, and F1-scores of the patients having no risk or chances of cardiac arrest and patients with a risk of cardiac arrest. These scores help us to understand the measure of relevance of accuracy.


[image: Figure 15]
FIGURE 15. ML models—Precision, Recall, and F1-scores—for (A) label “0” (B) label “1.”


Comparing both charts, we conclude that “DT” reaches the maximum accuracy based on the scores retrieved from Precision, Recall, and F1 scores.

Furthermore, the main contribution of our research work shows an effective and efficient method for the prediction of cardiac arrest risk in gender-wise and different age-wise people in terms of survival probability. The method Kaplan-Meier shows statistical analysis in gender for showing the chances of survival probability. The result obtained by applying the Kaplan-Meier model to our collected dataset shows that female survival probability is more than that in men, as shown in Figure 6. Another method, Cox regression analysis, is another statistical analysis method that shows prediction/survival probability for the next 10 years of risk in cardiac arrest for different age groups. We can use this model to see cardiac risk in an individual. In addition, this method helps identify whether a person is at risk in the coming next 10 years using the score sheet displayed above.



Conclusion

This study contributes classification techniques for detecting and comparing gender-based and age-based probability for cardiac arrest survival. The main objective of our work is to recognize cardiac arrest in a patient as early as possible using an ML model. Apart from that, our main contribution shows survival probability in an individual with gender-based and age-based using two effective methods: Kaplan-Meier and Cox regression methods. From the result, in detecting cardiac arrest risk in gender-based survival probability, female patients of our collected record show higher chances of survival than male patients. While in detecting cardiac arrest risk in age-based survival probability, patients with age 30 and more may have chances of cardiac risk as per our proposed model. From our classification model, the predicting results of the DT outperform the other ML classifiers.



Future Study

This study can be further extended by adding more diseases and making predictions using different classifier models. In addition to that, we can add more features, and predictions can be made on a larger dataset.
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The Covid-19 pandemic has disrupted the world economy and significantly influenced the tourism industry. Millions of people have shared their emotions, views, facts, and circumstances on numerous social media platforms, which has resulted in a massive flow of information. The high-density social media data has drawn many researchers to extract valuable information and understand the user’s emotions during the pandemic time. The research looks at the data collected from the micro-blogging site Twitter for the tourism sector, emphasizing sub-domains hospitality and healthcare. The sentiment of approximately 20,000 tweets have been calculated using Valence Aware Dictionary for Sentiment Reasoning (VADER) model. Furthermore, topic modeling was used to reveal certain hidden themes and determine the narrative and direction of the topics related to tourism healthcare, and hospitality. Topic modeling also helped us to identify inter-cluster similar terms and analyzing the flow of information from a group of a similar opinion. Finally, a cutting-edge deep learning classification model was used with different epoch sizes of the dataset to anticipate and classify the people’s feelings. The deep learning model has been tested with multiple parameters such as training set accuracy, test set accuracy, validation loss, validation accuracy, etc., and resulted in more than a 90% in training set accuracy tourism hospitality and healthcare reported 80.9 and 78.7% respectively on test set accuracy.
Keywords: social media tourism, text analysis, deep learning, topic modeling, sentiment analysis
INTRODUCTION
The tourism sector globally plays a significant role in long-term economic development. A huge movement of tourists from one place to another for leisure, business, family, or friend has connected the globe as a single village. Tourists like to visit the places for their happiness or business. Tourism is held accountable for many factors, such as it increases income, and helps in the development of many other industries (Manzoor et al., 2019). The advantages of travel and tourism extend well beyond their direct effects on GDP and employment; they also include indirect benefits through supply chain links to other industries and create induced effects. As per the report (Poole & Misrahi, 2020), the tourism industry contributed 10.3% to global GDP, and domestic travel accounts for the bulk of worldwide Travel and Tourism spending in 2019, accounting for 71.3% of total spending globally, with foreign tourists accounting for the remaining 28.7%. Many countries focus on foreign tourism because of its cash generation. Domestic tourism may be a vital instrument for generating employment, economic growth, poverty reduction, and infrastructure upgrades.
The Covid-19 has caused the globe to face a significant and complex dilemma (Aburumman, 2020). It has turned out to be a health issue, and it has also ruined the entire corporate process. Travel and tourism have been severely impacted in the corporate world (Alamanda et al., 2019). Due to the total lockdown enforcement by every country, every stakeholder in the tourist sector cannot revive. Tourism is a significant and growing source of revenue in the economy. According to UNCTAD research released on June 30, 2021, a drop in international tourism caused by the coronavirus pandemic may cost the world economy more than $4 trillion in 2020 and 2021 (COVID-19 and Tourism - An Update, 2021). Prior to the Covid-19 pandemic, travel and tourism had grown to be one of the most significant sectors in the global economy, accounting for 10% of global GDP. Only 25 million individuals traveled abroad in 1950, at the dawn of the jet era. By 2019, that figure had risen to 1.5 billion, and the travel and tourism industry had grown to nearly unfathomable dimensions for many nations globally.
Among the G20 nations, the hospitality and travel industries account for 10% of employment and 9.5% of GDP on average, with Italy, Mexico, and Spain accounting for 14% or more of GDP. A 6-month disruption inactivity may directly lower GDP by 2.5–3.5% (IMF F and D.,2021).
The hospitality sector has been put under tremendous strain due to the exponential decline in personal and business travel, resulting in reduced occupancy and revenue per available room. During the lockdown phase, 98% of global international tourists had declined in May 2020 as compared to 2019 which leads to a big loss in hospitality (UNWTO., 2020). This equates to a drop of 300 million tourists and a loss of 320 billion dollars in international tourism revenues, which is more than three times the loss experienced during the global economic crisis of 2009. Oversupply, declining hotel prices, low consumer sentiment, travel restrictions, and the delay of key global events are all causing severe operational and financial difficulties for industry players. As a result, In Malaysia, hotel owners have been compelled to cut expenses by taking actions such as reducing staff numbers and wages, forcing workers to work without pay, and closing hotels entirely (Foo et al., 2020).
Passengers’ behavior has shifted as a result of the Covid-19 problem, travel limitations, and the ensuing economic crisis, resulting in a significant decrease in demand for airline services. As measured by revenue per passenger kilometers, passenger air transport was down 90 percent year on year in april 2020, and it was still down 75 percent in August, according to IATA (IATA, 2021.). The decline in economic activity and trade had an effect on freight, the freight service was almost 30% lower year on year in april and was still around 12% lower in August. To fight against the spread of the coronavirus, travel restrictions have been imposed in all nations. Airport closures, suspension of incoming and outgoing flights, and nationwide lockdowns are just a few of the measures governments are doing to combat the epidemic. Following the pandemic’s spread in the first two quarters of 2020, at least 93 percent of the global population lived in countries with coronavirus-related travel restrictions, with almost three billion people living in governments that imposed entire border bans on foreigners.
According to the research jointly published by UNCTAD, 2021a and the UN World Tourism Organization (UNWTO), international tourism and its closely related industries incurred a 2.4 trillion dollars loss in 2020. The tourism sector may face a similar loss this year, and that the tourist industry’s recovery would be dependent on the global uptake of coronavirus vaccinations (Global Economy Could Lose over $4 Trillion Due to COVID-19 Impact on Tourism | UNCTAD,2021b, n. d.-a). Due to the mounting losses in many countries, Covid-19 vaccines are more prevalent in certain countries than others, tourist losses in most industrialized countries are minimized but aggravated in underdeveloped countries. According to the research, the tourist industry is expected to recover faster in nations with high vaccination rates, including the United Kingdom, the United States, France, Switzerland, and Germany. However, many experts predict that recovery to Pre-Covid international visitor arrival levels would not occur until 2023 or later, according to the UNWTO (“UNWTO World Tourism Barometer and Statistical Annex, December 2020,” 2020).
The study examines the perceptions of Twitter users in the Covid-19 pandemic concerning two tourism sub-domains: hospitality and healthcare. The research was carried out using deep learning algorithms and Natural Language Processing (NLP) methods. The research objectives are to identify the common similar shared terms related to tourism sub-domain healthcare and hospitality using a topic modeling. We find the most significant themes in each sector and reveal hidden semantic patterns inside both sectors. This will aid us in locating and comprehending the most widely discussed issues in the area. This research also looks at the direction of people’s feelings towards tourism healthcare and hospitality during the covid-19 outbreak by calculating the sentiment score and classifying in the different emotional categories. Now that it has been trained on real-world data, this model may be utilized in prediction of user’s emotions on new tweets. Lastly, we will talk about the study’s challenges and issues and the contributions of this research in possible future works. The structure of the research is organized in a systematic flow, section 2 describes the literature review, section 3 methodology, section 4 experimental result, section 5 discussion and at the last conclusion and future scope.
LITERATURE REVIEW
The literature review discusses the domains related to the research study. It also provides a panoramic overview of the theoretical studies done in the tourism subdomain. Some relevant studies which are related to this research study’s methodology have been pondered upon. Along with that, the theoretical studies have been discussed accordingly. It provides a rich source of information. Therefore, an extensive review of literature has been done in the area of social media, sentiment analysis, topic modeling, deep learning, and tourism during the pandemic crisis.
The highly contagious coronavirus continues to wreak havoc on the tourism sector, raising serious questions about its present and long-term survival. The infection has resulted in the loss of millions of jobs. India has a hospitality industry which is one of the largest tourism industries of the world and provides employment to lakhs of people. Ever since the Covid-19 started, India’s hospitality and the airline industry suffered a massive loss in revenue and has resulted in a 30 percent dip in tourists. Being a top tourism destination, Malaysia has suffered a net loss of 5.5 million USD in hotel cancellations alone due to growing concern about the raging virus (Foo et al., 2020). Kuala Lumpur is one of the top tourist destinations for many people around the world. On top of that, the losses incurred are far greater when the government of Malaysia shut its doors by banning international flights. A study was conducted on a cross-regional comparison of the effects of covid-19 on the tourist sector. The authors of the study concluded that the tourist industry is vulnerable to global crises (Uğur & Akbıyık, 2020). With the dissemination of the news, passengers opt to postpone or delay their journeys on the same day. Comments on the benefits of travel insurance and refunds due to trip cancellations were among the issues that further in-depth studies discovered. An algorithm for sentiment analysis and fake news classifications has been proposed in the studies (Hakak et al., 2021). Another study provided a random forest approach for predicting the patient health during Covid-19 (Iwendi et al., 2020) (Khan et al., 2020). The Deep learning approaches provide to deal with sensitive data specifically healthcare such as early detection of diabetic (Gadekallu et al., 2020) where prediction and model accuracy should be more accurate. Once the model is ready, optimization help to find the ideal iteration and finalizing the model with proper perfections (Agrawal et al., 2021).
With regards to social media and then amount of data it generates every day, twitter users are said to create around 15 GB of data each day. It is widely utilized by the general people, who use it to express their opinions (Pandey et al., 2019)on a variety of public topics (Srivastav et al., 2020) and to voice their complaints to businesses and government agencies. Since tourism is one of the biggest industries in terms of generating revenue towards a country’s economy and at the same time most of the data is generated from various social media websites. A study (Alaei et al., 2017) has employed various sentiment analysis techniques in tourism, which are examined and evaluated in terms of datasets used and performance on key assessment measures. Facebook has been witnessed to be used by the Korean government for the promotion and growth of tourism (Hoon et al., 2016). Due to the Coronavirus pandemic, a huge transformation towards online usage has been witnessed along with a sudden increase in Twitter usage. Social media is a rich source of information for tourists planning for any travel strategy. Machine learning and deep learning have played an important role in the field of medical image processing where machine learning algorithms have been used to classify Covid-19 affected individuals (Bhattacharya et al., 2021) and classifying the severity of Covid-19 diagnosed patient using neuro fuzzy techniques (Ayoub et al., 2021; Iwendi et al., 2021). Another study on how deep learning is being used for healthcare delivery in low and middle income countries has been done where the authors have explained how pneumonia detection using state-of-the-art deep learning algorithms can be utilized to help those countries with limited facilities and resources (Williams et al., 2021).
A study in (Kaushal & Srivastava, 2021) has taken a rather interesting approach to study the impact of Covid-19 on the tourism industry by taking on the interviews with 15 participants in senior positions in the hospitality industry. The study takes a qualitative approach to research, with email interviews serving as the primary method of data gathering. Email interviews are becoming more frequent in qualitative research, and given the present climate of social distance, it is deemed most suited for the current inquiry. Email interviews are also considered to be less expensive than telephonic or face-to-face interviews, yet they can generate detailed information from participants. We all are aware of the fact that the coronavirus indeed emerged in the sprawling capital of Central China’s Hubei province–Wuhan. The study aimed to assess the impact of coronavirus outbreaks on the Chinese tourism sector (Yang et al., 2020). Global visitors have abandoned their plans to visit China, while Chinese tourists are barred from visiting other countries. The fast spread of the Coronavirus in China has put a halt to people’s daily lives. This concern has influenced the country’s tourism sector both locally and abroad. According to the conclusions of the study, because of the danger from the virus, outsiders are afraid to interact with the Chinese population.
Countless individuals have lost their jobs as a result of the epidemic. Businesses are facing difficulties in returning to pre-covid levels, and they are looking for new revenue-generating techniques. While looking for new methods, it is critical to pay attention to the conversations taking place on social media to grasp the emotion. This may give suggestions for the development of new revenue-generating initiatives for firms. In a study (Jeong et al., 2019) on the topic modeling and sentiment analysis of social media data, the authors of this paper presented an opportunity mining technique for identifying product possibilities. An opportunity algorithm based on the significance and satisfaction of product subjects identifies the opportunity value and improvement direction of each product topic from a customer-centered perspective. We must be ready to adapt to new conditions in these unusual times when a whole country’s economy has stalled due to a lack of tourism revenue. Businesses, too, should adapt by adopting the aforementioned strategy to develop new ways and items to market for increasing their revenue stream and attracting tourists.
METHODOLOGY
Many techniques were utilized in the research to delve deeper and gain a better understanding of the Covid-19 epidemic’s impact on high-level tourist firms, including topic modeling, sentiment analysis, and deep learning classification. The authors have divided the tourist data into four categories: hospitality and healthcare. Figure 1 illustrates a high-level overview of the many techniques taken by the authors to understand the impact of the tourist industry.
[image: Figure 1]FIGURE 1 | Processing structure.
The datasets for each sector have been saved in a CSV format with four attributes: datetime, tweet id, text, and username.
Data Collection
Over the course of 8 months, we have gathered a total of 20,761 tweets pertaining to tourism, healthcare and hospitality. The data was gathered with the help of the Tweepy library, an open-source Python program that connects to the Twitter database. The timeline of the tweets was between april 2020 and December 2020, when the Covid-19 virus began to spread all around the world, forcing governments to seal their borders and ensure travel restrictions. Figure 2 depicts the data collecting strategy. Since the main purpose is to understand how the tourism sector has been affected by the coronavirus, it has been segmented into two parts.
[image: Figure 2]FIGURE 2 | Data collection.
The tourism hospitality business is the first segment, with 13,697 tweets. The tourism healthcare services is the second segment that is helping the people during pandemic time. We found 7,064 tweets about healthcare using the keywords’ tourism healthcare’, and “tourism hospitals”. We focused on collecting these two sectors to identify the interdependencies between the similar kinds of topics shared in twitter.
Data Preprocessing
One of the most important aspects of data analysis is ensuring that the acquired data is machine-readable. Words, photos, and videos are incomprehensible to machines; they can only understand 1 and 0s. To be able to give an input of 1 and 0s, we must go through many phases. The data must be pre-processed, which demands the use of a method known as data cleaning, which entails transforming raw data into a machine-readable format. We need to clean the big text dataset, which is made up of tweets, to remove any discrepancies and avoid having inconsistent data. The study’s approach to data cleansing is straightforward. The study made use of Excel’s inbuilt duplicate data removal feature and removed all complete tweet duplicates. Duplicate data can have little to adverse effects on the machine learning model. When duplicate data was observed, the training data might have the same instances again and again. i.e. there will be multiple same values of dependent and independent variable combinations. Hence, when the proposed model learns from this data, the study will get very high accuracy on in-sample testing but out of sample testing will be much lesser, i.e., the study will have an over-fitted model.
Furthermore, we moved ahead to clean the data in much more detail by using python’s open-source package called Regex which is nothing but regular expressions. The research study created a custom python script that takes in the tweets as a whole and by using regular expression (ThompsonKen, 1968). Then it started with removing special characters, while converting all the tweets to lowercase mainly because machine learning models might treat a word which is at the beginning of a tweet with a capital letter different from the same word which appears later in the same tweet but without any capital letter. This might lead to a decline in accuracy. So, therefore lowering the words would be a better trade-off. Punctuation along with leading and trailing white spaces in the tweets were also removed.
There are data cleaning steps that should be done specifically in Twitter such as removing user mention '\text [at]', removing HTTP links, removing emotions, the ‘rt’ character which displays when a user retweets a tweet.
NLP Techniques for Data Cleaning
As mentioned earlier, machine learning models struggle in understanding the raw text, and this is why there are a couple of natural language processing sub-techniques that we incorporated:
Tokenization
The basic components of natural language processing are tokens. Tokenization is the process pf breaking down a large chunk of text into smaller tokens. Tokens can be words, characters, or sub words.
The most frequent technique of processing raw text is at the token level, because tokens are the building blocks of Natural Language. RNN, GRU, and LSTM, among the most common deep learning architectures for NLP, analyze raw text at the token level as well. Unstructured data and natural language text are broken down into bits of information that may be regarded distinct parts using a tokenizer. The token occurrences in a document can be utilized to create a vector that represents the document. An unstructured string (text document) is instantly transformed into a numerical data structure appropriate for machine learning.
In tokenization, the authors needed to identify the words that constitute a string of characters, and it is the most basic step to proceed in processing textual data. This is important because the meaning of the text could easily be interpreted by analyzing the words present in the text (Webster & Kit, 1992). The study performed tokenization before removing stop words.
Removal of Stop Words
Stopwords are the most common words in any natural language. For the purpose of analyzing text data and building NLP models, these stopwords might not add much value to the meaning of the document. On removing stopwords, dataset size decreases and the time to train the model also decreases. A python list was created which contained all the words that fall under the category of stopwords for removing them. Removing stop words can potentially help improve the performance as there are fewer and only meaningful tokens left. Thus, it could increase classification accuracy.
Topic Modelling Process
The goal of the analytics industry is to extract “Information” from data. It’s challenging to get relevant and needed information with the rising volume of data in recent years, much of which is unstructured. However, technology has created some effective ways for mining through data and retrieving the information that were needed.
Topic Modelling is one such text mining approach. As the name implies, a technique for automatically identifying themes contained in a text item and deriving hidden patterns displayed by a text corpus. As a result, wiser decisions may be made.
Topic modeling is distinct from rule-based text mining techniques that rely on regular expressions or dictionary-based keyword searches. It’s an unsupervised method for spotting and tracking a group of words in huge groups of texts. Using a probabilistic model, topic modeling finds abstract themes that recur in a corpus of documents. It’s commonly used as a text mining technique to uncover semantic patterns in large amounts of material. The Latent Dirichlet Allocation (LDA) statistical model was used to find themes in a collection of documents (in our example, a corpus of tweets).
Latent Semantic Structures
Latent semantic analysis (LSA) is a statistical model of word usage that allows for semantic similarity comparisons across bits of textual information. LSA’s basic premise is that there is some underlying, or “latent,” structure in the pattern of word usage across texts and that statistical approaches may be used to estimate this latent structure. In this scenario, documents may be regarded as contexts in which words appear, as well as smaller text pieces such as individual paragraphs or phrases.
On the basis of massive corpus studies, Latent Semantic Analysis (LSA) creates a high-dimensional vector representation. However, LSA analyzes co-occurrence across the corpus using a defined window of context (e.g., the paragraph level). The co-occurrence matrix is then subjected to a factor analytic approach (singular value decomposition) to produce a smaller set of dimensions. Words that are used in comparable contexts, even if they are not used in the same context, have similar vectors as a result of the dimension reduction. Nonetheless, their vector representations in LSA would be comparable (Landauer et al., 2009). This foundation makes it possible to compare larger chunks of text, such as the meaning of phrases, paragraphs, or whole texts.
As a theoretical model and a technique, LSA has been used to characterize the semantic relatedness of linguistic units. Its results on conventional vocabulary and subject matter exams overlap those of humans, it replicates human word sorting and category judgments, it simulates word-word and passage-word lexical priming data, and it adequately evaluates textual coherence and learnability of texts. Our methodology incorporates Latent Dirichlet Allocation (LDA), which employs the latent semantic structure for textual similarity comparison as previously mentioned.
LDA Based Topic Modelling
In this research, the authors have used the LDA model to perform topic discoveries from the existing tweets. Latent Dirichlet Allocation (LDA) is a statistical generative model using Dirichlet distributions (Jelodar et al., 2017).
The authors begin with a corpus of D documents and decide how many X topics we want to uncover from it. The topic model and D documents, represented as a mixture of the X topics, will be the outputs. LDA finds the weight of connections between documents and topics and between topics and words. The advantage of LDA is that it leverages feature information to construct a new axis, reducing variance and increasing class distance between the variables.
LDA focuses primarily on projecting the features in higher dimension space to lower dimensions. The three steps for achieving this are:
1) To begin, we must determine the separability between classes, which is defined as the distance between the mean of two or more classes. The between-class variance is the term for this is given in Equation (1).
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2) Second, we must compute the distance between each class’s mean and sample. Within-class variance is another name for it which is shown in Equation (2).
[image: image]
Where:
Sb = Seperability between the classes.
Sw = Distance between each class’s mean and sample.
N = Number of instances.
x̄ = Mean of the input data points.3) Finally, a lower-dimensional space must be created that increases variation across classes while minimizing variance within classes. P, commonly known as Fisher’s criteria, is a lower-dimensional space projection.
We utilized the pyLDAvis package for our research, which is an open-source Python framework for interactive topic model visualization.
Sentiment Calculation Using VADER
Lexicon and Rule-Based Sentiment Calculation
For this work, Valence Aware Dictionary and Sentiment Reasoner (VADER) based sentiment calculation were used. VADER is a vocabulary and rule-based sentiment analysis tool that is tuned in to social media sentiments. It is an open-source utility that is completely free (Bonta et al., 2019). Word order and degree modifiers are taken into account by VADER as well. It is a text sentiment analysis model that’s sensitive to both emotion polarity (positive/negative) and intensity (strong). It is included in the NLTK package, and the biggest advantage about it is that it can be used on unlabeled text data right away. The model automatically gives us a dictionary which contains the scores of each sentiment i. e negative, neutral and positive. These scores are calculated based on a metric called polarity. The range of polarity is [−1,1], with -1 indicating a negative feeling and one indicating a positive sentiment. The intensity of a word affects whether it has any effect on the next word. Adverbs are utilized as modifiers in English, such as “very good,” which employs a lexicon-based method. In certain situations, the values are precisely equal to zero. A sentiment score will be assigned based on the polarity value, and the computation will be done in such a way that if the score is less than 0, the sentiment will be reported as negative. Positive sentiment is returned if the polarity is greater than 0. The score will be 0 in all other situations, and the sentiment will be neutral. There is another score returned by VADER and that is the compound score. Compound score is simply the sum of all the sentiment scores and it ranges from [-1,+1] where -1 indicates extremely negative score and on the other hand +1 indicates extremely positive score. We have used this metric primarily to understand the sentiments of the users (Hutto & Gilbert, 2014).
The main advantage of utilizing a lexicon-based approach is that it is much easier to understand and update by people. Using this method, the semantic orientation may be gathered and classified as neutral, positive, or negative. Sentiment analysis is a technique for extracting subjectivity and polarity from text, whereas semantic orientation assesses the content’s polarity and strength. This approach uses adjectives and adverbs to indicate the text’s semantic direction (in our case it is a tweet). The sentiment orientation value is then calculated by mixing adverbs and adjectives. Furthermore, the entire value is derived from a single source. Finally, a pooling technique is used to assess the sentiment of the tweets, which takes the average of all sentiments.
Classification of Sentiments Using LSTM RNN Algorithm
Long Short-Term Memory Networks (LSTMs) are a kind of RNN that can learn long-term dependencies. They work tremendously well on a large variety of problems and are now widely used. Neural Networks are a strong technology that may be used for image identification and a variety of other tasks. One of the model’s limitations is that it has no memory connected with it. This is a difficulty while dealing with sequential data such as text or time series. RNN solves this problem by incorporating a feedback glance that acts as a memory. As a result, the model’s previous inputs leave a trace. LSTM expands on this concept by including a short-term and long-term memory component (Sherstinsky, 2018).
All recurrent neural networks are made up of a series of repeated neural network modules. This repeating module in conventional RNNs will have a relatively basic structure, such as a single tanh layer. LSTMs are specifically intended to prevent the problem of long-term reliance. They do not have to work hard to remember knowledge for lengthy periods of time; it’s virtually second nature to them. The entire architectural explanation of LSTM Network having different input and output layers and dealing with sequential information it combines forget gate, input gate, and output gate (Yu et al., 2019).
In the case of RNN, the input is divided into two sections, and it must process multiple inputs while only performing one forward computation (Sherstinsky, 2018). This does not occur in the BP network. One of the two segregated inputs is the calculation’s output, while the other is the variable present in the trained sample. RNN manages continuous data, specifically lists and sequences. This is what the characteristics mean. As a result, RNN and LSTM are particularly well-suited to dealing with the aforementioned data. However, there are a few questions to consider when using RNN. The gradients are exploding and disappearing, which is a big concern. Since the RNN is made up of several BPNNs, the calculation requires a variety of activation functions, such as sigmoid. These activation functions change the value in a certain set, such as [0, 1], and so on. Furthermore, these functions limit the spectrum of their derivatives.
LSTM has many uses and is used in many types of research, including forecasting stock markets, sentiment analysis, music generation, forecasting tourism demand, time series prediction, controlling robots, speech recognition, handwriting recognition, semantic parsing, and much more.
In some cases, we will have to examine recent data in order to complete the work at hand. Consider a vocabulary model that predicts the next word based on the ones that came before it. Recurrent Neural Network (RNN) can learn to utilize prior experience in situations when the period between historical information and the area where they’re needed is brief. Because the RNN has a long-term dependency, the LSTM was included to help with this. The LSTM architecture is a kind of RNN that is capable of learning long-term relationships as well as solving the vanishing/exploding gradient problem. When working with huge volumes of data, LSTM can model and extract valuable information from social media data extremely effectively. Hence, we decided to use the LSTM RNN model since it had approximately 20,000 tweets.
Many attempts have been made to address the problem of vanishing gradients by modifying vanilla RNNs such that gradients do not expire as sequences become longer. The most popular and effective of these projects has been the long, short-term memory network, or LSTM. LSTMs have virtually supplanted regular RNNs in terms of popularity. LSTMs are also widely used to analyze social media data.
EXPERIMENTAL RESULTS AND ANALYSIS
This section discussed about the experimental results and analysis of the research study.
Depiction of Topic Modeling for Tourism Hospitality
Hovering over the first subject in Figure 3 is the pyLDAvis interactive topic modeling visualization for the tourist hospitality industry. This figure reveals that there are 5 cluster themes connected with the sector, and the red bar represents the most common terms in each subject. The blue bar represents the overall phrase frequency of that specific word across all themes combined. Another thing to keep in mind is that if any of the clusters overlap or are physically adjacent to another cluster, it suggests that the topics contain comparable terminology.
[image: Figure 3]FIGURE 3 | Interactive topic modeling visualization for tourism hospitality sector.
The key themes in the first topic cluster include terms like Covid, hospitality, hotels, and industry. This implies that the Covid-19 epidemic has caused the hospitality industry to close its doors, resulting in billions of dollars in lost revenue (Global Economy Could Lose over $4 Trillion Due to COVID-19 Impact on Tourism | UNCTAD.,2021c, n. d.-b). It was observed that restaurants, hotels, and resorts have been the most negatively impacted businesses owing to a variety of factors including.
1) Lack of visitors due to Covid - 19,
2) Loss of consumers (tourists) from other regions of the nation due to the pandemic.
We also discovered that employees and workers in the restaurants, hotels, and other sub-sectors were laid off in large numbers as a result of management choices made due to a shortage of finances. Another finding from the second subject cluster was that the same management implemented new methods to keep their company afloat by integrating new survival marketing tactics.
Depiction of Topic Modeling for Tourism Healthcare
Figure 4 depicts the tourism healthcare industry as an interactive graphic. The medical tourism industry was also impacted by the outbreak. By completing topic modeling, it was observed that the third topic cluster led us to Thailand, where it was learned that Thailand had made gradual steps to reopen for medical tourism, allowing restricted numbers of patients to visit the nation for treatment from the end of July 2020 (Tatum, 2020). Medical tourists and up to three others who can accompany them must follow strict standards, which include confirmation of negative Covid-19 testing granted no more than 72 h before departure, repeated tests while in-country, a 14-days hospital quarantine, and other anti-infection measures. The government is responding to the changing climate by leveraging digital technology to extend and improve telemedicine services, fostering a more hospitable business environment to encourage medical investment and innovation, and advancing its sophisticated healthcare infrastructure.
[image: Figure 4]FIGURE 4 | Interactive topic modeling visualization for tourism healthcare sector.
Histogram of Sentiment Compound Score for Each Sector
Figure 5 explains the compound range of sentiments. As per depiction, the compound range varies between -1 and +1. Figure 5A shows tourism hospitality’s sentiments where positive rates are higher than negative. Tourism healthcare in Figure 5B has more positive ranges and the highest frequency is between 0.5 and 0.7 and most of the tweets belong to the positive side.
[image: Figure 5]FIGURE 5 | (A) Histogram of compound scores for tourism hospitality (B) Histogram of compound scores for tourism healthcare.
Sentiment bar Plot for Each Sector
Figure 6 is a bar plot depicting the number of feelings expressed in the various sectors of the industry taken into the study. The bulk of the feelings are positive, as seen in the graph. In the instance of the tourism hospitality sector in Figure 6A, VADER sentiment analysis revealed that about 6,300 + emotions were positive. One of the reasons for the increase in positive tweets is that when covid-19 hit the globe, there was an inflow of tweets praising the hospitality sector, particularly the hotel industry, collaborating with the government for a win-win situation. Passengers had to go through obligatory institutional quarantine, and the government was having trouble accommodating all of the quarantine passengers. The hotel sector offered the government a feasible alternative for directing travelers to quarantine themselves in hotel rooms, therefore increasing their revenue.
[image: Figure 6]FIGURE 6 | (A) Sentiment Count Bar Plot for Tourism Hospitality sector (B) Sentiment Count Bar Plot for Tourism Healthcare sector.
The ideal situation can be seen in the healthcare sector bar plot Figure 6B, where a country’s GDP drop, which led to substantial system reorganization, can be linked back to a huge number of positive tweets. The negative tweets may be linked back to numerous industry owners whose businesses were harmed as a result of the lockdown, adversely impacting the country’s economy. Another reason is that prominent influencers and celebrities, notably in India, began tweeting about the country’s economy tanking and the prime minister being held accountable.
A country like India, which is developing and has a lot of promise, may also be the reason why individuals began to tweet that shutting the country’s borders at an early stage would have saved a lot of lives and prevented further spread of the virus.
Violin Plot of Compound Score for Each Sector
The violin plot of all the sectors is shown in Figure 7. A typical observation is that the violin plot of all positive sentiments has a higher degree of fluctuation, particularly in the hospitality sector. This means that the compound score from the range of 0.2–0.5 is higher, indicating that there are more tweets in that area. In these plots, the straight line denotes that the class belongs to neutral sentiment, which has a compound score of 0. If the violin plot has a wider region, as it does in the instance of negative emotions in the tourism economic sector, it indicates that the composite score of all negative sentiments follows a consistent range.
[image: Figure 7]FIGURE 7 | (A) Compound score violin plot for tourism hospitality sector (B) Compound score violin plot for tourism healthcare sector.
LSTM RNN Model Results
The input/output of the model with 85% of total data for training and 15% have been kept for testing purpose shown in Figure 8. Table 1 summarizes the full experimental findings and comparisons of the LSTM RNN deep learning model for three epoch sizes: 5, 10, 15, and 20 for each tourism sector. To begin, an epoch size of 15 obtained the maximum accuracy of 80.9 percent and a loss of 0.011 in the tourist hospitality sector. Secondly, the model performed well in the tourism economy sector, with an accuracy of 75% and a loss of 0.043, which is 5% less than the preceding sector’s performance. Furthermore, in the fifth and 10th epochs, the final sector which is healthcare obtained an accuracy of 76.1 percent. Lastly, with the increase in the epoch size of 20, we saw that the model started overfitting the dataset. Hence, we went for the optimal epoch size of 15 which indicates the robustness of the model.
[image: Figure 8]FIGURE 8 | Architecture of LSTM result.
TABLE 1 | Comparison of LSTM RNN Model Based on Epoch size.
[image: Table 1]Overall, the deep learning model performed admirably and accurately categorized most of the sentiments, suggesting that we could depend on the model for future sentiment classification predictions.
Table 2 compares the random forest and support vector classifier, two common machine learning algorithms. When we examine the findings of Table 1 and Table 2, especially the test set accuracy, it is apparent that the deep learning algorithm performs well in the hospitality industry. The SVC algorithm, on the other hand, does have a little higher accuracy in the healthcare sector. Another thing to remember is that the test set accuracy refers to the tweets on which the model has not been trained. The LSTM RNN algorithm was chosen primarily because neural networks are a very powerful technique for text and image classification. One of the model’s shortcomings is that it has no memory, which is an issue for sequential data such as text or time series. RNN solves this problem by introducing a feedback glance that acts as a memory. As a result, the model’s previous inputs leave a trace. LSTM expands on this concept by including a short-term and long-term memory component. As a result, LSTM is an excellent tool for anything involving a sequence. Because the meaning of a word is determined by the words that came before it. Because of this, we chose the LSTM RNN algorithm and took advantage of its memory feature. Both approaches have a test accuracy that goes hand in hand, as we observed before when comparing the results acquired by machine learning and deep learning (Tables 1, 2). This is primarily due to the size of our dataset. Because we were constrained by the Twitter API’s request limits, LSTM RNN, a deep learning algorithm, requires a large amount of data to reach its full potential.
TABLE 2 | Comparison of machine learning models.
[image: Table 2]Cluster Inter-dependency Between Healthcare and Hospitality
In topic modeling, the study retrieved the information of common terms which are widely used during the Covid time. Firstly, the clusters of top tweets in healthcare and hospitality were extracted with the help of the LDA approach. It can be observed in Table 3 that top similar terms used during pandemic times are “covid” and “tourism” and even other words such as hospitals and hospitality have been used maximum times by social media users. It can be seen in Figures 3, 4 that the clusters were five in numbers namely - Cluster 1, 2, 3, 4, and 5. The top six tweet terms were taken from both the keywords-based topic namely - healthcare and hospitality. The Inter Topic Distance Map was done with the help of multidimensional scaling. The table provides a panoramic view of similar terms in both sectors. This provides the food for thought of cluster interdependency calculation. Six out of the top 30 salient terms were selected in the table. The priority was given based on the maximum percentage of the salient terms.
TABLE 3 | Similar terms and inter cluster dependency.
[image: Table 3]Our approach for this research have been proposed with three aspect, first topic modeling which shows that what kind phrases are being used during the pandemic, and this approach will helps to find the trending issues related to tourism healthcare and hospitality. Second, we used a deep learning technique based on the LSTM RNN algorithm to classify twitter users’ emotions. In the hospitality and healthcare sectors, one may utilize our model, which was trained on real-world data, to assess public opinion and identify any problems that may emerge in any hot zones of a country where the government can assist, be it with medical supplies or tending to stuck tourists. Lastly, we tried to find the similar terms interdependency in the cluster which acts as an extra advantage to analyse what kind of words are maximally being used between the two sectors.
DISCUSSION
This research work aims to extract and analyze tweets about coivd-19 from tourism sub-domains healthcare and hospitality from all around the world. The Covid-19 has had the greatest influence on the tourism domain, and visitors who had planned a vacation to another nation away from their regular surroundings have been trapped inside their homes.
The authors began by performing sentiment analysis with a very distinctive approach called VADER, which has the largest benefit of requiring very little data cleansing since it recognizes the magnitude of the words. After the analysis, it is found that the positive sentiments were the highest in all of the sectors which briefly means that In the next few years, it will have a substantial and beneficial influence on worldwide tourism. It also offers the possibility of transforming our affected planet into a greener one. Furthermore, we used topic modeling to discover patterns such as word frequency and distance between words. A topic model clusters comparable feedback as well as phrases and expressions that appear frequently. With this knowledge, it is possible to immediately infer what each group of texts is discussing. Each document in the LDA model is seen as a conglomeration of themes from the corpus. According to the model, each word in the text is related to one of the document’s subjects. Lastly, implementation of the state-of-the-art deep learning algorithm and testing the model with different epoch sizes helped in providing a robust sentiment prediction model.
Hospitality
The hospitality industry has taken huge hits in terms of revenue, and massive layoffs occurred because of Covid-19. By implementing topic modelling, it is seen that the restaurants, hotels, and resorts are among the highest sectors facing difficulty. The proposed deep learning model has achieved the highest values of test set accuracy of 80.9 percent, which is the maximum among the epoch sizes between 5 and 10. Apart from test accuracy, the authors captured the loss and training set accuracy of 0.011 and 99.6 percent, respectively. The hospitality sector has contributed to providing shelters for tourists with the alliance of government agencies during lockdown phase. Many hotels came forwards to facilitate the best services for covid victims during the quarantine phase. This has resulted in sharing of positive narrative by tourists when they are isolated during lockdown periods.
Healthcare
Healthcare to tourists is a critical component in which the best medical treatment is provided to foreign tourists and visitors. The tweets for tourist healthcare were collected from visitors who were trapped in various nations and how they handled and shared their experiences on social media data. On an epoch size of 10, the created deep learning model for the tourism sector can produce the best results. The study provided various implications for practice. The Twitter analysis can be done to check the impact of various other crises on tourism domains. The sentiment analysis using VADER can be a boon for many researchers. The tourism economy has witnessed a huge halt due to travel restrictions. The study has provided a panoramic view of the analysis during the coronavirus crisis which can help in paving the foundation for the implementation of efficient remedial measures to sustain after the covid-19 pandemic. The social media analysis helps the healthcare admirative agencies to analyze the tourist sentiments and prioritize the urgency patients due to covid complications.
CONCLUSION AND FUTURE SCOPE
Social media platforms are a medium for sharing opinions and thoughts. Analysis of these thoughts may help to get ready for upcoming travelers once the Covid-19 situations will normalize. The study has a future scope of research. A post-crisis study can also be done after the Covid-19 pandemic is over. This can help provide a birds-eye view of the overall impact of the coronavirus on tourism domains.
In view of the Covid-19 pandemic, Twitter data of tourism two sub-domains: hospitality and healthcare were selected and extracted accordingly. Analysis is done through sentiment visualization and deep learning algorithms. Sentiment visualization is presented with the help of bar and violin plots. This study provides a strategic practical framework to sustain during the Covid- 19 pandemic which revolves around the deep learning analysis of social media. Finally, the LSTM RNN model prediction has a number of applications, one of which is allowing government officials to monitor social media sites such as Twitter in order to better understand their citizens’ sentiments so that they can make choices and act in the best interests of the country and people.
One of the paper’s future scopes is to see whether the topic modeling suggestion can be expanded to other sectors like airline and economy to see what kinds of comparable words are impacting and influencing the healthcare and hospitality industries. We were limited in the quantity of data we could collect because of the Twitter API’s request restriction, which was one of the study’s constraints. The LSTM RNN approach would be considerably more robust with a much larger dataset.
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For forecasting the spread of dengue, monitoring climate change and its effects specific to the disease is necessary. Dengue is one of the most rapidly spreading vector-borne infectious diseases. This paper proposes a forecasting model for predicting dengue incidences considering climatic variability across nine cities of Maharashtra state of India over 10 years. The work involves the collection of five climatic factors such as mean minimum temperature, mean maximum temperature, relative humidity, rainfall, and mean wind speed for 10 years. Monthly incidences of dengue for the same locations are also collected. Different regression models such as random forest regression, decision trees regression, support vector regress, multiple linear regression, elastic net regression, and polynomial regression are used. Time-series forecasting models such as holt's forecasting, autoregressive, Moving average, ARIMA, SARIMA, and Facebook prophet are implemented and compared to forecast the dengue outbreak accurately. The research shows that humidity and mean maximum temperature are the major climate factors and exhibit strong positive and negative correlation, respectively, with dengue incidences for all locations of Maharashtra state. Mean minimum temperature and rainfall are moderately positively correlated with dengue incidences. Mean wind speed is a less significant factor and is weakly negatively correlated with dengue incidences. Root mean square error (RMSE), mean absolute error (MAE), and R square error (R2) evaluation metrics are used to compare the performance of the prediction model. Random Forest Regression is the best-fit regression model for five out of nine cities, while Support Vector Regression is for two cities. Facebook Prophet Model is the best fit time series forecasting model for six out of nine cities. Based on the prediction, Mumbai, Thane, Nashik, and Pune are the high-risk regions, especially in August, September, and October. The findings exhibit an effective early warning system that would predict the outbreak of other infectious diseases. It will help the relevant authorities to take accurate preventive measures.

Keywords: dengue fever, climate change, machine learning, prediction, time series forecasting, regression model


INTRODUCTION

Climate change is variations in climate variables such as temperature, humidity, precipitation, rainfall, wind speed, etc. Climate Change occurs due to natural activities such as variations in the sun, volcanic explosions, or human activities like the emission of carbon dioxide and other greenhouse gases that cause global warming. Infectious diseases are categorized into foodborne, airborne, waterborne, and vector-borne infectious diseases. Vector-borne infectious diseases are transmitted to humans by a microbe, called vectors, such as mosquitoes, ticks, flies, etc. Dengue is a vector-borne infectious disease carried by mosquito vectors that is most susceptible to meteorological conditions. According to WHO, this pandemic spreads over 128 countries across the globe and increased eight times over the last 20 years affecting 4.2 million people in the year 2020. Figure 1 shows the effects of climate change on disease vectors.


[image: Figure 1]
FIGURE 1. Effects of climate change on disease vectors.


For understanding the spread of dengue, studying climate change and its effects specific to the disease is necessary. Temperature, rainfall, humidity, wind speed are the significant meteorological factors for the spread of dengue fever. Identifying the relationship between variation in these climatic factors and dengue incidences helps to predict the disease outbreak more accurately. An association has been found between the climatic parameters and dengue incidences for the selected locations in the proposed system. Machine Learning plays a vital role in developing a predictive model to understand the influx of dengue. Previously different classification and regression techniques were implemented for the prediction of dengue outbreaks for different locations. Considering varied geographic topography with changing climatic conditions and frequent disease outbreaks in the past, there is a need for better and accurate predictive models for early surveillance systems and improved prevention strategies. The following points highlight the paper's significant contributions:

• To collect climate and dengue incidence data for the selected locations for the past 10 years

• To identify the correlation between variations in climatic parameters and dengue incidences

• To implement various predictive models and show a comparative analysis based on different evaluation metrics

• To predict different climatic regions at risk in the future based on its climatic conditions

The following sections of the paper are organized as follows: Section Related Work describes related research work carried out for identifying the relationship between climate factors and vector-borne infectious diseases along with existing predictive modeling techniques available and its limitations. Section Proposed Work narrates the proposed system for dengue forecasting with variation in climate change. Section Methodology exhibits the methodologies used for forecasting dengue disease outbreaks. It includes different subsections such as data collection and integration, data preprocessing, exploratory data analysis, model execution, and evaluation metrics. Section Results and Discussion discusses details of predictive analysis and results. Finally, Section Conclusion, Limitations, and Future Work presents and concludes the author's research work.



RELATED WORK

Significant research has been carried out for understanding the association of meteorological variables with dengue incidences. This section describes the existing work related to the prediction of dengue incidences based on climatic factors using several machine learning techniques with its advantages and limitations.

Salim et al. (1) proposed a study to predict dengue outbreaks based on weekly dengue incidence data for the Selangor state of Malaysia. Several Machine Learning algorithms such as CART, ANN, SVM, and Naive Bayes create a predictive model. It has been found that the support vector machine model (SVM) best predicted dengue outbreaks. This research provides categorical output instead of continuous output. Liu et al. (2) implemented a unique approach for forecasting dengue incidences in Guangzhou, China. They integrated SVM-MLP machine learning approaches (3) with environmental features such as water collection sites, dustbins, etc. It performs better than models based on standard features (Temperature) alone. More standard features in addition to temperature and rainfall could be considered for better training of the ML Model. The SVR-based model Tanawi et al. (4) is proposed to predict dengue incidences in DKI, Jakarta. They concluded that SVR with a linear kernel provides better results than SVR with a radial kernel. Recently Mudele et al. (5) proposed a technique that uses a recurrent neural network (RNN) for forecasting the dengue mosquito vector population. This model is compared with random forest and k nearest neighbor for two Brazilian cities. They proposed that other deep learning models should be considered for the study (6–15). Mohapatra et. al. (16) investigated the effect of climate parameters on malaria outbreak using multilayer Perceptron and J48 classifier using WEKA tool. The results show that J48 is the most suitable model than MLP and has better accuracy and less error (RMSE). Also, temperature and humidity are more significant climate parameters than rainfall, and monsoon and post-monsoon are the peak periods for the outbreak. However, other factors such as demography, immunity within the population, society's socio-economic structure, availability of affordable public health facilities are not considered during the research (17). Cheng et al. (18) proposed distributed lag non-linear model to investigate the association between extreme weather events such as floods, heatwaves, high humidity, and dengue epidemic. The researcher implemented the model on daily dengue incidences and climate factors such as temperature, humidity, and rainfall for different cities of China. The threshold for each climate parameter is calculated, and risk for dengue outbreak is identified for the extreme weather events. The limitation of the research is that other time-variant factors such as changes in mosquito density, population movements and habits, and vector control measures are not considered for the study (19).

Xu et al. (20) analyzed dengue incidences data considering different meteorological factors. They proposed long short-term memory (LSTM) based recurrent neural network predictive model to predict monthly dengue cases using climate data for 20 Chinese cities. LSTM model shows the best performance for forecasting dengue incidences. But it is time-consuming compared to other models such as the backpropagation neural network and gradient boosting machine model. Appice et al. (22) formulated different strategies such as Auto Encoding, Window-based Data Slicing, and Cluster Analysis to discover temporal dynamics in temperature and dengue variables. They proposed a new multi-stage Machine Learning model called AutoTiC-NN (22) to find trend patterns between historical data of temperature and dengue in Mexico. The study proved that the model outperforms both in regression and time series forecasting analysis. Benedum et al. (23) compared machine learning, regression, and time-series models to forecast dengue cases and outbreaks in Peru, Puerto Rico, and Singapore. They concluded that Random Forest regression provided better results than Poisson Regression and ARIMA for short-term predictions while ARIMA was better for long-term forecasts. Nkiruka et al. (24) proposed a malaria incidence classification model (MIC) using climate parameters for six countries of Africa over 28 years. The research used k means clustering for outlier detection and the XGBoost model for classification. The proposed model is compared with other classification models such as ARIMA, SARIMA, SVM and showed the best results compared to other models.

Anno et al. (21) have integrated Spatiotemporal Hotspot analysis, RS Data, and a Machine Learning approach to develop a climate-based forecasting model to deliver early warning messages to the relevant public health authorities in Taiwan. This study uses two climate parameters (Rainfall and Temperature) to predict dengue outbreaks. Stolerman et al. (25) provide a better understanding of the long-term effects of climate conditions on the Aedes Aegypti (dengue causing mosquito) population. They have developed a new data-driven method using SVM algorithms to identify climate signatures that predict Dengue epidemics in Brazil. This research uses the binary threshold to classify epidemics/non-epidemics based on the Brazilian Ministry of Health. Two climate parameters (Frequency of precipitation and average Temperature) are used. Carvajal et al. highlighted the use of time lags of meteorological factors to predict dengue incidences. They concluded that Tree based Machine Learning methods (Random Forest, Gradient Boosting) performed better than conventional statistical techniques (GAM, SAIMAX) to predict a temporal pattern of Dengue incidences in Manila, Philippines. They also suggested that Relative Humidity is one of the most critical climate factors for their RF-LG model. All the variables are trained with keeping lag time in consideration to give an early outbreak prediction. Thus, this model cannot be used to predict an immediate output (17, 19, 26, 27). Despite continuous research, due to the varied topography of India, especially Maharashtra state having different climatic regions, there is a need to develop an accurate and enhanced predictive model for effective forecasting (2, 28–36). It will help the medical researcher and public health department promptly respond to the dengue outbreak and undertake corrective majors.



PROPOSED WORK

Figure 2 shows a schematic overview for dengue forecasting using regression and the time series model. It includes data sources and collection for both Climate parameters and dengue incidences. This is followed by data cleaning and integration in which missing data are imputed using the mean of the month data imputation technique. Exploratory data analysis is performed to find the correlation between climate parameters and dengue incidences. Feature engineering is carried out for feature selection and handling outliers. The impact of climate change includes indirect effects such as rising sea and temperature levels, extreme weather events such as droughts, floods, heatwaves, etc. The direct impact of climate change includes endurance, reproduction, or distribution of disease vectors which may affect human health. The climatic variations help in transmitting disease pathogens that may lead to infectious diseases (5, 16–19, 26, 27, 37–42).


[image: Figure 2]
FIGURE 2. Schematic overview of the proposed system.


Furthermore, the data is then split into training and testing data sets where training data is used to train different Machine Learning models–Regression Analysis and Time Series forecasting. These models are evaluated based on three evaluation metrics–Root Mean Square Error, Mean Absolute Error, and R Square Error. The models are compared to determine which models work best for different cities based on their geographic locations. Finally, locations at risk and outbreak period are predicted. Various visualization tools and techniques are used to represent the data and results effectively.


Novelties and Contribution of the Proposed Work

The effect of the variation in climate factors with varied topography on infectious diseases such as dengue is an exciting research area. The proposed work illustrates the detailed analysis of the climate and health data for different locations of Maharashtra state of India. It includes finding a correlation between monthly climate factors such as mean minimum temperature, mean maximum temperature, mean wind speed, relative humidity, etc., with dengue incidences for different locations. These locations have diverse geographic topography and weather conditions. Based on the analysis, forecasting of dengue outbreaks is performed using time series and regression models. The performance of these models is compared using various evaluation metrics and identifies the best suitable models for the study. This research will help design an effective surveillance system that will accurately monitor and control the dengue outbreak in a timely manner.



Methodology

Figure 3 shows the detailed workflow and layered architecture for the construction of the dengue forecasting model. The following sub-section (Data Sources and Collection, Data Cleaning and Integration, Exploratory Data Analysis, Feature Engineering, Model Execution, Model Evaluation) elaborates different data sources and data collection process along with data preprocessing techniques implemented such as data imputation for missing values, climate and health data integration, feature selection, and outlier detection. Exploratory data analysis is performed to identify the correlation between climate parameters and dengue incidences using different visualization techniques such as heat maps, feature plots, etc. It also depicts different time series and regression machine learning models applied along with model evaluation metrics. Finally, dengue outbreak is forecasted for different cities of India for the next 3 years.


[image: Figure 3]
FIGURE 3. Summarized flow diagram for the forecasting model.




Data Sources and Collection
 
Climate Data

Maharashtra has diverse climatic regions like Kokan, Khandesh, Desh, Vidarbha, and Marathwada. Based on the intensity of the disease and varied climatic conditions, nine cities like Mumbai, Thane, Ratnagiri, Pune, Solapur, Satara, Nashik, Nagpur, and Amaravati have been selected for the study. Monthly climate data is collected from Indian Meteorological Department (IMD) for 10 years from 2009 to 2019. The parameters in consideration are attributes such as Monthly Mean Maximum Temperature (MMAX) (°C), Monthly Mean Minimum Temperature (MIN) (°C), Total Monthly Rainfall (TMRF) (mm), Relative Humidity (RH) (%), and Mean Wind Speed (MWS) (km/h). Table 1 shows different region-wise locations of Maharashtra state along with population and climatic conditions.


Table 1. City wise population and weather conditions.

[image: Table 1]



Health Data

The monthly dengue disease incidence data is collected from the National Vector Borne Disease Control Program (NVBDCP) for targeted cities of Maharashtra state mentioned in the climate data section for 10 years from 2009 to 2019. The data collected is in excel format, having inconsistent and missing values. The climate and disease incidence data are integrated into the CSV file for all the nine targeted cities, and data preprocessing is performed. Figure 4 shows the map of Maharashtra state with region-wise selected cities for the study.


[image: Figure 4]
FIGURE 4. Map of Maharashtra state with region wise selected cities.





Data Cleaning and Integration

To create the dataset, climate and dengue incidences data are collected and integrated. The dataset generated had inconsistent values due to the diverse nature of weather and health data. For each targeted city, a few irrelevant attributes are removed from the dataset during integration. The resulting dataset consists of missing values, especially in climate parameters. Data cleaning is performed to identify missing values. The data imputation technique is used to clean the dataset. The missing data were imputed using the mean of the Month Imputation technique. In this method, the missing values are replaced with an average of the previous values of the same month throughout different years. The mean of the month imputation function is given by:

[image: image]
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The estimated value Vest for the missing attribute is calculated by the averaging sum of values (Vij) of the variable for the ith month of the year j, where T is the number of available data for that year. In the present study, the mean of Maximum temperature “MMAX” for August 2016 was missing in the given dataset from 2009 to 2019. The estimated value is calculated by an average of previous values of the same month throughout different years. This value was treated as a data point in place of the missing value.



Exploratory Data Analysis

Once the dataset is cleaned, exploratory data analysis is performed to analyze attributes and summarize its characteristics using statistical techniques to discover useful patterns and graphical representation. City-wise feature graphs are plotted as shown in Figures 5A–I, and it is determined that each parameter for every city has a lot of variations, and there is no fixed pattern. So the correlation between each climate parameter and dengue incidences is found for all targeted locations to check which parameters are more significant.


[image: Figure 5]
FIGURE 5. City Wise Features Plot for climate variables monthly mean minimum temperature, mean maximum temperature, Average rainfall, Relative humidity, Mean wind speed, and monthly dengue incidences for nine selected cities in Maharashtra from 2009 to 2019. (A) Amravati, (B) Mumbai, (C) Nagpur, (D) Nashik, (E) Pune, (F) Ratnagiri, (G) Satara, (H) Solapur, (I) Thane.


Pearson correlation is performed on the dataset to determine the association between climate variables and dengue incidences, and heat maps are generated for each targeted city. Pearson correlation is a parametric test that measures the degree of relationship between two variables. It is the most suitable correlation technique based on the method of covariance and deals with numeric values. The person correlation function is given by Manogaran and Lopez (7):

[image: image]

Here, the Pearson correlation coefficient function is employed to determine the relationship between the climate parameters and the number of dengue cases. Climate variables are monthly mean max temperature (MMAX), mean minimum temperature (MMIN), Rainfall (TMRF), Relative Humidity (RH), Mean Wind Speed (MWS).

Correlation between climate factors and dengue incidences shows that each climate variable affects the dengue incidences differently. The mean maximum temperature (MMAX) is negatively correlated with the incidences of dengue despite the locations. This implies that as the maximum temperature decreases, incidences of dengue have increased. Mean minimum temperature (MMIN) is weakly/moderately positively correlated with dengue incidences except for Nagpur. Relative Humidity (RH) is the primary climate factor and exhibits a strong positive correlation with dengue incidences for all locations of Maharashtra state. Similarly, total monthly rainfall (TMRF) is moderately positively correlated with incidences of dengue. As humidity or rainfall is increased, cases have shown an increase for all selected cities of Maharashtra. Maximum incidences occur between June to September, where the average rainfall is between 150 and 350 mm. Mean Wind speed (MWS) is a less significant climate factor and weakly negatively correlated with dengue incidences.

Figure 6 shows city-wise graphs of the Pearson correlation of each climate parameter with the dengue incidences. These graphs are further used for feature selection based on results generated to identify the significant climates factors.


[image: Figure 6]
FIGURE 6. Correlation of monthly mean minimum temperature, mean maximum temperature, total monthly rainfall, relative humidity, mean wind speed climate parameters, and monthly dengue incidences: (A) Amravati, (B) Mumbai, (C) Nagpur, (D) Nashik, (E) Pune, (F) Ratnagiri, (G) Satara, (H) Solapur, (I)Thane.




Feature Engineering

The data quality is of utmost importance for developing a predictive model with better accuracy and faster performance. For this purpose, a few data preprocessing techniques are applied, such as outlier detection and feature selection, to improve the data quality. The meteorological data consist of extreme values for specific periods, such as extreme wind speed, rainfall, and humidity. Outliers in the dataset can reduce predictive modeling performance. So the final dataset was normalized to uniform into the same scale.

Feature or attribute selection is the process of selecting the most relevant attributes in a dataset that helps train the model faster, reduces overfitting, and improves the accuracy of the predictive model. Minimal redundancy maximum relevance feature selection technique is used for attribute selection on the dataset to select attributes with high correlation and low variance. For determining the relevant features, two measures are calculated: redundancy and relevance. The following equation is used to find the mean of logical values of each climate parameter for the selected city in terms of dengue incidences:

[image: image]

Where, [image: image] : Means of climate parameter i, ni : Number of climate parameters, Cik: the kth value of climate parameter i.

The below equation shows a variance of the climate parameters triggered by dengue incidences:

[image: image]

The minimal redundancy condition for the redundancy measure can be expressed by:

[image: image]

Where, min R (D) is the minimal redundancy for redundancy measure R, |d| is the number of features in the subset of feature D, and I (yi; yj) is the mutual information between feature i and j.

The maximal relevance condition for the relevance measure can be expressed by:

[image: image]

Where max RL (D, a) is the maximal relevance for relevance measure RL and target activity a and I (yi; a) is the mutual information between the feature i and target activity a.

The smaller the value of the redundancy measure, the better the criteria for selection. Similarly, the higher the value of relevance measure, the better the feature selection. After exploratory data analysis is performed on the dataset considering several feature variables such as MMIN, MMAX, TMRF, RH, and MWS, different climate variables with high redundancy and low relevance are dropped for few cities under study, as shown in Table 2.


Table 2. Dropped variables.

[image: Table 2]



Model Execution

Regression is a supervised learning statistical method used to estimate the relationship between a dependent and one or more independent variables to determine trends in the data. It is used in the prediction of continuous values. The following regression models are implemented to predict dengue incidences across different cities based on climate parameters in the proposed system.


Support Vector Regression

It is the regression technique used to predict continuous ordered values. Some commonly used keywords in SVR are the kernel, hyperplane, boundary line, and support vectors. The primary purpose of SVR is to consider as many data points as possible within the boundary lines, and the hyperplane (best-fit line) must contain as many data points as possible. It is easy to implement and shows high prediction accuracy with excellent generalization capability. It can handle outliers very well.



Multiple Linear Regression

It is an extension of simple linear regression that models a linear relationship between more than one independent variable and a single dependent continuous variable. It is a technique for fitting a regression line through a multidimensional space of data points.



ElasticNet Regression

Elastic net is a type of regularized linear regression that includes two well-known penalties, the L1 and L2 penalty functions. The advantage of the elastic net model is that it permits a balance of both penalties, resulting in a more excellent performance on particular tasks than a model with either one or more penalties.



Polynomial Regression

Polynomial regression is a type of linear regression that estimates the connection as an nth degree polynomial. It is an example of multiple linear regression. Because Polynomial Regression is sensitive to outliers, the existence of one or two of them can have a negative impact on the results.



Decision Tree Regression

It is a regression model that breaks down a dataset into smaller subsets forming a tree with decision nodes and leaf nodes. Decision trees are very easy to visualize and reduce the uncertainty in the prediction. However, overfitting and underfitting are common problems with decision trees. If the hyperparameters are incorrectly set, the decision tree's output can vary dramatically.



Random Forest Regression

Random forest is the most commonly used machine learning technique that gives excellent results in predicting disease incidences based on climate conditions. It comprises many decision trees, each with the same node but different inputs, resulting in various leaves. It combines the results of the average of various decision trees. Overfitting can be avoided in the model by using Random Forest regression to create random subsets of the dataset.

Along with regression, the proposed system also used time series forecasting models to predict dengue incidences. Time series data is a sequence of different data points that measure a specific variable over an ordered period. In this method, time-series data extract meaningful statistics and other data characteristics to generate forecasts of our target variable. Different time series forecasting models are applied as given below:

Holt's Forecasting: It is time series forecasting method that depicts trends and seasonality from historical data. It is simple to implement and evolve with changing business requirements.

Auto-Regressive (AR) and Moving Average (MA): Autoregression forecasting technique predicts future values using previous values in time series. It demonstrates linear relation between future and past values. It is used to forecast recurring patterns in the data. The moving average method uses an average of several past points to predict future points. In this method, short-term fluctuations and the effect of extreme values are reduced.

Auto-Regressive Integrated Moving Average (ARIMA): ARIMA model is a popular time series forecasting model which uses its lags to predict future values. It uses dependent relation between past observation and current observation. It involves subtracting recent observations from previous period observations several times. It is broken down into its subtypes to increase the accuracy of incidence predictions based on climate variability. This model does not support seasonal data.

Seasonal Auto-Regressive Integrated Moving Average (SARIMA): When seasonal components are added to the ARIMA model, then it is called SARIMA. It supports univariate time series data. Additional four seasonal elements in SARIMA are P, D, Q, and m, where P is seasonal autoregressive order, D is seasonal difference order, Q is moving average order, and m is the number of time steps (17).



Facebook Prophet Model

The Facebook prophet is a relatively new time series forecasting model developed in 2017 by the Facebook data science team as open-source software. In this model, irregular observations are permitted in the dataset as it ignores temporal data dependence. It is accurate, fast, and shows excellent performance as compared with other time series forecasting models. The prophet equation is given by:

[image: image]

Where x(t) is forecast value, c(t) is the trend, i.e., change over a long period, s(t) is the seasonality, h(t) is the effect of the holiday, u(t) is unconditional changes or error. This model works best with time series with substantial seasonal influences and historical data from multiple seasons. It is robust to outliers and handles missing values very well. This model gives the best performance for six out of nine cities to forecast dengue incidences based on climate variations in the proposed system.




Model Evaluation

Once all regression and time series forecasting models are trained, the performance of the models is evaluated using three evaluation metrics: Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and R Square Error (R2). RMSE is the Standard Deviation of predicted errors. Lower RMSE values indicate better models. RMSE is evaluated by the Equation (2):

[image: image]

Here, xt is actual dengue incidences for time t and [image: image] is the predicted number of incidences by the model.

Mean Absolute Error (MAE) is the difference between the actual values and the predicted values. Lower MAE values indicate better models. MAE is evaluated by Equation (1):

[image: image]

R Square Error (R2) is also known as the coefficient of determination. It tells us how well a model fits on a dataset. It indicates how close the regression line is to the actual data. The R2 value closest to 1 is considered to be the best value. The equation given below evaluates the value of R2 (20):

[image: image]




RESULTS AND DISCUSSION

Based on the exploratory data analysis, it was observed that each climate variable affects the dengue incidences differently. The average temp range in Maharashtra state is between 26 and 43°C. As shown in Figures 6A–H, histogram graphs generated after performing Pearson's correlation shows that mean maximum temperature (MMAX) is negatively correlated with the incidences of dengue despite the locations. This implies that as the maximum temperature decreases, incidences of dengue have increased. Mean minimum temperature (MMIN) is weakly/moderately positively correlated with dengue incidences except for Nagpur. Relative Humidity (RH) is the primary climate factor and exhibits a strong positive correlation with dengue incidences for all locations of Maharashtra state. Similarly, total monthly rainfall (TMRF) is moderately positively correlated with incidences of dengue. As humidity or rainfall is increased, cases have shown an increase for all selected cities of Maharashtra. Maximum incidences occur between June and September, where the average rainfall is between 150 and 350 mm. Mean Wind speed (MWS) is a less significant climate factor and weakly negatively correlated with dengue incidences. Table 3 shows rudimentary observations for all five climatic parameters. The performance of all the regression and time series forecasting models for each city is evaluated and compared.


Table 3. Rudimentary observations.

[image: Table 3]

Tables 4–12 present city-wise performance comparison for all regression and time series forecasting models. The best fit values for each metric are highlighted in bold.


Table 4. Performance metrics comparison table for Amravati.

[image: Table 4]

Table 5 shows that decision tree regression gives the least values for RMSE, MAE, and R2 compared to other regression techniques. At the same time, the Facebook prophet gives the least values for RMSE, MAE, and R2 compared to other time series models for Mumbai city of Maharashtra. Similarly, Table 6 shows that the random forest model gives the best values for all performance metrics, whereas the AR model gives the least values for RMSE (5.5) and MAE (4.28) for Nagpur city. Table 7 shows that Random forest demonstrates the best performance for metrics RMSE (24.16), MAE (18.88), and R2 (0.21) for Nashik city. Table 8 shows that random forest gives the best performance for metrics RMSE (14.4), MAE (9.44), R2 (0.25), and Facebook prophet gives the best performance for metrics RMSE (9.3), MAE (6.7), R2 (0.64) for Pune city. From all the performance Tables 4–12 and result analysis, it has been observed that Random Forest Regression is the best-fit regression model working on five out of nine cities, i.e., Nagpur, Nashik, Pune, Ratnagiri, Satara, whereas Support Vector Regression shows the best performance on two cities, Thane and Solapur. Facebook Prophet Model is the best fit time series model that worked on six out of nine cities in time series forecasting. For the rest of the cities, various combinations of ARIMA models worked as the best fit.


Table 5. Performance metrics comparison table for Mumbai.
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Table 6. Performance metrics comparison table for Nagpur.
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Table 7. Performance metrics comparison table for Nashik.

[image: Table 7]


Table 8. Performance metrics comparison table for Pune.
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Table 9. Performance metrics comparison table for Ratnagiri.
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Table 10. Performance metrics comparison table for Satara.
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Table 11. Performance metrics comparison table for Solapur.
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Table 12. Performance metrics comparison table for Thane.
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Figure 7 shows predictions for nine targeted cities using Random forest regression, and Figure 8 shows the predictions using the Facebook prophet time series model for 36 months from the Year 2021 to 2023. A hot spot map of Maharashtra state is created, as shown in Figure 9, using Tableau to compare the average number of monthly cases across our selected cities to visualize these results. The figures show that Mumbai is the most affected city, with monthly average dengue cases going up to more than 80, while Amravati is the least affected location of Maharashtra. Other cities are ranged between 5 and 35 cases. Also, Thane, Nashik, and Pune are the cities at high risk, especially in August, September, and October.


[image: Figure 7]
FIGURE 7. Predictions for random forest regression model (X-axis: Date and Y-axis: Dengue cases).



[image: Figure 8]
FIGURE 8. Predictions for Facebook prophet model (X-axis: Date and Y-axis: Dengue cases).



[image: Figure 9]
FIGURE 9. Monthly average incidence hotspot map.




CONCLUSION, LIMITATIONS, AND FUTURE WORK


Conclusion

This research paper proposed a framework that can predict dengue incidences across different cities of Maharashtra based on climate parameters. Different meteorological variables like MMIN, MMAX, RH, TMRF, etc., are given as input, and the number of Dengue incidences is produced as output by the proposed system. Nine cities with varied climatic conditions were selected based on geographic regions. A correlation between meteorological parameters and dengue incidences was found out. The proposed system implemented 12 different regression and time series models for the prediction of dengue outbreaks. The performance of all the models is compared using root mean square error, mean absolute error, and R square error evaluation metrics. The result analysis shows that Random Forest outperforms the other Regression models for five out of nine cities. Facebook Prophet Model is the best fit time series forecasting model for six out of nine cities. The system also predicts the high-risk geographic regions from the year 2021 to 2023. It has been observed that Mumbai, Thane, and Pune are the hot spots in Maharashtra, especially from July to October. The medical researchers, public health departments, and health geography analysts can utilize these research results to take the necessary preventive measures based on these predictions.



Limitations

The study only considers climate factors. Non-climatic factors such as the demography, immunity within the population, society's socio-economic structure, availability of affordable public health facilities, and other environmental modifications initiatives are not considered for the study. Also, there is scope to add additional time-variant factors such as changes in mosquito density, population movements and habits, and vector control measures. The study is limited to a few cities of Maharashtra state of India to analyze monthly climate and dengue incidence data due to the unavailability of weekly or daily reports that could have helped better predictions.



Future Work

The result of the research will be helpful in designing an effective surveillance system that will effectively monitor and control dengue outbreaks. An output platform like a website can be created to assess the latest climate change parameters, disease outbreaks, and future projections. Future work can involve more extreme geographic regions of India along with daily or weekly climate data analysis. Vulnerability groups such as age, gender, health status, occupation of the patients can be considered to enhance the surveillance system for better planning and preparation to avoid a future outbreak.
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The presented deep learning and sensor-fusion based assistive technology (Smart Facemask and Thermal scanning kiosk) will protect the individual using auto face-mask detection and auto thermal scanning to detect the current body temperature. Furthermore, the presented system also facilitates a variety of notifications, such as an alarm, if an individual is not wearing a mask and detects thermal temperature beyond the standard body temperature threshold, such as 98.6°F (37°C). Design/methodology/approach—The presented deep Learning and sensor-fusion-based approach can also detect an individual in with or without mask situations and provide appropriate notification to the security personnel by raising the alarm. Moreover, the smart tunnel is also equipped with a thermal sensing unit embedded with a camera, which can detect the real-time body temperature of an individual concerning the prescribed body temperature limits as prescribed by WHO reports. Findings—The investigation results validate the performance evaluation of the presented smart face-mask and thermal scanning mechanism. The presented system can also detect an outsider entering the building with or without mask condition and be aware of the security control room by raising appropriate alarms. Furthermore, the presented smart epidemic tunnel is embedded with an intelligent algorithm that can perform real-time thermal scanning of an individual and store essential information in a cloud platform, such as Google firebase. Thus, the proposed system favors society by saving time and helps in lowering the spread of coronavirus.

Keywords: deep learning, sensor-fusion, COVID-19, novel corona virus, auto-face mask detection, auto-thermal scanning, YOLOv4, body temperature


1. INTRODUCTION

The COVID-19 outbreak has given sleepless nights to the entire world for the last 6 months. In recent times, an economy-driven country such as India has recorded more than 1,500,000 cases (1). Considering these facts, researchers are putting enormous efforts into developing innovative solutions to deal with the current pandemic. Furthermore, according to WHO reports, the WHO has put enormous efforts into assisting various developed and developing countries in terms of masks, ventilators, hospital beds, face shields, and other essential health equipments (2). Furthermore, the WHO has also prepared strict guidelines for lock-downs, social-distancing, and testing of COVID-19 suspects. In developing countries, such as India, along with the physical efforts of doctors, nurses, and the paramedical staff, the government has utilized digital technologies in a variety of ways, such as “Aarogya–Setu app,” which can assist citizens in identifying near-by COVID-19 patients using Bluetooth and GPS based remote tracking technologies. However, looking at the impact and the spread of coronavirus, fellow researchers need to put more effort into designing and developing COVID-19 solutions (3–7). It is a fact that fellow researchers have proposed various innovative approaches to deal with the current precarious situation, including automatic sanitizer systems for the disinfection of medical equipment and individuals, thermal scanning guns, and many more. However, the development of COVID-19 assistive systems has remained an open issue for fellow researchers (8–10). In addition to this, various state governments have formulated strict health prevention policies and have made genuine efforts to disinfect various geographical regions using various sanitizers, such as disinfectants and insecticides. The government has also executed numerous health-awareness campaigns for the well-being of society. In some cases, the government has also penalized mischievous individuals who have attempted to break the health and safety procedures. It has also been recorded that the police have to patrol in the surrounding areas to ensure strict adherence to health and safety precautions, such as wearing a mask, maintaining social distancing etc. However, it is also observed and predicted by the world's health experts that society will not have access to coronavirus vaccination in the near future. So the fellow researchers need to keep on developing efficient and effective solutions to avoid unwanted circumstances (11). For this purpose, we have carried out a detailed and rigorous analysis of the existing methodologies and identified certain research gaps. It is also imperative that if the situation continues to persist for a longer time, we have to learn to live with the given problems by keeping ourselves and sound at the workplace. To resolve the discussed issues, in the undertaken study, we have presented a deep learning and sensor-fusion-based approach for detecting a face mask and real-time body temperature for COVID-19, which is term as “Smart Facemask and Thermal scanning kiosk” throughout this paper. The presented deep learning and sensor-fusion-based approach is designed to detect an individual with or without mask conditions and notify security personnel by raising the alarm. Moreover, the smart tunnel is also equipped with a thermal sensing unit embedded with a camera, which can detect the real-time body temperature of an individual concerning the prescribed body temperature limits as prescribed by WHO reports. The presented article is organized as follows: Section 2 discusses the state of the art methodologies. Section 3 discusses the necessity of the presented system, section 4 and 5 discusses the design and experimental setup, architecture design, sensing arrangements, deployments, and the detailed workflow of the presented system. Finally, section 6 provides the concluding remarks.



2. RELATED WORK

Yang and his team have proposed an object detection auto-masking neural network for capturing discriminative objects. In this study, a variety of simulation-based study has been carried out. The proposed system is not tested in a real-time environment (12). Joshi R. has presented a health kiosk model using Computational Fluid Dynamics (CFD) simulation-based studies. However, the presented approach has been tested under the simulation environment only (13). Fan and his fellow researchers have proposed an auto-lung segmentation system to detect CT-scans of coronavirus patients. However, the proposed system did not facilitate the scanning of face-masks and the body temperature of humans (14). Maurya and his team have presented an innovative method for disinfecting humans. However, the proposed system did not facilitate any kind of face-mask and body temperature scanning (15). Ghayvat and his team have presented a system to keep the track of social-distancing policies between two persons. For this purpose, the proposed system has used smart cities, such as ITS infrastructures. However, the proposed system did not discuss any kind of scanning approach for the human body and face-masks (2). Abbas and his fellow mates have presented a chest X-ray scanning system of COVID-19 suspects. However, the presented system is not capable to do thermal scanning of a human body or identifying obscured faces (16). Apostolopoulos and Mpesiana have presented a chest X-ray scanning system of COVID-19 suspects. However, the presented systems were not capable to do thermal scanning of a human body or identifying obscured faces (17). Poon and his research team have proposed a system that is capable to carry out obstetric and gynecological scans. The main purpose of the presented system was to do scanning of medical equipment (18). Kim and Lee have presented a respiratory illness scanning system to detect diseases, such as COPD. However, the proposed system did not facilitate thermal scanning and the detection of obscured faces (19). Ucar and fellow researchers have presented an AI-based CT-scan scanning system to detect coronavirus symptoms. However, the presented system did not discuss anything like detecting body temperature or face-masks (20). Kwon and fellow researchers have presented a human scanning system to detect COVID-19 like symptoms for a drive-through. However, the presented system did not discuss anything like detecting body temperature or face-masks (21). Majid et al. (22) researchers have presented a sensor-fusion based wearable device that can scan and disinfect human hands from coronavirus infections (22). Takagi and Yagishita have presented a detailed comparison and discussion of various health and safety policies related to COVID-19 issues. However, the system did not propose any system for COVID-19 like diseases (23). Farman and team have presented a geofencing based real-time tracking system for COVID-19 patients. However, the presented system did not discuss any scanning mechanisms for the current pandemic situations. However, the system was not designed for the disinfection of healthy patients (24). Lippi and fellow researchers have analyzed and discussed numerous bio-safety policies and precautions. However, the presented system did not discuss any scanning approaches for humans (25). Mahammedi et al. (26) have presented a novel solar power-based system to disinfect things such as mobile, key, wallet, and many more. However, the system did not possess the capability to perform any kind of scanning. Pandya et al. (27) have presented a novel face-detection system that can detect a human with fully or partially covered faces. However, the system did not possess the capability to detect face-masks. Ghayvat et al. (28) have presented a sensor-fusion based smart aging system to monitor the elderly well beings. However, the system did not facilitate the scanning of faces and body temperature of a human.



3. NECESSITY OF A SMART FACE MASK AND THERMAL SCANNING KIOSK

Recent fellow researchers have made efforts to implement a cost-effective pandemic tunnel to disinfect humans from COVID-19 like infections. In this study, an IoT based sensor fusion assistive tunnel has been presented, which can disinfect an individual from the possibility of coronavirus infections. The major contributions of the presented system are as follows: a deep learning and IoT based sensor fusion assistive framework has been proposed to do real-time detection of individuals with face-mask and without face-mask conditions. In the presented research work, a solar-powered smart tunnel has been presented, installed and deployed at the entrance of the Symbiosis institute of technology, Pune. The contributions of the proposed work are as follows:

1. The presented system can also detect an outsider who is entering the building with or without mask conditions using You Only Look Once 4 (YOLOv4) computer vision algorithm (29) and notifies the security control room by raising appropriate alarms.

2. The presented smart face-mask detection and thermal scanning kiosk can function using solar energy during the day, and it functions using a solar power bank at night time. This functionality has been provided by light-dependent resistor (LDR) sensing unit placed in a tunnel.

3. The smart tunnel also provides the facility to do real-time attendance of all the staff entering the smart tunnel, along with thermal scanning and face-mask detection.

4. In the end, web and mobile interface has been designed to provide daily, weekly and monthly reports of the recorded body temperatures of individuals, along with in-out timestamp values. The investigation results validate the performance evaluation of the presented smart face-mask and thermal scanning kiosk. The presented smart tunnel is embedded with an intelligent algorithm that can perform real-time thermal scanning of an individual and stores the essential information in a cloud platform, such as google firebase.



4. DESIGN AND EXPERIMENTAL SETUP

In the experimental setup, each sensor is placed in different positions in the house, with a single ESP8266 attached to it, where the basic data processing takes place. ESP8266 comes with a Wi-Fi module attached to it, using which the processed data is then transferred logged into the Raspberry Pi B+ server. To avoid data duplication of erroneous data, pre-processing of sensor data is done at the ESP8266 level, thus ensuring that Raspberry pi is only used as the local server where clean data is stored in the whole setup. Logged Data is periodically sent to the Cloud storage to ensure backup of data is kept in case of any system failure, along with the logs of whole systems working, which can also be later on utilized for systems debugging. The presented smart tunnel is an extended version of the smart epidemic tunnel, which had facilitated the ultrasonic sensor-based sanitizer system and timestamp-based notifications. In the presented research work, we have proposed a customized smart face-mask and thermal scanning kiosk equipped in a previously presented smart epidemic tunnel. The presented system is flexible enough to be placed outside public spots such as malls, university buildings, companies, bus-stop, hospital ICU units, vegetable markets, railway stations, and many more. Figures 1A–F represent a design and experimental setup used in the conducted experiments such as a Thermopylae sensor, a VGA camera, LDR sensing unit, Netson NVIDIA controller, a solar cell, and a solar power bank. Figure 2 represents a prototype design of the presented smart face mask and thermal scanning kiosk equipped in a smart epidemic tunnel.


[image: Figure 1]
FIGURE 1. Design and experimental setup of a smart epidemic tunnel (A) thermopile temperature sensor a Robocraze OV7670 (B) 300KP VGA Camera (C) an LDR sensing unit (D) a NVIDIA Jetson Nano (E) a solar cell (F) a solar power bank.
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FIGURE 2. Prototype design of a (A) smart epidemic tunnel (B) face-mask and thermal scanning Kiosk.




5. METHODOLOGY

Fellow researchers have made efforts to implement a cost-effective pandemic tunnel to disinfect humans from COVID-19 like infections. In this study, an IoT based sensor fusion assistive tunnel has been presented, which can disinfect an individual from the possibility of coronavirus infections. The major contributions of the presented PWP system are as follows: (i) a deep learning and IoT based sensor fusion assistive framework have been proposed to do real-time detection of individuals with face-mask and without face-mask conditions. In the presented research work, a solar-powered smart tunnel has been presented, installed, and deployed at the entrance of the Symbiosis institute of technology, Pune. (i) The presented system can also detect an outsider who is entering the building with or without mask conditions using YOLOv4 computer vision algorithm and notifies the security control room by raising appropriate alarms. (ii) The presented smart face-mask detection and thermal scanning kiosk can function using solar energy during the day, and it functions using a solar power bank at night. This functionality has been provided by an (LDR) sensing unit placed in a tunnel. (iii) The smart tunnel also provides the facility to do real-time attendance of all the staff entering the smart tunnel, along with thermal scanning and face-mask detection. (iv) In the end, web and mobile interface has been designed to provide daily, weekly, and monthly reports of the recorded body temperatures of individuals, along with in-out timestamp values. The investigation results validate the performance evaluation of the presented smart face-mask and thermal scanning kiosk. The presented smart tunnel is embedded with an intelligent algorithm that can perform real-time thermal scanning of an individual and stored the essential information in a cloud platform, such as google firebase. In the pandemic situation, a smart face-mask and thermal scanning kiosk have been presented, equipped in a smart epidemic tunnel. The presented research work is an extended version of the smart epidemic tunnel. In the presented research work, we have added certain novel features to enhance the presented system's performance. The presented deep learning and sensor-fusion based assistive technology (Smart Facemask and Thermal scanning kiosk) will protect the individual using auto face-mask detection and auto thermal scanning to detect the current body temperature. The presented smart tunnel is embedded with an intelligent algorithm that can perform real-time thermal scanning of an individual and stored the essential information in a cloud platform, such as google firebase. Furthermore, in the conducted experiments, the YOLOv4 computer vision algorithm has been applied to detect individuals with face-mask and without faced-mask conditions. Furthermore, the presented system also facilitates a variety of notifications such as an alarm if an individual is not wearing a mask and detects thermal temperature beyond the standard body temperature threshold such as 98.6°F (37°C). Furthermore, a solar power bank is also used for storing solar energy, which the proposed system will utilize at night. In the end, the investigation results validate the performance evaluation of the presented smart face-mask and thermal scanning kiosk.


5.1. The Layered Design of a Smart Face-Mask and Thermal Scanning Kiosk

Figure 3 represents an architectural design of the presented novel deep Learning and sensor-fusion-based approach for detecting a face mask and real-time body temperature for COVID-19 outbreak situations. The extended version of the presented has been placed at the Symbiosis Institute of Technology, Pune, which has been implemented for performing auto-face mask detection and thermal scanning of various Symbiosis stakeholders such as faculty members, students, and external visitors. The presented architectural design contains five layers: (i) physical (sensing) layer, (ii) communication and networking layer, (iii) cloud computing (google firebase storage) layer, (iv) data processing layer, and (v) application layer. The main purpose of the physical sensing layer is to detect the body temperature of individuals who are present in the projection areas of a VGA camera equipped in the presented thermal scanning kiosk. This sensing layer contains various sensing units such as the LDR sensing unit and a thermopile temperature sensor. Furthermore, this layer also contains an intelligent NVIDIA Netson controller, along with a solar cell and a solar power bank. A YOLOv4 computer vision algorithm has been installed in an NVIDIA Netson controller to detect humans with face masks and without face-mask conditions. In addition to this, this layer also facilitates a solar power backup using a solar cell during the day-time and a solar power bank during the night time. Again, in the day-time, the presented smart face-mask and thermal scanning kiosk start functioning using a solar cell.


[image: Figure 3]
FIGURE 3. An architectural design of a smart facemask and thermal scanning system prototype design of a facemask and thermal scanning Kiosk.



5.1.1. Sensing Layer

The main purpose of the physical sensing layer is to detect the body temperature of individuals present in the projection areas of a VGA camera equipped in the presented thermal scanning kiosk. This sensing layer contains various sensing units, such as the LDR sensing unit and a thermopile temperature sensor. Furthermore, this layer also contains an intelligent NVIDIA Netson controller, along with a solar cell and a solar power bank. A YOLOv4 computer vision algorithm has been installed in an NVIDIA Netson controller to detect humans with face masks and without face-mask conditions. In addition to this, this layer also facilitates a solar power backup using a solar cell during daytime and a solar power bank during nighttime. Again, in the daytime, the presented smart face-mask and thermal scanning kiosk start functioning using a solar cell.



5.1.2. Communication and Networking Layer

The networking and communication layer is responsible for interfacing and transmitting information between a physical(sensing) layer, cloud services layer, and an application layer using a broker architecture of an MQTT protocol. Furthermore, it transmits scanned body temperature values, timestamps, and the count of people wearing or not wearing a face mask on a google firebase platform. Figure 4 represents a back-end design of a smart epidemic tunnel.


[image: Figure 4]
FIGURE 4. A back-end design of a smart face-mask thermal scanning system.




5.1.3. Communication and Networking Layer

The networking and communication layer is responsible for interfacing and transmitting information between a physical(sensing) layer, cloud services layer, and an application layer using a broker architecture of an MQTT protocol. Furthermore, it transmits scanned body temperature values, timestamps, and the count of people wearing or not wearing a face mask on a google firebase platform. Figure 4 represents a back-end design of a smart epidemic tunnel.



5.1.4. Cloud Computing (Google Firebase) Layer

The cloud computing layer facilitates the storage of the temperature values of individuals scanned using a thermal sensing unit with timestamp values and the count of people with face-mask and without face-mask variations. Furthermore, it keeps track of various individuals who have accessed the smart face-mask and thermal scanning kiosk during the day or night timings. In the conducted experiments, the Google Firebase cloud computing platform has been used for storage purposes.



5.1.5. Processing Layer

The processing layer fetches the temperature and face-mask related values from the Google Firebase database via MQTT broker architecture. This layer performs two essential operations: (i) the processing layer detects the body temperature of individuals using a thermal sensor placed in a smart thermal scanning kiosk (ii) it also facilitates two essential bifurcation of the people who are wearing or not wearing face-masks using a YOLOv4 computer vision algorithm deployed in an NVIDIA Netson controller. Eventually, the processed information will be passed on to the application layer for generating various reports.



5.1.6. Application Layer

The application layer received organized information from the processing layer and represented it in various graphical and tabular representations. Furthermore, the application layer also consists of the web and mobile interface, which provides daily, weekly, and monthly updates such as timestamp-based temperature detection reports, the count of people wearing or not wearing face-masks, and the number of individuals who have access to the presented face-mask and thermal scanning kiosk during the day and night timings.





6. THE DETAIL WORKING OF THE FACE-MASK AND THERMAL SCANNING KIOSK

As shown in Figure 5, the presented smart system performs two key operations during this phase: (i) it also facilitates the bifurcation of the people based on a variety of face mask conditions such as with and without face mask conditions using a YOLOv4 computer vision algorithm deployed in an NVIDIA Netson controller. (ii) The presented smart system can detect the body temperature of individuals present in the projection areas of a Robocraze OV7670 300KP VGA camera using a thermopile temperature sensing unit.


[image: Figure 5]
FIGURE 5. A topology design of a smart facemask and thermal scanning system.



6.1. The Detailed Working of the Face-Mask Detection Methodology

The face-mask detection feature becomes active when an individual comes into the projection area of a VGA camera, as shown in Figure 6. In the conducted experiments, we have used a customized dataset of 1,000 face samples. After an individual is detected by a VGA camera placed in a smart kiosk, a YOLOv4 computer vision algorithm deployed in an NVIDIA Netson controller process the captured frame; during this phase, a YOLOv4 algorithm makes the use of cross-stage partial connection and separates the feature maps in two different parts: (i) the first part of the feature map bypasses the dense block and directly moves toward the transition block. (ii) The second part went through the dense block and reached the transition block. This kind of design increases the efficiency of the YOLOv4 algorithm by reducing the complexity of the presented approach. In addition to this, the YOLOV4 algorithm also utilizes cross-stage-partial connections with CSPDarknet-53 feature extraction methodology, which enables the presented algorithm to achieve very high objection detection accuracy. Figure 7 represents a YOLOv4 methodology, and Figure 8 represents a detailed workflow of the presented smart face-detection and thermal scanning kiosk. As shown in Figure 8, after an individual is detected by a VGA camera placed in a smart kiosk using a YOLOv4 computer vision algorithm, it will process the captured frame of an individual to identify whether the captured individual is wearing a face-mask to protect against COVID-19 or not. Then, the algorithm will transmit the processed information to the Google Firebase and generate various timestamp-based daily, weekly, and monthly reports in both scenarios.


[image: Figure 6]
FIGURE 6. A prototype design of a face-mask detection system using a VGA camera and YOLOv4 deep learning methodology.



[image: Figure 7]
FIGURE 7. A detailed workflow of a smart face-mask and thermal scanning kiosk.



[image: Figure 8]
FIGURE 8. An implementation snapshot of a YOLOv4 deep learning algorithm.




6.2. The Detailed Working of the Thermal-Scanning Methodology

The thermal scanning feature of a presented smart kiosk starts functioning when an individual is detected in the projection area of a VGA camera. Once an individual is detected, the presented system will scan their body temperature using a thermal sensor and compare it with the standard body temperature threshold such as 98.6°F (37°C). If the presented kiosk records body temperature of an individual beyond the prescribed limits, it will immediately notify the security control room for further action. Otherwise, timestamp-based records of scanned body temperatures will be stored in Google Firebase for further analysis in both scenarios. The YOLOV4 methodology is divided into two parts: (i) the first part bypasses the dense block and directly moves toward the transition block. (ii) The second part goes through the dense block and reaches the transition block. This kind of design increases the efficiency of the YOLOv4 algorithm by reducing the complexity of the presented approach. In addition to this, the YOLOV4 algorithm also utilizes cross-stage-partial connections with CSPDarknet-53 feature extraction methodology, which enables the presented algorithm to achieve very high objection detection accuracy. Figure 7 represents a YOLOv4 methodology, and Figure 8 represents a detailed workflow of the presented smart face-detection and thermal scanning kiosk.




7. RESULTS AND DISCUSSIONS

In this section, a detailed discussion of the obtained results of the presented smart face-mask and thermal scanning kiosk for two different approaches (i) the YOLOv4 based face-mask detection methodology (ii) thermopile temperature sensor VGA camera-based body temperature detection methodology.


7.1. Results Discussion of the YOLOv4 Based Face-Mask Detection Methodology

Figure 9 represents training and testing snapshots of the presented YOLOv4 deep learning methodology. A customized dataset of 1,000 face images was used in the conducted experiments and trained using the YOLOv4 methodology. As described in section 5.2.1, in the conducted experiments, we have used CSPDarknet-53 feature extraction methodology along with the presented YOLOv4 deep learning approach. As shown in Figure 9, we have modified the presented YOLOv4 algorithm to achieve high accuracy in detecting individuals with and without face-mask conditions. Based on the conducted experiments, the presented YOLOV4 methodology has recorded face-mask detection training and testing accuracy of 97.17 and 96.12%, as shown in Figure 10. As shown in Figure 11, based on the conducted experiments, the presented YOLOv4 deep learning algorithm has recorded very minimal training and testing loss, around 1.83 and 2.88%, respectively. Figure 12 depicts face-mask detection samples detected using the YOLOv4 algorithm.


[image: Figure 9]
FIGURE 9. A comparison of a YOLOv4 training and testing accuracy metrics (A) training accuracy (B) testing accuracy.



[image: Figure 10]
FIGURE 10. A comparison of a YOLOv4 training and testing accuracy metrics (A) training loss (B) testing loss.



[image: Figure 11]
FIGURE 11. A testing sample of YOLOv4 face-mask detection.



[image: Figure 12]
FIGURE 12. Real-time thermal scanning results of more than 800 individuals.




7.2. Results Discussion of the Thermal Scanning Based Body Temperature Detection Methodology

In the conducted experiments, we have performed real-time testing of more than 800 individuals to validate the performance of the presented body temperature detection methodology. The presented methodology has utilized a Robocraze OV7670 300KP VGA camera and thermopile temperature sensor to identify individuals exceeding the prescribed standard threshold such as 98.6°F (37°C). Figure 13 represents the real-time thermal scanning results of more than 800 individuals concerning the recorded body temperature. Furthermore, it also depicts the graphical representation of the number of individuals who a VGA camera has captured from various angles. The presented thermal scanning mechanism has recorded a validation accuracy of 92.01% thermal scanning kiosk. Furthermore, the presented interfaces present the daily, weekly, and monthly reports of the counts of individuals, along with in-out timestamps fetched from the google firebase cloud computing platform. Furthermore, it also keeps track of the consumed power and also provides information on power usage reports.


[image: Figure 13]
FIGURE 13. The web and mobile interface of a smart face-mask and thermal scanning kiosk.




7.3. The Web and Mobile Interface of a Smart Face-Mask and Thermal Scanning Kiosk

Figure 13 represents a GUI-based web and mobile interface design of the presented smart face-mask and thermal scanning kiosk. The presented interfaces present the daily, weekly, and monthly reports of the counts of individuals, along with in-out timestamps fetched from the google firebase cloud computing platform. Furthermore, it also keeps track of the consumed power and also provides information on power usage reports.




8. CONCLUSION AND FUTURE ENHANCEMENTS

This study presents a deep learning and sensor-fusion-based assistive technology (Smart Facemask and Thermal scanning kiosk) to detect individuals with and without mask conditions. The presented research work is an extended version of the smart epidemic tunnel presented previously. In the undertaken study, the presented smart face-mask and thermal scanning kiosk have facilitated two essential tasks (i) the bifurcation of the people based on a variety of face mask conditions such as with and without face mask conditions using a YOLOv4 computer vision algorithm deployed in an NVIDIA Netson controller. In addition, (ii) it can also detect the body temperature of individuals present in the projection areas of a Robocraze OV7670 300KP VGA camera using a Thermopylae temperature sensing unit. The investigation results validate the performance evaluation of the presented smart face-mask and thermal scanning mechanism. The major findings of this study are as follows: (i) The presented system can detect an outsider who is entering the building with or without mask conditions and notifies the security control room by raising appropriate alarms. (ii) The presented smart face-mask detection and thermal scanning kiosk can function using solar energy during the day, and it functions using a solar power bank at night. This functionality has been provided by an LDR sensing unit placed in a tunnel. (iii) The presented smart kiosk also provides the facility to do real-time timestamp-based attendance of all the staff entering the smart tunnel, along with thermal scanning of the body temperature and face-mask detection. Based on the experiments, the presented YOLOV4 methodology recorded face-mask detection training and testing accuracy of 97.17 and 96.12%. Furthermore, the presented thermal scanning mechanism has recorded a validation accuracy of 92.01%. (iv) In the end, web and mobile interface has been designed to provide daily, weekly, and monthly reports of the recorded body temperatures of individuals, along with in-out timestamp values. In the future, the proposed research work can be extended with various scenarios, such as obscured faces, half, or fully obscured human faces with plastic, leather, or any other materials.
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Cancer is a major public health issue in the modern world. Breast cancer is a type of cancer that starts in the breast and spreads to other parts of the body. One of the most common types of cancer that kill women is breast cancer. When cells become uncontrollably large, cancer develops. There are various types of breast cancer. The proposed model discussed benign and malignant breast cancer. In computer-aided diagnosis systems, the identification and classification of breast cancer using histopathology and ultrasound images are critical steps. Investigators have demonstrated the ability to automate the initial level identification and classification of the tumor throughout the last few decades. Breast cancer can be detected early, allowing patients to obtain proper therapy and thereby increase their chances of survival. Deep learning (DL), machine learning (ML), and transfer learning (TL) techniques are used to solve many medical issues. There are several scientific studies in the previous literature on the categorization and identification of cancer tumors using various types of models but with some limitations. However, research is hampered by the lack of a dataset. The proposed methodology is created to help with the automatic identification and diagnosis of breast cancer. Our main contribution is that the proposed model used the transfer learning technique on three datasets, A, B, C, and A2, A2 is the dataset A with two classes. In this study, ultrasound images and histopathology images are used. The model used in this work is a customized CNN-AlexNet, which was trained according to the requirements of the datasets. This is also one of the contributions of this work. The results have shown that the proposed system empowered with transfer learning achieved the highest accuracy than the existing models on datasets A, B, C, and A2.

Keywords: breast cancer (BC), deep learning (DL), learning rate (LR), machine learning (ML), transfer learning (TL), convolutional neural network (CNN)


INTRODUCTION

Medical imaging is a valuable tool for detecting the existence of various medical diseases and analyzing investigational outcomes. The use of biomedical imaging in cancer treatment is crucial. Cancer is a major public health issue in the modern world. According to the World Health Organization (WHO), cancer in 2018 caused 9.6 million deaths, and a probable 10 million deaths were caused by cancer in 2020 (1). Cancer tumors are caused by the uncontrollable growth of cells in the breast. One of the most frequent malignancies in women is breast cancer. BC is estimated to attack more than 8% of women at some point in their life. BC can start in any part of the breast. The majority of BC begins in the lobules or ducts. However, BC can be detected early, allowing patients to obtain proper therapy and so increase their chances of survival.

Imaging technologies such as magnetic resonance imaging (MRI), diagnostic mammography (2) (X-rays), thermography, and ultrasound (sonography) can help analyze and identify breast cancer (3). Ultrasound images are used in this proposed study. Breast cancer is classified as benign and malignant. Benign tumor cells only grow in the breast and do not split throughout the other cells. A malignant tumor is made up of cancerous cells that have the ability to expand uncontrollably, spread to other areas of the body, and infect other tissues. Because cancer cells vary in size, shape, and location, automatically detecting and localizing cancer cells in BC images are a huge difficulty. Machine learning (ML) (4) approaches have found widespread use in a variety of domains, including educational prediction, pattern recognition, image editing, feature reduction, defect diagnosis, face identification, micro-expression recognition, NLP, and medical diagnosis. Its greatest potential has been discovered in the diagnosis of breast cancer (5).

Many researchers have proposed numerous strategies for the automatic classification of cells in breast cancer detection in recent decades (6). By identifying nucleus traits, cancerous cells of breast cancer can be classified as benign and malignant. However, the system's efficiency and accuracy decrease as a result of the complexity of typical machine learning procedures such as pre-processing, segmentation, feature extraction, and others. Traditional ML problems can be solved using the recently developed DL technique. With exceptional feature representation, this technique can perform picture classification and object localization challenges. The transfer learning approach used a natural-image dataset such as ImageNet and then applied a fine-tuning technique to solve this problem. The main benefit of transfer learning is that it improves classification accuracy and speeds up the training process.

First, network parameters were pre-trained using the data and used in the required domain, and then the system restrictions were changed for improved performance. This study used a model for the classification and detection using TL. The proposed model has two components. The first component is training, and the second component is testing. BC classification can be done using a CNN pre-trained such as the ResNet50, VGG 16, VGG 19, and Inception V2 Res Net. In this work, we have done the job of BC classification and detection by using the AlexNet model. AlexNet is a powerful model that can achieve high accuracies on even the most difficult datasets. AlexNet is a leading architecture for any object identification task and classification, and it has a wide range of applications in the artificial intelligence field of computer vision. Some previous studies used the AlexNet, but in this work, we used a customized AlexNet model which has not been used before in previous studies. In the customized AlexNet, the first and last three layers of the architecture are modified, and newly modified layers are the image input layer, fully connected layer, classification layer, and softmax layer, although the remaining layers remain fixed. The customized model has all of the features for image processing that it learned during the process of training. The main goal of this project was to detect and classify breast cancer, reduce training time, increase accuracy, and enhance classification performance.

There are many previous studies on breast tumors using various types of models, but with some limitations, breast cancer has limited studies due to the lack of publicly available benchmark datasets. This proposed system worked on three datasets A, B, C, and A2, A2 is dataset A with two classes with a total number of 10,336 images, which is a good dataset. This study is the first to compare three common datasets and suggest the use of customized transfer learning algorithms for breast cancer classification and detection on multiple datasets. By using the customized AlexNet, we achieved the optimum accuracy. This work used ultrasound images and histopathology images, the sample images of ultrasounds are shown in Figure 1, and the sample images of histopathology are shown in Figure 2.


[image: Figure 1]
FIGURE 1. Ultrasound image samples: (A) benign, (B) malignant, and (C) normal.



[image: Figure 2]
FIGURE 2. Histopathology image samples: (A) benign and (B) malignant.


This study is divided into five sections. Section 2 is the literature review, section 3 is the proposed system model, section 4 is the simulation and results, and section 5 is the conclusion of this work.



LITERATURE REVIEW

Diagnosis of BC disease is a challenge for researchers. To solve this problem of breast cancer, various models and techniques such as ML, DL, and TL are used. Researchers used datasets based on mammography (X-rays), magnetic resonance imaging (MRI), ultrasound (sonography), and thermography to diagnose breast cancer disease.

Fractal dimension (FD) is the best indicator of ruggedness for regular elements, according to their findings. Breast lumps are uneven and can vary from malignant to benign; as a result, the breast is one of the best places to apply fractal geometry. The support vector machine, on the other side, is a new categorization technique. They (2) employed two techniques, FA: SVM and Box Count Method (BCM) in distinct operations that produced good results in respective sectors. The BCM is used to extract features. The retrieved feature “FD” assesses the difficulty of the 42-image input dataset. The generated FD is then processed using the SVM classifier which is used to classify malignant and benign cells. Their highest accuracy is 98.13%.

Breast cancer is a major disease among women between the ages of 59 and 69. They (4) also showed that finding tiny tumors early improves predictions and reduces death rates significantly. Mammography is a useful screening diagnostic method. However, due to tiny changes in tissue densities within mammography pictures, mammography interpretation is challenging. This is particularly true for solid tissues of the breast, and according to this study, screening is more appropriate in greasy breast tissue than in solid breast tissue. Their research focuses on BC detection, as well as danger issues and breast cancer assessments. Their research also focuses on the early diagnosis of BC using 3D MRI mammographic technologies and the classification of mammography pictures using ML.

Their research (5) proposes a heterogeneous efficient machine learning strategy for the early detection of breast cancer. The suggested method follows the CRISP-DM process and employs a stack to construct the collaborative model, which involves three algorithms: KNN, SVM, and decision tree. This meta-classifier's performance is compared to the separate presentations of DT, SVM, and KNN and other particular classifiers NB, SGD, LR, ANN, and a homogeneous collaborative model of (KNN, SVM, DT) and (RF). Using chi-square, the top five characteristics such as glucose, resist in, HOMA, insulin, and BMI are calculated. At K = 20, the proposed collaborative model has the best accurateness of 78% and the smallest log loss of 0.56, denying the null hypothesis. The one-tailed t-test, which delivers a lesser consequence at ∞ = 0.05, yields a P-value of 0.014.

In this paper (7), they tested the presentation of using conveyed features from a pre-trained model on a dataset of 1,125 breast ultrasound cases. Their dataset is composed of 2,392 regions of interest (ROIs). Each ROI was marked up as cystic, malignant, or benign. Using a convolutional neural network (CNN) (6) from each ROI, features were taken out and used to train (SVM) classifiers. For comparison, classifiers were also trained before retrieving tumor features. CNN-extracted feature-trained classifiers were pretty similar to human-designed feature-trained classifiers. The SVM (8) which was trained on both human-designed features and CNN-extracted features had a 90% accuracy rate in the classification task. The accuracy of the SVM trained on CNN features was 88%, compared to 85% for the SVM trained on features that are human-designed in the task of determining malignant or benign. Deep learning (DL) methods currently in use rely on large datasets. It is worth noting that the study's dataset is not available to the general public.

In this work (8), they look at the potential uses of machine learning for brain problems. They show why machine learning is generating so much interest among researchers and clinicians in the field of brain disorders (9) by highlighting three main applications: predicting sickness onset, assisting with diagnosis, and predicting longitudinal outcomes. They explore the hurdles that must be solved for a successful translational implementation of machine learning in routine psychiatric and neurologic care after exhibiting various applications.

This paper (10) used two datasets of breast ultrasound from two different systems. The first set of data is called breast ultrasound images (BUSI). There is a total of 780 photographs in the BUSI dataset (normal 133, malignant 210, and 437 benign). B dataset has 163 pictures (110 benign and 53 malignant). They used a generative adversarial network (GAN) technology for data augmentation. Researchers can access their BUSI dataset for free. In addition, DL algorithms are applied in this study for breast ultrasound classification. They compare the performance of two alternative methods: a CNN-AlexNet approach and a transfer learning technique with and without augmenting. Their network is trained with a 0.0001 learning rate and 60 epochs. They achieved the accuracies of 94% on BUSI data, 92% on dataset B, and 99% on augmentation.

In this paper (11), they introduce a publicly available collection of 7,909 breast cancer histopathology images. Both benign and malignant images are included in the dataset. The aim connected with this dataset is to automatically classify these photographs into two categories which would be a useful computer-aided diagnosis tool for the clinician. The accuracy ranges from 80 to 85% indicating that there is still space for improvement. In their work to evaluate the feature collection, they used multi-classifiers KNN, SVM, quadratic linear analysis, and RF.

The use of DL techniques for breast ultrasound lesion identification is proposed in this study (12), and three alternative methods are investigated: patch-based Le Net, transfer learning (13), and U-Net approach with the AlexNet model. Two conventional ultrasound picture datasets were obtained, and two separate ultrasound devices are compared and contrasted in this study. Dataset A contains 306 photographs (246 benign and 60 malignant), while dataset B has a total of 163 images (110 benign and 53 malignant). They employed grayscale ultrasound pictures that were divided into 28 × 28 patches. RMS Propagation with LR of 0.01 and 60 epochs is used to train the network. They used the AlexNet model to attain a maximum accuracy which is 91% for dataset A and 89% for dataset B.

Based on two methodologies cross-validation and 80–20, a DL model based on the TL methodology is built in this study (14) to proficiently help in the automatic identification and identification of the breast cancer suspicious area. Deep learning architectures are designed to solve certain problems. Transfer learning applies what one has learned while working on one problem to another. They used six evaluation metrics to assess the proposed model's performance. To train this model, they used a learning rate of 0.01 and 60 epochs. Transfer learning is effective in detecting breast cancer by categorizing mammogram images of the breast with general accuracy, sensitivity, specificity, precision, F-score, and accuracy of 98.96, 97.83, 99.13, 97.35, 97.6.%, and 95%, respectively.

They (15) investigate a quantitative solution to a machine learning problem in this paper. They used transfer learning to train a set of hybrid traditional neural networks based on Azevedo et al. (15) work. Their mission was to tackle BCDR's difficulty in identifying full-image mammograms as malignant or benign. Data collected in this study were used throughout our research to illustrate the regions of the mammograms that the networks were targeting while measuring various performance indicators. They also indicate that some designs perform much better than others depending on the task. According to their findings, the greatest accuracy is 84%.

They (16) demonstrate in their study that the early detection and classification of breast cancer are critical in assisting patients in taking appropriate action. Mammography images, on the contrary, have low sensitivity and efficiency for identifying breast cancer. Furthermore, MRI has a higher sensitivity for detecting breast cancer than mammography. A novel Back Propagation Boosting Recurrent Widening Model (BPBRW) with a Hybrid Krill Herd African Buffalo Optimization (HKH-ABO) method is created in this study to diagnose breast cancer at an earlier stage utilizing breast MRI data. The system is initially trained using MRI breast pictures. Furthermore, the proposed BPBRW with HKH-ABO mechanism distinguishes between benign and malignant breast cancer tumors. Additionally, Python is used to simulate this model. They demonstrate that their model has a 99.6% accuracy rate.

They (17) constructed four distinct predictive models and offered data exploratory techniques (DET) to increase breast cancer detection accuracy in this study. Prior to the models, researchers dug deep into four-layered critical DET, such as feature distribution, correlation, removal, and hyperparameter optimization, to find the most robust feature categorization into malignant and benign classifications. On the WDBC and BCCD datasets, the proposed approaches and classifiers were tested. To evaluate each classifier's efficiency and training time, standard performance metrics such as confusion matrices and K-fold approaches were used. With DET, the models' diagnostic capacity improved, on polynomial SVM achieving 99.3% accuracy, LR 98.06, KNN 97.35, and EC 97.61% accurateness with the WDBC database.

Their (18) goal was to create a hierarchical breast cancer system model that would improve detection accuracy and reduce breast cancer misdiagnosis. To categorize breast cancer tumors and compare their performances, the dataset was subjected to ANN and SVM. The SVM utilizing radial features produced the best accuracy of classification of 91.6%, whereas the ANN obtained 76.6%. As a result, SVM was used to conclude about the importance of breast screening. The second stage involved applying transfer learning to train AlexNet, InceptionV3, and ResNet101. AlexNet scored 81.16%, ResNet101 scored 85.51%, and InceptionV3 scored 91.3 %, according to the data.

They (19) present a framework based on the notion of transfer learning in their research. In addition, a variety of augmentation procedures, including multiple rotation combinations, scale, and shifting, were implemented to prevent a fitting problem and create consistent outcomes by expanding the number of screened mammography pictures. Their proposed solution was tested on the Screening mammography Image Analysis Society (MIAS) database and achieved an accuracy of 89.5% using ResNet50 and 70% utilizing the NASNet-Mobile network. Pre-trained categorization networks are much more efficient and effective, making them more suitable for diagnostic imaging, especially for short training datasets, according to their suggested system.

They (20) used machine learning-based algorithms to help the radiologist read mammography pictures and classify the tumor in an acceptable amount of time in this study. They extracted a number of features from the mammogram's region of interest, which the physician manually labeled. To train and create the suggested structural classification models, these properties are added to a classification engine. They tested the suggested system's accuracy using a dataset that had never been encountered before in the model. As a result, this research discovered that a variety of circumstances can affect the results, which they ignored after investigating. After merging the selection of features optimization approaches, this study advises employing the optimized SVM or Nave Bayes, which provided 100% accuracy.

Their (21) research focuses on employing TL with fine-tuning and on training the CNN with areas derived from the IN breast and MIAS datasets to apply, evaluate, and compare architectures such as AlexNet, Google Net, Vgg19, and Resnet50 to classify breast lesions. They looked at 14 classifiers, each of which corresponded to benign or malignant microcalcifications and masses, as several previous studies have done. With the CNN, they obtained the best results. With an AUC of 99.29%, an F1 score of 91.92%, accuracy of 91.92%, precision of 92.15%, sensitivity of 91.70%, and specificity of 97.66% on a balanced database, Google Net is the better model in a Cad model for breast cancer.

The effectiveness of BC categorization for malignant and benign tumors was evaluated utilizing several machine learning algorithms (k-NN, RF, and SVM) and aggregation methods to calculate the prediction of BC survival by applying 10-fold cross-validation. Their research (22) used a dataset from WDBC that included 23 selected variables evaluated by 569 people, of whom 212 had malignant tumors and 357 had benign tumors. The analysis was done to look at the characteristics of the tumors using the mean, worst values, and standard error. There are 10 properties for each feature. According to the results, AdaBoost has the maximum accuracy for 30 features (98.95%), 10 mean features (98.07%), and 10 worst features (98.77%) with the lowest error rate. To obtain the best accuracy rate, their recommended approaches are categorized using 2-, 3-, and 5-fold cross-validation. When all approaches were compared, AdaBoost ensemble methods had the highest accuracy, with 98.77% for 10-fold cross-validation and 98.41 and 98.24% for 2- and 3-fold cross-validation, respectively. Nonetheless, 5-fold cross-validation revealed that SVM generated the highest accuracy rate of 98.60% with the least error rate.

Breast cancer affects a large number of people all around the world. Mammography is a key advancement in breast cancer detection. It is difficult for doctors to recognize due to its intricate structure. Their (23) research suggests using a CNN to detect cancer cells early. By separating malignant and benign mammography pictures, detection and accuracy can be greatly improved. The Break His ×400 database comes from Kaggle, and the architectures NASNet-Large, DenseNet-201, Big Transfer (M-r101x1x1), and Inception ResNet-V3 perform admirably. M-r101x1x1 has a maximum accuracy of 90% among them. The most important goal of their research is to use selected neural networks to accurately classify breast cancer. This research could help to enhance the systematic diagnosis of early-stage breast cancer.

Despite the fact that there are several scientific studies on the categorization and identification of cancer tumors using various types of models but with some limitations. Breast cancer has limited studies due to the lack of publicly available benchmark datasets. In their work (14), they have used multiple methods such as ResNet50, inception V3, Inception V2 Res Net VGG 19, and VGG 16 but their dataset is too small and they just work on one single dataset and their maximum accuracy is 98.96. In this work (10), they used two different datasets using transfer learning. Datasets are good, but their maximum accuracy is 94% on the BUSI dataset and 92% on dataset B. In this work (12), they also used two different datasets by using CNN multiple models, and they achieved a maximum accuracy with AlexNet, 91% on dataset A and 89% on dataset B. In their work (11), they used a good and large dataset but they also achieved a maximum accuracy is 80–85%. Table 1 shows the comparison of previous studies in terms of accuracy and limitations. Previous studies (4, 5, 7, 10–12, 14) have some limitations like less number of images in the dataset, less accuracy, hand-crafted features required, lack of diverse datasets, no publically available dataset, and an imbalanced number of images in datasets.


Table 1. Comparison and limitations of previous studies.

[image: Table 1]

The following are the primary contributions of this work:.

• This work used three different datasets of breast cancer and compare their results on the same model.

• Improving the accuracy of classification and detection by customizing the model AlexNet.

• Model proposed achieved the maximum accuracy results using transfer learning approaches.



PROPOSED MODEL

In order to assess and identify diseases in medical images, machine learning techniques were applied. Many ML (24) and DL (25) approaches have been widely employed in medical image processing in recent years to detect and evaluate items in medical images. The use of DL techniques to detect breast cancer at an early stage aids medical practitioners in determining its therapy. Breast cancer has been diagnosed early using a variety of DL and transfer learning approaches. DL methods are useful tools for detecting the disease early. Figure 3 shows the application-level representation of the suggested system model.


[image: Figure 3]
FIGURE 3. Application level of the proposed system.


As we know that in deep learning, few steps are very important: first is data acquisition, data pre-processing, and then the training of the datasets. As we know that if the data are image-based, then the deep learning methods give more accurate results as compared to the machine learning, which is the reason we used deep learning-based solution. There are various kinds of deep learning models like CNN and KNN, as we know that computational resources are also required to compute such kinds of problems like processing power. In further deep learning if we have less computational resources like this one, then we used transfer learning instead of the other deep learning models that is why here we used transfer learning to save the computing power resource optimization. In transfer learning, we used a pre-trained model AlexNet, and we customized this model according to our problem which saves computing power. After that, we stored it in the cloud so that we can use this pre-trained model.

The detailed proposed system model is shown in Figure 4. The projected method for breast cancer identification and classifications contains two major components. The first component is pre-processing and training, and the second is testing. Based on deep learning techniques, the proposed system model accepts images to help in the classification and early detection of diseases in various stages. Previous research and the Kaggle repository were used to collect the training data, which consisted of ultrasound and histopathology images and the data were collected in raw form. The raw data were handled by the pre-processing layer, which converted the images according to the requirement of the model which is 227*227 for AlexNet and customized the pre-trained model AlexNet for transfer learning.


[image: Figure 4]
FIGURE 4. Proposed system model of BC identification and detection.


The second layer is training, and for training, this study used pre-processed images of the training layer [227*227] and import the customized trained model. The model must be retrained if the learning conditions are not met; otherwise, the trained model is saved in the cloud. The intelligent trained model detects and classifies breast cancer into three categories: benign, malignant, and normal. If the patient is normal, no need to visit the doctor, and if the patient is having symptoms of benign or malignant system, refer her to the doctor for the treatment of BC. Table 2 shows the pseudocode of the proposed algorithm.


Table 2. Pseudocode of the proposed model.

[image: Table 2]


Dataset

In general, a dataset should be provided to construct a healthcare system employing deep learning. Three separate datasets of breast images are used in this investigation. This study referred to datasets as datasets A, B, and C. Dataset A is collected from (10, 26), dataset B is collected from (11, 27), and dataset C is collected from (28). Dataset A includes medical images of breast cancer obtained by an ultrasound scan. The images in this dataset A are divided into three categories: normal, benign, and malignant. Dataset B contains histopathology pictures of malignant and benign breast cancers, and images were taken as part of a clinical investigation. Dataset C images are also histopathology images. Dataset C is divided into two categories: malignant and benign. We also used dataset A with two classes, benign and malignant, and called it as dataset A2. The number of images in all datasets is shown in Table 3.


Table 3. Dataset parameters.
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After data collection, pre-processing of images is done. This pre-processing is critical for removing the limitations of abnormality observation and dimension of images according to the AlexNet model. The quality of the images can be increased, and the results can become more precise. Splitting is an important part of a model for training and testing. This proposed model is done by splitting datasets randomly into 80% for the training set and 20% for testing.



Transfer Learning

Transfer learning is a technique that involves training a CNN model to learn features for a wide range of domains. The proposed TL method is based on AlexNet. The images of the breasts are in grayscale. To make model training easier, pre-processing actions like resizing images into 227*227 were taken. This study divided the dataset into training and testing groups randomly, so the models were able to identify significant elements in each image and get a perfect score on the test set. The AlexNet model was used to train all datasets (A, B, and C). The model that has been trained is kept and reused.

This proposed methodology customized the AlexNet model. AlexNet is an eight-layer network with learnable parameters in which three are fully connected layers and five are convolutional layers with max pooling. ReLU is a non-linear initiation function that exists in each layer. Images from the pre-processed layer are read by the network's input layer. The fully connected layers learn disease features to categorize images into specific classes. Early convolutional layers extract common features from pictures by using filters such as detection of edges and preserving the spatial connection between pixels, but later convolutional layers using filters extract general features from images such as detection of edges.

This CNN (29) network was modified to our needs, and the pre-processed images were then loaded into the proposed AlexNet transfer learning model (30). According to the problem, the first and last three layers of the architecture are modified and newly modified layers are the image input layer, fully connected layer, softmax layer, and classification layer, although the remaining layers remain fixed. This customized network is used for TL. The first layer will set the dimension into 227*227, and the last three layers are set up according to the labels of the output class and they can categorize the images into their respective groups. The output's size, which is divided into numerous types, is the input parameter for fully connected layers. The fully connected layer in the proposed model will connect three classes: benign, malignant, and normal. Softmax layers are used to apply softmax functions to the input. A fully connected layer learns the class's precise features to differentiate across classes. So, fully connected layers are altered according to dataset classes. To identify images in distinct class labels, this projected network is trained on breast cancer labels of multi-class.

Learning rate and number of epochs are two of the parameters that can be used as training options. The learning rate and epochs are used to train the network. The training was done on various epochs such as 10, 30, and 50, and it was discovered that the ideal epoch was 50, with a learning rate of 0.0008. For training, the stochastic gradient descent with momentum (SGDM) technique of optimization is used. Newly edited layers use these training settings for the breast cancer dataset. The CNN layers are accountable for extracting the general features of images and then for the classification and identification of new datasets by reusing these learning parameters. Models that have been customized and trained are placed on clouds and can be reused. Pre-processed images are passed to the customized model AlexNet during the validation stage. The customized model has all of the features for image processing that it learned during the process of training, so it assesses the images and classifies them into normal, benign, and malignant diseases. After the classification and detection of breast cancer if the patient is normal, no need to visit a doctor, and if the patient has symptoms of disease, then refer to a doctor.




SIMULATION AND RESULTS

Breast cancer is caused by the uncontrollable growth of cells in the breast. One of the most frequent malignancies in women is breast cancer. BC is estimated to attack more than 8% of women at some point in their life. However, BC can be detected early, allowing patients to obtain proper therapy and so increase their chances of survival. There are many previous studies on breast tumors using various types of models, but with some limitations, breast cancer has limited studies due to the lack of publicly available benchmark datasets. In this study, we worked on three datasets (A, B, C, and A2, A2 is dataset A with two classes) with a total number of 10,336 images which is a good dataset. This study is the first to compare three common datasets and suggests the use of customized transfer learning algorithm AlexNet for breast classification and detection on multiple datasets. Table 14 shows that previous studies do not give accurate results that is why we need a better solution to diagnose breast cancer with more accuracy. Some previous studies used AlexNet, but in this work, we used customized AlexNet model that is not used before in previous studies. The customized model has all of the features for image processing that it learned during the process of training. By using customized AlexNet, we achieved good results that are shown in this section of this study.

In this section, multiple tests were carried out to investigate the performance of this model on datasets A, B, and C. Benign, malignant, and normal were used to categorize the datasets. AlexNet (31) was used to create the proposed model for detecting and classifying breast cancer. The categorization and findings are done in MATLAB 2020a. Evaluation metrics are used to assess produced results. In the training phase, for training, 80% of the dataset is utilized while for testing 20% is used. Transfer learning is applied on AlexNet and compared in form of accuracy (Acc), sensitivity (Sen), specificity (Spe), false-negative ratio (FNR), Miss classification rate (MCR), false-positive ratio (FPR), true positive (TP), false positive (FP), true negative (TN), and false negative (FN) (24, 25). These assessment measures are used to quantify a predictive model's performance.

For binary classes of datasets A2, B, and C.
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The proposed system classifies datasets A, B, and C into two and three classes, namely benign, malignant, and normal. This work trained datasets on multiple epochs like 10, 30, and 50, and the best accuracy of the proposed model is 99.4% for dataset “A,” 96.7% for dataset B, 99.1% for dataset C, and 100% for dataset A2 on 50 epochs and 0.0008 learning rate. The model proposed for classification and identification of the BC provided improved accuracy as compared to the earlier work of dataset A (10), their accuracy was 94% of dataset B (11), their accuracy was 80% to 85% and no previous work on dataset C, and the proposed model also achieved 100% on dataset A with two classes (dataset A2).

The algorithm is trained on multiple parameters. Transfer learning-based parameters are utilized for training this model and to get the required output in the proposed system. On 10, 30, and 50 epochs to attain optimal accuracy and loss rate, this study trained the model multiple times. Table 4 shows the dataset A classes (benign, malignant, and normal accuracy, respectively, 98.9, 100, and 100% and miss rate, respectively, 1.1%, 0.0%, and 0.0%), dataset B classes (benign and malignant accuracy, respectively, 96.0 and 97.0% and miss rate, respectively, 4.0 and 3.0%), dataset C classes (benign and malignant accuracy, respectively, 99.1 and 99.1% and miss rate, respectively, 0.9 and 0.9%), and dataset A2 classes (benign and malignant accuracy, respectively, 100 and 100% and miss rate, respectively, 0.0 and 0.0%) on 50 epochs.


Table 4. Training model on 50 epochs class-wise.
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Table 5 shows the accuracy and miss rate of dataset “A” on 10, 30, and 50 epochs. Accuracy is 70.5%, miss rate is 29.5% on 10 epochs, accuracy is 96.8%, miss rate is 3.2% on 30 epochs, and accuracy is 96.8%, miss rate is 3.2% on 50 epochs. Table 6 shows the miss rate and accuracy of dataset B on 10, 30, and 50 epochs. Accuracy is 77.5%, miss rate is 22.5% on 10 epochs, accuracy is 95.6%, miss rate is 4.4% on 30 epochs, and accuracy is 96.7%, miss rate is 3.3% on 50 epochs. Table 7 shows the accuracy and miss rate of dataset C on 10, 30, and 50 epochs. Accuracy is 96.0%, miss rate is 4.0% on 10 epochs, accuracy is 97.3%, miss rate is 2.7% on 30 epochs, and accuracy is 99.1%, miss rate is 0.9% on 50 epochs. Table 8 shows the accuracy and miss rate of dataset A2 on 10, 30, and 50 epochs. Accuracy is 89.1%, miss rate is 10.9% on 10 epochs, accuracy is 96.1%, miss rate is 3.9% on 30 epochs, and accuracy is 100%, miss rate is 0.0% on 50 epochs.


Table 5. Training model on dataset A.
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Table 6. Training model on dataset B.
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Table 7. Training model on dataset C.

[image: Table 7]


Table 8. Training model on dataset A2.
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Figure 5 represents the proposed system's labeled pictures of BC according to the dataset “A” classes benign, malignant, and normal. Figure 6 represents according to the dataset B classes benign and malignant. Figure 7 represents according to the dataset C classes benign and malignant. Figure 8 represents according to the dataset A2 classes benign and malignant.


[image: Figure 5]
FIGURE 5. Image classification of dataset A.



[image: Figure 6]
FIGURE 6. Image classification of dataset B.



[image: Figure 7]
FIGURE 7. Image classification of dataset C.



[image: Figure 8]
FIGURE 8. Image classification of dataset A2.


Table 9 shows the confusion matrix of breast cancer classification dataset “A” on 50 epochs. The total number of photographs used for 50 epochs was 780 of dataset “A” with 624 images used for training and 156 images used for testing. A total of 86 images of benign were used for classification in which 86 were classified as benign, 42 images of malignant were used in the classification in which 42 were classified as malignant, and 28 images of normal were used in the classification in which 27 were classified as benign and 1 as benign.


Table 9. Confusion matrix of dataset “A” (testing).
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Table 10 shows the confusion matrix of breast cancer classification dataset B on 50 epochs. The total number of photographs used for 50 epochs was 7,783 of dataset A with 6,226 images used for training and 1,557 images used for testing. A total of 508 images of benign were used for classification in which 476 were classified as benign and 32 as malignant, and 1,049 images of malignant were used for classification in which 1,029 were classified as malignant and 20 as benign.


Table 10. Confusion matrix of dataset B (testing).
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Table 11 shows the confusion matrix of breast cancer classification dataset C on 50 epochs. The total number of photographs used for 50 epochs was 1,126 of dataset C with 225 images used for training and 901 images used for testing. A total of 109 images of benign were used for classification in which 108 were classified as benign and 1 as malignant, and 116 images of malignant were used for classification in which 115 were classified as malignant and 1 as benign.


Table 11. Confusion matrix of dataset C (testing).
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Table 12 shows the confusion matrix of breast cancer classification dataset A2 on 50 epochs. The total number of photographs used for 50 epochs was 647 of dataset A2 with 518 images used for training and 129 images used for testing. A total of 87 images of benign were used for classification in which 87 were classified as benign and 0 as malignant, and 42 images of malignant were used for classification in which 42 were classified as malignant and 0 as benign.


Table 12. Confusion matrix of dataset A2 (testing).
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Figure 9 represents the training accuracy plot which is made up of iterations and epochs and displays the results for 50 epochs of dataset “A.” The precision was initially modest, but as the number of epochs increased, it gradually improved. The proposed system is trained at a learning rate of 0.0008 and a total number of six repetitions for each epoch. The chart depicts the percentage of accuracy for training that began at 1 epoch and ended at 50 epochs.


[image: Figure 9]
FIGURE 9. Training of dataset A at 50 epochs.


Figure 10 represents the training accuracy plot which is made up of iterations and epochs and displays the results for 50 epochs of dataset B. The precision was initially modest, but as the number of epochs increased, it gradually improved. The proposed system is trained at a learning rate of 0.0008 and a total number of 60 repetitions for each epoch. The chart depicts the percentage of accuracy for training that began at 1 epoch and ended at 50 epochs.


[image: Figure 10]
FIGURE 10. Training of dataset B at 50 epochs.


Figure 11 represents the training accuracy plot which is made up of iterations and epochs and displays the results for 50 epochs of dataset C. The precision was initially modest, but as the number of epochs increased, it gradually improved. The proposed system is trained at a learning rate of 0.0008 and a total number of eight repetitions for each epoch. The chart depicts the percentage of accuracy for training that began at 1 epoch and ended at 50 epochs.


[image: Figure 11]
FIGURE 11. Training of dataset C at 50 epochs.


Figure 12 represents the training accuracy plot which is made up of iterations and epochs and displays the results for 50 epochs of dataset A2. The precision was initially modest, but as the number of epochs increased, it gradually improved. The proposed system is trained at a learning rate of 0.0008 and a total number of five repetitions for each epoch. The chart depicts the percentage of accuracy for training that began at 1 epoch and ended at 50 epochs.


[image: Figure 12]
FIGURE 12. Training of dataset A2 at 50 epochs.


The proposed model gives the more precise results as shown in Table 13, and it gives TP of class benign 86 from 87, malignant 42 from 42, and normal 26 from 27. The proposed model gave precise results which are shown in Table 14; on dataset “A,” it gives 99.35% accuracy and 1.149 % FNR for class benign, 100% accuracy and 0.0 % FNR for class malignant, and 99.35% accuracy and 0.0 % FNR for class normal. Table 15 shows that the proposed model gives 96.66% accuracy and 4.03% FNR on dataset B, 99.11% accuracy and 0.9174% FNR on dataset C, and 100% accuracy and 0.0% FNR on dataset A2.


Table 13. TP, FP, FN, and TN of dataset A.
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Table 14. Statistical measures of dataset A.
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Table 15. Statistical measures of datasets B, C, and A2.
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The graphical representations of the statistical measures of dataset “A” are shown in Figure 13, and the graphical representations of the statistical measures of datasets B, C, and A2 are shown in Figures 14, 15. Multiple methods for detecting BC have been utilized in the past. In the identification of a disease for a given class, the proposed methodology attained good accuracy. As a result, early disease diagnosis can assist medical experts in providing treatment to prevent breast cancer spread. Table 15 shows the comparison of the suggested system model's performance with the literature work in terms of accuracy and miss rate. The proposed model obtained an accuracy and miss rate of 99.4% and 0.6%, respectively, on dataset “A,” accuracy and miss rate of 96.66 and 3.34%, respectively, on dataset B, accuracy and miss rate of 99.11 and 0.89%, respectively, on dataset C, and accuracy and miss rate of 100% and 0%, respectively, on dataset A2. These results show that the proposed model achieved accuracy more than the previous models such as AlexNet, VGG 16, Inception, Res net, and NASNet (10) on dataset BUSI and B, SVM (11), AlexNet (12) on dataset A and B, Inception V3, Res net 50, VGG 16, VGG 19, and Inception V2 Res net (14).


[image: Figure 13]
FIGURE 13. Statistical measures of dataset A.



[image: Figure 14]
FIGURE 14. Statistical measures of datasets B, C, and A2.



[image: Figure 15]
FIGURE 15. Accuracy and miss rate in contrast with previous studies.




CONCLUSION

The early detection and classification of breast cancer help to prevent the disease's spread. The use of transfer learning AlexNet on breast cancer classification and detection was examined in this work. Deep learning and transfer learning approaches are adapted to the specific properties of any dataset. The proposed model used the customized AlexNet technique on three datasets, A, B, C, and A2, A2 is the dataset A with two classes. This proposed model empowered with transfer learning achieved the best results by using the customized AlexNet. Dataset A has a maximum accuracy of 99.4%, whereas dataset B has a maximum accuracy of 96.70%, dataset C has a maximum accuracy of 99.10%, and dataset A2 has a maximum accuracy of 100%. In future work, we will apply fusion on these datasets for optimum results. We will also apply other CNN algorithms and our model of machine learning on these datasets.
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Breast cancer (BC) was the most common malignant tumor in women, and breast infiltrating ductal carcinoma (IDC) accounted for about 80% of all BC cases. BC patients who had bone metastases (BM) were more likely to have poor prognosis and bad quality of life, and earlier attention to patients at a high risk of BM was important. This study aimed to develop a predictive model based on machine learning to predict risk of BM in patients with IDC. Six different machine learning algorithms, including Logistic regression (LR), Naive Bayes classifiers (NBC), Decision tree (DT), Random Forest (RF), Gradient Boosting Machine (GBM), and Extreme gradient boosting (XGB), were used to build prediction models. The XGB model offered the best predictive performance among these 6 models in internal and external validation sets (AUC: 0.888, accuracy: 0.803, sensitivity: 0.801, and specificity: 0.837). Finally, an XGB model-based web predictor was developed to predict risk of BM in IDC patients, which may help physicians make personalized clinical decisions and treatment plans for IDC patients.

Keywords: breast cancer, infiltrating ductal carcinoma, bone metastases, machine learning, prediction


INTRODUCTION

As one of the most common malignancies, breast cancer (BC) accounted for 30% of all cancers in women (1). The incidence of BC continued to increase at a rate of ~0.5% per year, which was attributed at least in part to the continued decline in fertility and increased body weight (2). In the cancer statistical report, the number of BC patients exceeded 2.1 million, and infiltrating ductal carcinoma (IDC) was the most common one among different types of BC (3, 4). Early diagnosis provides a favorable prognosis and better overall survival for BC patients. In North America, early screening for BC significantly increased the 5-year survival rate to over 80% for BC patients (5). In recent years, BC patients still had a high incidence of distant metastatic recurrence, which was an important indicator for poor prognosis. Recent studies have suggested that age, menopausal status, T, N stages, histological grade and HR/HER2 status were risk factors for BM in BC patients (6–8). For distant metastases, bone was the most common site, and more than 60% of BC patients developed bone metastases (BM) (9). Another study indicated over 20% of patients developed BM within an average follow-up duration of 8 years. And further survival prognostic modeling showed a 40-month median survival time for patients with BM (10). In addition, BC patients with BM often developed secondary clinical complexities that took up significant medical resources (11). Early diagnosis of BM from BC will help in the timely prevention and treatment of complications and increase the quality of life for BC patients.

Currently, precision medicine has preceded four concepts: predictive, personalized, preventive and participatory (12). The technology of big data analytics is becoming a clinical imperative (13). This means that we need to use advanced technology to analyze large amounts of medical data to provide recommendations for individualized treatment. Many studies have used machine learning (ML) techniques to study clinical risk factors associated with cancer metastases for early detection (14–16). It is known that the most common type of pathology in BC is IDC (4). But few studies focused on incorporating machine learning to predict the risk of BM from IDC patients.

In this study, we attempted to develop a predictive model to predict the BM risk in IDC patients based on machine learning, and to assist clinicians in implementing more rational clinical decisions as well as to enable patients to receive earlier treatment. Our contribution includes:

• Machine learning algorithms were used instead of traditional statistical regression methods to process data on clinical characteristics of IDC patients to identify patients at high risk for BM.

• This paper compared various algorithms that could be used to process patient data and identified XGB as the best method for processing the data. Further, the hyperparameters of the XGB algorithm were fine-tuned using a random search method to improve performance.

• We performed importance analysis of the features included in the model using the permutation importance method, and these features were further analyzed and understood from a clinical medicine perspective in the discussion section.

• This study proposed a machine learning based solution that could assist clinicians in making individualized diagnoses of BM for IDC patients.

The rest of the paper was organized as follows: the materials and methods section provided a detailed documentation of the materials and methods used, as well as the dataset description, statistical analyses, data pre-processing, feature engineering, classification algorithms used and evaluation metrics. Results of the experiment are discussed in Section Results and then further discussed in Section Discussion. Conclusions, limitations and future work section concluded the results and provided limitations and the future direction of the current work.



MATERIALS AND METHODS


Study Population

The training and internal test set data was derived from the Surveillance, Epidemiology, and End Results (SEER) database, and the external test set data was derived from the First Affiliated Hospital of Nanchang University in China. A data set of 311,408 IDC patients was included from the SEER database (2010–2017) and sliced into a training set and an internal test set randomly in a ratio of 7:3. An external validation set included data from 1,243 IDC patients of our hospital (2010–2017). The exclusion criteria for clinical data were as follows: (1) unknown information of T, N stage, race, laterality, breast subtype, grade and marital status. (2) Other cases with unknown primary tumor and metastatic status. The detailed exclusion criteria were shown in Figure 1. Information of all variables was complete for these patients.


[image: Figure 1]
FIGURE 1. Flow diagram of the study population selected from the Surveillance, Epidemiology, and End Results (SEER) database and the First Affiliated Hospital of Nanchang University. According to the inclusion and exclusion criteria, a total of 311,408 patients of SEER were included in this study, and they were randomly cut into the training and internal test sets in a 7:3 ratio. Data from the First Affiliated Hospital of Nanchang University (n = 1,243) as an external test set.




Data Selection

We selected nine variables from the SEER database and our hospital that may affect BM in patients with IDC, including age at diagnosis, race, sex, grade, T, N stage, breast subtype, laterality and marital status. All cases included in this study were staged using the 7th edition of the AJCC TNM staging system and the relevant guidelines of the SEER project.



Statistical Analyses

The statistical analyses in this study were all performed by Python (version 3.8, Python Software Foundation) and SPSS (version 26, IBM, USA). Data from SEER were randomly sliced into training and internal test sets in a ratio of 7:3 using python. The training set was used to construct the models, and the internal test set and external test set were used for model validation and evaluation. A heat map was drawn to determine the association among the variables. A univariate analysis was performed to compare variables between patients with and without BM. For categorical data, the chi-square test was used, and for continuous non-normally distributed data, the Wilcoxon rank-sum test was used. Variables with a P < 0.05 in univariate analysis were enclosed within the construction of machine learning models and multivariate logistic regression was performed to identify the risk factors of BM from IDC patients.



Data Pre-processing and Feature Engineering

Category variables such as T and N stages were processed using label encoding methods. The univariate analysis was used to screen for meaningful combinations of features for predicting the risk of IDC patients with BM. Correlation analysis was used to analyze the correlation among the selected features. Feature importance analysis was performed on the variables based on the Permutation Importance principle (17, 18).



Evaluation Metrics

The purpose of this study was to accurately predict the clinical outcome of a specific patient based on multiple variables. So the predictive power and accuracy of the model were important. Thus, to evaluate the model, we considered the area under the receiver operating characteristic curve (AUC), accuracy, sensitivity (recall rate) and specificity score in the study. The following terms were used in the equations: TP (True Positive); TN (True Negative); FP (False Positive); and FN (False Negative).
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Model Establishment

All the algorithmic models were built based on scikit-learn (version 0.24.2). The random oversampling method in imbalanced-learn (version 0.9.1) was used to deal with the imbalance of data distribution.

In this study, we used six different machine learning algorithms: Logistic regression (LR), Naive Bayes classifiers (NBC), Decision tree (DT), Random Forest (RF), Gradient Boosting Machine (GBM) and Extreme gradient boosting (XGB) (19–24). The ML algorithms were trained and adjusted to predict the BM in IDC patients. Random search method in scikit-learn was used to adjust the hyperparameters of the model. Then, the predictive performance of the ML models was evaluated in internal 10-fold cross-validation of the train set, internal and external test sets and the AUC, accuracy, sensitivity (recall rate) and specificity score were evaluated. Then, we selected the best-performing model to build a web predictor.




RESULTS


Demographic Baseline Characteristics

A total of 311,408 cases who were first diagnosed with IDC in the SEER database from 2010 to 2017 were included. Of these cases, 7,949 (2.55%) complicated with BM and 303,459 (97.45%) without BM. All demographic and clinicopathological characteristics of these patients were demonstrated in detail in Table 1. All cases were randomly divided into a training set (n = 217,985) and an internal test set (n = 93,426) in a ratio of 7:3. Data for the external test set were derived from IDC patients firstly diagnosed in our hospital from 2010 to 2017 (N = 1,243). The details of the training and test sets were shown in Table 2.


Table 1. Clinical and pathological characteristics of study population.
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Table 2. Clinical and pathological characteristics of training set and test set.
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Univariate Analysis and Multivariate Logistic Regression Analysis

According to the univariate analysis, patients' age, gender, race, grade, T, N stage, breast subtype and marital status were significantly associated with BM in patients with IDC (P < 0.05; Table 3). Variables with a P < 0.05 in the univariate analysis were selected for multivariate logistic regression analysis, in order to identify the risk factors of BM in IDC patients. According to these results, age, race, grade, T, N stage, breast subtype, and marital status were found to be independent factors for BM (Table 3).


Table 3. Univariate analysis and multivariate logistic regression analysis of variables.
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Correlation Analysis of Features

To identify the effect of these features on prediction, correlation tests between each other were performed. Correlation analysis among dataset features provides information about the degree of interaction among features. The heat map showed the relevance of these features on the prediction of ML algorithm (Figure 2). The figure showed a positive correlation among T-stage, N-stage and pathological grade. This was consistent with clinical experience that poorly differentiated tumor tissue was poorly demarcated from surrounding normal tissue, which meant it was more aggressive.


[image: Figure 2]
FIGURE 2. Results of correlation analysis between all variables.




Relative Feature Importance on Prediction

The feature importance of each ML model for predicting BM was illustrated in Figure 3. Permutation importance principle was used to analyze the relative feature importance on the variables in each ML model. The basic idea of the principle was: (1) Train the model. (2) Disrupt the data in one of the columns and use that dataset for prediction, evaluating the decrease in prediction accuracy to reflect the importance of that feature variable. (3) Restore the validation dataset and repeat the second step to analyze the other feature variables. Although the relative feature importance in different ML models varied slightly, T, N stage, breast subtype, grade, and marital status were the top-ranked variables in most models. In contrast, the race was the last one in most models. But it also contributed to the model. In the XGB model, the relative feature importance was sorted in descending order by T, N stage, breast subtype, grade, marital status, laterality, age, sex, and race.


[image: Figure 3]
FIGURE 3. Relative feature importance of different models. The plot showed the ranking of the relative importance of features in all models.




Model Performance

The prediction performance of all models was compared with the internal 10-fold cross-validation of the training set, internal and external test sets, as shown in Figures 4–6 and Table 4. In the internal test set, the XGB model was the best performer with an AUC of 0.857, an accuracy of 0.787, a sensitivity of 0.787 and a specificity of 0.791. In the external test set, the XGB model showed a relatively better performance with an AUC of 0.888, an accuracy of 0.803, a sensitivity of 0.801 and a specificity of 0.837 (Table 4). Finally, we used the highest-performing model to create a web predictor.


[image: Figure 4]
FIGURE 4. Ten-fold cross-validation results of different machine learning models in the training set. DT, Decision tree; LR, Logistic regression; GBM, Gradient Boosting Machine; NBC, Naive Bayes classification; RF, Random Forest; XGB, Extreme gradient boosting.
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FIGURE 5. (A) Internal test ROC curve of different machine learning models. (B) External test ROC curve of different machine learning models.



[image: Figure 6]
FIGURE 6. Prediction performances of different machine learning models. (A) Internal validation of different machine learning models. (B) External validation of different machine learning models.



Table 4. Comparison of prediction performances among different models for bone metastasis.
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Web Predictor

Based on the XGB model, a ML algorithm for optimal predictive performance, the web predictor mentioned above was developed to predict the risk of BM in IDC patients. We can predict the BM risk in IDC patients simply by setting variables in the sidebar of the website (Figure 7) (https://share.streamlit.io/liuwencaincu/breast-cancer/main/breast.py).


[image: Figure 7]
FIGURE 7. The web calculator for predicting bone metastases in breast infiltrating duct carcinoma patients.





DISCUSSION

Breast cancer was the most common malignant tumor in women, and IDC accounted for about 80% of all BC cases (3). BC patients who had BM were more likely to have poor prognosis and bad quality of life (25), and earlier attention to patients at a high risk of BM was important. However, metastatic BC was a highly heterogeneous disease, and bone was the most common site of distance metastasis from BC (3, 5, 26). A decline in quality of life was common among patients with BC who suffered from BM. And the risk of skeletal-related events significantly increased following BM in BC patients, such as pain, fracture and hypercalcemia (27, 28). The life expectancy of patients with BC benefitted from early detection and systemic therapy. Therefore, the prognosis of patients with late detection was often poor against a background of increasing incidence of BM.

Bone scintigraphy is often used to distinguish BC patients likely to develop BM. However, this method may not be suitable for early screening due to the expense and radiation damage associated with bone imaging. To help address these potential problems, we built a predictive model using ML technologies to predict BM in IDC patients and identify patients at a high risk of BM.

Presently, new techniques in ML and artificial intelligence (AI) help us succeed in translational research in many fields (29–31). Given the success of ML techniques in other fields, coupled with the large amount of data available in healthcare, ML techniques will have a promising future in the medical field (32–34). In particular, the emergence of electronic medical records (EMR) has generated a large accumulation of clinical data sets, including clinical diagnoses and laboratory data. ML in the medical field can lead to accurate diagnosis and personalized patient care (35). Since the outbreak of the COVID-19, scientists have used ML techniques to develop a variety of predictive and diagnostic models based on big clinical data from patients to help health care professionals work together to address the pandemic (36–38). Statistical and comprehensive reviews of ML in medical diagnosis by Bhavsar et al. (35, 39) suggested that ML techniques can help medical professionals reduce diagnostic errors, improve healthcare services, and cut treatment costs. And in the cancer metastases field, some clinical prediction models in predicting the risk of BM based on ML algorithms have been developed to assist clinicians in personalizing patient diagnosis (40, 41).

This study was novel in using ML algorithms to predict the risk of BM in IDC patients. To our knowledge, researchers in the medical field have only used traditional linear statistical models to predict the risk of BM in IDC patients, and few studies applied ML techniques to them (42). A ML model based on XGB algorithm was developed to accurately predict the risk of BM, outperforming other models developed in this study. The model established in this study had great discrimination and showed satisfactory specificity and sensitivity.

In this study, several models were constructed and validated to predict BM risk in patients with IDC using current ML methods, and logistic regression analysis demonstrated that age, race, grade, T, N stage, breast subtype, and marital status were independent risk factors for BM. After analyzing the performance of six ML algorithms, we found that the XGB method performed the best (AUC-0.888). The XGB algorithm added a regular term to the objective function to control the complexity of the model and avoid overfitting, while supporting column sampling to enhance the stability of the model (19). This may be part of the reason why it achieved the best performance in our study. To increase the practicality of this model implementation, we created an online web calculator for calculating individual BM probability in IDC patients.

Previous study indicated that age and race were investigated broadly as risk factors for BC metastasis (43). It was reported that white women were less likely to have BM from BC than black women (44). In our study, blacks also had a higher incidence of BM than those of Whites, American Indians and Asia-Pacific people. Chen et al. and Wang et al. found that elderly women were more likely to develop BM from BC (45, 46). In the present study, we found that advanced age was a risk factor for BM in patients with IDC.

Tumor size was positively correlated with the chance of BM. Yazdani et al. found that tumor size was a risk factor of BM from BC and a larger tumor size increased the likelihood of BM (47). In this study, patients with N3 stage were significantly more likely to develop BM than patients with other stages. And the average N stage in patients with BM was higher than that of the non-metastatic population. Yazdani et al. reported that more cancerous axillary lymph nodes increase the risk of BM (47). Colleoni et al. also found that there was the highest frequency of BM in patients who had four or more cancerous axillary lymph nodes (48). In addition, patients with higher-grade IDC had a higher risk of BM than those with grade I (Well differentiated) in this study. One reason for this may be that poorly differentiated tumor tissue was poorly demarcated from surrounding normal tissue, which meant it was more aggressive.

Additionally, it has been found that different breast subtypes showed different trends of BM. Previous study indicated that the incidence of BM was higher in patients with HR+/HER2- (Luminal A) and HR+/HER2+ (Luminal B) (49). In the current study, we found patients with HR+/HER2+ (Luminal B) were more likely to develop BM than those with other subtypes of BC.

Another risk factor for BM in our model was marital status. Unmarried patients had a higher risk of BM than those who were married. Zhao et al. and Gao et al. reported that marital status was a prognostic factor influencing the survival of metastatic BC patients (50, 51). Thus, we believed that the lifestyle habits and psychological factors of unmarried women may influence the distance metastasis of IDC patients.

As far as we know, this study was the first attempt to use ML algorithms to predict the risk of BM for IDC patients. Although some previous prediction models for BC based on the SEER database have been developed, it verified just from the SEER database and whether it can be used in different regions was not clear (26, 45). In addition, these studies only used nomogram as a visualization tool and did not provide a web predictor. External test of the model was important to validate the stability of the model for different regional populations. Therefore, in this study, we used data from the SEER database to build a prediction model based on the XGB algorithm and validated it with a cohort from China. Through our predictive model, we can predict the risk of BM in patients with IDC in the early stage, indicate the related risks before the progression to the late stage, and accept the corresponding treatment regimen as soon as possible, which can significantly improve the prognosis of IDC patients. Furthermore, we developed a web predictor based on the model to predict the risk of BM in IDC patients. Clinicians can easily enter information about the patient's relevant variables into the model on the web page, and the model will calculate the patient's risk of developing BM. Nowadays, precision medicine has preceded four concepts: predictive, personalized, preventive and participatory. Due to the ML model we built, we can predict the risk of BM to a particular patient. The rapidity and accuracy of the prediction output allowed clinicians to make personalized decisions for their patients and could be used as a basis for clinicians to explain their decisions to patients and involved them in their treatment choices. From the clinician's point of view, substantial advances in ML had potential implications in clinical practice, including diagnosis, risk stratification and prognosis, treatment planning, and advances in precision medical methods (52). Of course, they always had the final decision when it came to interpretation based on their domain expertise.



CONCLUSIONS, LIMITATIONS, AND FUTURE WORK

Overall, this study used ML algorithms to construct and validate a clinical prediction model for predicting the risk of BM in patients with IDC based on large samples. Among all these algorithms, XGB performed the best. And we built an easy-to-use web calculator based on the XGB model, which can help physicians to individualize the diagnosis and treatment of BM in IDC patients.

Although our model achieved good results in prediction, there were still some limitations in it. First, it was a retrospective study, which needed to be further verified by prospective study. Second, only one external validation set was used to validate the model, and further efforts were required to validate the performance of the model in a more diverse population. Third, the SEER database just recorded the initial diagnosis of a patient, which meant that further information was lack and we were unable to access this information for further analysis.

For future work, we will focus on prospective and diverse population validation of the models to verify the performance and stability. These models are then expected to be integrated into applications that assist clinicians in medical decision-making. This can be a step toward a semi-autonomous diagnostic system that can assist clinicians in making individualized diagnoses of BM for IDC patients.
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Objective: Prostate cancer (PC) is the second leading cause of cancer death in men in the United States after lung cancer in global incidence. Elderly male patients over 65 years old account for more than 60% of PC patients, and the impact of surgical treatment on the prognosis of PC patients is controversial. Moreover, there are currently no predictive models that can predict the prognosis of elderly PC patients undergoing surgical treatment. Therefore, we aimed to construct a new nomogram to predict cancer-specific survival (CSS) in elderly PC patients undergoing surgical treatment.

Methods: Data for surgically treated PC patients aged 65 years and older were obtained from the Surveillance, Epidemiology, and End Results (SEER) database. Univariate and multivariate Cox regression models were used to identify independent risk factors for elderly PC patients undergoing surgical treatment. A nomogram of elderly PC patients undergoing surgical treatment was developed based on the multivariate Cox regression model. The consistency index (C-index), the area under the subject operating characteristic curve (AUC), and the calibration curve were used to test the accuracy and discrimination of the predictive model. Decision curve analysis (DCA) was used to examine the potential clinical value of this model.

Results: A total of 44,975 elderly PC patients undergoing surgery in 2010–2018 were randomly assigned to the training set (N = 31705) and validation set (N = 13270). the training set was used for nomogram development and the validation set was used for internal validation. Univariate and multivariate Cox regression model analysis showed that age, marriage, TNM stage, surgical style, chemotherapy, radiotherapy, Gleason score(GS), and prostate-specific antigen(PSA) were independent risk factors for CSS in elderly PC patients undergoing surgical treatment. The C index of the training set and validation indices are 0.911(95%CI: 0.899–0.923) and 0.913(95%CI: 0.893–0.933), respectively, indicating that the nomogram has a good discrimination ability. The AUC and the calibration curves also show good accuracy and discriminability.

Conclusions: To our knowledge, our nomogram is the first predictive model for elderly PC patients undergoing surgical treatment, filling the gap in current predictive models for this PC patient population. Our data comes from the SEER database, which is trustworthy and reliable. Moreover, our model has been internally validated in the validation set using the C-index,AUC and the and the calibration curve, showed that the model have good accuracy and reliability, which can help clinicians and patients make better clinical decision-making. Moreover, the DCA results show that our nomogram has a better potential clinical application value than the TNM staging system.

Keywords: nomogram, SEER, prostate cancer, surgery, elderly, CSS


BACKGROUND

The global incidence of prostate cancer (PC) is second only to lung cancer, and it is also the second leading cause of cancer death among men in the United States (1). PC is a heterogeneous disease with a variable natural history (2). With the introduction of serum prostate-specific antigen(PSA) testing in the late 1980s, the age at diagnosis of PC was nearly 10 years earlier, so surgeons can now provide more prompt surgical intervention early in tumor development without waiting for advanced stage (3).

PC has a variety of treatment options, including active surveillance (AS), surgical resection, radiotherapy (RT), chemotherapy, local ablation therapy (cryotherapy, high-intensity focused ultrasound), etc. Surgery is the primary treatment modality for PC, including radical prostatectomy (RP) and local tumor resection. However, while up to half of the patients with PC require only active surveillance at initial diagnosis, most men are willing to undergo aggressive local surgical treatment. Radical prostatectomy is associated with improved cancer-specific mortality(CSM), metastasis-free survival, and the need for palliative care, and surgical resection may be more beneficial for PC patients than radiotherapy (4). Xia et al. demonstrated that men undergoing radical prostatectomy had an increased life expectancy by 1.8 months compared to active surveillance (5). The above studies suggest that patients with PC treated with surgery may have a better prognosis. However, some studies suggest that surgery does not have much benefit in the prognosis of PC patients. The ProtecT trial reported the results of several extensive cohort studies suggesting that active surveillance could be safely used in carefully selected low-risk PC patients (6, 7). Elisabeth M et al. also found that surgical resection and radiotherapy did not benefit much from survival in patients with low-risk PC (4). We found that the current study is controversial regarding the impact of surgical treatment on the prognosis of PC patients. Based on this, we are eager to develop a model that can predict prognostic factors in PC patients undergoing surgery.

The traditional tumor-node-metastasis (TNM) cancer staging system of the American Joint Committee on Cancer (AJCC) has been used as a prognostic criterion for the vast majority of solid tumors. However, it does not include many important factors related to PC survival, such as age, prostate-specific antigen, Gleason score(GS), surgical, chemoradiotherapy, etc. In recent years, the nomogram prediction model has been considered one of the most accurate ways to predict tumors (8). Currently, nomograms based on the SEER database have been increasingly used to predict the prognosis of PC patients. Joao Ricardo Alves et al. constructed a nomogram predicting extracapsular extension in prostate cancer patients (9). In addition, researchers have developed nomograms that can predict lymph node metastases in patients with intermediate-risk prostate cancer, bone metastases in patients with newly diagnosed prostate cancer, survival in patients with prostate cancer spinal metastases, and survival in patients with metastatic prostate cancer undergoing radical prostatectomy (10–13). The incidence of PC is closely related to age. Data report that older men over 65 years old account for more than 60% of PC patients (14), and more than 90% of PC cancer-specific deaths (CSS) occur in this age group (15). Therefore, finding prognostic factors associated with CSS in surgically treated elderly PC patients has important clinical implications for reducing patient mortality. Unfortunately, however, to our knowledge, no nomogram has been developed for elderly PC patients undergoing surgical treatment. Therefore, our study aimed to use data from the SEER database to develop a nomogram for elderly PC patients undergoing surgical treatment that can accurately predict the relevant factors affecting patients' CSS to better assist clinicians and patients in making clinically aided decisions.



PATIENTS AND METHODS


Data Source and Data Extraction

Data from patients diagnosed with PC between 2010 and 2018 were extracted from the SEER database, and our study targeted patients aged 65 years and older and undergoing surgical treatment. The SEER database is a national cancer database covering approximately 30% of the population and containing 18 cancer medical centers. No ethical approval and patient informed consent is required because the SEER database data are publicly available and hidden patient information. The research methodology used in this study follows the research guidelines published in the SEER database.

The variables in the SEER database include demographic characteristics [age, race, marital status), tumor grade (grade I, II, III, and IV)], TNM stage, surgical method (local tumor resection, radical prostatectomy), radiotherapy, chemotherapy, prostate-specific antigen, Gleason score, survival status, cause of death and survival time. Patient ethnicity was classified as white, black, and other types. Inclusion criteria: (1) patients aged 65 years and older, (2) a pathological diagnosis of PC, and (3) patients undergoing surgical treatment. Exclusion criteria: (1) patients younger than 65 years old, (2) tumor grade is unknown, (3) TNM stage is unknown, (4) no surgical treatment or surgical method is unknown, (5) prostate-specific antigen is unclear, (6) Gleason score is unknown, (7) survival time is <1 month or survival time is unknown. The flowchart of patient inclusion and exclusion is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Flowchart for inclusion and exclusion of elderly PC patients undergoing surgery treatment.




Development and Validation of the Nomogram

All patients were randomized into the training set (70%) and the validation set (30%) for nomogram development and internal validation. Univariate and multivariate Cox proportional regression models were used to identify independent risk factors for patients in the training set. The nomogram was established based on the restivariate Cox regression analysis, and results were used to predict CSS at 3-, 5-, and 8-year in surgically treated elderly PC patients. In addition, the nomograms were calibrated at 3-, 5-, and 8-year, and these assessments used 1,000 autonomous samples. The accuracy and discrimination of the model were tested by the consistency index (c-index) and the area under the subject operating characteristic curve (AUC).



Clinical Application

The decision analysis curve (DCA) is used to assess the clinical value of the nomogram. We also calculated the risk for each patient from the nomogram. All patients were divided into high-risk and low-risk groups using the cutoff value of the subject operating characteristic curve (ROC). The Log-rank test and the Kaplan-Meier (K-M) curves examined the differences in survival between high-risk and low-risk patients. In addition, we analyzed differences between surgery and radiotherapy in high-risk and low-risk groups.



Statistical Analysis

Means and standard deviations were used to describe continuous variables such as age. Chi-square or non-parametric U tests were used for comparison between groups. Other classifications were described by frequency (%), and the differences between the groups were compared using the chi-square test. The Cox regression model analyzed the patient prognostic factors, and the patient survival differences were analyzed by the log-rank test and the K-M curve. Statistical analyses were performed using the R software version 4.1.0 and SPSS26.0.The R package includes "survival,” “ggDCA,” “DynNom,” and “RMS” P values < 0.05 were considered statistically significant.




RESULTS


Clinical Features

A total of 44,975 PC patients from 2010 to 2018 were included in our study from the SEER database who were all over 65 years old and were treated surgically, including the training set (N = 31705) and the validation set (N = 13270). The mean age of all patients was 70.0 ± 4.73 years, and most patients were white (82.7%) and married (76%). The tumor grade was mainly at grade II (42.2%) and grade III (48.9%). The T stage was dominated by T2 (48.6%), followed by T1 (22.6%) and T3 (26.5%), and minimal T4 (2.38%). All patients were mainly N0 (95.1%) and M0 (98.3%). Most patients underwent radical prostatectomy (83.2%), and fewer patients underwent local tumor resection (16.8%). Only 0.5% of the patients received chemotherapy. The majority of the patients (90.6%) did not receive radiotherapy. The Gleason score was mainly 7 (50.6%), and no significant difference between patients with Gleason scores ≤ 6 (24.2%) and Gleason score≥8 (25.2%). 73.6% patients with prostate-specific antigen <10 ng/ml, 17.8% with prostate-specific antigen 10–20 ng / ml and only 8.58% with prostate-specific antigen> 20 ng/ml.There was no significant statistical deviation in the clinical characteristics of both groups, and the results are shown in Table 1.


Table 1. Clinicopathological characteristics of elderly PC patients recieved surgery.

[image: Table 1]



COX Regression Analysis

A univariate Cox regression model was used to analyze and screen influencing factors associated with survival in the training set. The results showed that age, marriage, grade Grade III, TNM stage, surgical method, chemotherapy, radiotherapy, prostate-specific antigen, and Gleason score were the prognostic factors affecting patient survival. Then, a multivariate Cox regression analysis was used to screen for independent risk factors associated with patient survival. The results showed that age, marriage, TNM stage, surgical method, radiotherapy, chemotherapy, prostate-specific antigen, and Gleason score were independent risk factors affecting patient CSS. All of the results are shown in Table 2.


Table 2. Univariate and multivariate analyses of CSS in training cohort.

[image: Table 2]



Development and Validation of the Nomograms

We constructed a feasible nomogram based on a multivariable Cox regression analysis model to predict CSS at 3-, 5-, and 8-year in elderly PC patients undergoing surgery (Figure 2). Age, TNM stage, surgical method, prostate-specific antigen, and Gleason score are the most significant factors influencing CSS in elderly PC patients undergoing surgical treatment. In addition, radiotherapy, chemotherapy, and marriage also have some effects.


[image: Figure 2]
FIGURE 2. The nomogram for predicting 3-, 5-, and 8-year CSS in elderly PC patients undergoing surgery treatment.


We used internal cross-validation to validate the model's accuracy and discriminability. The C-index for the training and validation sets is 0.911(95%CI: 0.899–0.923) and 0.913(95%CI: 0.893–0.933, respectively), indicating that the prediction model of the nomogram has a good recognition ability. The calibration curves of the training and validation sets show that the predicted values of the nomogram are highly consistent with the actual observations (Figure 3), indicating that the nomogram has good accuracy. AUC was used to detect the discrimination of the nomogram, AUC at 3-,5-and 8-year was 92.9, 91.7, and 88.3 in the training set, and in the validation set, AUC at 3-,5-, and 8-year was 91.9,91.1 and 91.7, respectively (Figure 4).


[image: Figure 3]
FIGURE 3. Calibration curve of the nomogram in the training set (A) and validation set (B). The horizontal axis is the predicted value in the nomogram, and the vertical axis is the observed value.



[image: Figure 4]
FIGURE 4. AUC for predicting 3-, 5-, and 8-year CSS in the training set (A) and validation set (B).




Clinical Application of the Nomogram

DCA responds to the clinical value of the nomogram, and our results showed that it has good clinical potential value in both the training group and the validation set (Figure 5). Furthermore, we calculated the risk value for each patient based on the nomogram and calculated the optimal cutoff value using the ROC curve. Patients were classified into high-risk (total score 114.33) and low-risk (total score <114.33). The K-M curve showed that the survival rate of patients in the low-risk group was significantly higher than that in both the high-risk group and the high-risk group (Figure 6). The high-risk group of patients with 3-, 5-, and 8-year survival rates were 97.7%, 93.1%, and 88.6%, respectively. The low-risk group's 3-, 5- and 8-year survival rates were 99.8%, 99.6%, and 99.1%, respectively. Although most of the high-risk group patients underwent radical prostatectomy, the patients undergoing local tumor resection had higher survival rates. Almost all patients in the low-risk group underwent radical prostatectomy, so there was no significant difference in patient survival (Figure 7). We found that the survival rate of patients in the high-risk group receiving radiotherapy was lower than those who did not, considering that most older patients in the high-risk group had comorbidities and side effects of radiotherapy. In contrast, the survival rate of patients receiving and without radiotherapy in the low-risk group was not significantly different (Figure 8).


[image: Figure 5]
FIGURE 5. DCA of the nomogram in the training set (A) and the validation set (B). The Y-axis represents a net benefit, and the X-axis represents threshold probability. The green line means no patients died, and the dark green line means all patients died. When the threshold probability is between 0% and 100%, the net benefit of the model exceeds all deaths or none.
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FIGURE 6. Kaplan-Meier curves of patients in the low-risk and high-risk groups in the training set (A) and validation set (B).



[image: Figure 7]
FIGURE 7. Kaplan-Meier curves of patients with different surgery in the low-risk group (A) and high-risk group (B).



[image: Figure 8]
FIGURE 8. Kaplan-Meier curves of patients with or without radiotherapy in the low-risk group (A) and high-risk group (B).





DISCUSSION

Although the traditional TNM stage is widely used in cancer management, multiple factors affect the prognosis clinically, and the TNM stage does not include these clinical factors. The prostate-specific antigen and Gleason score are critical factors for the prognosis of PC patients. Therefore, the most commonly used risk stratification scheme, D'Amico, combines clinical-stage, prostate-specific antigen, and Gleason score (16). Patients were divided into three risk levels: low risk (clinical stage T1-T2a, prostate-specific antigen ≤ 10 ng/mL and Gleason score ≤ 6), medium risk (T2b or <10 ≤ prostate-specifc antigen 20 ng/mL or Gleason score 7), or high-risk disease (stage T2c or prostate-specific antigen> 20 ng/mL or Gleason score≥8). Although the D'Amico risk assessment protocol included prostate-specific antigen and Gleason score compared with the TNM stage, it still ignores the impact of age, ethnicity, marriage, surgical style, and chemoradiotherapy on the survival of PC patients.

The SEER database contains data from 18 medical centers analyzing prominent samples representative of populations from different regions. The SEER database contains patient demographic characteristics (age, race, marital status), tumor grade, TNM stage, treatment mode, and prognostic information, including survival status, cause of death, and survival time. The nomogram is a convenient and reliable statistical prediction tool that also uses multiple clinical variables different from the TNM stage to predict the prognosis of cancer patients (17). The nomogram can provide an individualized prediction of CSS through a comprehensive analysis of these clinicopathological factors. Nomogram meets the requirements of the integrated model. It promotes personalized medicine to facilitate clinicians' use for prognosis prediction using the SEER database. Previous virus studies have developed nomograms for predicting the OS and CSS of multiple databases. Moreover, it has shown promising clinical potential value in renal cancer, endometrial stromal sarcoma, glioma, nephroblastoma, and other cancers (18–20).

It is well known that the chance of genetic mutations inducing cancer increases with age. Studies have shown that age has a crucial role in the survival rate of various cancers (21). PC is no exception, and its incidence was significantly associated with age. PC was more frequent in older men, and the median age of diagnosis was 66 years (22). Multiple predictive models for the PC also showed that age is an independent risk factor for the prognosis of PC patients (15). Our results also show that age is an essential factor affecting patient prognosis. In addition, we found that age was linearly associated with poorer prognostic outcomes in elderly patients older than 65 years, with no significant cutoff value.

It has been reported in much literature that marriage benefits the prognosis of most cancer patients due to more social and financial support after marriage, as well as partner psychological comfort to patients (23). Our results show that marriage is also a protective factor for elderly PC patients undergoing surgery. Previous literature has reported the prevalence of PC among different ethnic groups, and the prognosis was also significantly associated with race (24). However, our study found that race was not an independent risk factor for elderly PC patients undergoing surgery. We considered that this might be related to differences in financial ability and medical level among different ethnic groups, leading to selection bias in treatment modalities.

Prostate-specific antigen screening began in the late 1980s, leading to a sharp increase in PC incidence over a short period (25). In 2012, the US Preventive Services Working Group (USPSTF) reported that prostate-specific antigen screening reduced the risk of PC death, and the USPSTF recommended including prostate-specific antigen in PC screening (26). The impact of screen-detected active treatment for PC on long-term survival compared to active surveillance is unknown but is associated with sexual dysfunction and dysuria (27). A secondary analysis of two randomized clinical trials by Martin et al. showed that increased prostate-specific antigen levels after treatment might be associated with a worse prognosis for locally advanced PC in men (28). The D'Amico risk assessment scheme divided prostate-specific antigen into three grades, prostate-specific antigen ≤10 ng/mL, 10–20 ng/mL, > 20 ng/mL. Our prediction model also divided prostate-specific antigen according to this standard. The results showed that the higher the prostate-specific antigen expression level, the worse the patient prognosis, consistent with previous studies (29). Meanwhile, the Gleason score serves as an important tool for predicting the prognosis of PC patients. Our prediction model also divides it into three grades according to the D Amico protocol, Gleason score≤6, Gleason score 7, and Gleason score≥8. Our results showed that the Gleason score of most elderly PC patients undergoing surgical treatment was 7, the worst prognosis for Gleason score≥8, and the best prognosis for Gleason score≤6, which is also supported by previous studies (30, 31).

PC treatment mainly includes active surveillance, surgical resection, radiotherapy, chemotherapy, ADT, and other comprehensive treatment methods. Surgical resection mainly includes radical prostatectomy and local tumor resection. Radiotherapy and radical prostatectomy are evidence-based treatments for non-metastatic PC and can reduce PC mortality compared with non-therapeutic randomized clinical trials (32). A ProtecT randomized controlled trial by David E Neal et al. showed that 90% of localized patients did not die of PC within 10 years. Whether through active surveillance, surgery, or radiotherapy, active surveillance had fewer side effects on sexual and bladder function but a greater risk of tumor spread (33). The study by Freddie C Hamdy et al. confirmed that surgery and radiotherapy were associated with a lower incidence of disease progression and metastasis than active surveillance (34). A randomized trial conducted by Lars Holmberg et al. showed that radical prostatectomy significantly reduced CSS in early-stage PC patients but showed no significant difference between surgery and observation waiting for OS (40). Anna Bill-Axelson et al. confirmed that radical prostatectomy was associated with reduced mortality in PC, but adjuvant local or systemic therapy may be more beneficial in men with extracapsular tumor growth; they also concluded that radical prostatectomy showed no benefit in elderly PC patients over 65 years (35). After nearly 20 years of follow-up of men with localized PC, Timothy J Wilt et al. found that surgery was not associated with significantly reduced mortality and a higher frequency of adverse events than active surveillance (36). The above studies show that different treatment modalities' outcomes differ significantly for different types of PC patients. Our results showed that radical prostatectomy is associated with a better prognosis than local tumor resection; postoperative radiotherapy achieves a better prognosis than patients without radiotherapy. However, our nomogram shows that chemotherapy is associated with a worse prognosis. We consider why patients receiving chemotherapy often relapsed or have distant metastasis and have a worse prognosis. At the same time, the small number of people receiving chemotherapy results in biased results.

The nomogram based on the SEER database has good accuracy, but this study has some shortcomings. First, there is a lack of essential information, such as ADT, which is one of the primary treatment modalities for PC; however, there is a lack of data related to ADT in the SEER database, so our model also lacks the relationship between ADT and prognosis. Moreover, PSA is an important indicator related to prognosis for PC patients. However, it was not included in the SEER database until 2010, so we can only choose data after 2010 to build a predictive model, resulting in a smaller sample size for us to choose. Second, our nomogram could not include all related prognostic variables such as BMI, smoking, alcohol consumption, Etc. leading to some limitations in our results. Finally, our study was retrospective, which may lead to an unavoidable risk of selection bias. Although our results have some limitations, our nomogram still includes key prognostic variables and has been internally validated to show good accuracy, so the results are not significantly biased. Second, our nomogram shows good potential clinical application value, which can help doctors and patients to make clinical decision-making.



CONCLUSION

Our study explored the clinicopathological factors affecting CSS in elderly PC patients undergoing surgical treatment. We found that age, marriage, prostate-specific antigen, Gleason score, surgical mode, chemoradiotherapy, and TNM stage were independent risk factors affecting CSS in patients. We established a nomogram that could predict the CSS in elderly PC patients undergoing surgical treatment. The model has been internally validated with good accuracy and reliability. It showed better potential clinical application value than the TNM staging system; it can help clinicians and patients make clinical decisions. However, our study is retrospective, which may lead to an unavoidable risk of selection bias. Future prospective studies with large and multicenter samples are needed to validate the nomogram further.
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Since electroencephalogram (EEG) is a significant basis to treat and diagnose somnipathy, sleep electroencephalogram automatic staging methods play important role in the treatment and diagnosis of sleep disorders. Due to the characteristics of weak signals, EEG needs accurate and efficient algorithms to extract feature information before applying it in the sleep stages. Conventional feature extraction methods have low efficiency and are difficult to meet the time validity of fast staging. In addition, it can easily lead to the omission of key features owing to insufficient a priori knowledge. Deep learning networks, such as convolutional neural networks (CNNs), have powerful processing capabilities in data analysis and data mining. In this study, a deep learning network is introduced into the study of the sleep stage. In this study, the feature fusion method is presented, and long-term and short-term memory (LSTM) is selected as the classification network to improve the accuracy of sleep stage recognition. First, based on EEG and deep learning network, an automatic sleep phase method based on a multi-channel EGG is proposed. Second, CNN-LSTM is used to monitor EEG and EOG samples during sleep. In addition, without any signal preprocessing or feature extraction, data expansion (DA) can be realized for unbalanced data, and special data and non-general data can be deleted. Finally, the MIT-BIH dataset is used to train and evaluate the proposed model. The experimental results show that the EEG-based sleep phase method proposed in this paper provides an effective method for the diagnosis and treatment of sleep disorders, and hence has a practical application value.

KEYWORDS
  EEG signal, convolutional neural network, long-term and short-term memory, sleep stage, multichannel, feature fusion


Introduction

People spend one-third of their time sleeping every day, and sleep is an important and necessary physiological process of the human body. Sleep quality will seriously affect people's physical and mental health. The acceleration of the pace of life in modern society and the increase of life pressure have also affected people's sleep quality, causing many people to suffer from sleep diseases (1). Clinical medicine analyzes and judges sleep quality by monitoring patients' sleep status, so as to achieve the purpose of treating or preventing sleep diseases. The collection of sleep data is the basis of sleep quality analysis. At present, the research on automatic sleep staging has made some progress. The sleep staging process requires professionals to receive a lot of training and accumulate on-site experience, which is a complex and cumbersome process. Therefore, it is necessary to combine sleep with artificial intelligence to automatically and effectively evaluate sleep stages. Sleep is the most important physiological process related to human health. With the acceleration of people's pace of life and the increase in stress, the incidence rate of sleep disorders is also increasing. At present, patients tend to be younger. Therefore, the research on sleep has attracted extensive attention from scholars. From a clinical point of view, sleep staging is an important basis for monitoring sleep quality and detecting sleep-related diseases. Nowadays, people all over the world have difficulty sleeping or even insomnia, and more and more diseases are caused by sleep problems. Studies have shown that sleep quality plays a very important role in the regeneration of memory neurons. Poor sleep quality or insufficient sleep will damage memory to some extent. In addition, some studies have proved that sleep disorder has been identified as one of the earliest potential biomarkers for the progression of Alzheimer's disease, and monitoring sleep changes is helpful for early intervention of dementia (2). Therefore, how to correctly stage sleep is an important basis for monitoring sleep quality and diagnosing sleep-related diseases. It has important practical significance and application value to improve sleep quality or diagnose sleep disorders through artificial intelligence. The convolutional neural network is a feedforward neural network, including an input layer, an output layer, convolution layer, and pool layer (3). Its special network structure can effectively reduce the complexity of the neural network. It has achieved great success in many fields, particularly in image recognition. At present, CNN has been successfully applied to many specific projects, such as original EEG data, target recognition, and handwritten character recognition. It also occupies a place in many fields, such as analyzing visual images, speech recognition, and predicting human traffic (4). As we all know, CNN has the characteristics of shared weight structure and transformation invariance. CNN consists of input and output layers and multiple hidden layers. The hidden layer can be a convolution layer, a pooling layer, or a full connection layer. Compared with other traditional algorithms, CNN uses relatively less preprocessing. This means that CNN can learn from the manually designed filter in the traditional algorithm. Its main advantage is that it can replace prior knowledge and artificial design feature engineering (5). Therefore, this study aims to study a new automatic sleep classification method based on EEG signals, including signal preprocessing, feature extraction, and classification and recognition. The main research content of this paper is to realize the automatic segmentation of sleep by using signal processing method and pattern recognition theory, and establish an automatic sleep staging system with high accuracy and fast calculation speed to provide more effective and convenient sleep staging methods for medical researchers, and reduce the workload of clinical diagnosis.

The specific contributions of this study include the following:

(1) Based on EEG signals and a deep learning network, this paper proposes an automatic sleep staging method based on multi-channel EEG, and CNN-LSTM is used for supervised learning of sleep staging on original EEG and EOG samples.

(2) The EEG signals are filtered and extracted, respectively, and the features are extracted by CNN and LSTM in parallel. The two features are fused for classification.

(3) By introducing an electro-oculogram and fusing the modal information between EEG and EOG, the classification accuracy of each stage is improved.

(4) When decomposing EEG signal and using the method proposed in this paper and the characteristics of rhythm wave, relative energy, and complexity for automatic sleep staging, by using the information complementarity between different modes, the calculation time of feature extraction can be reduced, the error can be reduced, and the accuracy of automatic staging can be improved.

The remainder of this paper is organized as follows. Section Related work discusses related work, followed by the composition of brain waves in EEG and signal detection in Section EEG signal. Sleep staging criteria and specific sleep stages are discussed in Section Sleep stage. Section CNN-LSTM sleep stages algorithms presents CNN-LSTM sleep stages algorithms, Section Contrast experiment and result analysis details the contrast experiment and result analysis, and Section Conclusion and future work provides a conclusion with a summary and future research direction.



Related work

Sleep experts can determine the quality of sleep by recording electrical activity through sensors connected to different parts of the body. A set of signals collected by these sensors is called polysomnography (PSG). A series of physiological signals were recorded, including EEG, EOG, EMG, and ECG. EEG signals often contain a lot of information about physiological activities (6). It is an extremely complex bioelectrical signal. It provides important analytical reference information for neurology, medicine, and other disciplines. It can accurately reflect the activity of the brain and is gradually widely used in sleep research. Each person has different characteristics and amplitudes of EEG signals in different sleep states, which reflects the different and complex functions of the brain in different stages (7). The classification of different characteristics of different sleep stages is called sleep stage. It is not only the standard for judging sleep quality, but also the basis for diagnosing some brain diseases. It has important clinical significance and broad application prospects for the treatment of sleep disorders (8). The early classification standard of sleep stage is the R&K standard, which was proposed by Rechtchaffen and Kales in 1968. The human sleep process is divided into three types: wake, non-rapid eye movement sleep (NREM), and rapid eye movement sleep (REM) (9). According to expert standards, polysomnography (PSG) is divided into stages every 30 s. Professional sleep data evaluation can only be carried out in the hospital, and then experts judge each paragraph according to the classification criteria through visual observation. It is very cumbersome, time-consuming, and prone to subjective errors (10). An 8-h PSG data requires professional doctors to spend 2–4 h on sleep staging, which is very inefficient. Therefore, the development of automatic sleep staging is of great significance. Automatic staging is the research of feature extraction and classification of EEG data collected by using signal processing, pattern recognition, and computer technology. Compared with manual staging, it saves time and effort. It can not only improve the efficiency of data judgment and classification, but also reduce the misjudgment caused by doctors' subjective factors in the process of staging (11, 12).

In order to avoid the misjudgment of subjective consciousness caused by the manual recognition of the sleep stage by experts, more and more scholars are committed to the research of automatic sleep staging. Sleep data staging belongs to the category of pattern recognition (13). In recent years, with the rapid development of pattern recognition methods, a large number of classification methods have been found and used, accompanied by continuous changes and improvements. Common recognition methods are as follows: Decision Tree (DT), Artificial Neural Networks (ANNs), Linear Discriminant Machine (LDM), and Support Vector Machine (SVM) (14, 15). An interpretable machine learning algorithm was used to evaluate the interrater reliability (IRR) of sleep stage annotation among sleep centers by Liu et al. (16). Intracenter and intercenter assessments were conducted on 679 patients without sleep apnea from six sleep centers in China's Taiwan. Bandyopadhyay and Goldstein (17) provided a concise overview of relevant terminology, definitions, and use cases of AI in sleep medicine. They conclude that artificial intelligence is a powerful tool in healthcare that may improve patient care, enhance diagnostic abilities, and augment the management of sleep disorders. Bozkurt et al. (18) proposed a new approach to sleep staging, which is one of the diagnostic procedures for the disease. An artificial intelligence-based sleep/awake system detection was developed for sleep staging processing. Photoplethysmography (PPG) signal and heart rate variable (HRV) were used in the study. Zhu et al. (19) adapted edge AI to develop a lightweight automatic sleep staging method for children using single-channel EEG. The trained sleep staging model will be deployed to edge smart devices so that the sleep staging can be implemented on edge devices which will greatly save network resources and improve the performance and privacy of the sleep staging application. Cesari et al. (1) conducted this study to evaluate interrater reliability between manual sleep stage scoring performed in two European sleep centers and automatic sleep stage scoring performed by the previously validated artificial intelligence-based Stanford-STAGES algorithm. Abbasi et al. (20) proposed an internet of things and ensemble-based automatic sleep stage classification in this study. Twelve EEG features, from nine bipolar channels, were used to train and test the base classifiers, including a convolutional neural network, support vector machine, and multilayer perceptron. Eldele et al. (21) proposed a novel attention-based deep learning architecture called AttnSleep to classify sleep stages using single-channel EEG signals. This architecture started with the feature extraction module based on a multi-resolution convolutional neural network (MRCNN) and adaptive feature recalibration (AFR). Prochazka et al. (22) devoted to the analysis of multi-channel biomedical signals acquired in the sleep laboratory. The goal of the study was to visualize the features associated with sleep stages as specified by an experienced neurologist in their adaptive classification. Delimayanti et al. (23) demonstrated the utilization of features extracted from EEG signals via FFT to improve the performance of automated sleep stage classification through machine learning methods. Gao et al. (24) developed a novel program called GI-SleepNet, a generative adversarial network (GAN)-assisted image-based sleep staging for mice that is accurate, versatile, compact, and easy to use. Loh et al. (25) proposed a deep learning model based on a one-dimensional convolutional neural network (1D-CNN) for CAP detection and homogenous 3-class classification for sleep stages: wakefulness (W), rapid eye movement (REM), and NREM sleep. The proposed model was developed using standardized EEG recordings. Manzano et al. (26) presented the first approximation using a single channel and information from the current epoch to perform the classification. The complete Physionet database has been used in the experiments. The main research objective of this paper is to realize the research on EEG sleep automatic staging by using signal processing method and deep learning theory, and establish an automatic sleep staging system with high accuracy and fast calculation speed to provide a more effective and convenient sleep staging methods for medical researchers, reduce the workload of clinical diagnosis, and reduce the error rate.



EEG signal

The brain is mainly responsible for controlling and regulating the thinking and conscious activities of the human body. EEG is a random signal reflecting the electrical activities of brain tissue. The cerebral cortex of the brain is the highest center of the nervous system regulating body movement, which is responsible for the cognitive and emotional functions of the brain. Various human activities and senses can find corresponding regions in the cerebral cortex, and each region has its specific role and function. Neuron cells in the cerebral cortex are the reason why human beings have complex activities as advanced organisms. The condition for complex activities is that each neuron cell can communicate through dendritic connections, which makes human activities have countless possibilities (27).

Scientific research shows that EEG signal is formed by a large number of neuronal cells. It is a non-linear mixture of multiple cells connected by non-linear coupling. From the perspective of chaos theory, the human brain is a complex non-linear dynamic system. EEG signal has the following characteristics: weak signal and strong noise; high complexity of signal components; prominent frequency characteristics; non-linearity; and non-stationarity.


Composition of brain waves

The root cause of EEG is the response of neurons in the cerebral cortex to electrical activity. The signals generated by the potential activity of nerve cells can be obtained by placing electrodes on the scalp. The amplitude, frequency, and phase of the waveform contained in the EEG have certain characteristics. The bandwidth of EEG is 0.5–100 Hz, and the 0.5–30 Hz portion of spontaneous EEG is considered in clinical medicine. According to the frequency characteristics, it can be divided into four basic rhythm waves and non-basic waves. The regular waves in the sleep process are rhythm waves, and the irregular waves are non-basic waves. There are four kinds of rhythm waves:

(1) δ wave: 0.5–4 Hz, amplitude 20–200 μV. δ wave is the wave with the lowest frequency in the brain, which is obvious in the forehead. It appears more often in the EEG of infants or people with intellectual disabilities, and it will not occur in normal people when they are awake; however, this wave can be produced when adults are in extreme fatigue, deep sleep, and deep anesthesia. When the cortex is inhibited, δ rhythmic waves appear.

(2) θ wave: 4–8 Hz, amplitude about 20–150 μV. θ wave is a low-frequency rhythmic wave in the human brain. It is the main EEG activity in teenagers aged 10–17 years. It is obvious in temporal and parietal areas. Similar to δ wave, it occurs only when the brain nerve is in a sleepy, depressed, or frustrated state, and it does not occur when normal people are awake, mtf(Modulation Transfer Function) wave, if someone is awake, the signal contains a lot of θ wave, should be paid attention to, its brain may have lesions, which will lead to disease.

(3) α wave: 8–13 Hz, amplitude <100 μV. α wave is the most obvious waveform with a high frequency in adult EEG. It has a stable existence in the state of closed and relaxed eyes, but it disappears immediately after being stimulated by the outside world. The α wave represents human logical reasoning and creative thinking, which are not available to other animals. The α wave is a basic waveform of health and an important rhythmic wave reflecting various indexes of the brain.

(4) β wave: 13–30 Hz amplitude of 5–20 V. The frequency is 13–30 Hz. β wave is in the range of 20–30 Hz β two waves. β wave is the fastest rhythmic wave in the brain, which is mainly concentrated in the frontal and central regions. β waves are the manifestation of the excited state of the cerebral cortex and can also be used as the characteristics of brain awakening. It can be detected when people are moving, thinking, reading, or watching movies.

There are three types of common non-fundamental waves as follows:

(1) K-complex wave: there is no exact frequency range, and is composed of a positive and negative sharp waves. It first appears negative and then positive, and the transient time is >0.5 s. The K-complex wave usually appears together with the spindle wave, which are fused together to determine the S2 phase. The K-complex wave is obvious in the top and central regions.

(2) Sawtooth wave: the frequency range is 2–7 Hz. The waveform is like a sawtooth shape. Its existence generally represents the beginning of a dream, that is, sawtooth waves generally exist when the human body is in a light sleep state or dreaming.

(3) Spindle wave: the frequency is 12–14 Hz, and the amplitude is the largest and constantly changing in EEG. At first, it is the lowest, the highest in the center, and then gradually decreases to the lowest. It is obvious in the parietal and midline regions of the brain. The spindle wave is the main characteristic waveform during light sleep.



EEG detection

The EEG signal detection and recording equipment are composed of amplifier, electrode, display, etc. Electrodes are used to measure brain epidermal potential. Special electrodes need to be selected to measure EEG. In fact, the electrodes that can be used to measure brain potential include a tubular electrode, deep electrodes, disk electrodes, and so on. Different electrodes are designed to meet the different noise signals generated in the acquisition process of EEG signals. The conditions for selecting electrodes are as follows: small drift can reduce the noise interference of EEG; the polarization potential is stable, indicating good reproducibility; small photoelectric effect ensures that the electrode is not affected by light and is not easy to aging; and good mechanical properties mean long electrode life. Considering the above factors, the disk electrode is the most commonly used electrode for EEG measurement.




Sleep stage


Sleep staging criteria

The EEG changes during sleep. According to different eye, EEG, and EMG signals, a sleep grading system can be designed to respond to different sleep levels. The R&K staging standard proposed in the 1960s is widely used in the world. Sleep is divided into six periods: wake, non-rapid eye movement (NREM, including I, II, III, and IV), and rapid eye movement (REM). This standard is of great significance to study sleep staging, which was once called the “gold standard.” Later, researchers found that the characteristics of sleep stages III and IV were not obvious. Therefore, in 2007, the American Society of Sleep Medicine merged the two stages III and IV in the R&K standard, divided the total sleep period into five stages, and set the latest sleep staging standard (AASM standard), which is of epoch-making significance. The sleep staging standard selected in this paper is the AASM standard. Figure 1 presents the sleep staging criteria according to AASM.


[image: Figure 1]
FIGURE 1
 AASM sleep staging criteria.




Specific introduction to sleep stages

According to the AASM standard, the sleep process is divided into five stages: waking stage (W), rapid eye movement stage (REM), light sleep phase I (N1), light sleep phase II (N2), and deep sleep phase (N3). Each sleep stage will be briefly discussed below.

Waking stage (W period): adults are generally awake for about two-thirds of the time in a day. At this stage, eye movement is obvious, which is the characteristic of frequent blinking. During the awake period, the EEG shows an uninterrupted alpha wave (frequency 8–13 Hz, amplitude 20–100 μV).

Light sleep phase I (N1): this phase often occurs when the awake state changes to other sleep states, or when there is more body movement during sleep, generally accounting for about 5–10% of the whole night's sleep. The duration of each occurrence is short, often only 1–7 min. The characteristics of this period are as follows: the content of the alpha wave decreases (<50%), and the content of the theta wave (frequency is 4–8 Hz and the amplitude is 20–150 μV) will slowly increase.

Light sleep phase II (N2): this phase occupies a longer time than light sleep phase I during the whole night, generally accounting for 44–55% of the sleep duration. This period is characterized by the gradual emergence of two new characteristics of EEG signals: sleep spindle wave and K-complex wave. These waveforms are most obvious in the EEG-type detection of the central electrode. At this stage, the θ waves of EEG signals increase and gradually appear at the same time as the δ wave (frequency is 0.15–4 Hz and amplitude is 20–200 μV).

Deep sleep period (N3): when people enter deep sleep, that is, when the sleep stage is in N3, the repair functions of the body and the visceral function are the strongest. At this stage, the cerebrospinal fluid in the brain will regularly clean the “biological waste” in the brain, which is very important for stabilizing mood, restoring energy, and adjusting mental state. This stage accounts for about 10–20% of the total sleep time. It is the deepest stage in the sleep process. The approximate frequency range of EEG signals at this stage is 0.5–2 Hz, and δ waves slowly increased, accounting for more than 20% of the waves.

Rapid eye movement (REM): this accounts for 20–50% of the total sleep process. The biggest feature of the REM phase is rapid eye movement, which is similar to the EEG signal of the N1 phase, and the REM sawtooth phase occurs. At this stage, α waves increased but showed an irregular pattern, and were accompanied by rapid eye movement.




CNN-LSTM sleep stages algorithms

This paper will construct the automatic sleep stages model based on CNN and LSTM algorithms, train the model, and evaluate its classification performance through experiments.


Deep neural networks
 
Convolutional neural network (CNN)

A convolutional neural network (CNN) is a feedforward neural network, and it is featured with weight sharing and local reception. A typical CNN structure is shown in Figure 2. The convolution neural network is constructed by imitating the visual perception mechanism of biology, which can carry out supervised learning and unsupervised learning. The sharing of convolution kernel parameters in the hidden layer and the sparsity of inter-layer connections enable the convolution neural network to learn grid-like topology features with less computation. The function of the convolution layer is to extract the features of the input data. It contains multiple convolution kernels. Each element of the convolution kernel corresponds to a weight coefficient and a bias vector, which is similar to a neuron of a feedforward neural network. Each neuron in the convolution layer is connected to multiple neurons in the area close to the previous layer, and the size of the area depends on the size of the convolution kernel.


[image: Figure 2]
FIGURE 2
 Typical CNN structure.


In the structure, the output of the convolutional layer is locally connected to the input of the last layer, and it can be acquired by sliding the window gradually according to the step length. The corresponding local features with each parameter of the convolution kernel are multiplied and the weight of the kernel is kept unchanged, that is, weight sharing. Usually, in every convolutional layer, there are several convolution kernels and different features can be extracted. Through convolution, image features can be obtained, and after that, the classifiers can be trained according to these features directly, but such computation is huge and over-fitting occurs easily. Therefore, the addition of a pooling layer after the convolutional layer can shrink the feature map matrix and reduce the computation amount while enhancing the anti-jamming capability for feature identification, e.g., image deformation and distortion. Through local connection, weight sharing, and pooling, CNN greatly reduces the complexity of the network.

The convolutional neural network is frequently used in the processing of images and discrete signals, and its network structure mainly includes the input layer, the convolutional layer, the pooling layer, the full-connected layer, and the output layer.

(1) Convolutional layer

The convolutional layer is the most important layer in CNN, and it extracts efficient high-level feature information from the data of the input layer and inputs the regions divided by sliding windows, and conducts convolution operations with the kernel parameters. During each computation, the kernel window translates at the fixed step length in the input layer until the entire input participates in the convolution operation. Then with the activation function, add non-linear factors and construct the feature map. The output of the computation is also called feature mapping. Assume the input to be a two-dimensional tensor I and a two-dimensional convolution kernel K, CNN uses the cross-correlation function which is basically the same as the convolution operation and does not reserve the convolution kernel.

[image: image]

In essence, CNN's convolution operation gets the local features from the weighted sum of local input through the convolution kernel and its convolution operation is as follows:

Convolution operation has strengths, such as sparse connection and parameter sharing. In the networks which connect all layers with a full-connected layer, each input and output cells are combined and connected, resulting in huge computation and easy over-fitting, exploding and vanishing gradient, and other issues. However, both the size and quantity of the convolution kernels are much fewer than the input nerve cell, and they can significantly reduce the number of weight parameters and have the characteristics of sparse weight. Besides, every weight factor in the convolution kernel has translated convolution operation with all neurons of the last layer, reducing the dense matrix operation in the full-connected layer and increasing the efficiency of reverse update of network parameters through weight and parameter sharing.

(2) Pooling layer

The pooling layer processes the output of the last layer through pooling functions, such as the maximum, mean, and L2 norm. It comprehensively takes into account the neighbor value of each position in the output of the last layer, conducts further feature localization processing on the original feature map, and maps it into another feature space. The pooling layer can reduce the scale of input, maintain the output of the features in the last layer, and effectively lower the dimensions of features so as to enhance the computational efficiency of the network.

(3) Full-connected layer

Full-connected layer maps the feature map output from previous layers into a feature vector and reduces the impact of spatial location on object identification. As the full-connected layer is based on dense matrix operation, it has low computational efficiency, and it is easy to contribute to over-fitting; therefore, Dropout is often used to increase the sparsity of the full-connected layer and reduce the feature redundancy among neurons.



LSTM network

A recurrent neural network (RNN) is a neural network that is suitable to be used in the processing of sequence data. RNN increases the lateral ties among cells, making it preserve the information state of the context windows when analyzing time sequence data, and it has been widely applied in natural language processing and machine vision which includes serial input. In practical applications, it mainly includes long short-term memory (LSTM) and gated recurrent cell (GRU).

This paper mainly uses LSTM to acquire the time sequence features of sleep EEG. LSTM introduces logic control gates, and they are responsible for the memory and update of the history state. The input gate is responsible to control the impact of the input xt on the current LSTM cell state ct, and the forgotten gate controls the impact of the state ct−1 of the last moment on ct. The cell structure of LSTM is shown in Figure 3.


[image: Figure 3]
FIGURE 3
 LSTM cell.


The expressions among the LSTM forgotten door ft, input door it,output door ot, and state vector [image: image] within the cell can be given by:
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where W• is the weight matrix, b• is the bias vector, σ is logistic sigmoid function, and tanh is the hyperbolic tangent mapping activation function.




Building of automatic sleep stages model based on neural network
 
CNN-LSTM automatic sleep stages model

The identification CNN-LSTM activity can be done by introducing the LSTM model on the basis of the CNN model, and it uses CNN to process feature extraction and LSTM to process long-time sequence data. CNN has a two-layered structure: one is the feature extraction layer and its structure adopts the ReLU function as the activation function of the convolutional network, and the other is the feature mapping layer and its structure uses the sigmoid function as the activation function. It takes the pre-processed activity sequence as the input of the model and sets the convolution kernel with a length of l. After convolution operation, it gets the new feature sequence with a length of le = (n−l+1), which is shortened through the maximum pooling process, and finally obtains the extracted activity feature vector v = (v1, v2, …, vg). As the extension of the recurrent neural network, LSTM can better solve the strong data dependency problem in time sequence. The specific model of the LSTM model in activity identification is indicated in Figure 4.


[image: Figure 4]
FIGURE 4
 Single LSTM neuron processing data dependencies.


Figure 4 shows the structure of how the single LSTM neuron processes data dependencies. Therefore, LSTM replaces the full-connected layer of CNN and takes the activity feature vector x = {v1, v2, …, vg} = {x1, x2, …, xg} obtained as the LSTM input with each feature vector corresponding to an activity label Ai. LSTM determines the reservation of cell state according to the control among its input gate, forgotten gate, and output gate, maintains the relationship between the data with strong dependencies, and solves long-term dependency problems in order to accurately identify the activities. c(t−1) represents the unit state of the last moment, and the philosophy of LSTM is that the state of the current moment t depends on the state of the same neuron in the last moment t−1. h(t) can be defined as the output state of the hidden layer at the current moment, and it can be given by

[image: image]

where x(t) represents the input data of neuron at moment t and h(t−1) means the LSTM output of the last moment, i.e.,.. The values after forgotten threshold, input threshold, and output threshold can be calculated by:
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where f(t), i(t), and o(t) represent the output state of the corresponding thresholds, respectively. W and U are the weights of each branch, and b is the bias of each threshold. The activation sigmoid function of input gate decides what information to update, and tanh layer creates a new cell state, which can be given by:

[image: image]

Meanwhile, the old cell state will be updated to the new cell state c(t), which can be given by:

[image: image]

The sigmoid function of the output gate determines what information to output and obtains the output h(t) of the current hidden layer through the tanh function, as suggested by Formula (14):

[image: image]

In the entire LSTM computation process, the output h(t−1) of the hidden layer of the neuron at moment t−1 and x(t) are the input of the neuron at moment t. The input of the neuron in the input layer produces the neuron output h(t) under the action of activation function, and the memory state c(t−1) of the neuron cell at moment t−1 forms that memory state c(t) at moment t. In the learning process, Formulas (5) and (7) show that the activation function tanh affects c(t), and the affected c(t) has point multiplication with the output state o(t) after the control of the output threshold to get the output h(t) of the hidden layer at moment t. The Softmax activation function normalizes the value of the weight α of the hidden layer, gets the multiplication product and sum of the weight α(i) in the hidden layer with the output h(t) of the hidden layer at the current moment, and obtains the final feature expression y(t) of the activity identification samples so as to get the respective probabilities of the activities in the sample set, as shown in Formula (15).
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Therefore, the interaction among the LSTM input gate, output gate, and forgotten gate decides whether the information should be preserved or abandoned in order to solve the problem of strong data dependencies. This cycle is repeated and after the iteration of one batch (one-time training samples), the accuracy is calculated as the difference between the expected and actual activities.



Model structure of automatic sleep stage algorithm

This paper builds the automatic sleep stage algorithm model, mainly including the model structure, size of convolution kernel, and so on. Sleep EEG screens and produces IMF through EMD, and it can effectively present the rhythm wave form and frequency feature of EEG. Therefore, the CNN structure is used to get the time-frequency domain features of each group of IMF, and these features will help with the decision-making of the model on sleep stages and are used to improve the performance of the CNN-LSTM model.

To better simulate the stages of sleep, CNN input includes the EEG and EOG signals which are not processed in the classification stage, and takes a digital matrix as the input. The proposed model in this paper adopts four two-dimensional convolution layers and uses rectified linear unit (ReLU) as the activation function. For each two-dimensional convolution layer, it uses dropout to avoid over-fitting, resulting in neurons being closed or abandoned at a 20% probability. Every convolution layer is followed by one maximum pooling layer before two full-connected layers. The first connected layer has 4,096 cells, and the second one has 1,500 cells. Both layers also adopt dropout to avoid over-fitting and lead to closed or abandoned neurons at a 50% probability. The last is a full-connected layer with a size of 5, and it chooses ReLU as its activation function. All activation functions used in the convolution layers are ReLU with a negative slope of 0.

In EEG-CNN automatic sleep stage model, the input is a 30-s EEG signal with a sampling rate of 200 Hz, and it is represented in a 5 * 6,000 matrix form. Here 5 means that it adopts the data of five channels, and each EEG sample signal is built alternatively in the order of input layer, Cov, Dropout, Pool until FC1 and FC2, and output. This paper divides EEG and EOG signals of the sleep stages of all types into a test set and training set. To be specific, 20% of all datasets are randomly selected as the test set, and the remaining are selected as the training set in each training stage. When using CNN at a fixed-length time sequence, the output of the convolution directly correlates with the input, the number of convolution layers, and their step lengths. If the output of the last convolution layer is too big, then the majority of the weights will be located in the full-connected layer. CNN connects with LSTM in a parallel manner, and it is used to learn the time sequence features of the output features of two networks. The network output is five sleep stages divided by the AASM sleep staging rule. Figure 5 represents the neural network model of sleep stages.


[image: Figure 5]
FIGURE 5
 Neural network model of sleep stages.


In Figure 5, the output dimension and core size of each layer are as follows: input layer: 300 × 2; 1st LSTM layer: 300 × 64; 2nd LSTM layer: 64; 1st convolution layer: 296 × 64,5; 1st pooling layer: 98 × 64,3; 2nd convolution layer: 94 × 32,5; 2nd pooling layer: 31 × 32,3; flatten: 992; concatenate: 1,056; 1st full-connected layer: 64; 2nd full-connected layer: 32; and Softmax: 5.

Every convolution layer in this model includes three operations: convolution operation, batch normalization, and activation function non-linearization. Batch normalization acts behind convolution operation, and it is used to re-adjust the distribution of the output in the last layer. It standardizes the input of each hidden layer and prevents the gradient diffusion caused by network deepening. The input layer of the CNN-LSTM designed in this study has 300 * 2 dimensions. It extracts time sequence features through LSTM, captures profound local correlation information through parallel CNN structure, fuses the convolution features and time sequence features into the full-connected layer, and outputs the multi-classification result from the Softmax layer. The size of batch processing used in this experiment is set to 20. It selects ReLU as the activation function, which is a piecewise linear function and has unilateral inhibition, making the neurons have sparse activation and play the part of automatic decoupling, and increase the convergence speed. The function f(x) can be given by:

[image: image]

Then, the full-connected layer maps the high-dimensionality and high-level features obtained from the previous model into the label space with five sleep stages. This model finally uses the Softmax classifier, into which the full-connected layer inputs the five real numbers obtained by multiplying the input feature vector and weight matrix and adding the bias input. The Softmax layer converts it into the probability of the corresponding five sleep stages, and the model judges the staging result according to the maximum probability.





Contrast experiment and result analysis


Performance evaluation index

Recall (REC), Precision (PRE), F1 (F1-Score, F1), and ACC (Accuracy) are employed to evaluate the classification performance of the proposed model. ACC is defined as the proportion of the number of samples of the prediction pair to the total number of samples. PRE indicates how many of the predicted positive samples are really positive samples. REC indicates how many positive examples in the sample are correctly predicted. They are common indicators in the statistical analysis. MF1 refers to the mean value of all F1 values in each sleep stage. ACC stands for the percentage of the classification of accurate sleep stages to all sleep stages. REC, PRE, F1, ACC, and MF1 are calculated with the following formulas respectively:
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where TPc is the number with accurate prediction in all classes and N is the total number of samples in all 30 s. F1c is the score of F1 of a certain class, and C is the number of sleep stages. TP is true positive, FN is false negative, and FP is false positive.



Training process

The experiment uses the data of 30 subjects in the MIT-BIH dataset, totaling 60 all-night sleep data. In the experiment, the use of LSTM enables the extraction of the features in a time sequence. In order not to interrupt the time sequence of the sleep stages, a division is made to the data with each subject as the unit. Table 1 presents the division of the subjects in the training set and test set.


TABLE 1 The subject division of training set and test set.

[image: Table 1]

The training set is made of the sleep data of 24 people for two nights, totaling 48 nights. The number of samples in each sleep stage in the training set is listed in Table 2.


TABLE 2 Number of 30-s epochs for each sleep stage in training set.

[image: Table 2]

The test set comprises the sleep data of two nights of six people, totaling 12 nights. The samples of each sleep stage are presented in Table 3.


TABLE 3 Number of 30-s epochs for each sleep stage in test set.

[image: Table 3]

In the training process, evaluate and validate the automatic sleep stage model apart from establishing the test set for the data of six persons, which is totally independent of the training set. Divide the sleep data of 24 persons in the training set into 12 on average, each of which includes the sleep data of four nights. In the 10th round of training, extract and use a ground subset as the validation set.

In the pre-training phase, randomly resample the data in W, N1, N3, and REM stages and perform under-sampled processing in the N2 stage, making the number of samples from six sleep stages every night not to exceed 200 after resampling and under-sampling. The total generations of data training have 100 epochs. A stochastic gradient descent optimizer is used and the initial learning rate is 0.015, which decays 0.1-fold after iterations and training of 20 generations. Set the batch as 10.



Experiment result and analysis

Hilbert transform focuses on extracting the local characteristics of the signal. HHT amplitude spectrum and marginal spectrum can obtain the time-frequency distribution characteristics of each IMF and the global energy distribution of each frequency. They are distributed in a narrow-band frequency, and the central frequency has a certain distance. It can be seen that the energy of IMF in a local frequency band is relatively concentrated, and the energy proportion of the high-frequency component is relatively small. The multi-resolution characteristics of HHT make the frequency and energy characteristics of this part of the signal more obvious. In order to study the energy distribution characteristics of each sleep period, the data of subjects for 10 days are randomly selected from the MIT-BIH dataset. Forty-five EEG signals are taken from each sleep period every day, and a total of 450 EEG signals are taken during all sleep periods. The instantaneous frequencies of the first four IMF components after empirical mode analysis are calculated, the frequency points are counted, and the probability density histogram is drawn, as shown in Figure 6.


[image: Figure 6]
FIGURE 6
 Probability density histogram of instantaneous frequency of EEG signals in each sleep period. (A) W phase. (B) N1 phase. (C) N2 phase. (D) N3 phase. (E) REM phase.


This experiment adopts the EGG in MIT-BIH dataset as the input research subject of the model and performs automatic sleep stage model training on the training method and the divided dataset. The goal of the model is to classify sleep into five stages: W, N1, N2, N3, and REM according to AASM rules. In the training steps, the loss and accuracy curves of the training set and test set are shown in Figures 7, 8.


[image: Figure 7]
FIGURE 7
 Accuracy and loss curve of pre-training process. (A) Training and validation accuracy. (B) Training and validation loss.



[image: Figure 8]
FIGURE 8
 Accuracy and loss curve of fine tuning process. (A) Training and validation accuracy. (B) Training and validation loss.


As shown in the performance curves of the training process, the loss function can converge quickly, and the total accuracy reaches 90.6% when the data finishes 100 iterations. But for the test set, its loss function value vibrates greatly. The study shows that with multi-channel EEG and EOG, it is viable to classify the sleep stages with the CNN-LSTM in this study and that EOG data should not be ignored in the study of automatic staging. The training is end-to-end and needs no professional knowledge to select any signal preprocessing method, which is a strength. Neural networks can independently learn the features of each stage and is the most suitable method for classification tasks. From the features of convolutional networks, the convolution layer can learn the excellent filter. Table 4 presents the comparison of performance between the proposed model and other models.


TABLE 4 Performance comparison.

[image: Table 4]

It can be seen from Table 4 that the proposed model shows quite good performance and better staging accuracy than other models, which demonstrates the generalization ability of the proposed model. As shown in the results, the multi-channel EEG and EOG model, adopted in this study, is better than the existing multi-channel models. Although other models show excellent performance, the performance of the proposed model is better than other models. From the staging results of different models, it can be concluded that the proposed model has significant advantages.




Conclusion and future work

In this study, an intelligent automatic sleep staging model based on CNN and LSTM is proposed. As sleep is an extremely complicated process, it is difficult to obtain high accuracy using automatic staging methods (31, 32). The proposed automatic sleep staging method, which is based on EEG, still needs improvement, mainly in the following aspects: (1) The impact of other physiological parameters should be considered. As sleep is a complex process, physiological parameters, such as electrocardio, myoelectricity, electro-oculogram, and breath, have a certain influence on sleep (33). Hence, more parameters should be introduced into the study of sleep stages, which can further increase the accuracy of automatic sleep staging. (2) More feature parameters and experiment samples need to be used to extract more feature parameters (34), including time domain, frequency domain, and non-linear features. Multi-channel data should be selected and more features and data need to be used to make a comprehensive study of sleep stages.

In the future work, we will further explore the application of neural network technology to the automatic sleep staging task, improve the overall accuracy, and provide a theoretical basis for the application of various neural networks to sleep staging.
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Background

Currently, the clinical prediction model for patients with osteosarcoma was almost developed from single-center data, lacking external validation. Due to their low reliability and low predictive power, there were few clinical applications. Our study aimed to set up a clinical prediction model with stronger predictive ability, credibility, and clinical application value for osteosarcoma.



Methods

Clinical information related to osteosarcoma patients from 2010 to 2016 was collected in the SEER database and four different Chinese medical centers. Factors were screened using three models (full subset regression, univariate Cox, and LASSO) via minimum AIC and maximum AUC values in the SEER database. The model was selected by the strongest predictive power and visualized by three statistical methods: nomogram, web calculator, and decision tree. The model was further externally validated and evaluated for its clinical utility in data from four medical centers.



Results

Eight predicting factors, namely, age, grade, laterality, stage M, surgery, bone metastases, lung metastases, and tumor size, were selected from the model based on the minimum AIC and maximum AUC value. The internal and external validation results showed that the model possessed good consistency. ROC curves revealed good predictive ability (AUC > 0.8 in both internal and external validation). The DCA results demonstrated that the model had an excellent clinical predicted utility in 3 years and 5 years for North American and Chinese patients.



Conclusions

The clinical prediction model was built and visualized in this study, including a nomogram and a web calculator (https://dr-lee.shinyapps.io/osteosarcoma/), which indicated very good consistency, predictive power, and clinical application value.





Keywords: osteosarcoma, SEER, multicenter study, nomogram, web calculator, prediction model



Background

Osteosarcoma, the most frequent primary malignancy of bone, accounting for approximately 35% of bone malignancy (1), originates from malignant mesenchymal cells (2), which produce osteoid and/or immature bone (3). Surgery combined with peri-operative chemotherapy is the current treatment while local therapy alone is insufficient (4). The presence or absence of metastases has become an important prognostic factor. Studies have shown that the 5-year survival rate for primary focus without metastases is more than 65% (5–7). Certain variables cannot explain the complicated survival rate. For diagnosis and treatment option, the American Joint Committee on Cancer (AJCC) system (8) and Enneking system (9) are popular. Factors of these systems can imply survival duration with treatment option roughly, but it is limited. A prediction model for survival is urgent for further prognosis prediction and instructive therapy selection (10, 11).

Osteosarcoma incidence remains low relative to other tumors (12). Therefore, a sufficient number of subjects are quite challenging. The Surveillance, Epidemiology, and End Results (SEER) database is an authoritative cancer statistics database in the United States that records morbidity, mortality, and incidence information for millions of patients with malignancies. Currently, although there have been relevant studies on osteosarcoma based on the SEER database, these prediction models showed a lower power (almost AUC < 0.8) or have no external data validation (13–15).

In this study, we built models based on osteosarcoma patients’ data in the SEER database using three models, and the apt model was visualized. The validation data set from four different regional medical centers in China presented great power and credibility of the apt model. The nomogram and the web calculator were visualized, possessing good consistency and clinical application value.



Methods


Clinical information and selection criteria

SEER*STAT (version 8.3.5) software was used to extract data including patient demographic characteristics, clinicopathological treatment, and patient treatment (surgery, radiotherapy, and chemotherapy) information.

SEER data inclusion criteria were as follows: (1) primary malignant tumor of osteosarcoma with International Classification of Diseases of Oncology ICD-O codes 9180, 9181, 9182, 9183, 9184, 9185, 9186, 9187, 9192, 9193, 9194, and 9200; (2) SEER database after 2010 incorporated relevant metastatic site information and included patients diagnosed between 2010 and 2016; (3) osteosarcoma was the first and only primary malignancy; (4) complete clinical information, including age at diagnosis, sex, race, primary site, tumor size, tumor stage and grade, metastatic site, surgery, and whether radiotherapy and chemotherapy were administered; (5) diagnosis was from surviving patients and did not include cadavers; (6) complete follow-up information was available; and (7) known cause of death and survival time after diagnosis.

The multicenter data were obtained from four medical institutions in China: the Second Affiliated Hospital of Jilin University, the Second Affiliated Hospital of Dalian Medical University, Liuzhou People’s Hospital, and Xianyang Central Hospital. The follow-up period was more than 3 years. Three investigators were responsible for data acquisition at each institution during the survey period. Tumor size and stage were provided by the surgeon, and pathological grading was diagnosed by a senior pathologist at each hospital, or in case of uncertainty, confirmed by a pathologist at the Second Affiliated Hospital of Jilin University. Data were extracted by two of the three investigators, and data check was performed by the third one. All data were checked for consistency and date was sorted using Microsoft Excel (Microsoft Excel, 2013, Redmond, USA).

Exclusion criteria were as follows: (1) incomplete clinicopathological and survival information; (2) unknown tumor size, stage, and race; and (3) vacant data.



Calibration of prediction model parameters and data baseline

Considering the characteristics of the SEER database and the multicenter study, we tried to unify the data standard. Three categories of race in SEER data were white, black, and other without specific subdivisions, while the race of real multicenter data from China was classified to “other”. Treatment modality included surgery, chemotherapy, and radiotherapy, but the SEER database did not record treatment details; thus, it could only be classified as No (treatment) or Yes (treatment). Some patients were coded “999” on tumor size in the SEER database, which meant that their tumor size could not be assessed. To minimize data bias, we used x-tile to find the cutoff value of the data that can assess the tumor size, converting the tumor size from a continuous variable to a categorical variable.

Baseline tables were drawn for the modeling and validation group data, independent samples t-tests were used for continuous variables, and chi-square tests were used for categorical variables. Heat maps were plotted to show the frequencies and correlations between the parameters.



Selection of the prediction model

Three methods were used to screen variables in this study: (1) univariate Cox with p < 0.05 as a cutoff for screening variables and forest plot; (2) full subset regression to adjust for R² maxima to determine the best combination of variables; and (3) the LASSO regression and cross-validation to determine the combination of variables by the λ value while the mean squared error (MSE) was minimal.

The variables of the three methods were screened by using stepwise backward regression to achieve the minimum value of Akaike’s Information Criterion (AIC). The models constructed by the three methods were compared by receiver operating characteristic (ROC) curves, and that with the largest area under the curve (AUC) was selected as the final model.



Survival analysis

In the prognostic analysis, Kaplan–Meier was used to estimate survival curves for each variable, and a log-rank test was used to determine the significant difference. Multivariate Cox regression analysis was used, and forest plots were drawn.



Development and visualization of prediction models

A nomogram was constructed using the parameters screened from the multivariate Cox results. For application convenience, a user-friendly web calculator was provided. Meanwhile, we built the decision tree.



Model validation and clinical application assessment

The actual and predicted probabilities were compared using calibration curves for the training and validation sets to evaluate the model consistency. The ROC of the validation set was plotted, and AUC was calculated to evaluate the prediction accuracy of the prediction model. Decision curve analysis (DCA) was used to evaluate the clinical application value.



Statistical analysis

Cutoff values were obtained by x-title software. Statistical methods and plotting, including t-test, chi-square test, LASSO, full subset regression, heat map, Kaplan–Meier, forest plot, nomogram, ROC curve, calibration plot, and DCA curve, were performed by R version 4.0.5. p < 0.05 was considered statistical significance.




Results


Continuous variables transformed into categorical variables

In Figure 1, the x-tile software calculated the optimal division of tumor size into the following groups: less than or equal to 95 mm, 95–127 mm, and more than 127 mm. Therefore, the continuous variable in tumor size was transformed into categorical variables in the three groups of ≤95, 95–127, and >127. Other patients coded “999” on tumor size were allocated to “Unable to evaluate”.




Figure 1 | The cut-off of tumor size. (A) The x-tile software calculated the optimal division of tumor size. (B) Categorical variables.





Baseline data about SEER and multicenter data

Based on the SEER database, information was collected on all patients with osteosarcoma between 2010 and 2016, and according to inclusion and exclusion criteria, 1,144 patients were finally included, while a total of 112 patients were included in the Chinese multicenter data. Flowchart of data collection and analysis was shown in Figure S1.

Table 1 showed the demographic, clinicopathological, and treatment data characteristics of the SEER database versus the Chinese multicenter. Among the statistically significant differences between the two cohorts were race and chemotherapy. In the SEER data, Caucasians predominated, followed by blacks and other ethnicities. The multicenter data had a only Chinese population and a higher proportion of chemotherapy for osteosarcoma in China. No significant differences existed regarding other characteristics between the two groups (Table 1).


Table 1 | Baseline data table of the training group and the validation group.



The heat map in Figure 2A showed the correlation between each parameter, and that in Figure 2B showed the frequency in each parameter. In Figure 2A, we could find moderate correlations for tumor size with T and stage group, race with category, and bone metastasis versus lung metastasis. In Figure 2B, the frequencies of each parameter were shown, and the data distribution could be observed visually from the colors (Figure 2).




Figure 2 | (A) Heat map of the correlation between each factor. (B) Heat map of the frequency in each factor.





Univariate Cox regression

According to the results of the univariate Cox regression, the forest plot was drawn (Figure 3). According to the results of the univariate Cox regression forest plot, 14 variables (p < 0.5) were screened by univariate Cox regression, namely, age, primary site, grade, laterality, stage group, T stage, N stage, M stage, surgery, radiation, chemotherapy, bone metastases, lung metastases, and tumor size.




Figure 3 | Forest plot on univariate Cox regression.





Full subset regression

The full subset regression was performed using the R packages’ (leaps) regsubsets function to find the best combination according to the optimal subset regression model evaluation criteria, through adjusting the Marlowe’s CP value to minimum, R2 value to maximum, and Bayesian information criterion to minimum. The combination of variables was determined with the adjustment R2 as criterion. Optimal full subset regression selected eight variables (age, grade, laterality, stage group, M stage, surgery, chemotherapy, and tumor size) (Figure 4).




Figure 4 | The combination of variables were determined with the adjustment R² as criterion in the full subset regression.





LASSO regression and cross-validation

LASSO introduced the variable λ to find the most appropriate model. As λ increased, the regression coefficient β of each variable decreased, and some became zero, indicating that the variable contributed little to the model and could be eliminated. λ value determined which variables optimized the model, and the best λ value could be found using cross-validation (Figure 5A).




Figure 5 | (A) LASSO coefficient profile. (B) Cross-validation for tuning parameter selection in the LASSO model.



Figure 5B showed the Partial-likelihood deviance curve with Log(λ). The value (λ.min and λ.1se) was used to choose the good performance model in a minimum number of independent variables. Four combinations of variables (age, M, surgery, and lung metastases) were chosen via the LASSO regression.



Multivariate Cox regression to determine the final model variables

A total of 14 variables were screened by univariate Cox regression. Based on adjusted R² maxima, eight variables (age, grade, laterality, stage group, stage M, surgery, chemotherapy, and tumor size) were screened by optimal  subset regression (OSR). LASSO regression and cross-validation using a tuning factor (λ.1se) built an excellent model with a minimum number of four independent variables (age, M stage, surgery, and lung metastases).

The combinations of variables screened by each of the three methods were analyzed in a multivariate Cox model, and the final models of the three methods were determined using stepwise backward regression with minimum AIC values. After stepwise backward regression, eight variables were included in the univariate Cox (age, grade, laterality, M, surgery, bone metastases, lung metastases, and tumor size). Six variables were included in the optimal subset regression (age, grade, laterality, M stage, surgery, and tumor size). Four variables were included in LASSO regression (age, M stage, surgery, and lung metastases).

The AIC of the three models were 5,552.849 in univariate Cox, 5,570.204 in OSR and 5,611.193 in LASSO regression. ROC curves in three models were drawn at 1-year, 3-year, and 5-year survival. The models were evaluated by AUC values (Figure 6). The model constructed by univariate Cox was optimal with the largest AUC and the smallest AIC.




Figure 6 | ROC cure in 1-(A), 3-(B), and 5- (C) years overall survival.





Survival analysis

The multivariate Cox forest plot showed that eight univariate Cox parameters were independent risk factors (p < 0.05, Figure 7).




Figure 7 | Multivariate Cox forest plot.



Kaplan–Meier survival curves revealed that there was no significant difference in patient survival between the SEER data and the real Chinese multicenter data (p > 0.05, Figure 8A). Kaplan–Meier survival curves about all patients are presented in Figure 8B. Bone metastases were at higher risk than no bone metastases (p < 0.05, Figure 8C). Well-differentiated grade patients held longer survival (p > 0.05, Figure 8D). Kaplan–Meier survival curves almost overlapped in left and right laterality, showing no difference (p > 0.05, Figure 8E). Lung metastases were at higher risk than no bone metastases (p < 0.05, Figure 8F). M1 showed a lower survival rate than M0 (p < 0.05, Figure 8G). Patients with surgery showed higher survival rate than no surgery (p < 0.05, Figure 8H). The larger the tumor size of patients was, the shorter was their survival (p < 0.05, Figure 8I). The consistent results were proved in the validation cohort (Figure S2).




Figure 8 | Kaplan–Meier survival curves in the training cohort. (A) The SEER data and the real Chinese multicenter data. (B) Patients in SEER data. (C) Bone metastases. (D) Grade. (E) Laterality. (F) Lung metastases. (G) M. (H) Surgery. (I) Tumor size.





Prediction model development

A nomogram is a method that allows quantification and visualization of Cox regression (16). The nomogram is evaluated by two methods: (1) Each variable is listed, and each sub-variable is quantified into a specific score. The cumulative scores of all variables are matched to the outcome scale to obtain predicted probabilities. (2) Web calculators or dynamic line graphs are developed to input specific variables and calculate the probability of an event. In this study, we constructed the nomogram using multivariate Cox variables (Figure 9A). Moreover, an online web calculator (https://dr-lee.shinyapps.io/osteosarcoma//) was designed to facilitate the user. A decision tree model was also provided as a supplement for the prediction model (Figure 9B).




Figure 9 | (A) A nomogram was constructed using multivariate Cox variables. (B) The decision tree of multivariate Cox variables.





Calibration chart and external receiver operating characteristic curve

The calibration chart was an assessment of how close the estimated risk of the line plot was to the actual risk. SEER data were applied for internal validation, and multicenter data were applied for external validation. The internal validation results (Figures 10A–C) and external validation results (Figures 10D–F) showed that the predicting outcomes were consistent with the actual outcome and the prediction model was well preformed in 1, 3, and 5 years. The ROC curves of the model were plotted in multicenter data. It proved the excellent predictive ability in 1, 3, and 5 years (AUC > 0.8, respectively) in Figure S3.




Figure 10 | (A–C) Internal calibration diagram in 1 year, 3 years, and 5 years. (D–F) External calibration diagram in 1 year, 3 years, and 5 years.





Risk score visualization and decision curve analysis

The risk score plots were used to visualize Cox survival risk models. Figure 11 could illustrate the risk factors heat map, the scatter plot of patients’ status, survival time, and high/low risk group, in the training and validation groups, respectively.




Figure 11 | Risk score visualization. The scatter plot of risk score, the scatter plot of survival time and survival status for high and low risk, and the heat map of expression of key risk factors in the training group (A) and validation group (B).



As in Figure 12, in both the training and validation groups, there was no significant benefit for 1-year patients. In 3 years and 5 years, it was clear that the dashed line received a higher net benefit than the 1 year in both. Considering that osteosarcoma patients do not have a high mortality rate within 1 year of diagnosis, the prediction model developed in this study proved to have excellent clinical utility.




Figure 12 | The DCA curves of the nomograms comparison for 1 year (A), 3 year (B), 5 year (C) in the  training group, and for 1 year (D), 3 year (E), 5 year (F) in the  validation group, respectively.






Discussion

Since the mid-1980s, with the standardization of treatment and the use of adjuvant chemotherapy, the 5-year survival rate for patients with osteosarcoma has arrived to approximately 65% (17). No statistically significant differences were found between osteosarcoma patients from the United States and China, except in the ethnic distribution and the proportion of chemotherapy use (Table 1). All races were categorized as white, black, and other in SEER data, with other including Chinese. However, race was excluded as a predictor in three models (univariate Cox, full subset regression, and LASSO). In clinical practice, chemotherapy became a routine treatment option for metastases, especially concomitant lymphatic or vascular micrometastases (18). The proportion of chemotherapy in China was 87.5%, higher than that of the SEER database (Table 1). This might be related to the clinicians’ preference and financial cause. Chemotherapy was a protective factor for patients with osteosarcoma in the univariate Cox results (Figure 3). However, the overall survival time from the multicenter data was not significantly different from the SEER database (Figure 8A). Proper indications for chemotherapy needed future research. This study had limitations since a retrospective study had bias in multicenter data collection, resulting in a higher proportion of chemotherapy.

In 2020, approximately 3,600 new cases with bone tumors and approximately 1,720 patients would die from the malignancy in the United States (19). Osteosarcoma with metastases clinically detected at initial presentation were approximately 20% of all osteosarcoma patients (17, 20). Approximately 30% of patients developed lung metastases within 1 year after diagnosis (21). Early detection of metastases could improve prognosis. Lung metastases had a strong correlation with bone metastases (M stage) and lymphatic metastases (N stage) (Figure 2). Bone metastases had a strong correlation with N. The mechanism of lymphatic metastasis from osteosarcoma has not been clear (22). Some studies found that osteosarcoma metastases disrupted the cortex, and the metastatic route might be through the lymphatic vessels of the synovial membrane and bursa (23). The incidence of lymphatic metastasis in patients with osteosarcoma did not exceed 5% in both SEER data and multicenter data, while lymphatic metastasis was a risk factor for patients with osteosarcoma in the univariate Cox results (Figure 3). Thus, we suggested that oncologists could not ignore the examination on lymph nodes. A nomogram has been constructed to predict distal metastases from osteosarcoma, which can be used as a method to screen for people at high risk of developing metastases (12). The first peak of mobility occurred at the age of 10–14 years, coinciding with pubertal growth (24, 25). Older patients may be less tolerant to treatment, and had a poorer prognosis. Osteosarcoma in an axial location showed poorer survival, and it was more difficult to completely resect focus due to location. Similarly, the larger tumor volume had poorer prognosis due to difficulty in complete resection, which was similar to previous studies (26).

AJCC (8) and Enneking (9) staging systems can only vaguely assess the clinical risk of osteosarcoma based on initial clinical features to help make treatment decision. Clinical prediction models are widely used today as tools for predicting the occurrence of specific events and estimating medical prognosis, especially in clinical oncology. Clinical prediction models generate probabilities of individual clinical events by integrating different predictor and decision variables, and their visualization and quantification advantages are also of great practical value in clinical practice (27). Most prediction models are developed based on logistic regression and Cox regression models. However, the full model equation remains difficult. In our study, three models (univariate Cox, full subset regression, and LASSO) were performed in the SEER database. Univariate Cox model and eight predicting factors (age, grade, laterality, stage M, surgery, bone metastases, lung metastases, and tumor size) were selected based on the minimum AIC and maximum AUC value. The model was further externally validated and evaluated for its clinical utility with data from four medical centers in China. ROC curves revealed good predictive ability (AUC > 0.8 in both internal and external validation, Figure 6).

A nomogram and web calculators were applied and visualized. Decision trees were provided as prediction model aids. A major advantage of the web calculator is that, compared to a rating scale or approximations calculated by the nomogram, the full model equation can be embedded in a backend web page, is more accurate in its calculation, and is more convenient to use. Web calculators can provide user-friendly graphical interfaces for complex mathematical models reducing the learning cost for users in today’s world of smartphones and mobile networks. The nomogram is an effective quantitative method to assess risk and benefit and is widely used in clinical decision-making in a variety of diseases (28). In previous studies, several nomograms have been developed and validated to predict specific survival and overall survival in chondrosarcoma (29, 30).

In this study, a clinical prediction model to predict the overall survival of patients with osteosarcoma was developed to provide an objective reference for clinicians when making medical decisions. In clinical practice, lacking large-scale prognosis statistics for osteosarcoma patients in China, we chose the SEER database to develop the prediction model, and collected patient data from four medical centers in China to verify the feasibility of the model. In terms of clinical utility, the risk factor plots showed good stratification in both cohorts, effectively differentiating between high- and low-risk patient populations (Figure 10). The DCA displayed that both cohorts had better patient benefit from medical interventions in 3 years and 5 years. The 1-year model did not have a great net benefit, which may be related to the low mortality within 1 year (31).

Despite our efforts to refine the clinical prediction model, some limitations remained. (1) Training data (SEER database) to develop the prediction model were from North American patients, while the multicenter external data of China were tested for the model’s predictive power. (2) The model was based on retrospective data and inevitably had inherent biases. (3) Previous studies showed that metastasis of osteosarcoma was associated with genes, metastatic mechanisms, proteins, and RNAs (32, 33). Since the SEER database did not contain relevant information, there was still room to improve the predictive power of the model.



Conclusions

In this study, based on the SEER database and data of osteosarcoma patients from 4 different regional medical centers in China, the model with the highest predictive ability was selected by three methods of screening model predictors, and the model was visualized for predicting the overall survival of osteosarcoma patients using three methods: nomogram, web calculator, and decision tree. The model was shown to have very good predictive power and consistency by both calibration plots and ROC curves. DCA demonstrated that the predictive model could provide greater benefit to patients. External validation results show that it still has predictive power and clinical use outside of North America.
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With the development of information technology, the application of a new generation of information technologies, such as big data, Internet Plus, and artificial intelligence, in the sports field is an emerging, novel trend. This paper examined the relevant research results and literature on physical education, computer science, pedagogy, management, and other disciplines, then used a self-made questionnaire to investigate the physical health status of Chinese college students. The big data were subsequently analyzed, which provided a scientific basis for the construction of an intelligent governance system for college students' physical health. Intelligent devices may be used to obtain big data resources, master the physical sports development and psychological status of college students, and push personalized sports prescriptions to solve the problems existing in college students' physical health. Research shows that there are four reasons for the continuous decline in Chinese college students' physical health levels. These are students' lack of positive exercise consciousness and healthy sports values (85.43%), a weak family sports concept and lack of physical exercise habits (62.76%), poor implementation of school sports policies (55.35%), and people's distorted sports value orientation (42.27%). Through the connecting effect of data, we can bring together the positive role of the government, school, society, family, and students so as to create an interlinked impact to promote students' physical health. The problems of insufficient platform utilization, lack of teaching resources, lagging research, and insufficient combination with big data in the intelligent governance of physical health of Chinese college students can be solved by building an intelligent governance system of physical health. Such a system would be composed of school infrastructure, data resources and technology processing, and intelligent service applications. Among these, school infrastructure refers to the material foundation and technical support. The material foundation includes perceptions, storage, computing, networks, and other equipment, and the technical support includes cloud computing, mobile Internet, the Internet of Things, artificial intelligence, and deep learning. Data resources refer to smart data, such as stadium data, physical health management data, and students' sports behavior data, which are mined from data resources such as students' physical development, physical health, and sports through big data technology and intelligent wearable devices. Intelligent managers provide efficient, intelligent, accurate, and personalized intelligent sports services for college students through data resource value mining, venue space-time optimization, health knowledge discovery, sports prescription pushes, etc. Finally, we put forward the development strategy for further deepening and improving the big data-driven intelligent governance system for college students' physical health. The intelligent governance system of physical health driven by big data and its development strategy can not only accurately guide and improve the physical health level of college students but also realize integrated teaching inside and outside physical education classes.

KEYWORDS
  information technology, big data, information physical education, physical health of college students, intelligent governance of physical health


Introduction

Physical health is the basic right and the first wealth of college students and, more importantly, the basic premise of their healthy study, work, and life in the future. Therefore, how to improve the physical health level of college students is a very meaningful and valuable work pursued by the country, school, society, family, and students.

During the past 70 years, since the founding of the People's Republic of China, the party and the state have remained concerned and attached great importance to the health of students. To encourage and promote students to actively participate in physical exercise and enhance students' physical fitness, the relevant competent departments developed a series of systems in different periods, such as the “Labor Hygiene System” (1954), “National Physical Exercise Standards” (1975), “Student Physical Education Qualification Standard” (1990–1991), and “Sports Examination Methods for Junior High School Graduates” (1997). In 2002, the “Standards for Students' Physical Health” was piloted in schools across the country and has been implemented for more than 10 years. In 2014, the Ministry of Education issued a new “Standards for Students' Physical Health,” which required that “all schools carry out physical health tests covering students of all grades every school year and stipulates that students whose physical health test score is <50 points will be treated as lacking completion or having incomplete study and unqualified schools will be rejected in the evaluation.” In 2016, the Opinions on Strengthening School Physical Education and Promoting the All-round Development of Students' Physical and Mental Health contended that “we should carry out strategic, forward-looking, and applied project research aimed at improving students' physical health, teaching quality, after-school training, and sports cultural level through multiple channels so as to improve the overall level of school physical education work.” In 2018, President Xi Jinping stressed at the National Education Conference that “health comes first in education, and physical education classes should be provided to help students enjoy fun, enhance their physical fitness, improve their personality, and temper their willpower.” In 2020, the Opinions on Comprehensively Strengthening and Improving School Physical Education in the New Era clearly pointed out that “under the guidance of Xi Jinping Thought on Socialism with Chinese Characteristics for a New Era, by fully implementing the party's education policy, adhering to the socialist direction of school running, and taking moral education as the fundamental and socialist core values as the guidance, we aim to serve the all-round development of students and enhance their comprehensive quality, adhere to the education concept of health first, and promote the coordinated development of cultural learning and physical exercise for young people.” In the same year, the “Notice on Deepening the Integration of Sports and Education to Promote the Healthy Development of Teenagers,” which was jointly issued by the General Administration of Sport of China and the Ministry of Education, also suggested to “establish the education concept of health first, then open full physical education for all students, to help students enjoy fun in physical exercise, enhance their physical fitness, improve their personality, temper their will, realize the civilization of their spirit, and savage their body.” In 2021, the “Opinions on Comprehensively Strengthening and Improving School Health and Health Education in the New Era” suggested to “implement the fundamental task of moral education, adhere to the education concept of health first, and comprehensively improve students' health literacy into a high-quality education system as an important goal and evaluation standard of school education. We will deepen the reform of health education in schools; promote students' physical and mental health, develop a healthy lifestyle; and train them to be socialist builders and successors who are well-developed morally, intellectually, physically, aesthetically, and laboriously.” The implementation of a series of national policy documents and systems has pointed out the direction for the development of physical education in schools, and it is of great significance to further strengthen the physical education of young students, enhance their physique, and vigorously promote quality-oriented education.

At present, domestic experts and scholars' research on big data sports is still in the initial stage of exploration, and some research results have been accumulated. The research directly related to this paper mainly includes four aspects, one of which is research on big data in sports. Since 2013, big data in sports has become a hot topic widely discussed. In 2015, the five trillion sports industry's goal was to attract Internet giants to break into big data of physical layout, but the research on theory and practice is limited and only a small number of researchers' findings have focused on big data in sports, new ecosystems, forward-looking analysis, sports communication, etc. The second aspect is the research on the sports industry against the background of big data. Representative research in this field includes work by Tong et al. (1), Dong et al. (2), Yu (3), Xie et al. (4), and other documents and materials. This research has mainly focused on the development of the sports industry in the era of big data, including opportunities and challenges, paths, and financial risk prevention and control as well as facility operation, operation for sporting events, sports marketing, sports industry integration, and so on. The third aspect is the research on physical education in the era of big data. Currently, there are only a few studies, mainly those of Zhang and Sun (5). The research results mainly discuss the application of big data in school physical education, the reform of physical education teaching methods, the change of physical education learning methods, and the precision teaching mode of physical education from the aspects of appeals, trends, and action. Fourth is the study of intelligent sports. Representative research results in this aspect are concentrated in the areas of intelligent sports classrooms (6), intelligent sports stadiums (7), intelligent sports services (8), and intelligent governance of public sports services (9). Experts and scholars have conducted their research from the perspectives of the Internet, big data, the mobile Internet, cloud platforms, and artificial intelligence. Overall, the related research results for this research laid the foundation and provide a theoretical reference. However, available big data technology research to improve the physical health of university students is limited; the qualitative-quantitative combination of sports science and medicine is lacking; the combination of computer science, management, sociology, and related influencing factors of college students' physical health in comprehensive research is unexplored; and there is no research on college students' physical health service system driven by big data.

With the in-depth development of information technology, big data has brought new development opportunities to all walks of life, and school physical education is also currently facing many opportunities and challenges. The integrated development of school physical education and information technology has become a core task and urgent demand to solve the existing problems of school physical education in China. At present, the development of school sports informatization in China is poor, lacking both talents and technology, which does not match the current national strategic environment. Given the current research and development situation, how to integrate college students' physical health and college sports resources with computer technology, physical health services, and other elements remains challenging. Equally daunting is how to build a big data-driven college students' physical health service system for management coordination, decision support, intelligent governance, and the construction and development of college students' intelligent sports venues. Therefore, based on the challenges of college students' physical health under the current big data environment and the relevant research status of intelligent governance, this study starts from the key integration of advanced information technology, such as big data, and the development of student's physical health. It carries out innovative research in theory, technology, application, evaluation, and other aspects, and improves the level of college students' physical health through data accuracy technology to build an intelligent governance system for college students' physical health based on big data.



Methods

Based on the theoretical and practical knowledge of school physical education, computer science, pedagogy, management, and other disciplines, this paper studied the research results and available literature on college students' physical health at home and abroad and used existing theoretical and practical results to support and build the theoretical framework and methodology of this paper.

By using self-compiled questionnaires to investigate the physical condition of college students and through big data analysis and sorting, this study provides a scientific basis for building an accurate system for the improvement of college students' physical health. To collect and assess students' physique, health, and influencing factors, the head of the department in charge of local sports and sports science, management, and computer science or a scholar of related fields visited the relevant domestic school to conduct a full investigation.

The influencing factors of this study are determined by a factor analysis method. Based on the contents obtained from the literature discussion and interviews with experts and scholars, questionnaires were designed according to the preliminarily constructed influencing factors of college students' physical health; three rounds of expert surveys were undertaken to establish the influencing factors. In the study of students' physique health service systems, determination by wisdom is one of the most widely used methods in social science research employing the Delphi method. Through literature review, interviews of experts, and based on the content according to the preliminary build of the students' physique health service system, designed the questionnaire, performed three rounds of expert investigation, and established the system.

We grasped students' physical sports development, and psychological conditions by using emerging information technology that pushed personalized teaching and sports prescriptions, and addressed the existing problems of college students' physical health by using big data technology. We summarized and studied while providing timely feedback and revision of the plan, and performed the experiment laid out in this study.



Results


Analysis of reasons for the decline in Chinese college students' physical health

In recent years, the physical health level of Chinese college students has continued to decrease due to the effect of subjective and objective factors of the government, schools, society, families, and students.


Subjective factors of declining physical health of college students

According to the survey results, at present, 85.43% of students in Chinese universities lack active sports consciousness and correct values. In other words, they do not know why they want to exercise. As Mao Zedong said in the vernacular translation of the Study of Sport: to deal with a matter is reflected in behavior; we must first start to be interested in or like it. In particular, we must first have a specific understanding of the matter and why such wisdom is necessary and must clearly understand the specifics and why, which is the embodiment of self-consciousness. Many college students do not know the benefits of sports for themselves, either very well or not at all. In short, the stimulation of sports potential is inadequate, so there is no emotion to mobilize sports interest. Those students who can study tirelessly and assiduously think that the relationship between sports and learning is not close, and their survival is not based on sports. Some even think that sports will delay their cultural learning and other activities. Therefore, sports self-consciousness is resulting in worrying physical health. This portion of the reason for non-participation should be blamed on students' inability to deeply understand the benefits of sports. However, teachers do not know how to enlighten students or how to work hard ideologically, which also accounts for half of the responsibility. On the other hand, students lack correct sports values. They are embarrassed to exercise and consider people who can exercise stupid. This is the big reason why people do not like sports. Gentle and slow people look very good and are also respected by society. What does a person who suddenly opens their arms and feet, stretches their limbs, and bends their body look like? Shouldn't this be considered particularly strange? So, there are people who know that the body must move and want to take action but don't take action. There are also people who can exercise together but can't exercise alone, and then there are those who can exercise in their own home but can't exercise in places with many people (10). In short, the subjective reason for the decline of college students' physical health is that they are self-conscious and shy, do not form the habit of physical exercise, and do not establish a correct concept of physical education.



Objective factors of declining physical health of college students

One objective factor at play is the concept of family sports and exercise habits, which accounts for 62.76%. Family is the main place where students grow up and live and also the important base of students' enlightenment and education (11). In a sense, the concept of family sports, sports atmosphere, and sports habits will directly affect the enthusiasm of students in participating in physical exercise. Specifically, if the family has good sports traditions and a physical exercise atmosphere and parents generally like to participate in sports fitness activities, students will naturally fall in love with sports fitness activities in college. These individuals tend to experience the passion and fun of sports in a family atmosphere. On the other hand, if the family does not have the atmosphere and tradition of sports activities, their participation in sports activities will inevitably be less. In effect, the concept of “preconception gives priority to” decides the outcome. Compared to school education, family education is more likely to stimulate students' enthusiasm and participation. Family intimacy, tacit understanding, and other factors determine the important position of family education in cultivating students' good physical exercise habits (12). According to a 2019 survey report, 64.8% of Chinese parents said physical health is always the top priority, while 75.9% of parents of kindergarteners and >50% of parents in other learning stages support physical education. In addition, 73.6% of parents believe a lack of exercise is the main reason for college students' poor physical fitness. However, although the importance of physical development is recognized, in the actual home environment, the lack of momentum is very serious. A family's poor sports atmosphere and lax education are common phenomena. On the one hand, parents exercise an average of 2.5 h a week, and >60% exercise with their children no more than once a week. On the other hand, 66.8% of parents have adopted a relaxed educational approach to cultivate their children's sports habits, focusing on their children's interests rather than discipline. Only 1/3 of parents adopt a strict physical exercise regimen. The decrease in exercise time and frequency is directly reflected in the physical condition of students, resulting in the continuous decline of students' physical health levels. Parents rate their children's physical health as passing, not good. Parents of high school students awarded the lowest scores for their children's physical health.

Second, the school sports policy implementation deviation accounts for 55.35%. According to the survey results, most colleges and universities have problems with the implementation of school sports policies, be it in its scale, insufficient depth, insufficient strength, or false implementation methods. In fact, most schools have not really implemented relevant sports policies, which has led to a sharp decline in the physique of Chinese teenagers to a certain extent. Additionally, the school does not pay enough attention to the cultivation of core literacy regarding physical fitness. The study of cultural courses occupies a large portion of the college students' spare time and increases with the advancement in grade, resulting in the lack of exercise time among college students. Nearly 67.6% of college students exercise no more than twice a week. The above problems are caused by the issues in school sports policies, their weak implementation, and the lack of an effective supervisory mechanism. Therefore, we should improve and optimize the level of policy formulation, enhance capacity for policy implementation, identify and support policy implementation objectives, provide resources and the environment for policy implementation, and have a monitoring and oversight system for policy implementation (13).

Finally, the influence of distorted sports value orientation of social groups accounts for 42.27%. In China, although people know they should be active in sports and believe that promoting sports can make a country strong, they tend to pay more attention to cultural education than physical education. Such ideas and actions lead most people to hover between welcoming and rejecting sports. So, most people do not really like sports. Second, most of today's educators are not good at sports. They don't know much about sports and may have only heard of the word “sports,” so when they come to teach sports, they start from a dishonest point of view, and they can't or won't do anything about it, so they weaken students' curiosity about sports. In addition, most people who teach physical education have shallow knowledge. They only know a few sporting events, and they may not be proficient in them. They lack in-depth knowledge and only their mechanical movements are seen by others every day. Therefore, many think that sportspersons are uneducated. Indeed, only focusing on the “body” of sports without also focusing on “education” or only paying attention to the form but not the substance will not do for a long time, and the fact of today's school sports is the same.




Current situation of intelligent management of physical health of Chinese college students

At present, information technology closely links the world promoting the process of sports informatization and development of sports worldwide (14). The intelligent management of physical health has become an important way to improve the physical health level of college students and an important means to promote the intelligent services of college students' physical health. However, there are still many problems in the intelligent governance of college students' physical health, such as insufficient platform utilization, lack of resources, lagging research, and a low governance level.


Insufficient use of intelligent governance platforms for college students' physical health

According to our survey, although some Chinese universities have established an information platform for student physical health monitoring systems, the platform is only a decoration and has not been really used. Both the Ministry of Education and the General Administration of Sports have information technology centers, which are mainly responsible for monitoring and have been specifically set up to relay the macro-management and scientific decision-making efforts of ministries and commissions. Despite the establishment of sunshine sports and national fitness platforms, due to its outdated model lagging in products and services, their benefits are poor. How to reasonably combine school sports with informatization, build an intelligent governance platform for physical health in colleges and universities, and make full use of this platform to guide students' scientific sports and healthy life is an urgent problem that needs to be solved.



Lack of intelligent physical health service teaching resources for college students

For a long time, physical education teaching in colleges and universities has had a single structure, outdated content, traditional methods, and insufficient interactions. Teachers are the absolute owners of knowledge, and students can only learn from teachers in class. Therefore, the lack of communication and sharing in teaching makes it difficult to carry out educational and teaching activities creatively. The construction of physical health intelligent governance systems driven by big data has had great influence and significance. On the one hand, information-based physical education teaching resources can break through the traditional narrow teaching methods, letting the life experiences of teachers and students enter the physical education teaching process and rendering the classroom truly active. On the other hand, it can also change the status of learners in the physical education curriculum from passive cognitive audience members to knowledge-builders so as to transfer students' learning interests and play a positive role. At the same time, it can also broaden teachers' educational horizons, alter teachers' teaching concepts, and obtain the possibility of interaction and resource-sharing with various sports teaching resources, especially teaching material resources. The possibility of mutual cross-transformation of sports teaching resources inside and outside the school will also be increased, and an integrated sports teaching method inside and outside the curriculum will really be realized. Although many enterprises, colleges and universities, and individual teachers have carried out corresponding sports teaching resource construction projects by using big data, and networks, most have employed single sports material resource databases. At the same time, due to the various selection and use environments of sports materials, they sometimes have no way to start within their own schools or individual teachers in the selection process, and even need to be modified again; therefore, teachers must spend significant amounts of time and spiritual resources to do this kind of thing well. Sometimes, it goes against the original design and even impacts the improvement of school physical education teaching quality, which has no obvious effect on the improvement of college students' physical health. Colleges and universities should make full use of information technology, integrate physical education teaching resources, integrate network physical education courses, build high-quality and rich physical education teaching resources, and attain diversified physical education teaching processes and space. They must enable teachers to obtain physical education teaching resources they want in a limited time frame and encourage students to adopt exercise habits through an effective autonomous learning mode so as to finally achieve the purpose of improving their health (15).



The research on intelligent physical health services for college students lags behind

At present, there is still a lack of sports informatics specialty knowledge in China. The research on physical health and intelligent governance is mostly interdisciplinary research, while at the application level, it focuses on sports products on the market, mainly forming a new ecological environment of the Internet industry in the form of a platform, including mobile terminal applications such as sports fitness and running programs. Because China's sports intelligent governance started late and lacks relevant disciplines, there are those who understand sports but do not understand informatization, and those who understand informatization do not understand sports. Moreover, these mobile terminal products and information technology research fields are not well-integrated, and the technical content of products is generally not high. They mainly make profits through content and capital movement. Based on the Internet of Things, artificial intelligence competition training, physical education, physical health monitoring, and other research fields, there is still a large space to fill at present.



The level of intelligent governance of college students' physical health is low

According to the survey results, college students' physical health management services still lack the support of big data, mainly in three aspects. First, the college sports intelligent governance system is not enough. Only the venues in China's college sports intelligent governance at present have the “Internet of Things,” while construction at the infrastructure level remains focused on local support of facilities for activity service processes. To realize big data-driven college sports intelligent governance in China, we must establish a systematic and overall intelligent governance system based on intelligent technology and infrastructure. In addition, Chinese universities pay more attention to static information, while real-time and dynamic stream data information has not been widely used, and this data information is often necessary to support the school's intelligent movement behaviors. Second, the current results of big data analysis of college students' physical health have not been systematically organized and managed. In its current form, the existence of large quantities of college students' physical health information data increases the difficulty of obtaining big data analysis information from relevant institutions, which seriously interferes with the reasonable screening, identification, and mining of information data. Third, the current college students' physical health service system structure has been unable to meet the requirements of big data-driven intelligent development. At present, the collection, management, storage, and big data analysis of college students' physical health information and the school decision-making system have been unable to support decision-making through big data technology and cannot realize intelligent school physical education and intelligent physical health services.




Construction of big data-driven intelligent governance system for college students' physical health

From the perspective of being big data-driven, this paper explores the development of a college students' physical health intelligent governance system. According to information ecological chain theory and guided by college students' physical health, a big data-driven college students' physical health intelligent governance system has been formed that can integrate infrastructure, health data resources, and business applications with students; explore the value of data intelligence in college students' physical health data resources by using big data analysis technology; provide learners with efficient, intelligent, accurate, and humanized intelligent sports consulting services; and realize integrated physical education inside and outside the classroom. Intelligent wearable devices are used to achieve physical fitness testing, sports monitoring, disease and health management, and dynamic adjustment of physical education teaching content. In combination with the physical health management system, a home-school linkage mechanism is established to master students' physical sports development, and psychological conditions with the use of emerging information technology. Personalized teaching and exercise regimens are pushed to truly achieve individualized teaching and accurate guidance and improvement of college students' physical health.

The data-driven intelligent governance system for college students' physical health includes three levels: school infrastructure, data resources and processing technology, and intelligent service application (see Figure 1). Among these, school infrastructure refers to the material foundation and technical support. The material foundation includes sensing, storage, computing, networks, and other equipment, and the technical support includes cloud computing, mobile Internet, the Internet of Things, artificial intelligence, and deep learning. Data resources are those available through big data technology and intelligent wearable devices about students' physical development, physical health, and movements at sports venues data mining. Data resources include physical health management data and student behavior data such as wisdom and are made available by machine learning, artificial neural networks, data visualization, and social network analysis means and methods for data processing to provide managers with intelligence data services. Smart administrators provide efficient, intelligent, accurate, and personalized smart sports services to college students through data-driven procurement (exercise information, good exercise methods), venue space-time optimization (field exercise experience), health knowledge discovery (knowledge transfer), and sports prescription alerts (16). This system can not only accurately guide and improve the physical health level of college students but also bring about the integration of teaching in and out of class.
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FIGURE 1
 Data-driven intelligent governance system architecture of college students' physical health.



Infrastructure: The supporting environment for the intelligent governance system of college students' physical health

The collection, storage, processing, organization, analysis, and application of big data depend on the support of a stable infrastructure framework. The infrastructure provides a guaranteed platform for college students' physical health and intelligent life for big data-driven research. Its main structure is composed of hardware equipment and information technology (see Figure 2). College students' physical health intelligent service facilities cover radiofrequency identification technology, monitors, sensors, smartphones or sports bracelets, and other sensing devices as well as various information technology facilities, including memory, computing equipment, network equipment, and so on. The complete layout of a big data analysis sensor identification system has the functions of in-depth understanding, detection, and capture of sports information data, operation status of stadiums and gymnasiums, and students' needs. It is a physique and fitness big data analysis system that can comprehensively perceive, intelligently screen, and upload in real-time. At the same time, hardware equipment with high performance, high bandwidth, and a large cache is an important material premise for the analysis, storage, analysis, and application of college students' physical health big data. It should offer a solid hardware foundation for solving new challenges, such as the diversification of data sensing ports, the scale of big data analysis resource centers, and the distribution of college students' physical health intelligent services. To realize big data analysis-driven college students' physical health and intelligent services, we must also combine new technologies, such as cloud computing technology, mobile Internet, the Internet of Things, artificial intelligence, and deep learning, which is also the key basis of big data analysis of Chinese college students' physical health. We can complete big data statistical analysis, visual data analysis, semantic analysis, and predictive data analysis and find the implied knowledge relationship and other basic functions in a large number of data analyses.
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FIGURE 2
 Infrastructure architecture.




Data resources and processing technology: Data mining for intelligent governance system of college students' physical health

The data resources and management stage is responsible for the organization, management, and data analysis and mining of college students' physical health big data analysis, which is mainly composed of college students' physical health big data resources and big data processing technology (see Figure 3). College students' health big data is a mass of data formed during the process of students' daily physical exercise life and health management services. Generally, according to different data-formation methods, it is roughly divided into the following three types. The first is stadium database data, including venue reservation, sports knowledge base, online learning data, etc. The second is management and service data analysis. The data analysis generated during college students' daily sports includes resource construction status information records and radiofrequency identification system data analysis, access control information, monitoring information, and other Internet of Things end-user data analyses. In addition, it also involves business data analyses such as management consultation information records, training and guidance service information records, service quality evaluation feedback, and so on. The third is students' sports behavior data—that is, the behavior data left by students on the social platform, including evaluations, text, photos, videos, and so on. However, the volume of college students' physical health data is so huge, massive, and heterogeneous that new computing algorithms and protocols, more computing power, and new strategies are needed to properly and effectively combine and integrate data (17). The systematic construction of intelligent service capability is also inseparable from the support of relevant science and technology. The big data analysis of college students' physical health includes the data analysis of complex categories, such as text, pictures, sound, and videos, which requires the processing and exploration of international leading data mining technology. For example, text mining, natural language processing technology, and cognitive graphics are used to analyze text data; graphics recognition, speech recognition, video data analysis, and other means are used to analyze text, sound, and video big data; and data mining, social Internet, in-depth learning data analysis, and other means are used to analyze social media data (18, 19). To sum up, college students' physical health problems should be effectively managed and controlled through the flexible use of big data analysis, visual research, information mining, machine learning, artificial neural network, social Internet, and other analysis technologies so as to achieve the goal of maximizing the value of college students' physical health big data.
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FIGURE 3
 Data resources and processing architecture.




Intelligent service application: Value-shaping of intelligent governance system of college students' physical health

The intelligent service application stage is the top-level interactive port of the whole system, which directly interfaces with students and is composed of three elements: intelligent managers, students, and intelligent governance (see Figure 4). First, university intelligent managers use big data analysis methods, such as machine learning, data mining, image visualization, and artificial intelligence technology, to discover and process knowledge of college students' physical health big data and to impart professional knowledge to students. Second, college students will use the physical health intelligent management system to carry out higher-level physical exercise activities, and the formed data information will continue to enrich data resources to promote the vigorous development of college students' physical health management. In the ecological chain of intelligent governance of college students' physical health, intelligent administrators shoulder the mission of information decomposers and information disseminators, while students hold roles as both consumers and producers of information. They cooperate and coordinate with each other to jointly construct an important human resource element that is indispensable in the intelligent governance of college students' physical health. In addition, intelligent managers also mainly provide students with intelligent management of physical health of four types, including big data-driven procurement, venue space optimization, fitness knowledge discovery, and personalized services. Data-driven procurement services provide direct data resources for venue space optimization and health knowledge discovery. Health knowledge discovery and personalized services focus on the mining of physical health data and student sports behavior activity data, respectively, combining the in-depth exploration of professional knowledge and skills with the customized recommendation of professional knowledge and skills and continuing to promote the innovation of governance models, such as more accurate college students' physical health services and reference consultations, under the environment of big data and the Internet.
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FIGURE 4
 Service application architecture.





Big data-driven intelligent governance strategy for college students' physical health

With the comprehensive development of physical health intelligent big data services, the wide application of the Internet of Things and artificial intelligence technology, the collaborative integration of multi-source heterogeneous information, and the gradual formation of intelligent sports atmosphere, a new service strategy has been put forward for the development of physical health intelligent service systems driven by big data. This paper applies the new generation of information technology, such as big data, the Internet of Things, and intelligent equipment, to improve the physical health of college students and suggests governance strategies, such as building an intelligent governance ecosystem of school sports, establishing a support system of school stadiums and gymnasiums, and building an integrated intelligent governance model of physical health.


Top-level design: Build an intelligent governance ecosystem of school physical education

The main application purpose of intelligent technology is to help establish a physical health intelligent environment that can mobilize people's creativity by coordinating the interaction between science and technology, resources, and people. While stimulating the physical health intelligent service ability driven by students' needs, it can attract potential students and promote the intelligent development and innovation of school physical education. A physical health intelligent management system can integrate students' physical health status into the construction of the campus sports network, resulting in a complex and integrated health ecosystem. In addition, the physical health intelligent service integrates big data analysis in the fields of physical education teaching, sports training, sports skills, after-school exercise, sports activities, academic research, and fitness management It integrates and links various sports environments, forms a network platform supporting health data analysis and decision-making, and helps the development and innovation of school sports. It also promotes the innovation of the campus sports network, and through this attracts more students to participate in the ranks of sharing sports and sports innovation. It encourages users to activate intelligent sports activities and intelligent sports services in a wider region and makes the physical health intelligent governance system truly become a network platform connecting cross-domain research, development, innovation, and various sports knowledge-intensive applications to obtain sustainable growth of new intelligent data in the campus sports network.



Interconnection of all things: Constructing the supporting system of school stadiums and gymnasiums with intelligent perception

The Internet of Things is a network of communication between people and objects and between objects, which is a perception technology for intelligent stadiums and gymnasiums. By applying high and new technologies like big data technology, Internet of Things technology, and artificial intelligence to the design and construction of campus stadiums and gymnasiums, the services of campus stadiums and gymnasiums will become more automatic and intelligent. By taking advantage of the advanced technology and equipment advantages of intelligent sensing systems and cognitive equipment, virtual reality, and intelligent robots in the Internet of Things, we can further enhance personalized, convenient, and efficient physical health services so as to make campus stadiums truly automated. For example, in terms of intelligent sensing systems, campus stadiums and gymnasiums can promote the convenience of venue resources and space management through the effective use of Internet of Things sensors. First, the use of a radiofrequency identification system, sports software, indoor navigation robots, and other advanced technical means can facilitate site reservation and management so that students can easily access site materials. Second, connections and communication among people, machines, and mobile networks can be realized through machine-to-machine technology. The module that can monitor the operation parameters of a distribution network can be installed in the power equipment of stadiums and gymnasiums to realize the real-time monitoring, control, management, and maintenance of distribution systems. Third, face recognition, infrared sensors, cameras, and other technical means help to understand students' sports behavior; infer students' needs through students' sports behavior data; and provide data support for students' personalized sports suggestions and services. In addition, through augmented reality, virtual reality, and other technical means, students can also have virtual and intelligent space service experiences of virtual and real integration (20).



Action practice: Build an integrated intelligent governance model of physical health

Through the Internet, mobile Internet, big data, artificial intelligence, and other new-generation information technologies and knowledge, we can carry out intelligent physical education and training, after-school physical exercise, physical health monitoring, and evaluation, and campus sports events. We can form an integrated physical health intelligent governance model that can accurately guide, manage, supervise, and improve the physical health of college students. Intelligent physical education is mainly embodied in information-based physical education teaching design, mobile education, and ubiquitous learning. Through big data, we can build physical education courses and online, offline, and hybrid physical education courses; independently design and develop school-based physical education curriculum resource databases, design learning methods, teaching evaluations, and other modules. It can help realize resource appreciation through the screening, evaluation, reorganization, and integration of curriculum experiences, which can meet students' online physical education learning at any time. Through big data technology, we can also carry out the integrated application of mobile teaching platforms, smart terminal teaching, and university sports services. It can be used to develop mobile teaching tools of wearable devices and university sports public service products based on big data analysis to carry out in-depth teaching research, technical innovation, system incubation, detection and evaluation, application demonstration, and other physical health intelligent services. In terms of students' intelligent after-school physical exercise and physical health monitoring and evaluation, we can use big data, the Internet, and other analysis technologies to comprehensively and dynamically manage students' physical and mental health, mastery of sports skills, and extracurricular physical exercise. The administrator transmits the sports load, physical condition, motion trajectory, and other data collected as front-end data to teachers and students through sensor devices such as smartphones, sports bracelets, and sports vests while simultaneous background calculations of the server and the global positioning system are ongoing. Teachers and systems set the amount of exercise and monitor the situation of extracurricular exercise according to the specific situation and measurement data, then formulate exercise schedules and provide accurate guidance to students so as to reduce sports injury, realize scientific exercise and learning, and accurately serve and manage students' physical health., The new generation of information technology may be used to build the school competition platform, and an information system integrating competition qualification examinations, registration data, competition arrangements, scoring systems, and score information. Competition data analysis can be established within the platform. With this approach, both teachers and students can view the competition results in real-time; the competition situation can be recorded, analyzed, and managed. This approach allows managers, teachers, and students to master students' sports level and physical health in real-time, and data support for dynamic adjustment of physical health intelligent governance strategies can be provided. The college and students can be urged to meet relevant indicators to form an effective intelligent and dynamic integrated physical health governance system.





Conclusions

This study, based on the realistic background of big data, the Internet, mobile Internet, and artificial intelligence, sought an angle to explore the precise path and methods for improving the physical health of university students, which is a relatively new research field. The research method of traditional improvements to physical health and their innovation is of great significance to promote college students' physical health levels. The intelligent governance system of physical health driven by big data can quickly and comprehensively understand the dynamic state of the physical health of college students, while at the whole-time monitoring sports, disease health management, and dynamic adjustment of physical exercise content. Combined with a physical health management system to establish the linkage mechanism, the government, school, society, and family can use emerging information technology to master students' sports, physical development, and psychological situation; personalize push exercise prescriptions; realize students' aptitude, and precisely promote the physical health of college students to solve the problem of Chinese college students' declining physical health (21). For example, relying on cloud platforms such as the Lejian Sports app, the WeChat public platform, QQ, and online live broadcasts, the University of Electronic Science and Technology built an integrated interactive intelligent physical health management system that combines online plus offline and in-class plus after-class data. Club teaching or online teaching and practice requirements are mainly implemented for students in class, and offline guidance and cloud interactive practice are implemented for students after class. Analysis of the sports data platform revealed that, since the construction of intelligent governance systems for physical health, the daily number of extracurricular sports has increased greatly, the qualified rate of physical health has improved year by year, and the physical quality level has also improved significantly.

It is suggested that schools at all levels should make full use of modern information science and technology in the future, monitor the physical health of college students, monitor their physical activities, set up a physical activity guidance and service platform, guide students to exercise scientifically, and strive to improve the physical health level of students. How to make full use of big data, artificial intelligence, intelligent equipment, and the Internet of Things as part of a new generation of information technology to improve students' physique health as well as to create intelligent physical health service models for precise improvements in students physical health patterns remain future research directions to be explored.
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Handwritten prescriptions and radiological reports: doctors use handwritten prescriptions and radiological reports to give drugs to patients who have illnesses, injuries, or other problems. Clinical text data, like physician prescription visuals and radiology reports, should be labelled with specific information such as disease type, features, and anatomical location for more effective use. The semantic annotation of vast collections of biological and biomedical texts, like scientific papers, medical reports, and general practitioner observations, has lately been examined by doctors and scientists. By identifying and disambiguating references to biomedical concepts in texts, medical semantics annotators could generate such annotations automatically. For Medical Images (MedIMG), we provide a methodology for learning an effective holistic representation (handwritten word pictures as well as radiology reports). Deep Learning (DL) methods have recently gained much interest for their capacity to achieve expert-level accuracy in automated MedIMG analysis. We discovered that tasks requiring significant responsive fields are ideal for downscaled input images that are qualitatively verified by examining functional, responsive areas and class activating maps for training models. This article focuses on the following contributions: (a) Information Extraction from Narrative MedImages, (b) Automatic categorisation on image resolution with an impact on MedIMG, and (c) Hybrid Model to Predictions of Named Entity Recognition utilising RNN + LSTM + GRM that perform admirably in every trainee for every input purpose. At the same time, supplying understandable scale weight implies that such multi-scale structures are also crucial for extracting information from high-resolution MedIMG. A portion of the reports (30%) are manually evaluated by trained physicians, while the rest were automatically categorised using deep supervised training models based on attention mechanisms and supplied with test reports. MetaMapLite proved recall and precision, but also an F1-score equivalent for primary biomedicine text search techniques and medical text examination on many databases of MedIMG. In addition to implementing as well as getting the requirements for MedIMG, the article explores the quality of medical data by using DL techniques for reaching large-scale labelled clinical data and also the significance of their real-time efforts in the biomedical study that have played an instrumental role in its extramural diffusion and global appeal.

KEYWORDS
  MedIMG, deep learning, LIONC, accuracy, natural language processing


Introduction

The digitization of documents has created plenty of new opportunities for liberalising data collections for NLP pipelines like machine translation as well as web search engines. Automatically creating captions for a certain image is problematic, while the foundation of understanding the scene is partly due to computer vision's exceptional achievement. Books, manuscripts, letters, bills, catalogues, and other digital documents (MedIMG) are machine-printed, handwritten, or radiology images (1). Learning effective representations of document images that are rich in preserving both lexical as well as semantic information is the only way to gain access to content-level in such a vast numerical corpus. In this paper, we focus on encoding the word MedIMG in a featuring space that conserves its verbal data, and we limit our stability by only using the number of declarations. The restricted availability of large-scale labelled datasets within the medical realm justifies their construction, as they play a vital role in developing medicine using Machine Learning (ML) techniques (2). Clinical text data like physician notes as well as radiology reports must be annotated using labels that include specific information, namely the kind, features, and anatomical area of disease, for more effective use. However, since text contains highly specialised language, ambiguous terms, and narrative sentences, labelling text is challenging and must be done manually by health experts. Some of the things that make it hard for clinical text to be used in considerable medical research and mostly with DL approaches is that it does not have annotations (3).

This study can be presented as a completely innovative descriptor of word pictures that may be utilised to construct MedIMG-based applications (X-rays, handwritten and printed documents, radiology images) (4). To obtain the UMLS concept, annotations/captions use picture data, which will subsequently be compared to the images' original text captions. The images utilised are clinically relevant radiological images, and the captions were written by medical professionals. Moreover, DL approaches are used to extract medical knowledge using clinical documents. We believe that the classification of scanned documents into words is provided to us either through underlying data or through an external word suggestion approach, which may be chaotic. In this paper, a word-level description is presented as a model. It has to do with extracting information from medical records that include radiographs. In addition, MetaMapLite pays attention to real-time processor speed and then begins with a restricted range of essential functionalities like the longest-term match as well as negation detection. MetaMapLite is presented in this work, and its execution equals that of the existing Prologue operation of MetaMap is assessed (5). We examine whether employing high-resolution MedIMG rather than downscaled and low-resolution MedIMG can lead to improved clinical work performance. We anticipate that increasing the size of an image would improve MedIMG segmentation's work performance (6). Throughout all input resolutions, the experimental results show how to stack groups across determinations beat each discrete learner. We additionally give easily understandable Ensemble Model (EM) scale weights, implying that multi-scale features are required for automated detection of a higher level of MedIMG. Extensive research is being conducted in the field of handwritten character recognition. Handwritten character recognition has been developed by many users. A few systems have been examined: Using fuzzy logic, a character recognition system was created (7). They have designed a system that is compatible with VLSI technology. Their system for recognising characters can't be changed or messed up. They have incorporated hammering NN into their system. It has been found that NN can be used to recognise handwritten characters in a novel way. A Kohonen Self-Organising Map (SOM), an unsupervised NN, has been utilised.

The following contributions are focused on this paper:

• Information Extraction from Narrative Clinical Texts: An automatically generated mapping system connects basic phrases as well as codes collected throughout several clinical terminology and programming systems for Systematised Terminology of Medicine-Clinical Terminology concepts to standardise multi-site heterogeneous Electronic Healthcare Record (HER).

• Automatic Classification for MedIMG with Image Resolution: Next, an innovative large-scale dataset of X-rays is used to accurately assess its chances of attaining increased clinical work performance using high-resolution visuals rather than downscaled low-resolution MedIMG. MedIMG, as well as findings of multi-label annotations, are being developed.

• Hybrid Model to Predictions of Named Entity Recognition (NER)by RNN + LSTM + GRM: Our goal is to present an innovative UMLS-based RNN+LSTM+GRM for NER tool and compare its outcome to state-of-the-art, broadly utilised, accessible public medical NER tools.

Apart from trying to implement and obtain results for clinical testing and MedIMG, this article refers to the study of health data, the innovation of using DL methods for obtaining large-scale labelled MedIMG datasets (8), as well as the relevance of its applications in the medical research that has played a role towards its extramural diffusion and global reach. This paper summarises the journey in such a way that the reader is guided through multiple disciplines, from engineering to medicine, all the way up to the ethical implications of implementing Artificial Intelligence (AI) in treatment.



Literature review

The health care industry must have commonly recognised and advertised the partial use of EHR systems throughout the previous decade. The Health Information Technology to Economic and Clinical Health (HITECH) Act of 2009 (9) motivated medical hospitals and clinics to implement EHR systems. Though HER systems are planned for operational purposes, they were later used to process data. All of the information recorded by the EHR system could now be analysed. The enormous data acquired by progress notes, combined with the rapid adaptation of EHR systems, has resulted in a significant research area of predictive medical analytics, which employs narrative progress notes. For many years, conventional Machine Learning (ML) models were used to perform predictive analysis, mainly in the medical domain. Because of the operational excellence of DL methods in recent times, many have been widely used in biomedical disease prediction. For example, using EHR data, researchers created a Long Short-Term Memory (LSTM) network model for predicting heart failure. A Deep Convolutional Neural Network (CNN) is used to predict diabetes. In addition, a CNN methodology to detect colorectal cancer, which uses diagnoses as well as medication of patients in the HER, was developed (9). Using real-world Pashto/Urdu text, another research was performed, and this text can be rotated in any direction, not just in a straight line. The results were analysed using various ML techniques, including Scale Invariant Feature Transformation (SIFT), LSTM, and Hidden Markov Model (HMM) to detect rotated text. In this study, the LSTM got 98.9% accuracy, while HMM-based techniques got 89.9% accuracy and SIFT got 94.3% accuracy.

Multiple successful efforts were made in the earlier days, focusing on various factors like data modality (radiology and handwritten images), nature of depiction (firmed/adjustable length), and also by categorising of entrenching structure. It is divided the debate of associated studies are: (a) traditional techniques developed by means of flexible length depiction plans, (b) static length depiction attained by means of a bag of words structure, and (c) different classifier models with learned representation implemented on a maximum of hand-crafted features as well as in DL networks (10).

A data analysis Language Model (LM's) goal is to approximate the probabilistic model on classifications of distinct entities or tokens. This work includes a variety of Natural Language Processing tasks (NLP), and the majority of NLP tasks necessitate the use of NLP models. An NLP model shown in such a task describes the possibility distribution function of word sequences and stemmed word-token sequences (11). This approach's efficacy was tested using a variety of datasets, including three well-known Handwritten Text Recognition (HTR) datasets, as well as three cutting-edge Optical Models for text recognition and eight different spellcheck correction techniques, including both traditional statistics and current approaches utilising NN in NLP. They made a model for spelling correction that was tested statistically with HTR system metrics. In the tests, the average sentence correction rate was 54% higher than with the most advanced decoding method. An LM, on the other hand, can define probability distribution function on sequences for some other type of token, like bytes/characters. So, this is the issue of LM character-level, which models language to be distribution functions on sequences to characters rather than words- for example (12), without a clear and specific notion of sentence-level boundaries. It has been demonstrated that for learning to forecast the next character based on earlier characters, such models also can understand inner depictions, which obtain syntactic and semantic properties and then produce accurate grammar transcripts with words, subclauses, quotations, and sentences.

Word Embeddings (WE) (13), recognised as word vectors and distributed representations, are complex depictions of words in a low-dimensional actual vector space that overcome the dimensionality blow of n-grams. Neural Word Embeddings are those WE studied by a Neural Network (NN). In terms of computer visualisation, these embeddings are analogous to image embeddings acquired as images in CNN models' hidden layers.

Convolutional neural network has been used to process the data with a grid-like structure and spatial patterns. CNNs have been effectively applied to various forms of data wherever they can be presented as discrete units grouped in periodic intervals together in a grid-like variety of dimensions. The local spatial features of images are determined by CNN and reported to generate relatively high features. The first CNN layer generates feature maps that include spatial features that were extracted locally. This shows how high-level features and local spatial features are made. Despite the fact that they were initially developed for picture data, it is presented as a 2-D set of pixels. Data of Time-series, which is presented like the 1-D grid with examples collected during periodic intervals, then text, which can be thought of like a 1-D grid of ordered tokens, are two examples (13).

Recurrent Neural Networks (RNN) are developed to evaluate sequential data by recursively sharing the same weights across successive time steps “t.” At each time step, a member of an input sequence is therefore fed into the network. RNNs can be designed in various ways based on recurrent connexions within their units. LSTM (14) is a sort of gated RNN which uses self-loops to create routes with long gradient flows and has been found to learn long-term dependency easier than vanilla RNN designs. Gated RNNs provide temporal pathways with a derivative that does not explode or vanish, similar to leaky units. These pathways include connexion weights that can vary for every time step, enabling knowledge to be accumulated or forgotten by erasing the previous state.

A Multi-Label Text Classification (MLTC) (15) task is one that involves extracting many medical categories from radiological data. MLTC is indeed an NLP task that allows you to apply one or even more labels per document. This differs significantly from the typical binary but rather multi-class classification issues that have been extensively researched inside this machine learning literature (16). Binary classifier treats classes as separate target variables, which is naturally inefficient for MLTC because label dependencies cannot be exploited. A mutually exclusive assumption concerning classes is used by multi-class classifiers. According to this concept, each document should have one class, which is not valid in multi-label setups. This section's related works are primarily concerned with MLTC (16). A novel method for recognising handwritten characters has been advanced using NN. They used an unsupervised NN called the Kohonen Self-Organising Map (SOM). They developed a system that can be used for character recognition as well as the recognition of other Indic languages. If the handwritten characters are not effectively segmented, the system occasionally provides false results. One of the authors can use the handwriting of a human to verify their authenticity. In their system, the author has implemented an FFNN with multiple layers. One sophisticated hypothesis in this paper is that the handwritten alphabet's height and width are unique to the writer's individual hand size and handwriting. It has been demonstrated that a patient's handwriting can be used to identify them. Hyper-parameters and model parameters can differ significantly, as demonstrated by (7). Some hyper-parameters, such as the number of epochs, hidden units, hidden layers, Learning Rate (LR), kernel size, and activation function, must be set before training begins. It is stated that if the hyper-parameters are selected improperly, CNN performance may suffer. Some CNN models have 27, 57, 78, and 150 hyper-parameters, respectively, for AlexNet, VGG-16, GoogleNet, and ResNet-52. In the field of handwriting recognition, implementing researchers play a big role in making sure that CNN parameters are set up well so that recognition performance can be improved.

We present an automated picture denoising method based on quasi-periodic denoising. The Fourier transformation is used to detect the image's high amplitude noisy spectrum. The proposed model for noise filtration has a threshold value of 30. The threshold value is updated in response to user input. Thresholding, as well as filtration-based models, are used to minimise the noisy components (17). Finally, an adaptable restoration filter is used to obtain the noise profile's exact outline. A method for denoising images using a quicker and more flexible CNN is provided. This study takes into account various levels of noise that use a non-uniform noise level map to eliminate the spatial noise. For applying local low-priority matrix recovery with global spatial-spectral variation, a hyperspectral image denoising algorithm is suggested. A unified mixed Gaussian noise plus sparse noise removal model is recommended in this research article. To separate the filtered image regions from sparse noise, the hyperspectral images are first segmented into overlapping local patches, and thus the matrix recovery scheme is used. This work rebuilds the image with global acceptance (18). As a result of this, a machine is trained to correctly identify Pashto handwritten characters that have never been seen before. With the help of this dataset (7), we trained and tested three FFNN models (Model 1 with a 1-ReLU layer, Model 2 with 2-ReLU layers, and Model 3 with 3-ReLU layers) using the backpropagation algorithm. Sample images of user-defined handwritten text were used to test the proposed overall system performance. This preprocesses images to prepare them for CNN training (19). The input document is then segmented by line, word, and character. Multiple experiments yielded results deserving of high recognition. At one point in the character segmentation method, they were able to get up to 86% accuracy.

The labelled datasets of the most frequent named entity recognition tasks are used widely and are publicly available. CoNLL-03, a shared study from the Conference on Computational NLP Learning in 2003, the MUC-7 dataset (20), and also the Onto Notes corpus consists of around ten named entity types as well as seven various entity forms like TIME and DATE, which are the three most common corpora used to train such extractors. The jobs are typically modelled using BIO upgraded labels–separate labels for the beginning, inside, and outside tokens of an entity.



Mathematical model


Generation of MedIMG caption
 
Encoder of convolutional features

Our model provides a caption X that is encrypted as a series of 1-n encrypted words from a single input image Eq. (1).

[image: image]

WHERE the size of the syntax by K and the length of the tagline by C.

To retrieve a sequence of a feature vector that refers to an annotation vector (21), we employ a CNN. The extractor generates Y (vectors); each one is the d-dimensional description of image segmentation, Eq. (2)

[image: image]

In contrast to prior work, which used a fully connected layer, we extract the features from such a lower convolutional layer to derive a correspondence between feature vectors and sections of the 2-D image. By weighting a subclass of whole feature vectors, the interpreter can preferentially focus on some areas of a picture.



Decoder of LSTM

We apply an LSTM network to construct captions by producing one word at a time based on the context vector, the initial Hidden State (HS) (22), and earlier generated comments, Eq. (3)
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The input, output, forget, HS, and memory of the LSTM are represented by at, bt, ct, dt, and et, respectively. P∙, Q∙, R∙, and S∙ are weight matrices as well as biases that have been learned. An embedding matrix is PϵQ mxn. Let “P” and “Q” stand for LSTM and embedding dimensions as the logistical sigmoid initiation.

Figure 1 shows an LSTM cell, along with bolded squares indicating projections of the learned weight vector. Every cell learns how to balance its input components while also studying how to control its memory supply. Also, it learns weights that delete the memory cell as well as weights that govern the emission of memory. The Context Vector (CV) is a dynamic depiction of a related component of such visual input to a given point in time (t). By defining a method, “ϕ,” which calculates CV beginning Annotation Vectors (AV) ai, I = 1,…, loc corresponding to such features obtained at various picture settings. The mechanism generates a positive weight I for each location “loc” that can be taken as whichever is the probability of such location “loc,” it remains the best place to develop and to generate the succeeding word (stochastic attention method) or else the virtual importance to bounce to location “loc” in merging the αi's (αi's blending mechanism) (23). Non-linear and linear data can be learned by NN. Where the neurons are thought to consist of multiple layers. An MLP is a directed graph of input nodes that connects the input and output layers. As a supervised learning technique, backpropagation is used to train the NN in this case. An attention model, for which we apply a multilayer perceptron conditioned here on preceding HSt−1, computes the weight αi of all vector annotation AI. The HS changes to be the output of RNN that progresses through their output sequence: “here” the next network search is determined by its previous series of words (Figure 1).
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[image: Figure 1]
FIGURE 1
 Cell format of LSTEM.


From Eq. (4), the CV (St) is calculated after the weights have been computed, while “ϕ” is stated as a function, which gives a specific vector based on a sequence of AV as well as its related weights. An average of such AV fed via two distinct MLPs (Intc, Inth) predict the LSTM's initial memory state as well as HS, Eqs (5), and (6)
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An average of AV fed into two independent MLPs predicts the LSTM's baseline memory state and not the HS (Intc, Inth). For calculating the output word probability in this study, we are using a deep output layer. Cueing out from the image, the predefined word, as well as the Decoder State are all used as input (DSt), Eq. (7)
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Named entity recognition using LONIC

We designed a rule-based approach to automatically normalise a local testing name towards a Logical Observation Identifiers Names and Codes (LONIC) code of MedIMG utilising data from several medical systems. Following tokenization of the input lab testing names, specific items are recognised, and relevant LONIC codes get automatically mapped depending upon that coding rules (24). Figure 2 depicts an overall view of the MedIMG TestNorm system's module, which primarily includes NER as well as LONIC map-based modules, using inputs from lexicons/coding rules.


[image: Figure 2]
FIGURE 2
 Example of NER for clinical symptom extraction.


NER is a text processing technique that recognises words belonging to specific Named Entity categories (25). This is a crucial tool in NLP to extract information from documents. The network is trained to self-learn subject-related terminology with the aid of a dense architecture with DL models. All named entities inside the document are identified by NER. The NER annotator, in particular, uses multiple ML algorithms that can tag entities using standards for identifying numerical entities such as time/date formats. The goal of NER is to find the symptoms that are associated with the sentences collected from EHR system (26).

Logical Observation Identifiers Names and Codes is a database with a vocabulary coding system designed to make detecting and presenting medical laboratory observations more uniform and global. Component, System, Method, Time, Property, and Scale are six fundamental axes used by LONIC to characterise each notion (27). Nine of these were included with our MED IMG entity classifications. Component, System, Method, and Quantitative/Qualitative define whether a test produces a quantitative/qualitative result, and Institution, that specifies a testing kit maker is our five root groups (28). The entity recognition process is divided into two phases: (a) a preliminary phase, which integrates dictionary lookup with regular pattern matching, then (b) a class of activities phase that translates unclear tags from preliminary step to final tags using a set of predetermined rules (Table 1).


TABLE 1 Summary of database and LOIN code.

[image: Table 1]

Many data can be recorded and categorised with their appropriate category within the first stage, but some problematic words will have to be examined further. For instance, the letter “IA” could be mapped to either a “method” and is the abbreviation of “immunoassay” or a “system,” which is the state of “Iowa.” To select the relevant semantic classifications for such phrases, we built context-based criteria. Such investigation code must be now a LONIC code so that an identifier can be sent. A LONIC code (Figure 3) may be provided additionally towards a legible registered displaying name, which correlates for specific internal purposes to the degree permitted by the protocol. These characters can be classified with high accuracy because they have a range of data about the flow of the text being written. This makes it simpler to distinguish between different characters in the text. After the raw text has been preprocessed, a feature extraction step is performed to determine important details about each character, such as loops, quality of decision making, aspect ratios, etc. A proposed model is then used to analyse these features. Due to the manual step of extracting features and the fact that DL models can only do so much, their performance is not very good. In this section, we analysed the data to determine whether the researchers should revise certain sections of the paper. Tables listing handwritten names, layout, results obtained, and remarks are preferable because most empirical studies use the same algorithm with comparable performance datasets.


[image: Figure 3]
FIGURE 3
 Mapping of LOIN codes and rules.


The use of LONIC across many application fields is becoming progressively acknowledged worldwide over the last 25 years (29). According to the Regenstrief Institute's LONIC webpage, there were about 85,000 clients of LONIC in over 176 countries, and LONIC is becoming the “lingua franca for medical data interchange.”



Construction and structure of LONIC

Whatever the laboratory test, medical observation/clinical examination is clearly determined in Terms of six axes, as per the following LONIC concept (Figure 4): Component, Property, Time Aspect, System, Scale, and Method Type. The above six axes are given in the LONIC database by corresponding columns (30).


[image: Figure 4]
FIGURE 4
 LONIC nomenclature.


The technique of investigation in the sixth axis is limited in that it must be specified as required for precise determination to assess the examination under issue, and this differentiation is crucial in clinical practice. As a result, this column is frequently empty. All six axes add up to the unique, complete generic identity for the examination, as per the LONIC nomenclature guideline (31). Each form of investigation, measurement, or observance, which varies in any of these six axes, is assigned a unique LONIC code, as well as an individual entry inside the LONIC database. These LONIC codes are being posted sequentially to the access; unlike a categorisation, the codes need not indicate links within concepts. It is made up of a numeric multi-digit code of only a check digit at the end that is generated using the Mod10 method (32). The process is documented inside the LONIC User Manual primarily by Regenstrief Institute and the LONIC Board (33) (Figure 5).


[image: Figure 5]
FIGURE 5
 Quantitative measure of LONIC name and code.


Towards summation, all medical adherence/clinical assessment is represented with seven axes: the previous LONIC encryption as well as the recognised name, which consists of the six axes defined on top. Figure 5 shows the example of measurable urine sugar quantity using test strips.

The probable discrimination between purposes of the similar chemical, such as glucose, with dissimilar test materials like urine, cerebrospinal fluid, or serum, as well as through different procedures, scaled type, also attributes, occurs using the six axes (34). Only the property is clearly defined on the Property axis, not the allocated measuring unit and its representation. To accurately attain the specific LONIC code for such an evaluation issue, it is vital to recognise and describe all six axes. By taking a glucose amount, for example, that is shown by determining [Property = SCNC], a molar substance absorption would be distinct from determining a mass absorption [Property = MCNC]; collected results will obtain different LONIC codes in a similar example category. However, whether the LONIC code is represented in component g/L or mg/dl, and specific components are being stated at machine-readable procedure, it has no bearing on the code's uniqueness (35).




Proposed methodology


Investigation of clinical texts for information retrieval

An end-to-end “pipeline” for obtaining crucial clinical information from narrative texts is being designed. Negation detection is used to filter these features, and the residual features are mapped to SNOMED-CT terminology.

A feature extraction pipeline of clinical text is depicted in Figure 6. The TextRank algorithm (36) is used to implement the content summarising module. Primary clinical information such as problems, procedures, and tests are extracted using the CLiNER concept recognition algorithm. The features inside a negated context are subsequently filtered using an updated Negex algorithm. This part of the pipeline is a secure in-house online application that allows users to submit files that contain descriptive clinical notes and extract essential clinical features together with their contexts. From this, you can pursue one of two paths: (1) Use MetaMap to map the retrieved features towards the SNOMED-CT terminology systems and filter out unmapped features. Eliminate standard terms (e.g., “Human Body Structure,” “Clinical investigations,” “Biological agent”) from the top two levels of the SNOMED-CT concept tree using the hierarchical system of SNOMED-CT and MetaMapLite; (2) use the terminology mapping tool formulated to map those particular concepts to SNOMED-CT effectively. These standardised concepts can be aggregated in input features that can be directly fed into knowledge discovery ML algorithms. We illustrate the usage of EHR information extraction strategies for several patients in this section (37).


[image: Figure 6]
FIGURE 6
 A proposed model for extracting patient treatment features from MedIMG.




Automatic classification of MedIMG by image resolution

The IAM Handwriting Database is applied to arrange the handwriting, as previously stated. To begin, everyone must first register on the website and retrieve a folder of photos as well as XML files containing the text location in the image. In this study, N's do not require significant pre-processing of raw data (33). As a result, it will not make any changes or adjustments in these images but rather send the entire image and just patches of text to the NN.


Generating patches of data

Instead of transferring specific sentences or words, merely random patches containing text are allowed to train the NN that comprehends the writing style of doctors. Cropped photos with a random size of 113 × 113 can be used to generate patches from each sentence. Figure 7 below is a mosaic of eight of these patches.


[image: Figure 7]
FIGURE 7
 Cropping and generating random patches of MedIMG.


A simple generating function is constructed using Python to traverse over each text, allowing for cropping as well as generating random patches for images. We can limit the number of patches caused for each image to 70% of the total generated patches.



HWNet v2

HWNet v2 is a new version of the HWNet network. We restricted the number of convolutional layers in our basic HWNet architecture to five, which is equal to such suggested layers at AlexNet. Innovative structures, like VGGNet, GoogLeNet, as well as ResNets, have recently demonstrated deeper CNN networks enabling greater performance but more discriminative features. The following are some of the important architectural innovations used in such networks that result in more efficient training: (a) using lower-dimensional filters (3 × 3), thus taking fewer parameters with large size filters that also perform as an essential regularizer, (b) by using (1 × 1) filters that perform as dimensionality lessening unit to retain the no. of parameters in rheostat, (c) by using inception layer that presents multi-scale functioning to have several equivalent layers functioning with different scales, and (d) using remaining blocks for studying remaining function F(x): = H(x) – x. Here H(x) is anticipated for underlying mapping. The remaining layer is usually applied with a crosscut linking in the absence of available parameters.ResNet34 network of four blocks, each containing several ResNet modules in our upgraded HWNet architecture, dubbed HWNet v2, is used. Rather than employing globally averaged pooling, we discovered completely connected layers towards the conclusion of the process to learn superior features from the penultimate layer. The HWNet v2 network configuration is summarised in Table 2. Every ResNet module has two convolutional layers in it.


TABLE 2 Layer configuration of HWNet v2.

[image: Table 2]



DenseNet models

The 121-layer DenseNet model is chosen as the basic model in this investigation since it produced the best results in most of the previous experiments on CXR classification. This model was initially trained by scratch, but we were able to improve its performance by using pre-learned weights using ImageNet. Binary Cross-Entropy (BCE), a multi-label loss, is used to train the model. We use the ImageNet dataset's mean as well as a standard deviation to normalise all the images. We apply data enhancement techniques like random horizontal flipping as well as uniformly random rotation from −15° to 15°.

To various image sizes, the Adam optimizer is applied at multiple primary acquiring rates. To varied image dimensions, the learning rate is measured by the actual batch size, which is shown in Table 3. If a validation loss does not reduce across three epochs, the learning rate decay is doubled to 0.5. If such a validation deficit cannot increase after ten epochs, the test must be terminated. Rather than using the MIMIC-CXR-JPG dataset's official train validation-test split, five-fold cross-validation is applied to 20% of test data from a dataset. The residual 80% of the data is being split as 90–10 for training validation purposes.


TABLE 3 Classification of learning rate.

[image: Table 3]



Effective receptive field

An effective receptive field (ERF) comprises the centre pixels inside the receptive field that have the maximum effect on the results. The impact of distribution inside the receptive field becomes asymptotically Uniform, according to Luo et al., and also, the effectual receptive field is just a segment of a theoretic receptive field. Moreover, as the network is taught, an effective receptive field grows larger. For calculating the ERF, a trained model is uploaded, run in evaluating manner, enters the data, and then averages the square gradients to get the uncentered sample variance. We use the centre pixel and backpropagation to generate one gradient per image. When computing the ERF, we also add huge random translations to the data. The value for image Xi at pixel (P, Q) is referred to as Xi (P, Q), as well as channel 'n', and pixel (x, y) of a NN's final convolutional layer activation is referred to as Fn (Xi, x, y). An ERF is a scalar image whose value shows the contribution of every pixel Xi (P, Q) to such activation. The partial derivative is used to calculate the impact, Eq. (8)

[image: image]

This derivative is determined not just by the NN's weights but also by the input image Xi. Back-propagation is used for quickly calculating the partial derivative, Eq. (9)

[image: image]

where “n” denotes the number of links inside the network's final convolutional layer, and (x, y) denotes the central point for every image Xi. Since backpropagation gradients are positive and negative, first square them and then find the average for avoiding cancellation, but the authors of the original ERF study do not square the gradients while averaging.

For various scale input images, we calculated the ERF from trained models. The ERF of DenseNet121 introduced models with different resolution photos is shown in Figure 8. With increased picture resolution, the ERF reduces in size in relation to the source image. When using CNNs upon high-resolution images, it suggests that large receptive fields are required.


[image: Figure 8]
FIGURE 8
 A trained Dense'et121's ERF.




Stacked scale-CNN model

We used a stacked CNN model in which discrete image scale sizes (256 × 256, 512 × 512, 1,024 × 1,024, and 2,048 × 2,048) are used to train the four models to enhance efficiency while keeping the flexibility for using pre-trained models. We train a specialised CNN model for deriving weights to each scale using the concatenation label probabilities of validation data from all these four classifiers providing features for a specific label. The CNN approach is depicted in Figure 9.


[image: Figure 9]
FIGURE 9
 Workflow of CNN-based MedIMG.


The weight to finding (F) and scaling (S) is wfs in our model of multi-label stacked CNN that possesses a single parameter P[image: image]14 ×4, which is a 2-D tensor. In order to prove that a given label amount is one for the acquired weights of such four scales, we apply a SoftMax parametrization, Eq. (10)

[image: image]

For each finding f, its parameterization satisfies ∑s wfs = 1. By defining vfs = 0, we make the weights wfs constant. These weights will then be used for averaging the probability of each scale.

Predicted label (PL):

[image: image]

We perform a numerically consistent calculation of ∑s wfsσ(PLfs(xi)) for each finding (F) for an image input of xi with PLfs(xi), in which σ(z) = (1 + Exp(–R))1 is the sigmoid function. Although all labels are calculated simultaneously in our approach, each label “F” is processed separately under this proposed model.

This stacking EM is trained using the validation data's output log produced by four classifiers with the help of four scales. The model is trained across 100 epochs with a 0.1 learning rate that decays exponentially, guaranteeing the converging of weights. For acquiring the ensemble probabilities for each label, multiply the learned weights by this model using predictions generated from test data.



Lion optimization algorithm

The lion optimization algorithm (LOA) is a bio-inspired algorithm that imitates lions' basic personality. Lions are naturally socialised, which causes them to divide into rover and habitant lions. A grown male lion is usually removed from the pride, and now these lions have no role in the pride, thus making them rovers. The rover lion can attack the lions inside the pride at some point in order to join the group. As a result, the LOA looks for rover lions and evaluates their quality. Fitness evaluation is the name given to this type of quality assessment, and only the fittest lions/lionesses are allowed to join the pride. The lions with lower fitness levels are omitted from the evaluation process. This cycle is repeated till better solutions are found. A certain percentage of lions are designated as rovers, while the others are assigned to points of pride. The gender ratio, as well as the border limit for each pride of lions, have been established.

The main key points of LOA are:

• In order to join the pride, the rover lion attempts to defeat the resident lion at any given time.

• The pride's fittest lion is the only one that can survive, and the rest unfit lions are ignored.

The overall number of points of pride remains constant, and rover lions have a chance of finding a proper fulfilment with a probability of [0,1].

Taking such benefits into consideration, this work uses LOA to determine the ideal filter order to denoising the image. When a filter is applied to a picture, the image's fitness is evaluated. The Peak Signal of Noise Ratio (PSNR) value is used to calculate the fitness value of such a work. The second filter is applied to the image once more, and the fitness value is checked. This method is repeated until the image does not quite improve for three consecutive rounds, at which point it is regarded as the best response. The following is the algorithm for the suggested task.

(A) Proposed Lion Optimization Algorithm

Step 1. The input of Noise-filled picture

Step 2. Denoised output Images

Step 3. Begin

Step 4. Establish a starting population of lions and prides

Step 5. Do

Step 6. Assess rover lions' matching;

Step 7. If matching (New)> matching (Old)

Step 8. Replace matching (Old);

Step 9. While (close condition);

Step 10. End

The PSNR value of an image is used to calculate image fitness, which analyses the quality between source and denoised images. The following Eq. (11) is used to calculate this.
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The height, as well as width of such images, are represented by h and w. The grey levels of the original MedIMG and denoised image at the (a, b) position are F(a, b) and G(a, b), respectively. The trial-and-error method is used to select all of the work's beginning settings. The PSNR value is used to calculate the fitness, which allows the image quality to be evaluated and processed appropriately.




Proposed hybrid model to predictions of RNN (HWNet v2) + LSTM + GRM

The next character from MedIMG is predicted using an RNN. RNN's LSTM cell is used in this study. Each time LSTM processes a word, the following letter in the drug's name is determined by computing the probability of such possible values. The memory state of the network is initialised with a vector of '0's. So that it may be readily updated when each word has been scanned. The “x” in Figure 2 represents a feature, while the “o” represents a vector of size length probabilities. Because of their sequential structure, RNNs have gotten much attention for EHR predictive modelling. RNNs are Artificial Neural Networks that have recurrent connexions in the hidden layer. The HS of “ht” is updated successively based on activating the current input “xt” at a time “t,” as well as the last HS of the layer ht−1. The Gated Recurrent Unit (GRU) and LSTM models are two popular RNN versions. The necessity for these variants arises because of the problems encountered while training traditional RNNs, where gradients would frequently vanish. Two major approaches have been investigated to address the vanishing gradient problem for extended sequences: (a) Develop an alternate training algorithm to the stochastic gradient, such as a clipped gradient. (b) Contain an internal cell state which controls the information flow via a series of gates in conventional RNN units. LSTMs and GRUs, unlike typical RNNs, have a recurrent internal loop at every unit and also with three and two gates to regulate information flow. Data have demonstrated that gated RNNs can identify long-term dependencies as well as avoid the problem of vanishing gradients.

A patient in an EHR is made up of a series of visits, and if each visit is represented as a numerical vector, those vectors can be fed into the RNN model in order to predict the desired outcome. In this study, we predominantly used the LSTM network to be the prediction model (Figure 10). The model recognises one visit for each time step of a patient “p” with “Tp” visits. From t = 2 to t = Tp, the new LSTM state is determined by the previous time step's state as well as the new input visit. The LSTM block spreads its state to subsequent dense layers at each time step. This indicates that the network has an input and output at each stage. Sequence-to-sequence prediction is the name given to this LSTM arrangement. We explored the multiple baseline prediction models, including several ML methods and LSTMs.


[image: Figure 10]
FIGURE 10
 Hybrid RNN (HWNet v2) + LSTM + GRU.



NER-based open-source UMLS

MetaMapLite leverages ConText19/NegEx13 to negation detection. Consequently, the users who supply the longest concept appropriate to the semantic type of UMLS are provided. The processing pipeline is divided into seven steps, as shown in Figure 11 and detailed below.


[image: Figure 11]
FIGURE 11
 MetaMap lite procedure.


Either the default OpenNLP sentence segmenter12 or its blank line segmenter is used for sentence/line segmentation. The basic MetaMapLite tokenization algorithm is used for tokenization. The part-of-speech tags that are optional are done by default OpenNLP part-of-speech tagger. The predefinition of the token window occurs for paralleling the sentence length using the OpenNLP segmenter; on using the blank line segmenter, a nonoverlapping window with 15 tokens occurs. There is no additional chunking. With minor modifications, term normalisation is based on MetaMapLite string normalisation. Before a dictionary lookup, the following procedures are performed on a term: (a) Parentheticals are removed, (b) syntactic inversion is performed, (c) lowercase is converted, and (d) possessives are stripped.

As shown in Figure 12, mapping is done to sentence/line-based chunks that are dynamically separated into sub-lists during processing. Each piece is normalised before being compared to a dictionary. Any dictionary match that is obliterated by a lengthier match gets discarded. MetaMapLite presently uses three dictionaries generated specifically for MetaMapLite for dictionary lookup: (1) CUI Concept, which maps CUIs to concept predefined names; (2) CUI Source Info, which holds the UMLS CUI, the UMLS string ID, a sequence ID, a source-derived string ID, a source abbreviation ID, and also a source term type ID; and (3) CUI St, that maps CUIs into semantic types. As an example of sentence-level NER, a token list for the phrase “Papillary thyroid cancer is a unique clinical object” is initiated and filtered.


[image: Figure 12]
FIGURE 12
 Test finding of UMLS-based NER.






Experimental results

The accuracy of a model can be improved by training it using a vast amount of data. As previously stated, we train the model using all generated data. TensorFlow's training is divided into two categories: iteration and model during training. We apply the TensorFlow standard model limiting iteration to around 10,000 for this research work. The dataset of MIMIC-CXR-JPG that was used in this investigation is discussed. It is a big one, comprising 377,110 X-rays and 227,827 MedIMG studies. It was created at the investigation level, which is an accumulation of photographs connected with a specific report.

As a result, many chest X-rays with frontal or lateral views can be included in a single scan. The dataset contains a sum of 2,50,100 frontal-view pictures and 1,20,300 lateral-view MedIMG. DICOM images are transformed into JPEGs in this collection. JPEG photos are not only less in size, but they are also easier to understand. The photos were de-identified before being converted to JPEG. After extracting picture pixels from the DICOM input file, the image pixels are normalised to the range [0, 255]. It was examined to determine if pixels are inverted and, if needed, images are inverted to ensure the image's greatest pixel appears as white and the low pixel as black. The contrast of the images was then improved using Contrast Limited Adaptive Histogram Equalisation (CLAHE). Finally, the photos are converted to JPEG format with a 95.78% quality factor and an 8-bit bit depth.


Computational setup

The NVIDIA DGX-A100 system, which consists of High Bandwidth Memory integrated with eight NVIDIA A100 40 GB Graphics Processing Units (GPUs), was utilised for training the DL models (HBM2). A total of 320 GB GPU memory and the highest level of system power consumption of 6.5kW are contained in this system. The code for our techniques was written using the Pytorch framework and the torch vision package. Table 4 shows a single GPU's consumption of memory for each resolution in gigabytes (GB) during training. As the solution improves, so does the amount of memory used. It depicts the computing capabilities and power required to carry out the experiments. Four A100 GPUs were used for a resolution of 256 × 256 and 512 × 512; however, six A100 GPUs are used simultaneously for 1,024 × 1,024 and 2,048 × 2,048 resolutions to speed up the training. As the image size is doubled, the number of trainable parameters increases, while the number of photos per second drops throughout validation.


TABLE 4 Test setup for hybrid model.

[image: Table 4]

A fascinating result of transfer learning using synthetic data. By changing the rate of training data associated with earlier studies, we test the reduced demand for real data for training the HWNet v2 model. We use the IAM dataset as our testbed again, but we are using a different composition of real data to compare performance with a model that uses all of the training data. Full is represented by 1.0, whereas 0.0 denotes the usage of just synthetic data. It is worth noting that all of these test results are trained on the completely synthetic data set before being fine-tuned with different proportions. As noticed, the performance reduction with less real training data begins slowly and only lowers by 6% when just 10% of genuine data is used. Although this Table 5 shows a lower reliance on real data, a more in-depth investigation (beyond the scope of this project) is required to assess the difference in domain space among synthetic data and handwritten target styles.


TABLE 5 Assessment of word using mAP by hybrid model.
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Compression of embedding representation

There is inspiration from our prior studies on integrating the representation into a two-dimensional space, where we discovered surprising similarities between neighbours even under great compression. We now use Principal Component Analysis (PCA), a well-known linear dimensionality reduction technique, to explicitly obtain a lower-dimensional representation of HWNet characteristics. We retrieve the top eigenvectors within representation space from the validation data and use them to project each of the test data. On MedImg datasets, Figure 13 presents the performance difference across variable compression levels ranging from 4 to 1,024. Note that the original HWNet features are 2,048 bytes in size. It is interesting to note that performance in the interval of 32–1,024 dimensions suffers little or no degradation, and we even notice a slight performance boost for 128 dimensions. This shows that the initial HWNet network may capture non-linear data relationships, but the final representing space exclusively contains linear components. On MedIMG with 32 sizes, we achieve an mAP of 0.8942, which is still state-of-the-art when compared to other related approaches shown in Table 6. It is worth noting that the performance attained with only eight dimensions (0.5942) remains superior to several non-DL techniques.


[image: Figure 13]
FIGURE 13
 Performance analysis of learning hybrid model using MedIMG.



TABLE 6 Analysis of word on MedIMG.

[image: Table 6]

We want to compare the benefits of supervised vs. unsupervised learning, as well as compare performance on such datasets having in-depth features. Table 6 shows the results, which compare HWNet v2 (TPP) to previous techniques. For the English dataset, we apply the pre-trained model by IIIT-HWS with no fine-tuning; however, for the Hindi as well as Telugu datasets, we fine-tune their respective training corpus. The results show that word spotting performance has significantly increased on all of these datasets and that for printed English, HWNet v2 could be used off-the-shelf for various document tasks. The improved results in multi-languages show that architecture could be applied to a wide range of languages with different scripts and language elements. The qualitative outcomes displayed in the last two rows of Figure 13 also demonstrate the level of degrading in the retrieved words, indicating the efficiency of the suggested characteristics (Table 6).



The outcome of hybrid model (RNN (HWNet v2) + LSTM + GRM)

The Hybrid model has the maximum area under the curve (AUC) for all 14 labels, as shown in Table 7. For each label, an AUC is at least 0.4% greater when compared with the outstanding performance of the single-scale model inclusive of the 1.1% average AUC, which is greater than the model of 1,024 × 1,024. This gap suggests that specialisation happens across scales to any given label, with certain examples best suited to other scales, so that the ensemble can be used to increase accuracy. Table 7 shows that the AUC values acquired for individual models closely resemble the learnt weights. The 1,024 × 1,024 scale, which seems to be the best performing unique model (bold), has been assigned the maximum weight (32.7%) in computing prediction for “Aches, Pain, Fever” with the Hybrid model. Ten of 15 tasks fall under this category.


TABLE 7 AUCs for 15 TRAINED MedIMG.

[image: Table 7]

This study evaluates model performance using the AUC metric. The area beneath the Receiver Operating Characteristic (ROC) curve (38) is measured by AUC (39). True Positives (TP) and True Negatives (TN) are improved by a model with a higher AUC (40). Table 3 shows the AUC scores for all 15 labels, including the average, for various scales. Because, throughout training, the application of five-fold cross-validation was prevalent. Those AUC scores are the AUC scores average from each of the five folds. Throughout the standard deviations calculated over the five-folds, the AUC scores are displayed. As per our hypothesis, the AUC score for all labels should grow as the input image size increases, i.e., all the bold values should be in 2,048 × 2,048. However, as the table shows, it is not a fact. Some labels meet up to our expectations, while others do not. The AUC score for “Cardiac Catheterization,” for example, drops as image size increases. When compared to 256 × 256 resolution, a few labels performed well with 512x512 resolution, but their AUC scores drop when the resolution is raised to 1,024 × 1,024 resolution.

For each of the 15 tasks, Figure 14 represents the layered Hybrid Model's learnt weight distribution on four scales. When calculating the predictions for the Hybrid Model, this bar chart displays that resolution is assigned more weights to a specific task. It is worth noting that such weights are given in percentages, and for each task, the weights from all five scales add up to 100%.


[image: Figure 14]
FIGURE 14
 Average stacked scale CNN hybrid model.




Implementation of MetaMap lite

Table 8 shows the F1scores, Recall, and Precision [42, 43] on every tool to every collection that we are capable of proceeding with it. Because negative detection isn't a natural MetaMapLite feature, and just comparing this one with MetaMapLite implementations of NegEx is to make sure of not losing any performance. We were unable to assess DNorm on two datasets due to difficulty in getting relevant offsets.


TABLE 8 Test report of feature extraction using MetaMapLite.

[image: Table 8]

We made considerable effort to install, run, and collect mention-level offsets to third-party programmes. However, with the versions of DNorm available upon this i2b2 2010 and ShARe collections, it cannot obtain mention-level data. It is reasonably sure that the findings we obtained are comparable with those obtained by average end-users of versions of such tools present at the time we conducted our research investigations. On all collections, MetaMapLite received F1scores that were greater than any other tool. The absolute results achieved in our trials may vary from those reported previously, which could be due to differences in tool versions and settings used in our experiments. On request, we may provide all of our tool installations and test collections, which can be made accessible for evaluation scripts. MetaMapLite also takes various restrictions (Figure 15).


[image: Figure 15]
FIGURE 15
 Measuring recall, precision, and F1-scores.


It only implements a small portion of the rich MetaMapLite options. MetaMapLite is analysed with the default MetaMap setting, and its performance is equivalent to out-of-the-boxMetaMapLite setups that haven't been tuned for a particular activity.

The processing speed of MetaMapLite is determined by the options selected: the quickest processing is accomplished without POS tagging by a negligible drop in the F-score.

MetaMapLite does not currently have any word-sense disambiguation modules, although it will offer all UMLS senses for a given term. Roughly, mappings that are usually incorrect might be put to a rejection output, similar to MetaMapLite; otherwise, a custom-made data file is handled as a substitute for the tools' regular lexicon records. Finally, the examination has a significant restriction in that it only examines disorders and denials.




Conclusion

In this paper, Deep Learning is used to extract knowledge from a clever approach to distinguish the doctor's prescription photos and radiology images. The main outcomes are proof of ML methods' ability to discern which elements in short free-text clinical prescriptions are considered inclusion/exclusion criteria, as well as a huge radiology image dataset of images, metadata, radiological results, diagnoses, and anatomic locations. We provide a generic DCNN system for learning document image word image representation. The Hybrid DL Model's core architecture utilises synthetic data to rapidly pre-train multiple data expansion strategies to replicate a typical mechanism at document text formation. Some new visualisation approaches are used to provide other views into the fine-tuning process and to comprehend the differences learned at various levels. On challenging historical texts in both handwritten and radiology modalities, we successfully demonstrate the stability of learned representation in aspects of both performances as well as the dimensionality of the final word. The significance of feature and image resolution in CNN design enabling automated MedIMG categorisation is demonstrated in this study. MetaMapLite, a lightweight software application using MetaMap, is among very widely applied termed NER technique to identify Metathesaurus UMLS ideas as texts on bio-medicine, is described herein our research investigation.
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This research aims to explore the influence of seamless nursing mode of humanistic care on nursing quality and blood infection risk of ICU patients in neurosurgery, and the model of correlation with APACHE II score. 110 ICU patients are grouped into control set and study set, which are, respectively, given the previous routine nursing and the seamless management based on humanistic care to compare the two sets in the following aspects: nursing quality, blood infection rate, anxiety and depression extension before and after nursing, nursing satisfaction and APACHE II score, and to figure out the correlation between patient nursing quality score, and to compare blood infection and APACHE II score. Comparison and statistical analysis are used to disclose the influence and the correlation. The results show that there is not only a large negative correlation between nursing quality scores and APACHE II scores, but also a large negative correlation between the risk of blood infection and APACHE II score.
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Introduction

In the ICU treatment of neurosurgery, most patients are often confronted with the characteristics of disease severity and rapid variance in the disease so it is necessary to provide patients with timely and effective care to ensure their health and life. However, the number of ICU patients in neurosurgery and the heavy workload force nurses to undertake high psychological pressure, leading to a series of problems and errors in nursing, which, consequently, have side effects on the efficacy and prognosis (1). For neurosurgical ICU patients, most of them have gone through surgical treatment and may stay in the situation of severe physiological dysfunction and organ failure, not out of the danger period so they need further monitoring and treatment. However, surgery invasive operations such as trauma and tracheal intubation, which is required by the diseases themselves, increase the infection risk to some extent and have a serious impact on the prognosis and recovery. It is important to make the prevention and control of nosocomial infection in the neurosurgical ICU. And there is a need to find a safe and reliable method. It is one of the key clinical processes at present (2, 3). With the medicine development and the advancement in medical technology, the nursing model has been continuously updated and developed. Humanistic care is a human-oriented nursing model, and its application in the process of ICU nursing management can help patients increase compliance (4) and establish confidence in overcoming the disease. The seamless management is one of new models in modern nursing. The concept is based on modernization, which can largely ensure the integrity and effectiveness of nursing services (5, 6). However, the application of humanistic care combined with seamless management in neurosurgical ICU patients is rarely seen in present clinical practice, and there is no strong and effective basis for evaluating its efficacy. The impact of the seamless care model on the care quality and blood infection risk in neurosurgical ICU patients will now be explained in the following. Humanistic care in the treatment of critically ill patients can make nursing staff fully respect the patient's personality and human rights and meet the reasonable needs of patients. This nursing model can not only provide the humanistic care required for overall nursing, but also support the improvement of the professional quality of nursing staff. Therefore, humanistic care is the new era for nursing staff.

In this paper, 110 neurosurgical ICU inpatients admitted to our hospital from September 2020 to January 2021 are selected for research, and they are grouped into control set and study set according to the sequence of admission, with 55 cases in each set. Among them, there are 26 patients diagnosed with underlying diseases and 29 patients without underlying diseases; there were 30 males and 25 females in the research set, with an age range of 39~68, average age being 56.62 ± 4.75 for the male patients. In the routine set, there were 32 male cases, and 23 cases were female, the age range being 40–69 years old. The average age was 57.19 ± 4.86. There were 28 cases with underlying diseases, 27 cases without underlying diseases. For general clinical data such as disease, P > 0.05, there was no large difference between the sets. All patients signed the informed consent form, and this study was approved by the Medical Ethics Committee in our hospital.

This paper finds that the nursing quality scores of the study set, including theory, practice and comprehensiveness, were notoriously higher than those of the control set; the risk rate of blood infection during hospitalization in the study set was 5.45%, which was notoriously lower than that of the control set, 25.45%. After nursing, the SAS and SDS scores of the two sets decreased, and the research set was lower than the control set; after nursing, the APACHE II scores of the two sets were improved, and the improvement effect of the research set was notoriously better than that of the control set (P < 0.05); the seamless nursing model based on humanistic care can improve nurses' service attitude, improve doctor-patient relationship, provide patients with appropriate psychological care, correct patients' misunderstandings, create a positive attitude, eliminate negative emotions such as fear and anxiety, and make them treat the disease with optimism and increase the confidence in treatment. Additionally, this study also compared the nursing satisfaction of the two sets. The results found that the total nursing satisfaction of the research set was 89.09%, which was notoriously higher than that of the control set (63.64%) (P < 0.05). For neurological ICU patients, seamless nursing mode based on humanistic care can help improve the quality of care, reduce the risk of blood infection and APACHE II score, promote the recovery of patients, improve the prognosis of patients, and present clinical application potential.

The rest of this paper is organized as the follows: Section Related work discusses the related work, followed by the proposed methods in Section Our proposed method. Section Experimental results and analysis is the content of results in which the contrast between the main factors is conducted, and Section Conclusion and the future work concludes the paper with summary and future research directions.



Related work

In recent years, with the continuous improvement of people's living standards, people's demand for medical care is increasing too, especially for the quality of patient care in ICU, which is directly related to the health of patients. The intensive care unit is an important place to provide emergency care for critically ill patients so a comprehensive, systematic, scientifically and professional nursing is required to provide a safer guarantee for the lives of patients (7). Therefore, strengthening effective nursing measures in the treatment of ICU patients is very important for the treatment and recovery of ICU patients. Seamless nursing management is a method that mainly includes the detailed understanding and management of the patient's condition, and the development of a targeted nursing plan (8). The good nursing management system ensures the smooth nursing process, thereby effectively improving the quality of nursing, reducing the incidence of patient infection, and enabling ICU patients to receive high-quality and safe nursing services during the treatment process. Humanistic care nursing is based on the principle of “human-oriented”, which can show more emotional respect and love for patients while carrying out routine nursing (9). The main reasons for the analysis are that after nutritional support based on the seamless nursing model based on humanistic care, the patient's immunity can be notoriously improved; the standardized application of antibiotics can effectively prevent superinfection and the formation of drug-resistant bacteria; strengthening environmental management and oral care can prevent respiratory infections; good disinfection of the urethra and catheter can effectively reduce the risk of infection and avoid urinary tract infections by closely monitoring the situation of the surgical incision and puncture site, and changing the bandage in time, as well as helping the patients turn over regularly, to effectively prevent skin and soft tissue infections (10, 11). Romero-Garcia et al. (12) explored the application value of seamless management model for nosocomial infection in surgical ICU, and found that providing appropriate seamless management nursing intervention can notoriously reduce the possibility of nosocomial infection in patients, which is consistent with some results of this study. For most ICU doctors and nurses, most of the time is highly stressful. In this regard, hospitals should actively take appropriate measures to reduce the pressure on nursing staff and provide better services for patients (13). The seamless nursing model focuses on scientific management, creating a seamless nursing management team so that ICU patients can create a rigorous, continuous, and integrated seamless nursing process before admission, during treatment, and after treatment (14, 15).

The application of seamless nursing management strengthens nursing management, makes nursing measures practical, improves the awareness and motivation of nursing staff, and enhances the sense of responsibility of nursing staff. At the same time, nursing responsibility can notoriously improve the quality of nursing through perfect supervision (16). It is a new nursing model that is welcomed by patients and recognized by the society (17). The application of seamless management can effectively care for the psychology of patients and improve the bad mood of patients, enable nursing staff to communicate well with patients, improve patients' confidence in nursing staff, and reduce the occurrence of medical disputes, with employees' awareness of risk prevention greatly enhanced, preventing risk events before they occur, controlling every reference and detail in nursing work, and notoriously reducing the incidence of nursing risk events while providing patients with safe, high-quality, and comprehensive nursing services (18, 19).



Our proposed method

For the selection of patients, there are two standards including inclusion and exclusion.

The inclusion criteria include the following aspects: (1) All patients were neurosurgical ICU patients; (2) The selected patients were over 18 years old; (3) The patients had barrier-free consciousness and could communicate and communicate with doctors normally; (4) All patients signed informed consent notice.

The exclusion criteria include the following aspects: (1) Patients with poor treatment compliance and unable to determine the curative effect; (2) Patients with severe illness requiring emergency treatment; (3) Patients with severe complications; (4) Patients who have used contraindicated drugs; (5) Patients with missing data on cases and related impact examinations; (6) Patients' condition deteriorated suddenly during the research process; (7) Patients with other diseases affected the research results; (8) Patients who had unexpected circumstances during the research process, made it difficult to continue the research; (9) Serious disease during the research process affected other researchers.


Control set

The set of patients can use the previous routine nursing mode, and the details are as follows: (1) closely monitor and observe the patient's condition and vital signs, evaluate the patient's physical responses according to the patient's actual situation, and give appropriate medication or (2) during the nursing process, closely observe and record the changes in the patient's condition, and carry out routine management and monitoring; (3) if the patient's condition improves, appropriate measures should be taken, and instruct patients to carry out relevant rehabilitation exercises, and communicate with the patient's families to guide some precautions after surgery, and provide necessary health guidance or advice to reduce the incidence of postoperative complications.



Study set

Based on the nursing in the control set, the patients in the set were given seamless management under humanistic care. The specific operation methods are as follows:

Humanistic nursing: (1) Nursing staff need to do a good job in interviewing patients, know the patient's condition through effective communication and make the evaluation, and communicate with relevant doctors; according to the patient's operation method, condition and anesthesia method, different methods are adopted to manage patients; at the same time, formulate a set of personalized precautions for patients. Since ICU patients are relatively cumbersome and large-scale, both anesthesia and surgical procedures are more complicated. Therefore, nurses need to nurse patients carefully and cautiously. (2) Nursing staff need to adjust the temperature in the ward, preferably between 22 and 25°C, and the humidity is about 55% to ensure the comfort; do a good job in keeping the patient warm, observe the blood flow in the compressed part, and record the patient's vital signs in real time; (3)nursing staff should ensure that the drainage tube is fixed securely, the infusion channel unobstructed and the exposed parts covered; after the ward, the nursing staff make handover and communication with the nursing staff in the ward, including intraoperative responses and blood loss, etc., comfort the family members, and give them spiritual encouragement.

Seamless management: (1) Preparation stage is going to establish a seamless management team to cooperate in the entire nursing process, with the deputy chief nurse or the chief nurse as the team leader responsible for management guidance and supervision. The team consists of 6 nurses. They are responsible for completing the basic nursing operations with due diligence. At the same time, they put forward corresponding suggestions according to the problems existing in the nursing process. The goal of the seamless management team is to reduce nosocomial infections. (2) Contents: ① nutritional support management: since ICU patients are relatively weak, their immunity is low, and their defense and resistance to foreign bacterial infection is weak so the first thing to do is to strengthen nutritional support for patients, which is also the most important thing to do as one of the basic nursing cares. Nursing staff provide nutritional support to patients in the following ways of parenteral support, on-site nutrition, etc., but it should be noted that in the process of nutrient solution deployment they should be prepared and used immediately. In theory, it should not exceed 24 h to avoid the deterioration of the nutrient solution and cause unnecessary impact on the patient, and the container for placing the nutrient solution should be dry and sterile; ② abdominal infection management: generally speaking, the occurrence of abdominal infection. It is usually due to self-infection so the drug susceptibility test results should be tested for the patient in time, and appropriate sensitive antibiotics should be selected for the patient, and antibiotics should be used correctly if the patient has related symptoms;③respiratory tract infection management: intraoral care: guide the patient to take half in the sitting position, use chlorhexidine solution to rinse the patient's mouth every day to ensure the cleanliness of the oral cavity; environmental management: it is necessary to purify the ambient air regularly, mainly using a turbocharger to ensure that the temperature in the ward is maintained at 23~25°, the humidity is about 55% in order to ensure that the patient's airway will not be excessively dry; a humid heat exchanger can be used to properly humidify it; ventilator management: it is necessary to place the humidifier sterile liquid and thread. The tube should be replaced regularly, and the condensed water should be cleaned up in time to avoid reverse flow; ④ urinary tract infection management: after the patient is indwelled by the catheter, the vulva and urethral orifice should be disinfected with iodine with a concentration of 0.05%. The frequency is 3 times per day. After the patient defaces, the patient's perineum should also be cleaned, and the patient's urethral opening should be scrubbed at the same time in order to shorten the indwelling time of the patient's urinary catheter as much as possible to avoid complications related to the urinary catheter. ⑤ skin and soft tissue care: for ICU patients, there will be surgical incisions and puncture sites, and the skin at this site is relatively fragile so it needs to be disinfected daily, and at the same time, use a one-time sterile applicator and require frequent replacement, closely observe the skin around the puncture site of the patient; if there is redness, pain or fever, the tissue should be taken immediately for bacterial culture to ensure that the infection of the patient can be controlled in time. For long-term bedridden patients, nursing staff should instruct patients to turn over regularly to avoid local pressure and pressure ulcers.



Observation of indicators

Indicator observation includes the following steps:

(1) The nursing quality of the two sets was compared, and the nursing quality survey scale prepared by the hospital was used to evaluate the nursing quality. The Cronbach's alpha value of this scale is 0.787.

(2) The blood infection rate of the two sets of patients was compared, and the blood infection rate (%) = the number of blood infections / the total number of people × 100%.

(3) The anxiety and depression of the two sets of patients before and after nursing were compared. The self-rating anxiety scale (SAS) was used to determine the degree of anxiety. The scale has a total of 20 items, and the scoring standard for each item is 1–4 points. A score >50 indicates that the patient has an anxiety tendency, and the higher the score indicates a higher level of anxiety in the patient (20). The self-rating depression scale (SDS) is used to assess the degree of depression. The scale has 20 items, and the scoring standard for each item is 1 to 4 points. A score >53 points indicates that the patient is prone to depression, and the higher score indicates that the degree of depression is more severe (21).

(4) To compare the nursing satisfaction of the two sets of patients, the nursing satisfaction survey scale prepared by the hospital was used for evaluation, including 10 items such as work attitude, nursing effect, nursing technology, etc. Each item was scored as 0–10 points <95 points are satisfied, 60- <80 points are fair, and <60 points are unsatisfactory. Satisfaction = very satisfied rate + satisfaction rate. The Cronbach's alpha value of this scale is 0.763.

(5) To compare the difference in APACHE II score between the two sets, using the APACHE II scoring system (22), the vital signs, blood routine, liver and kidney function, electrolytes, blood gas analysis and Glasgow coma score within the first 24 h of ICU admission were collected (23). The total data APS (A), age adjustment (B), chronic health adjustment (C) inspection data were obtained, and all data were entered into the APACHE II scoring scale, and finally A + B + C was obtained to obtain the APACHE II score. The patients were divided into sets according to the APACHE II total score: severe set, with scores ≤ 15 points; critically ill set, between 16 and 35 points; extremely critically ill set, >35 points.

(6) The correlation between nursing quality score, blood infection and APACHE II score of patients was compared.



Statistical methods

In this study, all the data were organized, and a corresponding database was established for it. All databases were entered into SPSS 26.0 for data processing, and the measurement data was tested for normality, expressed as ([image: image] ± s), and between sets as t-test; the rate is expressed as %, and the test method is χ2; the correlation between nursing quality, blood infection risk and APACHE II score was analyzed by Pearson; when P < 0.05, the difference between the data was statistically large.




Experimental results and analysis


Contrast of nursing quality between the two sets

The scores of nursing quality in the study set, including theory, practices and comprehensiveness were notoriously higher than those in the control set (all P < 0.05), as shown in Table 1.


TABLE 1 Contrast of nursing quality between two sets ([image: image] ± s, points).
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Contrast of blood infection rates between the two sets of patients

The risk rate of blood infection in the study set during hospitalization was 5.45%, which was notoriously lower than that in the control set, which was 25.45% (P < 0.05), as shown in Table 2.


TABLE 2 Contrast of blood infection rates between the two sets of patients.
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Contrast of anxiety and depression in the two sets of patients before and after nursing

Before nursing, there was no large difference in the SAS and SDS scores between the two sets (P > 0.05). After nursing, the SAS and SDS scores of the two sets are decreased, and the study set is lower than the control set (P < 0.05), as shown in Table 3 and Figure 1.


TABLE 3 Contrast of anxiety and depression before and after nursing between the two sets of patients ([image: image] ± s, points).
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FIGURE 1
 Contrast of anxiety and depression in the two sets of patients before and after nursing: (A) The contrast of anxiety scale between control group and research group before and/or after nursing; (B) The contrast of depression scale between control group and research group before and/or after nursing.




Contrast of nursing satisfaction of two sets of patients

The total satisfaction with nursing in the study set was 89.09%, which was notoriously higher than that in the control set (63.64%) (P < 0.05), as shown in Table 4.


TABLE 4 Contrast of nursing satisfaction of two sets of patients.

[image: Table 4]



Differences in APACHE II scores before and after nursing between the two sets of patients

Before nursing, the APACHE II scores of the two sets are higher, and the difference was not statistically large (P > 0.05), as shown in Table 5.


TABLE 5 Contrast of APACHE II scores before and after nursing between the two sets of patients ([image: image] ± s, points).

[image: Table 5]



Correlation between nursing quality score, blood infection risk and APACHE II score
 
Correlation analysis between scores of nursing quality and APACHE II score

There was a large negative correlation between various scores of nursing quality and APACHE II score (P < 0.05), as shown in Table 6 and Figure 2.


TABLE 6 Correlation between various scores of nursing quality and APACHE II score.

[image: Table 6]


[image: Figure 2]
FIGURE 2
 Correlation analysis of various scores of nursing quality and APACHE II score: (A) The theoretical nursing quality; (B) The practice nursing quality; (C) The comprehensive nursing quality.




Correlation between blood infection risk and APACHE II score

There was a large negative correlation between the risk of blood infection and the APACHE II score (P < 0.05), as shown in Table 7.


TABLE 7 Correlation between blood infection and APACHE II score.

[image: Table 7]





Conclusion and the future work

For neurological ICU patients, the seamless nursing model of humanistic care can improve their nursing quality reduce the risk of blood infection and APACHE II score, promote patient recovery, and improve patient prognosis, which is worthy of clinical application. Although this paper has achieved certain results, it still has certain limitations. Since this study did not evaluate the prognosis of patients, it is impossible to determine the long-term effect and compliance of nursing care. Therefore, in future research, the scope of sample selection should be expanded and extend the follow-up stage and further evaluate the long-term effect of the seamless nursing model of humanistic care on neurosurgical ICU patients.
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Retinal vessel extraction plays an important role in the diagnosis of several medical pathologies, such as diabetic retinopathy and glaucoma. In this article, we propose an efficient method based on a B-COSFIRE filter to tackle two challenging problems in fundus vessel segmentation: (i) difficulties in improving segmentation performance and time efficiency together and (ii) difficulties in distinguishing the thin vessel from the vessel-like noise. In the proposed method, first, we used contrast limited adaptive histogram equalization (CLAHE) for contrast enhancement, then excerpted region of interest (ROI) by thresholding the luminosity plane of the CIELab version of the original RGB image. We employed a set of B-COSFIRE filters to detect vessels and morphological filters to remove noise. Binary thresholding was used for vessel segmentation. Finally, a post-processing method based on connected domains was used to eliminate unconnected non-vessel pixels and to obtain the final vessel image. Based on the binary vessel map obtained, we attempt to evaluate the performance of the proposed algorithm on three publicly available databases (DRIVE, STARE, and CHASEDB1) of manually labeled images. The proposed method requires little processing time (around 12 s for each image) and results in the average accuracy, sensitivity, and specificity of 0.9604, 0.7339, and 0.9847 for the DRIVE database, and 0.9558, 0.8003, and 0.9705 for the STARE database, respectively. The results demonstrate that the proposed method has potential for use in computer-aided diagnosis.

Keywords: retinal vessel segmentation, COSFIRE, postprocess, computer-aided diagnosis, medical image segmentation


INTRODUCTION

The color fundus image (Figure 1A) is a non-invasive tool generally used to diagnose various pathologies, including diabetic retinopathy, glaucoma, and age-related macular degeneration. Retinal vessels are the only part of the blood circulation system of humans that can be non-invasively observed directly (1, 2). Inspection of the attributes of the retinal vessel such as width, tortuosity, branching pattern, and angles can play significant roles in early disease diagnosis. Moreover, vessel segmentation is a key and indispensable processing step for further processing operations. This means that the accuracy of vessel segmentation greatly affects the diagnostic effect. But, it is a work of redundancy and boredom for professional ophthalmologists, as shown in Figure 1B. Consequently, to save medical resources and improve the effect of diagnosis, the effective vessel segmentation algorithm with high accuracy and less time consumption is remarkably necessary in computer-aided diagnosis.


[image: Figure 1]
FIGURE 1. (A) Color fundus image from DRIVE database. (B) Corresponding manual segmented image.


A bar-selective COSFIRE filter (B-COSFIRE) is highly efficient for bar-shaped structure detection (3). Therefore, it is a novel and valid method for the automatic segmentation of blood vessels. It is based on the Combination of Receptive Field (CORF) computational model of a simple cell in visual cortex (4) and its implementation, called Combination of Shifted Filter Response (COSFIRE) (5). The COSFIRE filter is trainable, meaning it is not predefined in the implementation, but it is determined from a user-specified prototype pattern (3). COSFIRE has the versatility that can be configured to solve many image processing and pattern matching tasks.

In this article, we propose an efficient retinal vessel segmentation method based on the B-COSFIRE filter based on a previous work mentioned in Azzopardi et al. (3). The original method has good time complexity, but its performance is not as satisfactory as we expected. In the proposed method, we have made many attempts, such as employing denoise operation and post-processing operation. The proposed method has achieved a better performance result without losing the nature of good time complexity.

The rest of this article is organized as follows: In Related Works, we examine the existing blood vessel segmentation method and other applications of COSFIRE filters. In Proposed Methodology, we present our method explicitly. In Experimental Results and Analysis, we introduce the datasets used for experiments and reported the experimental results and the comparisons with existing methods. The discussion for future work and conclusion are presented in Findings and Conclusion, respectively.



RELATED WORKS

Due to the importance of vascular segmentation in computer-aided diagnosis, an efficient vessel segmentation algorithm has always been a research hot spot. Existing approaches for retinal blood vessel segmentation in fundus images can be divided into two groups: unsupervised methods, which include matched filtering, vessel tracking, model-based approaches, and morphological processing, and supervised methods, which use feature vectors to train a binary classification model (6–8). Whether the method is supervised or not depends only on whether manual marking information with a priori is used.

Supervised methods use pixel-wise feature vectors with labeled information, where manually segmented images are referred to as the gold standard, to train a classifier that can distinguish between vascular and non-vascular pixels. This kind of method mainly includes the following two steps: form pixel-wise feature vectors by feature extraction methods and learn a classification model based on vessel and non-vessel training feature vectors (9). Soares et al. (10) reported a segmentation method based on a Bayesian classifier combined with multi-scale analysis for two-dimensional Gabor wavelet transform. Marin et al. (11) proposed a supervised method for retinal vessel segmentation, by applying a multi-layer neural network to classify pixels based on moment-invariant features. Fraz et al. (12) proposed a classification scheme that fuses boosted and bagged decision trees. Aslani et al. (13) presented a supervised method using the random forest classifier, which constructs a rich collection of a 17-dimensional feature vector including B-COSFIRE filter response and trains a random forest classifier to accomplish the segmentation of fundus images. Strisciuglio et al. (14) proposed a method of retinal vessel segmentation by transforming and re-scaling the features composed of the responses of the bank of selected B-COSFIRE filters to train a support vector machine classifier. Zhu et al. (15) presented a supervised ensemble method for segmenting the retinal vessels by extracting a 39-dimensional feature vector to train the extreme learning machine classifier.

Unsupervised methods mainly extract pathological features through linear operation filtering techniques with predefined kernels. Al-Diri et al. (16) proposed an unsupervised method based on the active contour model to achieve retinal vessel measurement and segmentation. Lam et al. (17) presented a multi-concavity modeling approach based on differentiable concavity measure, which can simultaneously process retinal images of two different health states. Azzopardi et al. (3) proposed a method of retinal vessel segmentation based on the COSFIRE approach, called B-COSFIRE filter, by constructing two kinds of the B-COSFIRE filter which are selective for vessel and vessel-ending, respectively. Khan et al. (18) presented an unsupervised method of vasculature segmentation, by applying pixel AND operation between the vessel location map and B-COSFIRE segmentation image. Bahadarkhan et al. (19) proposed a less computational unsupervised automated technique with promising results for the detection of retinal vasculature by using morphological Hessian-based approach and region-based Otsu thresholding. Khan et al. (20) used distinctive preprocessing steps, thresholding techniques, and post-processing steps to enhance and segment the retinal blood vessels. Khan et al. (21) proposed a framework with fast execution and competing outcomes using MISODATA and B-COSFIRE filters to produce better segmentation results.

Generally, supervised methods perform better than other kinds of methods in retinal vessel segmentation, but supervised methods consume a lot of time in the process of classifier training. On the other hand, the advantage of unsupervised learning is that it does not require artificial label information to train the classifier, which makes it more versatile and easier to implement (6, 22). To sum up, a robust method that can have good performance results and does not require much preparation time is necessary for computer-aided diagnosis.

Deep learning has always been a hot topic in the field of computer research. Deep learning can achieve high-quality performance but requires more training time than supervised learning (23, 24). The advantages and disadvantages of deep learning are obvious. Many scholars have attempted using methods of deep learning to segment vessels in retinal images. Melinsca et al. (25) proposed a method using deep neural network to segment retinal vessels. Khalaf et al. (26) proposed a method of retinal vessel segmentation based on convolutional neural networks for deep feature learning. Fu et al. (27) employed deep learning network and fully connected conditional random fields to accomplish retinal vessel segmentation. Deep learning can often achieve better performance than machine learning; however, deep learning requires much training time and better hardware equipment conditions. Yue et al. (28) introduced the multi-scale input layer and dense block to the conventional U-net so that the network can make use of richer spatial context information. Cheng et al. (29) added a dense block to the U-Net network to make each layer's input come from all the previous layer's output, thereby improving the segmentation accuracy of small blood vessels. In order to follow the discussion easily, we summarize the discussed studies in Table 1.


Table 1. Related work of retinal segmentation methods.

[image: Table 1]


Algorithm 1. B-COSFIRE vessel segmentation algorithm.

[image: Algorithm 1]

The COSFIRE method was proposed by Azzopardi et al. (5), based on the CORF computational model. Due to the fast and accurate nature of COSFIRE, it has received great attention in the field of image processing and pattern recognition. In addition to the application of retinal vascular segmentation as mentioned before, there are some applications based on the COSFIRE filter in other directions. Azzopardi et al. (33) employed descriptors of different shapes based on trainable COSFIRE filters to recognize handwritten digits, detect vascular bifurcations in segmented retinal images in Azzopardi et al. (34), and achieve gender recognition from face images in Azzopardi et al. (35). Gecer et al. (36) proposed a method that can recognize objects with the same shape but different colors, by configuring different COSFIRE filters in different color channels. Guo et al. (37, 38) further developed the COSFIRE method, by configuring the COSFIRE filter with the inhibition mechanism to recognize architectural and electrical symbols and to detect key points and recognize objects.

The aforementioned work has the following problems:

1) Related supervision methods (10–15) have high computational cost and high time cost in the process of model training. Supervised methods need to use a large number of pixel-level data labels for supervised computation, and it consumes much time to produce segmentation results. As shown in Tables 6, 7, the overhead of the relevant supervised methods in the segmentation time is about 1 min.

2) When considering the combined effects of performance and time overhead, some unsupervised (16–21, 30) methods lack efficient application value. Some unsupervised methods have higher time overhead when obtaining higher segmentation performance. While another part of the unsupervised method achieves lower time overhead, the segmentation performance is also reduced. That is to say, these methods cannot guarantee lower time overhead and a better segmentation effect at the same time; in addition, these methods are not versatile and cannot achieve good results in multiple dataset tests.

3) The images that have been processed by binary thresholding are destroyed by noise. Distinguishing the thin vessel from the vessel-like noise is still a challenge (18, 20, 21).

In this article, an improved unsupervised method based on the B-COSFIRE filter is presented. Compared with traditional methods, the proposed method has stronger robustness. The proposed unsupervised method uses image contrast enhancement algorithms and morphological operations and uses the B-COSFIRE filter, which can effectively extract bar-like blood vessels in the fundus image. While improving the effect, it reduces the time overhead. At the same time, our method uses a post-processing algorithm based on connected domains, which can effectively distinguish small connected blood vessel pixels from vessel-like noise. This proves once again that the proposed method has a great application capability in computer-aided diagnosis.



PROPOSED METHODOLOGY

Vessel segmentation is a basic step in image processing of the fundus image; thus, the process should be fast and efficient. The main idea is taking advantage of the high efficiency of the B-COSFIRE filter and employing other operations that do not need much consumption of time to obtain a better result. Figure 2 represents a flowchart of our proposed method with main processing steps. Algorithm 1 shows the implementation steps of our proposed system. The mission of the B-COSFIRE filter is to select all vessels from the fundus image, while the other operation is to enhance vascular features, denoise background noise, and reduce error classification.


[image: Figure 2]
FIGURE 2. Flowchart of proposed method: first, we using contrast limited adaptive histogram equalization (CLAHE) for contrast enhancement. Second, we threshold the luminance plane of the CIELab version of the original RGB image to produce a mask. Third, we apply the B-COSFIRE filter and morphological filter to detect blood vessels and remove noise. Fourth, the binary threshold was used for vessel segmentation. Finally, unconnected non-vessel pixels are eliminated by post-processing to obtain the final segmentation map.



Preprocessing

Before employing operations to segment vessels, we used the following operations to improve or enhance the characteristics of blood vessels:

a. Green channel extraction: The green band is extracted from RGB retinal images, and the FOV mask (field of view) image is obtained by thresholding the luminosity plane of the CIELab version of the original RGB image. Previous works by Niemeijer et al. (39), Mendonca et al. (40), Soares et al. (10), and Ricci et al. (41) have demonstrated that the green channel of RGB fundus images can best highlight the difference between blood vessels and background, whereas the red and blue channels show low contrast and are very noisy.

b. Mask produce: The FOV mask is an important tool for determining the ROI in the process of vessel segmentation. Although the DRIVE dataset provides the FOV mask, most other datasets do not. For the sake of versatility of the proposed method, we adopt this method to obtain FOV mask images by shifting the original RGB images to CIELab version and then thresholding the luminosity plane.

c. CLAHE: Next, the contrast-limited adaptive histogram equalization (CLAHE) algorithm is used to enhance images for expanding vessels characteristics. The CLAHE algorithm can effectively limit noise amplification in relatively uniform areas and improve local contrast, which is usually used as a preprocessing step in retinal image analysis research (42).



Segmentation Processing

The proposed segmentation method is based on the feature of the B-COSFIRE filter with the highest correlation to the bar/vessel shape. A B-COSFIRE filter was originally proposed in Azzopardi et al. (3). It takes the responses of a group of difference-of-Gaussians (DoG) filters at certain positions with respect to the center of its area of support as input. In the proposed method, the B-COSFIRE filter has been used for efficiently obtaining vessel-like structures. The B-COSFIRE filter is trainable and is configured to be selective for bar-like structures (3). The term trainable refers to the ability of determining these positions in an automatic configuration process by using a synthetic vessel or vessel-ending image.

The application of the B-COSFIRE filter consists of four main process: Convolution with DoG filters, blurring response, shifting the blurred responses, and estimating a point-wise weighted geometric mean. In the following, we will introduce these steps.

A center-on DoG function with a positive central region and a negative surround denoted by DoGσ(x, y) is given by (3):

[image: image]

where σ is the standard deviation of the Gaussian function that determines the extent of the surround, 0.5σ is the standard deviation of the inner Gaussian function, and (x, y) represents a pixel location of an image I. The response of a the DoG filter Cσ(x, y) with a kernel function DOGσ(x − x′, y − y′) is computed by convolution, where (x′, y′) represents intensity distribution of image I:

[image: image]

where | ▪ |+ half-wave rectification operation is to suppress (set to 0) the negative values.

In the proposed B-COSFIRE filter (3), every point i is described by a tuple of three parameters DoG(σi, ρi, ϕi), where σi represents the standard deviation of the DoG filter that provides the input, ρi and ϕi represent the polar coordinates of the B-COSFIRE filter, and a set of three tuples of a B-COSFRE filter is denoted by S = (σi, ρi, ϕi|i = 1, .., n), where n stands for the number of considered DoG response.

The blurring operation of the DoG filter is shown as follows. It allows for some tolerance in the position of the specific points.

[image: image]

where [image: image] and α are constants.

Each blurred DoG response is shifted by a distance ρi in the direction opposite to ϕi, and they meet at the support center of the B-COSFIRE filter. The blurred and shifted response of a DoG filter for each tuple (σi, ρi, ϕi) is denoted by S(σi, ρi, ϕi)(x, y) in set S. The i_th blurred and shifted DoG response is defined as follows:

[image: image]

where − 3σ′ ≤ x′, y′ ≤ 3σ′.

Last, the output of the B-COSFIRE filter is defined as the weighted geometric mean of all the blurred and shifted DoG response:

[image: image]

where [image: image] and |▪|t represent thresholding the response at a fraction t(0 ≤ t ≤ 1). The equation is an AND-type function that a B-COSFIRE filter achieves as response when all DoG filter responses are >0.

Moreover, to achieve multi-orientation selectivity, the number of B-COSFIRE filters is configured by using prototype patterns in different orientations. A new set is created by manipulating the parameter ¦ × of each tuple:

[image: image]

A rotation-tolerant response is achieved by merging the response of B-COSFIRE filters with different orientation preferences and taking the maximum value at each location (x,y):

[image: image]

The aforementioned operation is an AND-type function that is achieved by the B-COSFIRE filter when all DoG filter responses are non-zero. In total, two kinds of the B-COSFIRE filter are configured (3): symmetric B-COSFIRE filter and asymmetric B-COSFIRE filter. One is selective for vessel, and the other is selective for vessel-ending. For more details, refer to Azzopardi et al. (3).

Morphological filters are used to denoise and to reduce the influence of ophthalmic disorders and to extract useful and meaningful information in small regions of images. Combining image subtraction with openings and closings result in top-hat and bottom-hat transformations (15). The role of the two kinds of transformation is the same, making non-uniform backgrounds uniform and enhancing the image contrast. The top-hat transform is used for light objects on a dark background, so it can make characteristics of vessels more apparent in the dark background. We used the top-hat transform to process the response image produced by the B-COSFIRE filter to enhance vessel structures and reduce noise. As a result, during the threshold segmentation operation, more vessel pixels will be correctly classified and noise pixels will decrease.

The top-hat transformation is defined as follows:

[image: image]

where I is a gray-scale image, S is a linear structuring element, and ° is opening operation. The top-hat transformation of I is defined as I minus the opening of I. Opening operation can effectively extract useful information of the background that is the same size of the structuring element so that employing top-hat transformation can relatively obtain uniform front-view information.

In this study, the structuring element is square. We experimentally found that the use of morphological top-hat transformation has less noise and better performance in vessel segmentation.

There are two ways to select threshold processing vessel response images. The first method is selecting a manual threshold for each dataset, as in Azzopardi et al. (3). This method does not need too much processing time, but the result is relatively bad. The second one is called adaptive thresholding, which automatically selects the threshold value for each image, instead of the whole dataset, as in Khan et al. (18). In proposed method, we choose the first method to select threshold standing in the point of quickly and effectively segmenting vessels. There are no significant differences between the results obtained by different methods, but the first method can save as much processing time as we expected.



Post-processing

The images that have been processed by binary thresholding are destroyed by noise. The present results of vessels segmented are far from satisfactory, that is, some vessel pixels are wrongly classified and disappear in the segmentation images. At the same time, many noise points are classified into vessels. So, we consider the post-processing measures to reduce this phenomenon to obtain a better segmentation result.

The adopted post-processing method is based on the connected domain to recover vessels. Specific steps are as follows:

Step1. Carry out thinning operation on binary image Ire and then the expansion operation with the template of 3 by 3, followed by morphology complement operation so that 0 surround by 1 in the eight neighborhoods is set to 0.

Step2. Repeat Step 1 to obtain a relatively complete vascular connected domain and the resulting image Ifin.

Step3. Obtain Iτ by taking the intersection of Ire and Ifin, then Ifin minus Iτ, and obtain connected regions Iin which can fill Ire.

Step4. In the model of the eight neighborhoods, in this study, each connected domain of Iin have been used to recover vessels that were denoised. The number of the connected domains before and after the recovering operation have been compared. If reduced, it implies that there are misclassified vascular bifurcations and crossovers in this noise region, and the vascular vessels should be recovered. On the contrary, if it increases, it shows that the noise region is real, and it should not be recovered.

Step5. Remove the connected domain that is less than 20 pixels to obtain a better optimized result.

The segmentation results usually consist of some small isolated regions caused by noise, and these regions are sometimes wrongly detected as vessels (18, 20). We used a post-processing method based on connected domains and removed less than or equal to 20 unconnected pixels considered as a non-vessel or a part of the background noise. So the unconnected non-vessel pixel was eliminated, and the thin connected vessel was preserved. After these steps, by identifying and recovering the vascular bifurcations and breakpoints, the continuity and the accuracy of vascular vessels segmentation results were improved. The post-processing operation gives a final resultant binary image.




EXPERIMENTAL RESULTS AND ANALYSIS

In our experiments, the proposed method was evaluated on the publicly available DRIVE database and STARE database. It is worth mentioning that the scarcity of artificial calibration image data is a major obstacle for medical image processing research and development. So, even if the number of images in each database is not big enough, the two databases still occupy a very important position in the field of blood vessel segmentation in fundus images. Since these databases contain ground truth maps manually segmented by different professionals, they have gained popularity in the field of retinal vessel segmentation. Experiments on those two databases also facilitate the comparison of the methods proposed in this article with other methods. Three different measures are used to evaluate the performance. Our experiments were tested with MATLAB in the environment of 2.5 Ghz Intel i5-3210 M CPU and 4 GB memory.

In order to verify the versatility and feasibility of the proposed method, we added a set of experiments, using our method to segment the fundus image in the publicly available CHASEDB1 databases. We used the same three metrics as the aforementioned experiment to evaluate performance. In addition, in order to use a more meaningful measure for the evaluation of the quality of pixel-wise segmentation and to compare with the recent literature to show the effectiveness of our proposed method, the Matthews correlation coefficient (MCC) is introduced (6, 34), the supplementary experiment was tested with MATLAB in the environment of a 2.5 Ghz Intel i5-10300H CPU and 16 GB memory.


Database

The DRIVE database consists of 40 color images taken by a Canon CR5 3CCD camera with a 45° FOV which are divided into a training set and a test set, each containing 20 images. The size of each image is 768 × 584 pixels, with 8 bits per color channel, and the FOV is circular with 450 pixels in diameter. In the DRIVE database, there is a corresponding mask that delineates the FOV area and the binary vessel segmentation. The images in the test set have been segmented by two human observers, while the images in the training set have been segmented by one observer.

The STARE database consists of 20 color images, and half of the STARE database images contains signs of pathologies. A Topcon TRC-50 fundus camera at 35° FOV was used to acquire the images. The size of each image is 700 × 605 pixels with 8 bits per color channel, and the FOV in the images is around 650 × 550 pixels. The images in the STARE database have been manually segmented by two different observers.

The CHASEDB1 database consists of 28 color images taken from the eyes of 14 school children. Usually, the first 20 images are used for training, and the remaining eight images are used for testing. The size of each image is 999 × 960 pixels, and the binary field-of-view (FOV) mask and segmentation ground truth are obtained by manual methods.

For the comparability of experimental data, the performance of the proposed method is measured on the test set of the DRIVE database and on the all images of the STARE database and CHASEDB1 database by comparing the automatically generated binary images with the ones that are segmented by the first observer as gold standard.



Evaluation Method

Each resulting binary image was compared with the corresponding gold standard by computing the four performance measurements: true positive (TP) is the number of pixels correctly classified as vessels, false positive (FP) is the number of pixels misclassified as vessels, true negative (TN) is the number of pixels correctly classified as backgrounds, and false negative (FN) is the number of pixels misclassified as backgrounds.

In order to evaluate the performance of our method and compare with state-of-the-art methods, we computed the measures known as accuracy (Acc), sensitivity (Se), and specificity (Sp) in Table 2.


Table 2. Performance measures of vessel segmentation.

[image: Table 2]

The Acc of one image is a fraction of pixels representing the ratio of the total number of correctly classified pixels to the total number of pixels in the image FOV. Se is determined by dividing the number of pixels correctly classified as vessel pixels by the total vessel pixels in the manual segmentation; thus, Se denotes the ability of correctly identifying the vessel pixels. Sp is determined by dividing the number of pixels correctly classified as background pixels by the total background pixels in the manual segmentation; thus, Sp reflects the ability to detect non-vessel pixels.

In addition, we evaluated MCC indicators referring to Ricci et al. (41). The MCC (7, 21) is a more appropriate indicator of the accuracy of binary categorization in the case of unbalanced structures. The MCC counting transformation is defined as follows:

[image: image]

where N = TN + TP + FN + FP, S = (TP + FN)/N and P = (TP + FP)/N.



Performance of the Proposed Method

Because the proposed method does not need to train a classifier, images in the training set of the DRIVE database have not been used. We tested on 20 fundus images from the test set of the DRIVE database. The total segmenting time is about 185 s, while each image takes about 9.19 s. The performance results of retinal vessel segmentation on the DRIVE database are shown in Table 3. The average Acc, Se, and Sp of proposed method are 0.9604, 0.7339, and 0.9847, respectively.


Table 3. Performance of proposed method (DRIVE).

[image: Table 3]

For the STARE database, we tested all 20 fundus images since the proposed method does not have to select images to train a classifier. The total segmenting time is about 242 s, while each image takes about 12.28 s. The performance results of retinal vessel segmentation on the STARE database are shown in Table 4. The average Acc, Se, and Sp of the proposed method are 0.9558, 0.8003, and 0.9705, respectively.


Table 4. Performance of proposed method (STARE).

[image: Table 4]

For the CHASEDB1 database, we tested all 28 fundus images for the same reason that the proposed method does not have to select images to train a classifier. The total segmenting time is about 251 s, while each image takes about 8.96 s. The average Acc, Se, and Sp of the proposed method are 0.9606, 0.6921, and 0.9842, respectively. We still introduced the Matthews correlation coefficient with a score of 0.5886. The performance results of retinal vessels segmentation on the CHASEDB1 database are shown in Table 5.


Table 5. Performance of proposed method (CHASEDB1).
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The proposed method can generate the segmentation map corresponding to the fundus map in a short time, as shown in Tables 3–5. The processing time for segmenting DRIVE, STARE, and CHASEDB1 fundus map data using our method can reach 8.2318, 10.7188, and 7.7188s, respectively. This shows that the proposed method has real-time feasibility. In addition, our experiments were tested using MATLAB in different environments, and the test results are shown in Tables 3–5, which shows that our experiments are experimentally feasible.

Step-by-step representation of the proposed framework applied to images of DRIVE, STARE, and CHASEDB1 databases has been depicted in Figures 3–5, respectively. In the final segmentation result graph, looking closely at the segmentation of the vessel ends, it is obvious that the method used in this study has good effectiveness in distinguishing between vessel-like noise and thin vessels.


[image: Figure 3]
FIGURE 3. Stepwise illustration of proposed method. (A) Color retinal fundus image from DRIVE database. (B) Green channel retinal fundus image. (C) Processing diagram after CLAHE. (D) Processing diagram after B-COSFIRE filters. (E) Processing diagram after morphological filters. (F) Processing diagram after binary threshold. (G) Final segmented image.



[image: Figure 4]
FIGURE 4. Stepwise illustration of the proposed method. (A) Color retinal fundus image from STARE database. (B) Green channel retinal fundus image. (C) Processing diagram after CLAHE. (D) Processing diagram after B-COSFIRE filters. (E) Processing diagram after morphological filters. (F) Processing diagram after binary threshold. (G) Final segmented image.
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FIGURE 5. Stepwise illustration of the proposed method. (A) Color retinal fundus image from CHASEDB1 database. (B) Green channel retinal fundus image. (C) Processing diagram after CLAHE. (D) Processing diagram after B-COSFIRE filters. (E) Processing diagram after morphological filters. (F) Processing diagram after binary threshold. (G) Final segmented image.




Comparative Experiment

We compared the proposed B-COSIRE filter approach with other state-of-the-art methods including supervised methods (the top six methods), unsupervised methods (in the middle), and five methods of deep learning (the last four methods) on DRIVE and STARE databases, respectively. The performance in the term of accuracy, sensitivity, and specificity is tabulated in Tables 6, 7, respectively.


Table 6. Comparison with other methods (DRIVE).

[image: Table 6]


Table 7. Comparison with other methods (STARE).

[image: Table 7]

The proposed framework shows the almost highest results on the DRIVE images for supervised, unsupervised, and deep learning methods, with Acc = 0.9604, Se = 0.7339, and Sp = 0.9847. Our proposed technique also showed high efficiency in terms of sensitivity and specificity among all kinds of techniques on the STARE dataset. The accuracy Acc = 0.9558 also shows a great performance among the methods compared.

In the test experiments on DRIVE and STARE datasets, the proposed method consumed much lower time overhead than supervised methods and deep learning methods and also has advantages over some unsupervised methods. In the CHASEDB1 dataset supplementary experiment, we tested 28 fundus images; the total segmentation time was 251 seconds and the average time was 8.96 s, which shows that our time overhead is relatively low. Furthermore, in the experimental phase, our method does not need to use a large number of image annotations for training. This study used three lightweight public datasets but obtained relatively high test performance, as shown in Tables 6, 7. It can be seen that the proposed method has extremely low overhead on the dataset.

As illustrated before, the proposed unsupervised method is better than other unsupervised methods. The performance of the proposed method is almost the same as that of the supervised methods, although is slightly worse than that of the best performance of deep learning methods. It is important that the proposed method is very efficient, while supervised methods and deep learning methods both consume much time in the process of classifier training. It proves the favorable applicability of the proposed method, which is fast and effective in the field of computer-aided diagnosis.




FINDINGS

In our work, we proposed a vessel segmentation method of fundus images. In the course of the experiment, we discovered some other issues that may be worth studying. First, in the image preprocessing process, the application of contrast enhancement algorithms to the image will not necessarily lead to better segmentation because some contrast enhancement algorithms will also enhance the background features (44), causing the segmented image to contain more noise. In supplementary experiment, we replaced the CLAHE algorithm in our proposed method with the GLM algorithm referring to Khan et al. (43) and found that the segmentation effect is comparable. We assume this is affected by the environment and data. This is also the direction of our next work. We look forward to making improvements in the method proposed by Khan et al. (43) to further optimize the segmentation method. Second, we found that there are white bars of noise in the blood vessels in part of the binarized images after segmentation. We were able to eliminate it through morphological operations, but the effect still has room for improvement. We believe that we can consider the method of multi-scale input fusion in future.



CONCLUSION

This article presents an improved unsupervised method for vascular segmentation on retinal color fundus images. The proposed method is based on the B-COSFIRE filter, through a series of operations including CLAHE, B-COSFIRE filters, morphological filters, and post-process to obtain final binary vessel images. The method is tested on the public databases, DRIVE, STARE, and CHASEDB1. The proposed method requires little processing time (around 9 s for each image in DRIVE and CHASEDB1, 12 s for each image in STARE) and results in the average accuracy, sensitivity, and specificity of 0.9604, 0.7339, and 0.9847 for DRIVE database; 0.9558, 0.8003, and 0.9705 for STARE database; and 0.6921, 0.9842, and 0.9606 for CHASEDB1 database, respectively. In general, the method used in this study has the following advantages: 1. low time overhead and low dataset overhead, 2. good versatility in the field of computer-aided diagnosis, and 3. a relatively high segmentation effect while maintaining a relatively low time overhead. Through the analysis of the experimental results, it is proved that the method proposed in this article is cutting-edge and effective in the field of retinal blood vessel segmentation. In conclusion, the proposed method can be employed for computer-aided diagnosis, disease screening, and any other circumstances that require fast delineation of blood vessels. It may help us prevent many related diseases, such as diabetes and glaucoma. The direction of our future investigation should be done by configuring specific COSFIRE filters of different shapes with other methods of image processing to solve lesion extraction in retinal fundus images.
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In response to the COVID-19 epidemic, China proposes to take this epidemic as an opportunity to further cultivate residents' healthy living habits and meet their demand for healthy living. Based on relevant research reviews and theoretical analysis, the concept model of home fitness satisfaction for Chinese residents is constructed. The research hypothesis is tested by SEM, and the conceptual model is modified. Finally, the model of home fitness satisfaction for Chinese residents is obtained. The results show that during the epidemic period, Chinese residents' enthusiasm for home fitness remains unchanged, online services provide powerful social support, and the home fitness environment still has an enhanced space.

KEYWORDS
 home fitness, satisfaction, healthcare, structural equation, COVID-19


Problem statement

The COVID-19 epidemic broke out all over the world, which imposed a near-total lockdown on citizens in China. In this war without smoke, staying at home played an important part. During the epidemic period, the General Office of the State General Administration of Sport issued the notice on vigorously promoting scientific home-based fitness methods, requiring local sports departments to actively promote scientific home-based fitness and promote people's health with the cooperation of local party committees and governments. Media platforms at all levels and of all kinds have launched home-based fitness programs, and home-based fitness has become a hot topic. The number of search results for “epidemic home-based fitness” and “epidemic home-based exercise” on Baidu was 18,300,000 and 43,900,000, respectively. On the one hand, the outbreak of the epidemic caused great mental trauma for people, forcing people to re-examine the importance of a healthy lifestyle, which helps people make greater progress between the residents of sports and healthy cognition. Meanwhile, the value function of sports fitness to improve people's physical fitness and promote physical and mental health is manifested again in this special period. On the other hand, affected by the epidemic, sports departments at all levels, schools, as well as sports and fitness institutions have launched online fitness courses and sports and fitness live broadcasts. Online fitness clocking and other services have attracted high attention. However, the flash-in-the-pan craze of home fitness is not what society needs. How to continue to promote home fitness services, how to make more people more convenient to participate in in-home fitness, and how to make use of Internet technology to promote the reform of social sports services are the key points of our further study. Therefore, it is necessary to study home fitness from the perspective of residents' satisfaction to enhance the effect of home fitness, strengthen the weak links of home fitness, and promote the health of the people. Based on the investigation of residents' satisfaction with home fitness and its influencing factors during the epidemic period, this study builds a model of residents' satisfaction and analyzes the influencing factors of residents' home fitness during the epidemic period to improve the effect of home fitness and promote national fitness.

Infection with novel coronavirus pneumonia does not necessarily have a physical impact, as in a latent phase, but if it is in the onset phase, the condition is of varying severity, and the physical impact is different and cannot be generalized. (1) Latency. If the following infection with novel coronavirus pneumonia is found at a latent stage of the condition, usually without obvious symptoms, it may be detected at the time nucleic acid testing is performed, at which point there will be no apparent effect on the body. (2) Onset stage. Less severe: if the new coronavirus pneumonia develops after the onset, the condition is relatively mild and may present with fever, dry cough, and other symptoms, but also with generalized weakness, some people will have symptoms such as runny nose and sneezing, should actively visit the hospital for supportive care, make appropriate exercise to improve their physical fitness, the condition generally recovers slowly and does not cause many effects on their physical health; Severe disease: if the new coronavirus pneumonia continues to progress, is not treated promptly, causes more damage to the body, may present with symptoms such as dysgeusia, anosmia, or even dyspnea, and some may present with hypoxemia, sepsis, shock, or acute respiratory distress syndrome, as well as multiple organ failure.



Model construction and research hypothesis

The study of “satisfaction” is coined in the study of “customer satisfaction” in economic problems. It is generally believed in the academic area that customer satisfaction is the psychological reaction of customers after their needs are met, and it is the evaluation of customers of the product or the degree to which it meets their own needs (1). In the 1990's, the American Customer Satisfaction Model (ACSI) and the European Customer Satisfaction Model (ECSI) were widely adopted, and in the 21st century, the Chinese Customer Satisfaction Model (CCSI) was created (2). The satisfaction model can reveal the relationship between various factors affecting satisfaction, and a structural equation is often used to verify and adjust the satisfaction model (3). Structural equations provide a rigorous scientific procedure for quantitative research of abstract concepts and enable researchers to test research hypotheses through scientific statistical analysis. In this study, structural equations were used to verify and build a satisfaction model, and the residents' satisfaction with home fitness and its influencing factors were included in the same model, and the relationship among multiple factors was processed and analyzed at the same time. Compared with the simple descriptive analysis, the structural equation model can better explain the residents' satisfaction with home fitness and its influencing factors during the epidemic period.


Conceptual model construction

Through comparative analysis, the American customer satisfaction model and China customer satisfaction index (ACSI) model (CSCI) in the “customer perceived value (4), customer expectations, and quality awareness,” are closer to the residents' home fitness satisfaction variables such as model building, so this study is based on ACSI and CSCI built during the outbreak of residents' fitness satisfaction model at home. In the model, the intention to exercise at home, the perception of social support, the perception of the environment of exercise at home, the residents' physical literacy, and the gain of exercise at home are the cause variables, while the residents' satisfaction with exercise at home is the target variable. Figure 1 is the conceptual model of residents' satisfaction with home fitness during the epidemic period.


[image: Figure 1]
FIGURE 1
 Conceptual model of residents' satisfaction with home fitness during the epidemic period.


The concept of home fitness intention comes from the survey of residents' sports awareness and draws on the concept of “customer expectation,” which is the expectation of customers for the products or services that will happen. The intention of exercising at home during the epidemic period refers to the residents' expectation to participate in the exercise at home during the epidemic period, including the idea of exercising at home, the desire to exercise with others, the expectation to bring pleasure to the exercise at home, and the expectation to release pressure through the exercise at home (5). Previous studies have shown that residents' intention to exercise at home has a positive impact on satisfaction with exercise at home, perception of social support for sports, and perception of support for sports environment. This study assumes that residents' intention to exercise at home has a positive impact on their perception of social support and fitness environment at home, residents' physical literacy, and residents' satisfaction with sports (6).

The perception of social support refers to the quality perception in the customer satisfaction model, which refers to the subjective feelings of customers when they receive products or services. In this study, the perception of social support refers to the support that residents received from the government, schools, media, and other platforms on home fitness during the period of the epidemic, as well as the online or offline home fitness guidance from others. This support can be either physical, such as mailing fitness books and equipment, or virtual, such as online guidance and a fitness clock. In this study, the perception of social support was mainly assessed by residents' evaluation of the above support methods and contents. In previous studies, researchers believe that quality perception directly affects customers' evaluation of products or services and is an important factor affecting customer satisfaction. Therefore, this study hypothesizes that the perception of social support has a positive impact on residents' sports harvest and satisfaction with sports (7).

The perception of a home fitness environment also comes from the concept of “quality perception.” Home fitness environment perception refers to residents' evaluation of the size and comfort of the home fitness space, the type and quantity of equipment, and the home fitness atmosphere during their stay at home. The home-based fitness environment is the material guarantee for residents to participate in home-based fitness, which affects residents' home-based fitness to a great extent (8). This study hypothesizes that the perception of the home fitness environment plays a positive role in residents' home fitness harvest and satisfaction with home fitness.

Residents' physical literacy mainly refers to the acquired physical skills, physical knowledge, and physical behavior (9). To a certain extent, residents' physical literacy reflects their ability to participate in physical activities as well as their frequency of participation in physical activities. It is also an important indicator of whether residents can carry out independent scientific fitness tests. This study hypothesizes that residents' sports literacy has a positive effect on residents' sports harvest and satisfaction.

The home-based fitness harvest draws the concept of “customer value perception.” Customer value perception refers to the overall evaluation of the product or service made by customers based on all their efforts and gains. The perception of home fitness gains refers to the evaluation of residents' physical and psychological feelings after home fitness practice. This feeling can be the physical relaxation of the exercise subject and psychological pleasure but can also be the emotional promotion between individuals participating in the exercise (10). The research believes that the gain of home fitness is an important factor in promoting residents' repeated participation in in-home fitness and that the gain of home fitness affects the satisfaction of home fitness to a large extent. The study hypothesizes that home-based fitness gains have a positive effect on home-based fitness satisfaction (11).

Residents' satisfaction with home fitness refers to residents' satisfaction with the “services” provided by society and their surroundings in the process of participating in in-home fitness. It is the psychological reaction of residents after they are satisfied with home fitness. Residents' satisfaction with home fitness is the target variable of this study. This study hypothesizes that residents' satisfaction with home fitness is affected by their intention to do home fitness, perception of social support, perception of the home fitness environment, residents' physical literacy, and gain from home fitness.




Research objectives and methodology

In this study, 1,052 residents in 30 provinces and cities were surveyed by a self-designed questionnaire, and the data were collected to verify the conceptual model. As the subjects involved in the questionnaire were somewhat affected by the outbreak, the questionnaire channels of this study could only communicate through online channels such as the Internet and telephone (subjects completed questionnaires at home).


Research objectives

In this study, a total of 1,194 questionnaires were sent out, and 1,052 were effective, with a rate of 88.1%, including 557 males, accounting for 52.7%, and 495 females, accounting for 47.1%. A total of 275 people aged 18–25 years accounted for 26.1%; 266 people aged 26–39 years accounted for 25.3%; 234 people aged 40–49 years accounted for 22.2%; 181 people aged 50–59 years accounted for 17.2%; 96 people aged 60 years and above accounted for 9.1%. A total of 412 people in the eastern part accounted for 39.2%, 386 people in the central part accounted for 36.7%, and 254 people in the western part accounted for 24.1%. There are 259 people with a high school education or less, accounting for 24.6%; 617 people with a college education, accounting for 58.7%; 176 people with a master's degree or above, accounting for 16.7%. In total, 95, or 9%, were cadres of state organs; 284, or 27%, were employees of enterprises and public institutions; 92, or 8.7%, were professional technicians; 126, or 12%, were production workers in agriculture, forestry, and animal husbandry; 74, or 7%, were self-employed; 297, or 28.2%, were students; and 84, or 8%, were others. Table 1 is the list of demographic characteristics of subjects (n = 1,052).


TABLE 1 List of demographic characteristics of subjects (n = 1,052).
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Research methodology

The compilation of the questionnaire in this study is based on two aspects: first, by referring to the Chinese citizens' sports awareness survey report (2018) and related literature on the home fitness satisfaction survey, and combining it with the reality of home fitness during the epidemic, the interview outline was formulated [summing up the dimensions of the questionnaire of residents' satisfaction with home fitness during the period of the epidemic (participation degree of home fitness, the content of home fitness, space of home fitness venue, time, and frequency of participation in-home fitness)] and the second is to draw on the American Customer Satisfaction Model (ASCI) and the Chinese Customer Satisfaction Model (CSCI), formulate the contents of the questionnaire through interviews and revisions, and finally, determine the causal variables of the model based on home fitness intention, social sports culture support perception, home fitness environment perception, home fitness gain, and residents' sports literacy.

Based on the above content, writing the questionnaire on residents' fitness degree of satisfaction and its influencing factors at home during the outbreak of the COVID-19 epidemic, then eight experts reviewed the content of the questionnaire, the first draft of the questionnaire is identified after three rounds of modification, and try on a small scale questionnaire, with the respondents' feedback to the questionnaire of subject setting, the expression made revisions, the rationality and scientificity of the questionnaire are guaranteed. The revised questionnaire is divided into three parts. The first part is the demographic survey of the respondents, including gender, age, occupation, education background, and region. The second part is the questionnaire to assess residents' satisfaction with home fitness during the epidemic period. It uses 5-point Likert scale and sets 16 questions from four aspects, namely, sports participation, content, space, and time-frequency of home fitness. The third part is the questionnaire on influencing factors of residents' satisfaction with home fitness during the epidemic period. The 5-point Likert scale was also used to set 20 questions from five aspects, namely, home fitness intention, perception of social sports culture support, perception of home fitness environment, home fitness gain, and residents' physical literacy. SPSS22.0 and AMOS 24.0 were used for data processing.




Research results and analysis


Conceptual model analysis

Questionnaire reliability analysis mainly tests the consistency of each dimension of the questionnaire, which is generally measured by Cronbach's α coefficient. The consistency analysis of each dimension of this study is shown in Table 2. The Cronbach's α coefficient of each dimension is above 0.903, indicating that the questionnaire has high reliability.


TABLE 2 Consistency analysis of each dimension.

[image: Table 2]

Correlation analysis was used to verify the structural validity of the questionnaire. The correlation coefficient between the factors of residents' satisfaction with home fitness and the total score ranged from 0.756 to 0.914, showing a high correlation, and the correlation coefficient between the factors ranged from 0.677 to 0.826, showing a moderate correlation, as shown in Table 3.


TABLE 3 Correlation coefficients of factors in the questionnaire of satisfaction with home fitness and between factors and the total score.
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The correlation coefficient between the influencing factors of home fitness satisfaction and the total score ranged from 0.856 to 0.909, showing a high correlation, and the correlation coefficient between each factor ranged from 0.612 to 0.813, showing a moderate correlation, as shown in Table 4. It shows that all factors are correlated with each other and also have some independence, which can reflect the contents of the questionnaire to be investigated. Based on the above analysis results, it can be concluded that the questionnaire on residents' satisfaction with home fitness and its influencing factors during the epidemic period has good structural validity. Table 5 shows the confirmatory factor analysis of residents' satisfaction with the home fitness questionnaire during the epidemic period, showing that the fitting degree met the requirements.


TABLE 4 Correlation coefficients between factors and total scores of the questionnaire on influencing factors of residents' satisfaction with home fitness during the period of the epidemic.

[image: Table 4]


TABLE 5 The confirmatory factor analysis of residents' satisfaction with the home fitness questionnaire during the epidemic period showed that the fitting degree met the requirements.
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The study conducted correlation analysis on the questionnaire of influencing factors of residents' satisfaction with home fitness during the period of the epidemic, and the fitting degree met the requirements. Table 6 shows the fit degree of influencing factors of residents' satisfaction with home fitness during the epidemic period.


TABLE 6 Fit degree of influencing factors of residents' satisfaction with home fitness during the epidemic period.
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The questionnaire score of each subject, whether in the influence factors, home fitness intention and social support perception problem is higher, shows that the participation of residents at the home had a higher fitness intention at home, and on the outbreak during the social from all walks of life support for home fitness is more satisfied, and home fitness literacy, environmental awareness, and home fitness score are not very high; it shows that there are still a large number of residents who do not have the habit of home exercise and enough fitness knowledge. They are not very satisfied with the overall environment of home exercise, and the gain of home exercise is not very great. Table 7 shows the average value, standard deviation, and average score for each dimension.


TABLE 7 The average value, standard deviation, and the average score of each dimension.
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As can be seen from the satisfaction questionnaire, residents' sports participation scores are high, content and site equipment scores are average, and time and frequency scores are the lowest. It shows that the vast majority of residents participate in-home fitness but are not very satisfied with the content of exercise, exercise facilities, and equipment, and fail to form regular home fitness behavior.



Hypothesis test

After a reliability and validity test and confirmatory factor analysis, the hypothesized model of this study was verified. After running the software, it is found that the fitting degree of the model does not meet the standard, and the path analysis results show that the hypotheses of H6 and H12 are not valid. Further modifications to the model are needed. Table 8 shows the test of significance of path coefficient of structural variables of a conceptual model.


TABLE 8 Test of significance of path coefficient of structural variables of a conceptual model.
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Model modification

It is assumed that the reason why H6 is not completely true may be that some residents live in a poor home fitness environment, so residents do not feel the obvious impact of the home fitness environment on the harvest of home fitness. But given the outbreak period, residents' activity limitations, difficulty in obtaining normal home health supplies and equipment being unable to create a good fitness environment at home, and parts of the home fitness behavior, such as rope skipping, setting-up exercise, and treadmill running, is potentially kind of a nuisance, with the risk of affecting the relationship of neighbors. These factors in the particular historical period are likely to lead to a poor fitness environment at home for residents. However, with the end of the epidemic, people's demand for home fitness will be released, and the purchase of sports equipment will be convenient. Thus, residents are more likely to create a relatively satisfactory home fitness environment. Although the verification results indicate that residents' home fitness environment has no significant impact on the gain of home fitness (P = 0.047), it still has a certain impact. So, hypothesis H6 was not deleted in the correction.

The initial verification results show that residents' intention of home fitness has a certain negative impact on their satisfaction with home fitness, that is, the stronger the intention is, the lower the satisfaction will be. However, according to the analysis of P = 0.214, there is no significant relationship between residents' intention of home fitness and their satisfaction with home fitness. For this reason, delete H12.

In the model modification index, it is found that there is a positive influence on residents' physical literacy and residents' perception of their home fitness environment and social support. To a certain extent, residents' physical literacy reflects the comprehensive level of sports skills, sports habits, and sports knowledge. Residents with higher sports literacy prefer to obtain their required home fitness skills from various channels, which would create a good home fitness environment, and people with higher sports literacy usually have purchased a certain amount of home fitness equipment. Therefore, this study believes that residents' physical literacy has a positive impact on residents' perception of the home fitness environment and social support. So, hypotheses H13 and H14 are added. Figure 2 shows the modified model of residents' satisfaction with home fitness. In summary, one hypothesis H12 is removed and two hypotheses H13 and H14 are added.


[image: Figure 2]
FIGURE 2
 Modified model of residents' satisfaction with home fitness.


After revision and re-examination, the model fitting degree index meets the standard, which indicates that the model is valid and has the significance of practical analysis. Finally, the satisfaction model of residents' home fitness is shown in Figure 3 (Table 9).


[image: Figure 3]
FIGURE 3
 Satisfaction model of residents' home fitness.



TABLE 9 Modified model variable fitting index.
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Table 10 shows the path relationships of each factor. The results show that hypotheses H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, H11, H13, and H14 are valid, but H6 is not supported. Since H6 has been explained, H12 is finally deleted and H13 and H14 are added.


TABLE 10 Test of significance of path coefficient of model structure variables.

[image: Table 10]




Discussion

This study validated the satisfaction model of home fitness with structural equations and revealed the relationships among the intention of home fitness, perceived social support, perceived environment of home fitness, a gain of home fitness, residents' physical literacy, and satisfaction with home fitness. Findings (1) During the period of the epidemic at home, residents' enthusiasm for home fitness remained unchanged, online services provided strong social support, and the home fitness environment had a large room for improvement. Some residents failed to develop regular home fitness habits. During the outbreak, the sedentary lifestyle at home and the external pressure from the outbreak made the residents realize the importance of fitness and physical and mental health. Plenty of people are actively involved in home fitness, and at all levels of government, schools, media, sports departments, and service agencies have launched home fitness programs. In addition, pictures and text, video, and broadcast ways to promote fitness at home have been achieved successfully, but residents' home fitness environment still needs to be improved (12). Residents' participation degree in home fitness is high, but the time and frequency of participation are not satisfactory, which indicates that a large number of residents do not develop the habit of home fitness. (2) The perception of social support and home fitness environment have a positive impact on residents' home fitness harvest and satisfaction with home fitness. During the epidemic period, home fitness gained unprecedented social support. Professors and doctoral supervisors went online to popularize fitness knowledge, and physical education teachers became “18-line anchors,” while handsome men and women from various sports service agencies opened online live-streaming fitness courses. People are creative and use everyday objects to create a fitness environment at home. For example, rice bags can be used instead of kettlebells, balloons can be used as air volleys, and tables can be used as table tennis tables (13). The more social support residents get, the better the home fitness environment will be; the more residents gain from home fitness, the higher their satisfaction with home fitness will be. (3) Residents' physical literacy directly affects residents' intention to exercise at home, perception of the environment of exercise at home, perception of social support, the harvest of exercise at home, and satisfaction with exercise at home (14). To a great extent, the level of physical literacy determines the size of a person's scientific fitness ability. The study found that physical literacy had a positive impact on the intention to exercise at home, the perception of social support, the perception of the environment of exercise at home, the harvest of exercise at home, and the satisfaction with exercise at home. The higher the sports quality, the more they can understand the benefits of physical fitness; the more people gain the benefits of physical fitness, the higher the loyalty to physical exercise will be; and good sports attainments can help to have a better channel to gain fitness knowledge, choose to science for their own home, and know how to make and use their living environment to create a satisfied and comfortable fitness environment at home with satisfaction.

According to the results of this study, during the outbreak of residents at home, the satisfaction degree of fitness is not high, especially the social support score with home fitness environment is not very outstanding. The major cause is that, on the one hand, physical sports consumption has been affected by the epidemic, which to a certain extent causes some residents to be unsatisfied with the exercise environment at home. However, after the end of the epidemic, physical sports consumption is expected to peak, especially home fitness equipment consumption. Persistence is the most important thing in sports and fitness. Although more people participated in the in-home exercise, the time and frequency of the exercise do not meet the expectations. First, the communication and guidance methods of home exercise content have been affected to some extent in the epidemic, and home exercise can only be promoted through offline channels such as the Internet and TV. Second, the content and form of home fitness are limited to a certain extent, which makes it difficult for some providers of home fitness content to find suitable shooting sites and filming equipment, and effectively organize filming personnel and logistics support personnel. Moreover, with the fierce outbreak of the epidemic, the time for shooting, organizing, and planning is relatively limited. Finally, such a large fitness activity at home is the first time to appear, so it takes time to get into the habit of home fitness. And scenes, space, during the outbreak of the above factors are affected by a certain, so residents fitness time and frequency are not high also understandable. It is believed that after the outbreak, with the recovery of the social order and continuous improvement of the high-quality fitness services, content at home and satisfaction with fitness at home will increase.

The emergence of the epidemic has forced departments at all levels, schools, sports enterprises, sports institutions, and others to think about solutions to home fitness. The importance of home fitness has received unprecedented attention from the whole society. Affected by various isolations and restrictions during the epidemic, the emerging intelligent fitness scenes and equipment have attracted much attention. In the future, home-based fitness will be characterized by diversification, intelligence, individualization, and entertainment. Internet, big data, 5G, and cloud technology will play an important role in the change. The outbreak of the COVID-19 epidemic is not only a heavy blow for the sports fitness service industry and equipment manufacturing industry but also an opportunity for reform. The outbreak will deeply affect people's lifestyles. Sports service departments should speed up the use of innovative technologies to build a new national fitness service platform and promote the upgrading and improvement of national fitness services.

Sports service departments should innovate their approaches to sports service, adopt the combination of online and offline approaches, and vigorously promote the establishment of digital and intelligent home fitness service mechanisms. Change the way of work; gradually change from offline to offline and online combination; gradually expand the path of sports and fitness services based on grassroots, community, family, and cooperation; deepen technological innovation; further, increase the guarantee of home fitness service funds; and build and constantly improve the home fitness service mechanism.



Conclusion

The sudden epidemic has caused great trauma to the mental health of people, especially those in the worst-hit areas and medical workers. In this period, sports have played a unique and irreplaceable role in regulating the psychological health of people. Electronic publications such as home fitness manuals have a calming and soothing effect. The square cabin hospital, transformed from the stadium, also played a significant role in the fight against the epidemic. After the end of the epidemic, residents' sports consumption will usher in a new upsurge, and the upstream and downstream of the sports industry chain will absorb a large number of workers, which has played a positive role in social stability. At present, it is a critical period for China to realize sports power and build a healthier China. The outbreak makes people and the government realize the importance of physical fitness, which provides opportunities to discover and meet the needs of residents' sports fitness. The outbreak is also a good time to improve the public's sports attainments. Home exercise cannot rely only on the spontaneous behavior of the individual. Each department should better seize the opportunity to vigorously promote the national fitness and healthy life concept. At the same time, scientific knowledge of fitness should be publicized and actively encourage residents to form the habit of lifelong exercise, thus creating a fitness atmosphere as well as comprehensively improving the sports literacy of people.



Data availability statement

The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.



Author contributions

DC and BZ jointly conducted a statistical analysis on the model of this article and conducted statistics together. BZ completed the frame writing of the entire article. DC supplemented the data, arranged the data, and polished the article. Both authors contributed to the article and approved the submitted version.



Funding

This research study was sponsored by the General Project of 2020 Zhejiang Philosophy and Social Science Planning: Thrift Management Model of Large-Scale Sports Events and enlightenment to Hangzhou Asian Games (Project No. 20NDJC226YB); The Fundamental Research Funds of Shandong University (Project No. 2020GN029); Shandong Social Science Planning and Research Project (Project No. 21DTYJ02); 2022 Shaoxing Higher Education Teaching Reform Research Project; and 2021 Zhejiang College of Construction Technology Innovation Team: Asian Olympic Culture Research Team (No. 2021.45.9B).



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

 1. Woon FAC, Omkar D, Aaker JL, Aboltins K, Rivza B, Adusei C, et al. Effectiveness of loyalty programs in customer retention: a multiple mediation analysis. Jindal J Bus Res. (2021) 10:7–32. doi: 10.1177/22786821211000182

 2. Fei D, Xiaoxi W, Xiaonan L. A model for the satisfaction of pre-school students' education practice based on structural equation. Preschool Educ Res. (2018) 2018:36–45. doi: 10.13861/j.cnki.sece.2018.10.004

 3. Haiyan H, Yikun K. Influence of the fit between sports events and city image on audience satisfaction and revisit intention. China Sports Sci Technol. (2018) 54:12–20. doi: 10.16470/j.csst.201804002

 4. Zhili C, Mina L, Xuebing L, Lei Z, Wei Y, Chengqian X. Research on public sports resources, sports participation and public sports service satisfaction. Sports Sci. (2016) 37:77–87.

 5. Saez I, Solabarrieta J, Rubio I. Motivation for physical activity in university students and its applications relation with gender, amount of activities, and sport satisfaction. Sustainability. (2021) 6:3183. doi: 10.3390/su13063183

 6. Li X, Che L, Yuan J, Guo S, Wang K. Physical exercise activities, medical consumption and health satisfaction: a survey based on the sports participation of Beijing-Tianjin-Hebei Urban Residents. J Wuhan Inst Phys Educ. (2019) 53:34–42. doi: 10.15930/j.cnki.wtxb.2019.07.005

 7. Zhang Y. Study on the sociological constraints of urban residents' exercise and fitness behavior. J Beijing Sports Univ. (2019) 42:85–94. doi: 10.19582/j.cnki.11-3785/g8.2019.07.010

 8. Wang X. Frontier hotspots, topic clustering and expansion space of international sports literacy research. J Beijing Sport Univ. (2019) 42:102–16. doi: 10.19582/j.cnki.11-3785/g8.2019.10.012

 9. Sheng PN, Xiang CP, Yun CP, Wen WZ. Home fitness and rehabilitation support system implemented by combining deep images and machine learning using unity game engine. Sensor Mater. (2022) 34:1971–90. Available online at: https://sensors.myu-group.co.jp/sm_pdf/SM2947.pdf

 10. Arne JP. Hidden in plain sight: the spatial and industrial logics of home fitness technologies. New Rev Film Television Stud. (2021) 19:485–509. doi: 10.1080/17400309.2021.1960099

 11. Hung CJ, Chang HM, Lin CJ, Yen TF. Modelling the indicators of environmental risk for fitness activities. Asian J Educ Soc Stud. (2020). doi: 10.9734/ajess/2020/v6i130167

 12. Nyenhuis SM, Greiwe J, Zeiger JS, Nanda A, Cooke A. Exercise and fitness in the age of social distancing during the COVID-19 pandemic. J Allergy Clin Immunol Pract. (2020) 8:2152–5. doi: 10.1016/j.jaip.2020.04.039

 13. Furjan Mandic G, Bilbija B, Radas J, Ivkovic G. Impact of home fitness program on anthropological characteristics of physically active and physically inactive people. Sport Mont. (2018). doi: 10.26773/smj.180207

 14. Zhu Q, Sun J. Evaluation on home fitness and community sports activities based on network survey. Int J Smart Home. (2016) 16:33-6. doi: 10.14257/ijsh.2016.10.5.29














	
	ORIGINAL RESEARCH
published: 02 December 2021
doi: 10.3389/fpubh.2021.759032






[image: image2]

A Comprehensive Review on the Optical Micro-Electromechanical Sensors for the Biomedical Application

Anup M. Upadhyaya1,2,3, Mohammad Kamrul Hasan4*, S. Abdel-Khalek5, Rosilah Hassan4*, Maneesh C. Srivastava1,2, Preeta Sharan3, Shayla Islam6*, Asma Mohammed Elbashir Saad7 and Nguyen Vo8


1Department of Mechanical Engineering, Amity School of Engineering and Technology (ASET), Amity University, Noida, Lucknow, India

2Department of Mechanical Engineering, The Oxford College of Engineering, Bangalore, India

3Department of Electronics and Communication Engineering, The Oxford College of Engineering, Bangalore, India

4Network and Communication Technology Lab, Center for Cyber Security, Faculty of Information Science and Technology, The National University of Malaysia (UKM), Bangi, Malaysia

5Department of Mathematics and Statistics, College of Science, Taif University, Taif, Saudi Arabia

6Institute of Computer Science and Digital Innovation, University College Sedaya International (UCSI) University, Kuala Lumpur, Malaysia

7Department of Physics College of Science and Humanities in AL-Kharj, Prince Sattam Bin Abdulaziz University, AL-Kharj, Saudi Arabia

8Department of Information Technology, Victorian Institute of Technology, Melbourne, VIC, Australia

Edited by:
Thippa Reddy Gadekallu, VIT University, India

Reviewed by:
Ciro Rodriguez, National University of San Marcos, Peru
 Manpreet Manna, Sant Longowal Institute of Engineering and Technology, India

*Correspondence: Mohammad Kamrul Hasan, hasan.iium@gmail.com; mkhasan@ukm.edu.my
 Rosilah Hassan, roislah@ukm.edu.my
 Shayla Islam, shayla@ucsiuniversity.edu.my

Specialty section: This article was submitted to Digital Public Health, a section of the journal Frontiers in Public Health

Received: 15 August 2021
 Accepted: 15 September 2021
 Published: 02 December 2021

Citation: Upadhyaya AM, Hasan MK, Abdel-Khalek S, Hassan R, Srivastava MC, Sharan P, Islam S, Saad AME and Vo N (2021) A Comprehensive Review on the Optical Micro-Electromechanical Sensors for the Biomedical Application. Front. Public Health 9:759032. doi: 10.3389/fpubh.2021.759032



This study presented an overview of current developments in optical micro-electromechanical systems in biomedical applications. Optical micro-electromechanical system (MEMS) is a particular class of MEMS technology. It combines micro-optics, mechanical elements, and electronics, called the micro-opto electromechanical system (MOEMS). Optical MEMS comprises sensing and influencing optical signals on micron-level by incorporating mechanical, electrical, and optical systems. Optical MEMS devices are widely used in inertial navigation, accelerometers, gyroscope application, and many industrial and biomedical applications. Due to its miniaturised size, insensitivity to electromagnetic interference, affordability, and lightweight characteristic, it can be easily integrated into the human body with a suitable design. This study presented a comprehensive review of 140 research articles published on photonic MEMS in biomedical applications that used the qualitative method to find the recent advancement, challenges, and issues. The paper also identified the critical success factors applied to design the optimum photonic MEMS devices in biomedical applications. With the systematic literature review approach, the results showed that the key design factors could significantly impact design, application, and future scope of work. The literature of this paper suggested that due to the flexibility, accuracy, design factors efficiency of the Fibre Bragg Grating (FBG) sensors, the demand has been increasing for various photonic devices. Except for FBG sensing devices, other sensing systems such as optical ring resonator, Mach-Zehnder interferometer (MZI), and photonic crystals are used, which still show experimental stages in the application of biosensing. Due to the requirement of sophisticated fabrication facilities and integrated systems, it is a tough choice to consider the other photonic system. Miniaturisation of complete FBG device for biomedical applications is the future scope of work. Even though there is a lot of experimental work considered with an FBG sensing system, commercialisation of the final FBG device for a specific application has not been seen noticeable progress in the past.

Keywords: optical MEMS (optical micro electro mechanical system), microcantilever, fibre bragg grating, pressure sensor, intraocular pressure, blood pressure, urodynamic, orthodontic


INTRODUCTION

Micro-opto electromechanical system or optical micro-electromechanical system combines optical components with micro electromechanical system technology. The micro-level mechanical elements with micro-level motion manipulate the optical signals by actuation provided by electronic structures in a system called micro-opto electromechanical system (MOEMS). Many people are working on optical micro-electromechanical system (MEMS) technology to develop sensitive sensors. Electronic devices size varies from millimetre, micrometre, to nanometre, but mechanical element size ranges from four to five times the electronic devices. This requires sophisticated fabrication technology for optical MEMS. To fabricate the optical MEMS sensor, the technology involved are bulk micromachining, deep x-ray lithography, and surface micromachining. Microfabrication consists of, the process of generating micro ma-chines. Functionality testing of optical and electronic structures is the first phase of MOEMS device fabrication. In this context, the development and analysis of a mechanical element is the second phase of MOEMS device advancement. The third phase involves material deposition, etching, and pattern. The optical design process consists of choosing suitable geometry and assessing optical. Electromechanical design involves various mechanical factors such as stiffness, material parameter, electrostatic, and thermal. MOEMS device design depends on different parameters. Different factors that need to be considered during the design of optical MEMS are mechanical, electrical, thermal, ecological, biological, optical, and chemical aspects based on different applications. The shape and dimension considered during the design of optical MEMS play a significant role in the proper working of optical MEMS devices. Stress distribution due to different geometrical aspects and optimization is a factor that influences the MOEMS design. Figure 1A shows the MOEMS overview chart (1).


[image: Figure 1]
FIGURE 1. (A) MOEMS overview chart, (B) different types of Optical MEMS.


Strength, stiffness, hardness, wear resistance, abrasion, creep, and fatigue resistance of the material used during the design are parameters evident in the sound optical MEMS system. The refractive index, an optical property, is the governing factor of any MOEMS device. In the optical design, we know that if the refractive index changes directly affect the performance of any optical MEMS structures, then the particular assignment of refractive index is a must before analysis. The optical MEMS sensor consists of two main parts: (1) the micro sensing element and transduction unit, which powers the supply unit with optical media, and (2) the micro sensing element, which senses the input signals and converts them into output in the required form of the transduction unit. Different types of optical MEMS sensors that are possible in a real scenario are displacement, temperature, bio-sensor, chemical, optical, and pressure sensors. The optical MEMS system can also act as a microactuator by actuating micro actuating elements (2). Figure 1B shows the different types of optical MEMS systems.

This analysis aimed to research the literature on photonic MEMS in biomedical systems. We investigated different studies providing different backgrounds and their relationships. The following research questions (RQ) are specified. RQ1: “What are the major issues regarding using photonic MEMS?” RQ2: “What key success factors are applied to methods that influence performance enhancement?” RQ3: “What are the research gap and scope to design the optimum photonic MEMS devices in the biomedical application?”



MATERIALS AND METHODS

This research relied on a systematic review of the MOEMS and its application in the biomedical field. Parallel understanding of available research associated with optical MEMS, such as the basic principle of optical MEMS, different design configurations involved, and its future scope of improvements, were discussed. There are three key phases in this review paper. First, the principle of MOEMS and the different types of optical MEMS. Second, the specific application of optical MEMS. Third, the challenges towards optical MEMS with the current market trend and future scopes. Research papers associated with the basics of optical biosensors, integrated optical sensors, and optical MEMS for biomedical applications, and articles explaining the current status of optical MEMS sensors in the market were selected to help answer the research questions.

Different methods are employed in the design of optical MEMS. It involves modelling MOEMS as the sensor, modelling MOEMS as the actuator, modelling different substrates, beam propagation techniques, computational opto electro mechanics, and high fidelity modelling of the electromagnetic field.

High fidelity modelling of MEMS based on vertical cavity surface emitting method uses Laguerre Gaussian equation. This involves single, double, and multimode equations in consideration.

[image: image]

Maxwell equations are used at the beginning of every optic problem.
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where ρ is charge density, J is current density, E is the electric field, B is the magnetic field, and D and H are field quantities that are proportional to E and B, respectively. The last technique involved considering in the design and modelling of optical MEMS is the beam propagation technique. This technique uses Helmholtz time-dependent diffusion equation.
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Many optical MEMS devices incorporate different types of materials for sensing or actuating sensing layers. Different types of micro sensing or actuating elements are thermal forces, electrostatic forces, piezoelectric materials, and shape memory that alloys along with optical MEMS integration in a different environment. Photonic sensing layers silica, optical fibre made up of silicon, are the materials, considered in the optical sensing system. Germanium and gallium arsenide are also used in other conditions like thin films. Along with the other materials, the sensing system also consists of polymer materials. Photonic MEMS as actuator involves movable and fixed sensing elements, cold or hot arm in terms of thermomechanical actuation. Figures 2A,B show different sensing systems with MOEMS.


[image: Figure 2]
FIGURE 2. (A) MOEMS as sensor, (B) MOEMS as actuator.


Major types of optical MEMS such as FBG sensor, optical microcantilever sensor, Mach-Zehnder interferometer (MZI), and photonic MEMS with microfluidic channels, as well as their applications, were discussed here. It was categorised based on its approach to integration with MEMS application and principle of operation, among others. Most of the works of literature in optical MEMS-based microcantilever sensors incorporated with photonic crystal sensing layer, ring resonator structures, and optical readout techniques were discussed. MZI is integrated with the photonic sensing layer or diaphragm for sensing the deflection in the sensing arm. The level of maturity of FBG techniques has reached to commercial stage since they are widely explored in different biomedical applications. Recent advancements in photonic MEMS with microfluidic channels and its design and fabrication were also discussed in this study.



TYPE OF OPTICAL MEMS SENSORS WITH APPLICATION

There are various types of optical MEMS sensors. Depending on the application, different sensing mechanisms had been reported and presented in this manuscript. This section explained the basic principle of all possible optical sensing schemes used in optical MEMS.


Types of Optical MEMS Sensors


Optical MEMS Based Mach-Zehnder Interferometer

Photonic devices generally have extreme sensitivity to the environment and manufacturing, having wide applications. It is a device used to measure the change in phase shift between two beams. In this context, MZI with high sensitivity has three core fibres proposed by Ding et.al. The MZI is considered an optical MEMS sensor that was bringing properties such as elongation or shortening of the core made possible by applying force. Overall bending sensitivity of 15.35 and 3.11 nm/m was obtained (3). MZI is also used to propose the potential measurement of the trajectories of joint angle. Two core trapezoid cone structures have been used for the simultaneous measurement of pressure and temperature. Developed high sensitive MZI for this purpose was sensitive to laboratory seismic noise. A possible micromechanical structure with electro-optical function has been investigated with an In-P material with an integrated optical stress sensor to reduce the seismic noise (4). In another work, Jindal and Raghuwanshi discussed the photoelastic effect induced phase shift during the transmission of light in MZI. Due to maximum pressure at the centre of the diaphragm, the centre portion attached to the MZI gets deflected and brings out the shift in phase and intensity variations. Theoretical analysis of micromachined differential pressure sensor clamped with circular diaphragm and FBG sensor embedded in MZI has been analysed, wherein the sensitivity of this pressure sensor was about 0.2 pm/pa (5).

The Mach-Zehnder Interferometer shown in Figure 3A consists of a light input and output and a sensing and reference arm. Left Y-junction which have light input splits the light beam called as a beam splitter and right junction combines the light and called as beam combiner. Two straight waveguides between two Y-junctions locate the sensing arm at one end and the reference arm at the other ends. Output unit, the right end of Y-junction, gives the phase shift, i.e., ΔΦ. Polarised light from laser source passed to two arms of MZI, through input waveguide. Transmission of light through the sensing arm reacts with a biochemical molecule and the overall refractive index changes with the refractive index of the reference arm. Intensity modulation is obtained in the output due to variation in the overall refractive index of a sample in the sensing arm relating to a reference arm with a normal refractive index of the medium. If ΔΦ is the shift in phase, λ is a wavelength, and d is the length of the sensing arm, the effective refractive index is denoted by neff (7). Equations 1, 2 indicates that MZI sensor output intensity is equal to the oscillating function of interferometer phase change difference.
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where Isen and Iref are the intensity of light passing through the sensing arm and reference arm.
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The sensitivity of the MZI is denoted by ΔO/Δn, where ΔO is output power change and Δn changes in refractive index. The phase shift is obtained by Equation 2. In another work, PB Patel and co-authors evaluated a novel optical MZI (OMZI) with rib waveguides. The complete structure has been designed with a silicon rib waveguide. The rib width of the OMZI structure was optimised, and the effect of the rib width on wave propagation was monitored. Change in resonant peak wavelength for refractive index variation due to rib width optimizations was also analysed. It was observed from the results that mono mode behaviour was developed with the rib width of 4 μm and height of 5 μm. The rib waveguide was analysed for wavelength variation of 630 to 1,310 nm (8). In this context, Lin considered a novel electrode temperature writing waveguide based on changing refractive index for the applied heat. Different mode conditions were considered in this sensor design (6). Transmission intensity for the various refractive index of probe liquid is presented in Figure 3B.


[image: Figure 3]
FIGURE 3. (A) Mach-Zehnder Interferometer working process, (B) intensity of sensor with various length and refractive index of core (6).


In another work, Yadav et al. discussed optical waveguide-based biosensors on the subwavelength grating which were investigated with a single TE mode in 1,400 to 1,500 nm. The interferometer bend radius of 50 μm was maintained. Two-dimensional FEM simulation was performed with the Comsol Multiphysics software tool. The reference arm was considered with silica material and sensing arm incorporated with air material. There were 2-fold increases in sensitivity after including the sub-wavelength range (9) compared with the MZI proposed with single-mode fibre. Single-mode fibre was coated with methylcellulose. It has shown a humidity sensing range of 45–8% RH. A sensitivity of 0.094% RH was obtained during the simulation. An increase or decrease in the relative humidity has shown the difference of intensities up to 0.03 dB (10). Highly sensitive silicon MZI based ultrasound sensor was discussed by Ouyang et al. In this sensor, one end of the sensing arm was integrated with a thin membrane and another end of the arm was used as a reference. The ultrasound wave was excited on the sensing layer of the interferometer. The low detection limit of 0.38m Pa/Hz was obtained. In preliminary experimental conditions, the image wire phantom was formed. The properties and sensing characteristics of the sensor showed promising application such as ultrasound imaging (11). In this context, high temperature-sensitive MZI was designed with a system of optical fibre offset splicing techniques. The designed sensor has shown sensitivities for external refractive index up to −17,335 nm/RIU and temperature for 32 pm/C. The sensor was constructed with a quartz capillary sandwiched process. The sensitivity of the sensor achieved was 21.2 nm/RIU. The authors concluded its application in many biomedical and industrial concepts (12). It is observed from Figure 4 that sensitivity changing for change in the refractive index.


[image: Figure 4]
FIGURE 4. (A,B) Transmission spectra and sensitivity calculation of Machzehnder Interferometer (12).


In another work, Luan et al. discussed a highly sensitive lab on-chip optical ring resonator. Different types of optical ring resonator structures were considered, such as doped silicon-based dual ring resonator system and phase-shifted FBG-based interferometry system. Sensitivity was compared with different configurations (13). In this context, Wang et al. developed an MZI-based sensor for continuous respiratory monitoring. During the development of the MZI-based respiratory monitoring system, it was adequately scrutinised for its respiration rate, tidal volume, and minute ventilation. The designed sensor was constructed with a flexible arch-type structure feature with curvature sensitivity of 8.53 dB/m (14, 15). The study of Zunic et al. designed a MOEMS ultrasonic sensor for photoacoustic imaging. MOEMS sensor was designed and developed with the integration of the MZI. The model was designed and simulated in Comsol Multiphysics. Analysis has been conducted for different materials assigned to layers. Different materials assigned were Si, SiO2, Si3N4, and SMMA. The sensor was designed to operate at 1 MHz (16). The MZI was designed for measuring glucose in serum. The light that was propagating through the sensing system which detected the serum sample with a specific concentration of glucose was analysed. The output power obtained was linear until it reached the value of 1.358 (17).



Optical MEMS Microcantilever

Micro-electromechanical system microcantilevers have wide applications in many biomedical aspects, especially most of MEMS biosensor integrated with microcantilever system because of its flexibility in mass sensing, benefits of EMI insensitivity, and micro-sized fewer circuitry parts (18). Several micromechanical structures were configured with the microcantilever sensor which were widely used for label-free biosensor applications. It has been used in many applications and research studies, including the fabrication of monolithic Wheatstone bridge circuits (18, 19) are the analysis of electrical responses of MEMS piezoresistive microcantilevers. Microcantilevers have been widely used in medical applications such as the induced mass change technique for glucose detection (20–22). Microcantilever sensor work is mainly based on maximum surface stress generation due to applied force at the cantilever tip. Combining optical systems with micro cantilever makes the optical sensor system work effectively for change in deflection and maximum surface stress. In terms of label-free sensing, variety of methods can be integrated with microcantilever sensors. They are (1) photonic crystal structure, (2) MZI, (3) optical ring resonator waveguides, (4) FBG, etc. Label-free sensing uses protocols of change in refractive index due to change in surface density instead of a change in mass. In this review, we discussed microcantilevers, which have undergone micromachining technology. Cantilever deflection is highly sensitive to change in maximum stress developed at the surface of the cantilever. Biomolecules, DNA, and Protein molecules can be captured by the targeted surface of the cantilever coated by the adsorption layer of the material, which increases the surface stress. Adsorption in one side of the cantilever brings out differential stress for each deflection of the cantilever. The electrical and optical methods of cantilever readout methods are in commercialisation. Still, the optical system of the cantilever sensor has more advantages than electrical due to its simplicity, lightweight, small size, EMI Insensitivity, less circuitry complexity, reliability, and linear results (23). In this context, Lee et al. discussed a nanomechanical cantilever sensor integrated with a photonic crystal microcavity resonator. Resonant wavelength shift was observed for each increment of applied force. It has shown a promising future of application in the detection of biomolecules (24). In another work, Xiang and Lee proposed optical readout chemical sensing based on microcantilever sensors. Photonic crystal microcavity resonators integrated with microcantilevers in a fluidic channel for chemical sensing with water and air were investigated. Microcantilever sensitivity in both air and water for the designed cantilever was analysed, wherein minimum detectability obtained in water was less than in the air (25). Microcantilever was used for the detection of specific biomolecules. Overall geometry was designed, allowing simple microfluidic delivery channels to make adsorb to the surface of microcantilever (26). An optical readout mechanism was used for analysing the optical MEMS sensor. Ptolemy-II is a tool considered for experimental validation of designed optical MEMS sensors. Microcantilever was integrated with many other photonic technologies for the development of optical MEMS-based sensors. Photonic crystal microcavity with micro cantilever is applicable in a different biomechanical application. Optimising photonic crystal structure integrated with micro cantilever cavity for label-free biosensing application has more scope in improving sensitivity. Variation of ring thickness and ring radius is an essential factor affecting the overall sensitivity of the ring resonator integrated with the microcantilever. From Figure 7A, we can see the microcantilever array is embedded with microfluidic channels for analysing the chemical solution (30, 31). Figures 5A–E shows different methods of optical system integration with Microcantilever including a microfluidic channel.


[image: Figure 5]
FIGURE 5. Presents the various Microcantilever: Photonic crystal integrated Microcantilever (A), ring resonator integrated Microcantilever (B), FBG integrated Microcantilever (C), MZI Integrated with Microcantilever (D), array of Microcantilever with the microfluidic channel (E).


In this context, Steven et al. discussed carbon nanotube-based carbon mechanical resonators. It has been used to detect different molecules in the air. The length of the cantilever ranges from 500 μm to 5 mm. The porosity of carbon resonators varied with a density of 102–104 kg/m−3. Significant applications in biomedical disease detection and pathogens in air and gas environments have been analysed (32). SU-8 polymer material based microcantilever designed and analysed for disease detection. From the evolution of SU8 Polymer-based surface stress microcantilever. The selection of material, geometrical design parameters, and challenges faced in the current market are discussed (33). By considering different materials, maximum deflection for each specific material of microcantilever is analysed. Microfluidic channels have been designed and analysed for blood flow and viscosity generation for the same sensor configurations. Pressure-induced on microcantilever due to an increase in blood viscosity is investigated. The performance of different microcantilever sensors for different materials is carried out. They concluded that SU8 polymer material gives the best displacement and strain distribution range along the microcantilever (34).



Photonic Crystal Pressure Sensor

The photonic crystal is an optical nanostructure that affects the photon motion much similar to the motion of electrons affected by the ionic lattices. Photonic crystal structures are susceptible to change in refractive index by mechanical deformation. A minute change in deflection causes the overall refractive index of the structure to change. Agarwal et al. discussed a photonic crystal-based micro-opto electro mechanical system sensor in this context. Sensor configuration consists of the integration of a photonic crystal sensing layer in a bridge-type silicon structure. In this context, two cases of sensing structures were investigated, i.e., in the first case, the bridge structure was fixed at one end, while in the second case, it was fixed at both the end. The pressure is applied at the centre of the bridge in the second case. In the first case, the pressure was applied at the free end tip of the sensing structure. The pressure is applied from 0 to 400 MPa for both sensing configurations. The analysis observed that the structure fixed at one end shows higher sensitivity of about 68.296 nm/MPa. Structure fixed at both ends shows a sensitivity of 0.134 nm/MPa. The figure shows the resonant peak obtained for the structure fixed at one end. We can see from Figure 6 that there is a distinct shift in wavelength for the different pressure range from 0 to 400 Mpa. The wavelength range obtained for structure with one end fixed is 1,550 to 1,535 nm (35). The peak resonant wavelength for each pressure increment is shown in Figures 6A–C.


[image: Figure 6]
FIGURE 6. Peak resonant wavelength for sensing structure (A) fixed at one end. (B) Fixed at both the end (35). (C) Hexagonal photonic crystal ring resonator-based pressure-temperature sensor (36).


In another work, a hybrid dual-core photonic crystal fibre-based pressure sensor was designed. Elliptical and circular shaped air holes were constructed in photonic crystal fibre pressure sensor configuration. Under different applied pressure, the mode behaviour of the sensing configuration was analysed. The sensor was designed for hydro pressure applications. It was found that a sensor length of 6 cm have sensing range from 0 to 1,000 MPa (37). In this context, Rajasekar et al. discussed a hexagonal photonic crystal ring resonator structure for sensing pressure and temperature. The pressure range considered was 0.04–6 GPa and the temperature range obtained was 5–540°C Bandgap analysis of each sensing configuration was carried out to monitor the range of frequency. 2D hexagonal photonic crystal resonator arranged with a circular rod in air configuration was considered during the analysis. In another work, a 2D hexagonal lattice of six hexagonal-shaped rings of hexagonal lattice sensing configuration was micromachined on tip of the microcantilever. The concept of using a microcantilever tip is to get a wide range of pressure. The pressure was applied from 1 to 10 Mpa with a resolution of 10 MPa (36, 38). The hexagonal ring resonator has shown better sensitivity up to 250 nm/MPa. The modified refractive index after applying pressure for 2D photonic crystals was calculated by the following Equation 3 (36).
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where no is the refractive index at zero pressure, C1 and C2 are photoelastic constants and σ is the stress generated at the sensing structure due to pressure. Figure 6B shows the photonic ring resonator structure.



Fibre Bragg Grating Sensors

Fibre Bragg Grating has a unique characteristic to perform as a sensing system. The core of the FBG is exposed to intense laser light. Refractive index increases as there is an increase in exposure to the laser light. In this context, Werneck et al. discussed the basic principle of FBG sensors. A periodic change in the refractive index in the core segment of optical fibre was grating fibre. Refractive index variation due to applying pressure or temperature led to pitch change in FBG. The most common choice of fibre optic-based sensor is FBG sensors. The ultrasonic laser inscribing process generated the periodic refractive index on a core segment of optical fibre. An FBG suitable for measuring strain in a product or device has experienced pressures throughout the process. The multiple FBG sensors could be embedded under any structure to get the spectrum shift from the FBG interrogator. The most application of FBG sensors was based on the structural health monitoring system. In structural health monitoring, FBG sensor placement is the most crucial part of the research. Since there is an application of the thermal or structural load on the FBG sensor, installing an FBG sensor inside the structure requires prior knowledge of the structural behaviour. The FBG sensor placement study was conducted in many mechanical applications like the placement of fibre in the tensile test specimen, placement of fibre in wings of the aeroplane for structural health monitoring, or in the case of rail monitoring, during the movement of train wheel for a specific period. From a biomedical point of view, most blood pressure measurements and temperature measurements were in progress with the FBG system. In many applications, the FBG sensor was used as non-invasive. Most FBG Interrogators will provide the raw data in the form of voltage; the same is converted in wavelength for each change in microstrain and feed rate of FBG sensor (27).

The study of Bonefacino et al. discussed ultra-fast polymer optical FBG inscription for medical devices in this context. The fibre consisted of polymethyl methacrylate material. The extraordinary result was obtained during the experimentation. New dopant diphenyl disulfide causing positive refractive index change was utilised during the process. This made sensitivity high when FBG was considered with PMMA to compare with silica fibre. The sensitivity of the FBG sensor obtained was −55 pm°C−1 (39). The strain from the FBG sensor was also used to calculate the curvature and torsion of fibres. The catheter was used for reconstruction techniques. The FBG embedded catheter was used as a shape sensor. The maximum reconstruction error found was 1.05 mm. The authors concluded that shape sensing with flexible biomedical instruments is feasible with the FBG sensor (40).

Along with these applications, the uses of FBG in civil engineering applications, biomedical applications, military, and marine applications were discussed. Depending on the type of application, FBG is designed with long or chirped grating, which is uniform and tilted (40, 41). In this context, Zheng et al. discussed 3D hydrogel actuators driven by light and generated by two-photon polymerization. The photoresist of gel was produced by Fe3O4. The size of the hydrogel actuator was 26 μm and the response time of the sensor was 0.033 s. The designed actuator has good controllability and repeatability (42). On-chip optomechanical sensing configuration has been established. Sensor configuration consisted of a dual-channel integrated waveguide and directional coupler. The dynamic range of the sensor was 30 nm with displacement imprecision of 45 fm/Hz (43). In another work, Linh et al. proposed an FBG-based optical pressure sensor. The pressure sensing element was constructed with Fabry-Perot based pressure sensor. Fabry-Perot pressure sensor with a different cavity length was optimised. Obtained pressure sensitivity was −0.672 rad/MPa. The proposed sensor was having a very high-temperature sensing ability (44). In another work, optical fibre-based pressure sensing application system was developed for pulse transit time measurement. Pulse transit time measurement system is helpful in cuffless blood pressure measurement. Electrocardiograms and photoplethysmographs had been monitored with a pulse transit time system. Plastic optical fibre was deployed as a transport medium in the chest part of the human to monitor the pulse pressure. Research work carried out here considered pulse transit time (PTT) in three different positions, i.e., finer, wrist, and foot (45). Complementary metal oxide semiconductor (CMOS) MEMS-based membrane nanomechanical sensor is designed and developed for molecule detection. Results shows that small molecules significantly impact the human body, wherein detecting such a molecule is challenging in many sensing systems. This membrane bridge sensor is used to detect phenytoin in different concentrations. The detection limit of this sensor is 4.06 ± 0.15 μg/ml. It is used as a biosensor as well chemical sensor. In this context, Raghuwanshi et al. carried out a sensitivity analysis for TiO2-coated FBG sensor for chemical detection. A TiO2-based FBG sensor was developed with Cu-Vapour-based laser writing. The thickness of the coating has been optimised to get better sensitivity and FBG design parameters. The sensor was able to detect the minute change in adulteration with accuracy 0.01 ppm (46, 47). In the study of LV, C and co-authors, they discussed invasive FBG based pressure sensors for palpation of tissue surgery. The finite element method has been used to analyze the static and dynamic performance of the sensor configuration. Optimum sensor design output has been given to 2.55 mN. The pressure range considered was 0–5 N (48). In another work, the effectiveness of sensing configuration has been presented by Khan et al. for the pose measurement system of different medical instruments by FBG sensor. The results of the FBG sensor were converted to strain. Strain calculations were made by comparing strain gauge parameters. Mean error in the orientation and position was observed to be <4.69 mm and 6.84°. Different poses of catheters and many other medical instruments by experimental data were obtained (49). In this context, Antunes discussed the mechanical testing of dental resin. In real-time usage of dental resin, resin materials had undergone failure due to the shrinkage polymerization. This caused the breakage of gaps, which interfaced the dental resin with the tooth. A laboratory experiment was conducted to cheque the ability of different resin materials and their failure point by using an FBG sensor. The FBG sensor was placed in the dental model (28). Variation of strain concerning time with FBG sensor is shown in Figure 7B. Figure 7A shows the FBG sensor processing system. Performance comparison of different sensors is shown in Table 1.


[image: Figure 7]
FIGURE 7. (A) Fiber bragg grating working process during the application of pressure (27). (B) Strain evolution of bulk flow resin during polymerization (28). (C) Temperature evolution of bulk flow resin during polymerization (29).



Table 1. Performance comparison of selected sensors.
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Figure 7C shows the temperature variation during resin polymerization in dental material. The shift in wavelength was obtained for change in these parameters. Strain dependence of FBG sensor can explain with the following mathematical expression (4) and (5) (29).
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where k = k factor of bragg grating, pe = photo elastic constant = 0.21, and Δλ/Δε = 1.2 pm/(μm/m) - Strain sensitivity for FBG at 1,550 nm

Fibre Bragg Grating as temperature dependent has below expressions;
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α – coefficient of thermal expansion

ζ- thermo-optic coefficient

α = 0.55 × 10−6/°C

ζ = 5.77 × 10−6/°C.




Application of Optical MEMS

Miniaturisation of devices or various micro mechanical elements is a critical concept in developing new optical MEMS technology. Optical MEMS are the microdevices that measure and manipulate various mechanical parameters such as pressure, temperature, shape, stress, strain, etc. Optical MEMS has plenty of applications in present days, e.g., in industry, biomedicine, automobile, and aviation. In this paper, we selected the critical application of optical MEMS in the biomedical field. The primary application discussed here was dental, human spinal disc, optical MEMS in the human respiratory system, the optical fibre in gait motion, blood pressure measurement, and bladder pressure monitoring, among others. Detailed discussion on the advancement of optical MEMS in the stated different applications is presented below. Most of the applications had used optical fibre-based FBG sensing systems (Section Fibre Bragg Grating Sensors) for real-time applications. Microcantilever integrated different types of photonic crystal structures (Section Optical MEMS Microcantilever) were modelled and simulated for various applications. Figures 8A–D shows the Optical MEMS sensors applications in the human body.


[image: Figure 8]
FIGURE 8. (A) Optical MEMS sensors application in the human body (50). (B) Dental X-Ray imaging of cracks by green near infrared imaging (51). (C) Dental OCT imaging (53). (D) FBG integration with human mandibular (52).



Dental Application

Incorporating the optical sensor for the dental caries monitoring in the dental application is a new innovative technique. Evaluating the dental filler materials and monitoring the structural behaviour of braces and aligners are essential criteria in dental health monitoring. Recent dental structural behaviour evaluations monitored by the FBG technique were discussed in this review. Evidence suggests that orthodontic tooth movement and biting force can be monitored with photonic MEMS technologies. The work of Silvia et al. proposed a 3D intraoral scanner to map the 3D image in dental restoration accurately. Dental caries is a major problem in dentistry. Global disease study in the year 2016 has been predicted that in the total world of population, wherein 3.5 billion people have been remarked with oral diseases such as tooth decay. Cracked tooth caries are complex tissue lesions that severely affect the quality of life of a person. It has remained a mystery to solve the non-invasive method to detect the cause of caries and crack of the tooth in humans. Nevertheless, early detection of caries is made possible by FBG based optical sensor (53). Figure 7 shows the optical MEMS application overview.

In another work, Pyo et al. discussed the feasibility of using optical coherence tomography in dentistry. Analysis has been carried out by changing the fringe numbers, clarity of dental images has been investigated with optical coherence tomography (OCT). OCT has more advantages for exploring a more complex tooth portion (50). Hybrid technology called photoacoustic imaging high-resolution ultrasound could also project deep tissue with high contrast optical images. Figures 8A,C, show dental scanned images. Strain patterns for different orthodontic devices were evaluated. Regarding this, an orthodontic appliance with a disjunctor bar on the left side and without a disjunctor bar was compared for strain pattern obtained for transferred forces to the dental arch, teeth, or maxilla (54). Figure 8D shows the placement of the FBG sensor human mandibular model. In this context, the FBG sensor was used to measure material expansion because of a dental implant. The effect of thermal strain on FBG sensors has been widely studied. The hardening phase of the material expansion process has been investigated concerning the optical MEMS sensor. Electromagnetic interference (EMI)-insensitive, small dimension bite force device has been developed by FBG technology for measuring. Obtained results showed better resolution compared with the traditional devices available in the market. The optical system was also used in strain measurement of the tibia in bone for decalcification. The different bone sample has experimented for different percentage of decalcification. Since there is a loss in calcium percentage in bone, an increase in strain behaviour was observed. Better resolution over the result was obtained compared with QCT, QUS, and DEXA. These traditional techniques had the drawback of inaccurate values and exposure to radiation (51, 55). In another work, the surface roughness of rot carriers was analysed using optical profilometry. A total of 20 extracted teeth from a patient was examined for root caries, and surface roughness was analysed with profilometry. This clinical study was carried out to protect the non-cavitated surface from cavitation by prior accession of the status of a tooth. In the dental clinical examination, there was no clinical test process to detect hard tissue. This need in the dental field is the reason for the development of optical polarisation imaging systems. This imaging system could assist in dental calculus caries and cracked tooth (52, 56).



Strain Monitoring Human Spinal Disc

The degenerated human intervertebral discs exhibit more compressive stress, tensile stress, and strains. Load distribution on the spinal disc is important for the proper functioning of the lumbar motion of the human body. In this context, Newwell et al. evaluated the use of the FBG sensor in human spinal cord mechanics. Understanding the pressure distribution of the intervertebral disc is a major key point in the clinical diagnostic of disc strain. The biomechanical structure of the spine consists of the intervertebral disc, as shown in Figures 9A–C, between superior and posterior parts of the spine consist of an intervertebral disc. In the study of Newwell et al., biomechanical action took place between these parts. Finite element mandrel was developed with encapsulation of FBG sensor within it. FBG sensor was incorporated with the intervertebral disc part. Compressive or tensile force applied on the intervertebral disc has generated the strain. Encapsulated FBG sensors had undergone pressure that brought the change in the grating period. Functional units of the spinal cord experienced compressive load. FBG sensor incorporated in intervertebral disc and linearity, sensitivity, and hysteresis for each compressive stress was investigated. The porcine intervertebral disc (IVD) pressure has been validated with an FBG sensor for accuracy. Needle mounted strain gauge sensor was inserted into the nucleus. Even though the invasive measurement method was divisive, this method could undergo accurate pressure measurement in the IVD. Functional units of the spine were compressed for 0–500 N force. The substantial potential has been exhibited by FBG sensor with IVD pressure monitoring by sidestepping the controversial nature of invasive methods (58, 59). In another work, Yamaji et al. evaluated the device for analysing the motion of the lumbar. The device consisted of stretchable strain sensors. It was observed from the clinical survey that lower back pain was common in most people in the world. In this study, the stretchable device for lower back motion was analysed. Six strain sensors were used in the human spinal cord in the non-invasive method. Sitting postures were the major cause of most spinal cord diseases. In such cases, detection of the wrong posture could give major advantages. Many wearable devices had been investigated for different applications, wherein the sensitivity of the sensor achieved as high as 0.2 nm/με−1 (60, 61).


[image: Figure 9]
FIGURE 9. Spinal cord parts of human with integrated FBG sensor (A) (57). Intervertebral disk in the spinal cord (B) (52). FBG sensor integrated with intervertebral disk (C) (57).




Monitoring Angular Motion of Joint and Gait Analysis Application

Diagnosing issues causing pain during walking or implementing or evaluating pain for treatments is paramount in physiotherapy treatments. Monitoring the angular motion of the joint helps in restoring correct patterns and abnormalities. In this context, Padma et al. proposed a goniometer device with FBG encapsulated for dynamic angular motion of joint. Rotational motion of join in the affected human body was converted into strain variation. Developed FBG sensor was able to detect the range of angular motion from 0 to 200°. The resolution obtained was in the range of 0.06°. Elbow joint and ankle joint measurements were carried during the experimentation. The sensor device was used to measure the angle between the shin and thigh for various cantilever strain variations. Knee angle measurement device was also validated for a range of motion of joint angle in gait analysis with traditional sensors. Sensitivity switching mode was made available to obtain various levels of sensitivity action mode. Low sensitivity mode, medium sensitivity mode, and high sensitivity mode were developed in the device. They also used polymer optical fibre for joint angle measurement. The obtained results were compared with a resistive goniometer and polymer optical fibre sensor (57, 62). In another work, an electro goniometer was used to measure the joint angle. The goniometer was embedded with an FBG sensor to get the angular motion details. However, the drawback of this device was the fixed hinge and fixed centre of rotation which caused a problem during the measurement of angle in joint with more bend. Alternative fibre optic-based device with the technique of intensity modulation and laser beam methodology was developed. The prototype developed had a range of angular rotation up to 90° with a standard deviation of 0.1°. The developed sensor has high reliability, sensitivity, speed, and flexibility (63). In this context, JR Galvao discussed gait analysis with FBG sensor. Gait analysis is the study of the motion of a human or animal body using the eyes of the observer through various study devices for the measurement of motion with body mechanics. Sport and medicine are the widely used area of gait analysis. The walking process, steps in walking, body posture, and walking velocity are the different parameters depending on the gait analysis result. Different gaits of horses had been studied using the instrumentation of the FBG sensor. Early injury diagnosis of horses and retirement of horses were investigated in the said study. Initially, the FBG sensor was used without any encapsulation and embedded in each limb of the horse. In the second step, FBG was encapsulated with composite fibre and embedded in the limbs. The second step involved digital image processing techniques to get proper images of compressive or tensile forces. Both FBG sensing and digital image processing had shown good agreement for biomechanical study and evaluation of FBG sensors for horse dynamic training and competitions (64, 65). Furthermore, the study of Domingues et al. discussed an insole FBG-based optical fibre pressure sensor. Internet of Things technology was incorporated with this application. An optical fibre-based foot pressure system was integrated with the Internet of things for e-health assessment. Accuracy of the system was varied with normal walking and patients with diabetes. Polymer optical fibre was embedded in the foot plantar surface. An array of polymer optical fibre has placed foot insole and experimented for different gait cycles. Four different FBG sensors characterised by four different wavelengths had been used. The FBG sensor was positioned at different positions of insole, i.e., first, second, third, fourth, and fifth metatarsus. Finite element analysis (FEA) was carried out for the insole model. The high sensitivity of 0.000492 nm/KPa was obtained for the developed system. The insole was embedded with multiplexed FBG-based sensor. The designed system was allowing complete gait motion assessment with a multiplexed FBG sensor network. Assessment results of the insole would be sent to a physiotherapist to monitor the conditions of the patient (66–69).



Respiratory Pressure Monitoring

Monitoring of respiratory system reduces the severe illness during consideration of clinical response. Exploring the possibilities of good respiratory monitoring sensors such as the FBG system is vital in the present scenarios of chronic respiratory diseases. In this context, Padma et al. discussed a breath pattern analyzer based on the FBG technology for communication assistance for people having restricted communication ability. In emergency medicine for people with spinal cord or brain injuries, or patients in the intensive care unit, critical life-supporting system is required. The FBG breath pattern analyzer was used for the patient to communicate with the outside world, where specific breath patterns were trained by FBG breath pattern analyzer. During emergency assistance, the patient could be communicated for specific purposes. The developed device was an alternative to the brain-computer interface, where specific instruments were used to obtain the brain responses (70). In this context, Krehel developed a textile-based respiratory system. In this system, highly flexible polymeric textile fibre was embedded with an optical fibre pressure sensor, and the pressure applied on optical fibre has shown a distinct shift in wavelength. The device was analysed with different setups with an optical fibre pressure sensor. Half oval with a length of 60, 180, and 240 mm, as well as half oval with additional bends and with additional bend and cross fibre is cosnidered in the design. The pressure was monitored with a human torso. This comparison with different setups was made to assess the utility of this monitoring device (71). In another work, Nishiyama et al. discussed and evaluated respiration and body motion during sleep with FBG technology. This investigation is essential to understand the human breathing pattern during sleep and detect the motion of the body, sleep habits, etc. The optical fibre pressure measurement system was embedded in a conventional bed. Pressure changing due to breath and roll over in bed was monitored throughout the process using plastic optical fibre-based respiratory monitoring system. Plastic optical fibre was used as a sensor to measure the rate of breathing. This optical fibre pressure sensor has been placed in tape form in the chest of the patient to monitor respiratory movements. The input and output signal from the optical fibre pressure sensor was obtained as intensity modulation. The pressure sensor was tested in a chest in normal status, sitting, and lying condition. The proposed sensor has provided different possibilities in respiratory monitoring within the MRI system (72, 73). In this context, Massaroni et al. discussed the method of measuring respiratory rate by the contact-based method. Different respiratory rates were recorded with the help of sensing element. The complete details discussed were about the contact-based methods, monitoring airflow pressure, air humidity, air movement, chest wall movement, and sound. Differential flow metre, turbine flow metre, anemometer, and fibre optic sensor were used during the process. MEMS-based pressure sensor for simultaneous monitoring of breath pressure and pulse wave was analysed. The real-time experiment was conducted on nasal pressure to monitor the pressure developed at the nasal airways. The MEMS-based pressure sensor pad was attached to the human nose. Eyeglasses was attached the sensor pad to the nasal part (74, 75). In another work, polymer optical fibre-based respiratory rate monitoring sensor has been analysed. In this work, a stretchable strain sensor was made wearable around the stomach. During respiration, inhale and exhale process, the stomach would expand. The sensor would measure the strain generated by expansion. Infrared light was passed through the stretchable grating fibre (76).



Photonic MEMS Microfluidic System

Optical MEMS with microfluidic concepts involves techniques of lab on chip-based sensors. The system consists of optics and fluidic systems with mechanical actuation. Microfluidic channels are a vital component of photonic MEMS for any biosensing applications to introduce any type of fluid for sensing. In this context, Jeiang et al. discussed an FBG-based Fabry-Perot pressure sensor in a lab on a chip that included microfluidic channels. As the different polystyrene microparticle size varies, the wavelength shift was observed. Sensor systems presented ease of fabrication methods and label-free detection methods. The sensor was demonstrated in polymethyl siloxane chips. It was also monitored that experiments and analytical results fitted very well within the context and avoided the waste of samples (77). In another work, the FBG sensor was integrated into the microfluidic channel. It provided opportunities for dynamic measurement of the physical and chemical properties of fluid passing through the channel. In another work, Weizhi et al. discussed a photonic crystal-based microfluidic channel fabricated with the inkjet printing process. Photonic crystal with the different coloured colloidal microfluidic channel was successfully integrated into a single chip. The fabricated microfluidic channel has the advantage of rapid fabrication possibility, and colourimetric was the add-on properties of photonic crystal based microfluidic channel (78, 79). In this context, Nunes et al. discussed silica-based 1D photonic crystal in opting fluidic systems. It comprised of photonic crystal with the integration of a microfluidic channel. By considering the nanopillar configuration of the photonic crystal, biofluid was injected into the microfluidic channel during the analysis. In the stage of the simulation, the refractive index was taken into account. The shift in resonant wavelength has been observed during the propagation of light due to a change in the overall refractive index profile of the sensing structure with the microfluidic channel. The author has proposed the sensor for biochemical applications (80). Figure 10A shows the integration of microfluidic channels with photonics. In another work, Khoshnoud et al. discussed the use of MEMS-based biomedical sensors.
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FIGURE 10. (A) Microfluidic channel with photonic crystal integration (81). (B) Intraocular pressure development in the eye (82). (C) Human cochlear system (83).


Micro-electromechanical system devices are used to detect triglycerides, glucose, and are used for the measurement of pressure during surgeries, counting the blood cells, sensing in the thermal fluid, and electromagnetic fields (84, 85). In this context, Quack and Sattar discussed a nanoscale photonic integrated circuit to explore optomechanics. In this work, the authors mainly focused on reducing power consumption due to the movement of mechanical parts within the system. Due to the minor modulation in the effective refractive index, it was possible to get the required consumption of power. The authors also discussed the recent achievement of MEMS enabled silicon photonic systems (86). In another work, an optofluidic pressure sensor integrated with a microfluidic channel was developed. Optofluidic pressure sensor made up of Fabry-Perot resonator system was integrated with a fluid flow wall. The sensor obtained high-quality factors and high sensitivity with a good detection limit. The sensitivity of the sensor was 12.46 nm/MPa with a detection limit of 8.2 bar. A silicon photonic mid-infrared system with microfluidic channels was integrated. In this system, silicon on the insulator layer was developed. The author focused on increasing sensitivity by increasing the length of the interaction of light with structure, intensity, and reducing noise (87, 88).



Measuring Intraocular Pressure

Intraocular pressure (IOP) monitoring is an essential aspect of the human eye to avoid the risk of glaucoma and to provide clear vision to a person. Pressure build-up within the eyes optic nerves is the leading cause of glaucoma. Glaucoma damages the optic nerve, and if untreated, may lead to vision loss, which then makes a person blind. In this context, Lee et al. developed a micro-sized optical implant for in vivo intraocular pressure monitoring. Sensors were mounted in intraocular lenses for continuous monitoring of pressure. Sensors were tested with New Zealand white rabbits, and in this way, continuous intraocular pressure measurement was made possible. In another work, intraocular pressure sensor was used with the technology of a flexible photonic crystal membrane.

Periodically, micro-structured 1D photonic crystal on polydimethylsiloxane was considered in the experimentation process. The estimated limit of detection was about 160 Pa. The micro-size compatibility of these sensors has been rendered as a favourable application for glaucoma. Figure 10B shows intraocular pressure development. IOP sensor was integrated into keratoprostheses, and the proposed sensor has given 2 mm/Hg accuracy (89–92). In the study of Han et al., they discussed an optical aberrations effect on intraocular pressure measurement with small optical elements in this context. Elevated intraocular pressure is a significant risk factor for glaucoma. To monitor this, the implantable optical pressure sensor was incorporated in vivo with rabbit eyes. Optical aberrations relationship with intraocular pressure sensor performance was monitored. It was concluded that sensor readout accuracy decreases as the magnitude of optical aberrations increases. The accuracy of signal to noise ratio obtained was 0.58 ± 0.32 mmHg and 15.57 ± 4.85 dB3. In another work, Truong et al. developed a portable handheld reader for monitoring intraocular pressure. Reflected light from the intraocular pressure sensor forms fringed and it was captured using a camera. Three different handheld readers were used to analyze the better quality fringes and patterns. It was concluded from the results that DSLR based reader has high-quality fringes compared with others. Monitoring of intraocular pressure with optical coherence tomography is a novel technique. Hypertension can lead to glaucoma. Frequent control of IOP monitoring corneal deflection either by direct contact or non-contact process is the current procedure involved in clinical treatment. The relationship between OCT images and the IOP sensor was developed by capturing the bovine eye (81, 93).



Blood Pressure Measurement

Daily monitoring pulse rate is essential to success to meet fit and healthy lifestyles, especially for people with cardiovascular diseases or weight loss. FBG based system is widely applicable for monitoring pulse signals because of its micro size and high sensitivity to external pressure. The study of Katsuragawa et al. evaluated FBG based non-invasive blood pressure sensor. Systolic pressure and diastolic pressure pulse were measured in a single FBG pressure sensor. FBG sensor was kept at the right wrist and right elbow. Results were validated regarding blood pressure values. The device developed had good agreement with standards of sphygmomanometer. In this context, Opsens' OPP-M developed a cardiovascular blood pressure monitoring system using a fibre optic sensor. Dynamic temperature measurement was also made possible with this device, and less moisture was induced during the monitoring process. A reduction in size makes the device more favourable for invasive cases. Devices possessed immune to electromagnetic interference, magnetic resonance imaging, and any other invasive surgery instruments. The integration of the sensor was made easy with a cost-effective strategy. The optical fibre pressure sensor used an optical detector, light source, signal processing module, etc. It was observed that the blood pressure measurement based fibre optic system is reliable and faster in terms of sensitivity and quality factors. Most promising technologies and improvements carried under optical MEMS systems for blood pressure measurement applications used the concept of FBG system, fibre optic system, optical ring resonator, photonic crystal membrane, and interferometers (94, 95). Silica optical fibre-based FBG sensor was designed and discussed for strain measurement. Induced pressure by pulse waves from human arteries is the signal for the FBG sensor. Since silica optical fibre may undergo fatigue fractures, plastic optical fibre was introduced to resolve this issue. Pulse waveform from the human arteries was obtained. Based on the results obtained, the measurement of waveform plastic optical FBG was the better solution compared with others in terms of accuracy and sensitivity (96)4. In another work, Katayama et al. proposed wearable blood pressure measurement for tracing the sudden change in human blood pressure in the arteries. FBG optical pressure sensor was embedded in the textile or garments for the easy measure of pressure waves form in the human body. The partial least square method was followed for calibrations of pulse waveform and induced FBG pressure. The sensing accuracy obtained by this sensor was comparable to conventional sensors (82, 96, 97)4.



Bladder Pressure Monitoring

We know that pressure is a critical parameter that is used to represent the state of all organs in the body. Hence the measure of pressure is very crucial in the medical field. The conventional system uses the fluid base wherein the pressure is indirectly transmitted from the required organ. These often have a delay in measurement since fluid lines are used as a medium of measurement. The traditional methods of measuring pressure have always proven to have minor errors. Usually, there are no sensors places in the body of a patient since it limits the movement of a patient. Hence, pressure is measured when the person is hospitalised or before and after a problem. Due to these factors, we do not have any constant measuring of pressure in the human body, and it does not reveal the underlying problems faced by people. In this context, Poeggel discussed the urodynamic analysis for evaluating the dysfunction of the lower urinary tract during the filling and voiding process of the bladder. Pressure measurement of the bladder during this process made the urologist provide a required treatment to a patient based on individual diseases. The technique was based on two optical pressure sensors and a temperature sensor. A real-time pressure measurement system was made possible by this method. To overcome this difficulty, we can design lightweight, small-sized, and efficient MEMS. MEMS can be used with minimal efforts using invasive techniques that can continuously monitor the condition of the patient all throughout. Urinary incontinence, which is the involuntary loss of urine from the bladder, occurs in ~10% of the male population worldwide. This procedure was performed by a skilled professional. The procedure consisted of inserting a catheter into the urethra of a patient into the urinary bladder, where there is a transducer in one end. The pressure and the reference pressure were measured in the rectum through fluid lines. The target pressure of the urethra was compared with the reference pressure of the rectum and analysed. It has a substantial margin of error due to the movement and measurement errors, however, pressure is a vital parameter to measure the performance of organs. For effective diagnostic, high quality and high resolution in measurements is necessary. In organs such as the urinary bladder, water-filled lines have their limitations and have still been practised throughout the decades. We should make use of the advancement in photonic MEMS, which offers a very small pressure sensor with precision and accuracy. We could conclude that there are more limitations to the values measured with water-filled lines. Hence, an in-target pressure sensor from the organs is much advanced and reliable in detecting any changes. In the meantime, optical fibre measurement systems are also considered for monitoring the temperature. The system consists of an encapsulated fibre optic pressure sensor and a Fabry-Perot pressure sensor. The optical fibre used in this case is FBG pressure sensors. The optical fibre pressure measurement system is compatible with the clinical phase. The whole system is compared with the traditional biocompatible urodynamic measuring system (98).



Cochlear Implant Application

Deafness affects about 10% of the general population, and the rate increases to more than 30% for those aged over 65. However, a hearing prosthesis such as a cochlear implant can provide shearing and significantly improve the quality of life. It is the most important advancement in the treatment of hearing impairment. In another work, Yao developed a fibre optic-based bending sensor for cochlear implantation. It has proved a great success in providing implantation for deafness in children and adults. Implantation using a cochlear electrode array is a complex surgical process, and there is a chance of damage to the inner wall of the cochlear, i.e., scala tympani. Since the electrode has to bend at various angles, and if the electrode does not bend at the required angle, damage to the cochlear may be severe. To avoid this, researchers developed a bend sensor for implantation surgery (99). In this context, Balster has investigated hearing restoration by optical stimulation alternative to electric stimulation. Activation of the auditory system was made by light fibre insertion into the coiled cochlea. Light fibre force measurement was conducted, and results were compared with traditional electric stimulation study. The results showed that minimal painful implantation surgery optical stimulation was considered feasible (100). In another work, fibre optic-based intracochlear pressure measurement system was developed. A 81 μm-diameter superluminescent diode (SLED) and other modes of optical fibre were embedded inside the transducers. These cochlear fibre optic sensors were helpful for early monitoring of hearing loss, as well as the sound pressure measurement of temporal bones and mechanical stimulation of the intracochlear system (83, 101, 102).

The work of Starovoyt et al. discussed optical coherence tomography for intracochlear structure. Studying the temporal bone by using OCT was the main aim of the authors. The authors focused on obtaining high-resolution images using optical coherence tomography qualitative and quantitative characteristics of intracochlear structures. The importance of OCT images in intracochlear implant surgery was explored. Implantable sensors for hearing devices and wearing the external hearing aid causes discomfort for most people. Different designs of the implantable sensor were evaluated and compared (103–105). Figure 10C shows the view of the human cochlear system. Key applications of optical MEMS sensors are presented in Table 2.


Table 2. Key applications of Optical MEMS in biomedical.
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Other Applications

The study of Samavati et al. discussed the development of the COVID-19 virus diagnosis kit using a novel Go- decorated Au/FBG sensor. The saliva of a patient is considered a favourable testing specimen for COVID-19. In this study, salivary samples was collected from different types of people. The FBG-based probe has been used to detect the COVID-19 virus. The FBG probe was immersed in healthy saliva and saliva with the COVID-19 virus. The FBG probe detected the presence of the virus. The density of the virus was 1.2 × 108 copies/ml in saliva. The maximum change in wavelength observed was 1.12 nm and an intensity change of 2.01 dB (106). In this context, Sharath U designed and developed different types of FBG devices for novel medical applications. The author designed an FBG pulse recorder for cardiology applications and individual bite force monitoring devices. Bite force in men and women has been differentiated with the help of this device (107). By considering the same concept, author Jha et al. proposed an FBG sensor-based glove to monitor the flexure of 10 finger joints. The author evaluated the accuracy and repeatability of all 10 sensors. The FBG-based glove has been designed and tested with an FBG interrogator. Stroke patients were benefitted from the device developed (108). Similarly, in another work carried by Alwin T and co-authors, FBG sensor was used as a multi ocular sensor. In this case, FBG was utilised for sensing temperature, pressure, and chemical concentration (109). The human respiration rate was monitored with FBG based sensor with an Arduino interface. The respiration rate was also calculated during coughing and handshaking. Compared with an electric sensor, FBG-based sensor has shown prominent results (110). In this context Tavares et al. embedded an FBG sensor in a wheelchair. This wheelchair was mainly used to monitor the ulcer in bone areas of the seat. The FBG sensor was also used for sensing dorsal flexion and extension movements. Spending the time in job for many hours with bad posture will lead to back musculoskeletal disorders. Thus, FBG sensing that was developed has shown promising results for future fabrication (111, 112).

In another work, the authors developed a system for monitoring soft finger deformation, which was driven by shape memory alloy with an FBG sensor embedded. Firstly the structural and mechanical properties of a finger were considered for analysis. The central wavelength for change in curvature of material due to shape memory alloy deformation was monitored with FBG sensors. Soft finger deformation was analysed with ABAQUS software for analysing the FEA simulations (113). In this context, Mo et al. designed optical sensing needles for tissue identification. Optical sensing needles were used for minimally invasive surgery. Optical sensors were mainly used because of their immune to magnetic resonance. Intensity-modulated Fabry-Perot interference was considered for optical needles. Developed optical sensing needles were successfully implemented in the medical field (114). Application of intravascular catheterization was used in minimal vascular surgery considered distal force sensing system. The designed sensor has shown higher repeatability and stability. With the distal tip force sensor, it was obtained from the result that the stability of each flexure movement could be controlled with the FBG-based sensor (115). Non-invasive methods to measure wrist angular handgrip devices had been developed to measure the handgrip strength of humans with muscular-skeletal disorders. Handgrip strength was measured in different angular positions. The FBG sensor was encapsulated in the mechanical package and its variation in strain with peak resonance wavelength was monitored for various ranges of applied pressure (116).

Lower back pain is one of the most common muscular-skeletal disorders affecting workers. Video terminal workers are the most affected people with lower back pain. Prompt detection of wrong seating postures is more critical. A lumbar movement monitoring device has been developed with FBG sensing technology. The sensitivity of the FBG device developed was 0.20 nm/mε−1. This is the first device with silica embedded FBG sensing technology for lumbar motion monitoring for worker safety to overcome lower back pain. Figure 11 shows the wearable device installed in person back for experimental purposes. The study of Lo Presti et al. considered an FBG sesor embedded in silica gel for monitoring neck movements and respiratory frequency. Neck movements during flexion-extension were investigated. In the meantime, FBG sensors were embedded in the human chest and monitored during quiet breathing and tachypnea (61, 117). Figure 11A shows the different views of a person with a wearable device for experimentation.
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FIGURE 11. (A) Back view showing the posterior part of the wearable devices with embedded sensor and and front view showing the anterior part of the embedded sensor (118). (B) Signal collected by flow meter and FBG during quite breathing and tachypnea (119).


In the same context, FBG sensors are used in human gait analysis, including diagnosis, rehabilitation, and sports. The FBG sensor encapsulated in the mechanical package was used to monitor the extension and flexion movement. This evaluation is useful in monitoring walking disorders and pathologies. FBG wearable system was developed with flexible polymer matrix is embedded with FBG arrays as knee embrace. The developed FBG wearable system has shown sensitivity up to 3.944 nm-mm−1 (120). Figure 11B shows the signal collected by the flow metre and FBG during experimentation. In another work, Ran et al. proposed an FBG-based immunosensor for cardiac biomarkers. The concept of temperature cross-sensitivity was considered during the development of proof of concept. The tool was used to identifying acute heart diseases. In a similar case, FBG sensors were embedded in T-shirts to monitor the respiratory rate during cycling. Massaroni et al. proposed an FBG sensing system embedded in cloth for monitoring human body breath monitoring. Twelve FBG based sensors were embedded in the T-shirts. Four volunteers were considered during the study (49, 118, 119, 121–125)5. FBG sensors are also used to measure the pose of different medical instruments used in surgery, wherein FBG sensors are embedded in catheters. Flexible movement of catheters during surgery is monitored with an FBG sensing system (126–128). Table 3 shows the summary of the application. Figure 12 shows the major application of optical MEMS.


Table 3. Summary of application.
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FIGURE 12. Major applications of optical MEMS in biomedical.





KEY IMPACTS AND THE CHALLENGES OF THE OPTICAL MEMS FOR THE BIOMEDICAL APPLICATION

The authors investigated crucial factors of the optical MEMS sensing system by considering many research papers and concluded three key elements. These key factors are based on optical MEMS devices, optical MEMS applications, and current optical MEMS technology trends. A detailed analysis of these critical factors is grouped in Table 4. Conventional MEMS sensor uses piezoelectric or shapes memory alloy, transducers to convert physical phenomena and into electrical signals; these signals are scaled, conditioned, and digitised to the required applications. Despite their advantages, these sensors are impractical to use in all applications. Instead, the optical MEMS sensor offers excellent solutions to many challenges faced by MEMS sensors. Sometimes, the optical MEMS sensor works similarly to the MEMS sensor but uses light instead of electricity and silica glass instead of copper. It was observed from the literature that most biomedical applications use optical fibre or FBG technologies for monitoring pressure, temperature, and many other physical parameters. Different optical MEMS systems, such as photonic integrated microcantilevers, MZI, and ring resonators, can penetrate as emerging technology until laboratory testing costs and complexity and reliability issues of these sensing systems are resolved. Critical success factors of the optical MEMS till 2020 include evaluation of sensor performance such as its sensitivity, Q factor, detection limit, Optimization of various sensing structures, etc. Table 4 shows that research work carried out extensively with optical sensing systems such as photonic crystal structures, MZIs, and optical microcantilevers. Performance enhancement of various optical MEMS sensing structures has been carried out. It was possible to successfully implement the FBG and an optical fibre sensing system in many real-time applications. Still, authors are provided scope for improvement in much research work. Feasible sensitivity and detection limit is achieved based on a specific application. Most of the sensors were designed and analysed with transverse electric mode. It is noted that real-time implementation of other sensing systems apart from FBG and optical fibre sensor requires plenty of sensing system characterisation. Figure 13 shows major applications of optical MEMS in biomedical.


Table 4. Critical factors of optical MEMS.
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FIGURE 13. Major applications and TRL (technology readiness level) of optical MEMS sensing system in biomedical.


Three critical factors are identified in the survey of optical MEMS for biomedical applications, and are clearly distinguished as Key factors 1, 2, and 3. Research articles on Key factor 1 highlighted the issue of pre-fabrication stages, such as design and simulations. Performance evaluation of sensors in terms of sensitivity, detection limit by design optimization, modified refractive index, and different material assignment for the sensing structure is discussed in Key factor 1. Applications in which optical MEMS sensors have been successfully implemented is considered as Key factor 2. From Key factor 2, it is observed that there is substantial usage of optical fibre sensors, FBG, and MEMS-based optical coherence tomography, optical MEMS actuators, etc. survey on the present market status of optical MEMS are discussed in Key factor 3. The optical MEMS design and testing phase faces technical challenges in the presence of mechanical elements during the integration process involving flow, pressure, movement, and analysing temperature. The combination of the multi-function device makes the design and testing complex during the development process of the optical MEMS sensor. Most organisations have no access to the fabrication facility, even if there is interest in exploring the technologies. Packaging can be expensive and knowledge of fabrication challenging aspect in the case of optical MEMS.

An overview of optical MEMS market growth in 2019 offers a complete analysis for better understanding the completion in the market and implementing the same in research activities. The optical MEMS market fragmented in different major companies like S.T. Microelectronics, Analogue Devices, Freescale Semiconductor, Texas Instruments, Boston Micromachines, and Memscap. As shown in Figures 14A,B below, the maximum market size of optical MEMS in the current era in the field of Biomedical Engineering is preceded by Defence and Security and Smart structures. The least volume of the market is observed in the small structures. Under the optical MEMS category, the original product is the projection system, microbolometers, MZI, optical cantilevers, ring resonators, and FBG sensors.
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FIGURE 14. (A) Presents trend of Optical MEMS market (127). (B) Optical MEMS market growth until 2023 (127–133).


The fibre optic sensor market is projected in 2017 to be $1,008 million in 2021 and reaching above $1,033 million in 2023. Most commercial efforts focused on medical and military applications. Due to the continuous improvement in the FBG writing system, there is an increase in demand. Among the different types of FBG types, uniform FBG type is expected to have compound annual growth rate over 14% as forecast in upcoming days. Photonic crystal biosensor, optical ring resonators type of sensing system has shown less trend presently due to sophisticated experimental setup and more importantly because of the technology readiness level of photonic sensing devices. Most of the photonic crystal sensor has to be cascaded which leads to the difficulty over fabrication. Bringing out the photonic sensing system in the main market, except for fibre optics-based sensors, takes few years of time due to this challenging process involved. The global market of photonic crystals has reached up to $43.119 billion during 2015 and it will be $60.230 million during 2022. Photonic crystal sensing research has got attention from other academicians, as well as from scientists. Research filed such as industrial telecommunications, biomedical field, LED display, and optical sensing technology has shown remarkable growth with photonic crystal from the past few years.

Obstacles for the growth of the optical MEMS device mainly include design complexity, reliability, fabrication access, packaging facility, and knowledge of fabrication. The optical output parameters such as Q-factor, sensitivity, and transmission efficiency mainly depend upon the final packaging of the device. Since the optical MEMS technology involves more moving parts controlling the device, accuracy requires expertise in a multidisciplinary field. Despite these challenges in optical MEMS technology, it overcomes many disadvantages faced by MEMS technology, such as high sensitivity, less power consumption, EMI Insensitivity, and lightwave manipulation can be more comfortable with moving mechanical elements. The device-level design, fabrication, or packaging complexity is due to less exposure to optical MEMS technologies. Simplifying the device design and packaging process is the scope in the optical MEMS technologies. Figures 14A,B shows the curret trends of optic MEMS sensor in market.

Simplifying moving micromechanical parts in terms of size is essential for increasing the efficiency and performance of optical MEMS. Design and optimization of moving mechanical elements essential criteria to build the integrated optical sensing system. Using the sophisticated fabrication lab software tools for pre-checking the final model and packaging for reliability, the accuracy of readings is the primary solution to speed up the final fabrication to bring the device technology to commercial status. This technique mainly applies to the photonic sensing system in the technology readiness level as experimental such as photonic crystal, photonic ring resonators, and MZI. In the case of FBG based sensing system, miniaturisation of FBG interrogator device in the form of chip will increase the demand in the market. Accurate debugging and design tuning, preparing virtual prototypes, Gathering practical feedback at the time of designing are the factors making up the successful implementation of the product. Designing the photonic integrated circuit with photonic crystals sensing technology and optical resonators or MZI is always challenging; actual implementations are possible with 3D emulators. This process shows how the microchip will work in 3D visualisation and helps the final working of the product after packaging. There will be unpredictable and immeasurable errors that have to be overcome for ease of fabrication. High tolerance needs to be maintained in the design for achieving targeted output. Coupling problem, temperature influence, controlling size, and position of holes are critical parameters affecting sensor performance due to the requirement of nanometer precisions scale.



SCOPE OF FUTURE WORK

The focus of this review was to explore the recent advancement of optical MEMS sensors and their application in the biomedical field. Key and important issues with optical MEMS had been identified. Using high sensitive MOEMS sensor for the harsh environment have operational and stability issues. There is always scope for developing sophisticated MOEMS sensing structures by analytical and simulation models to improvise the sensitivity, stability, and printable or packaging issues. Optomechanical sensors with high sensitivity could be developed by considering different mechanical properties, stiffness, the mass of sensing material, etc., thereby increasing response frequency for sensing pressure and displacement. The operational stability of the MOEMS sensor could also be increased by the coating of the sensing layer with different materials. There is always scope to investigate the integration of optical sensing layers with composite and organic materials to make packaging easier. Even though the FBG sensing system has reached commercialisation, the miniaturisation of the FBG system such as interrogator is the requirement of the present scenario to bring compact devices in the market.

❖ Variety of Photonic MEMS sensing systems have been considered in the literature, but minimal sensing system is implemented in biomedical applications due to sophisticated fabrication feasibility.

❖ There is a lot of scope for optimization of photonic MEMS sensing structure for implementation in biomedical applications since most of the photonic MEMS system, apart from optical fibre, is implemented in telecommunication.

❖ Fibre Bragg Grating is a mature technology and has plenty of scope for incorporating in biomedical applications to increase the accuracy, sensitivity, and durability of medical instruments.

❖ Recently published articles show possible future work in terms of design, different experimental conditions for specific applications.

❖ The obstacles to overcome soon include collecting experimental data, fabrication knowledge, and lack of fabrication facility.

❖ Dynamic analysis of each moving mechanical element is necessary before integrating these elements into the optical system to obtain more accurate results.

❖ Design and packaging, testing, sensing, latching, controllability, and reliability are the main challenges in developing optical mems sensors.

❖ Optical MEMS helps accelerate the deployment of different sensing systems in the biomedical field and other structural health monitoring fields.



CONCLUSION

This article reviewed different optical MEMS sensors and their application in the various biomedical fields with future trends and growth. To assist clinicians in knowing about the recent developments under optical MEMS, a clear possible visualisation was provided to implement the same technologies in the biomedical field. This paper has investigated the necessary information about optical MEMS, and its possible applications in the biomedical field have been assembled and discussed in detail. With many research articles under microcantilever-based optical MEMS diaphragm, interferometers under different forms were limited to simulation stages, but still showed possible future improvement towards improvising sensitivity with novel structure with experimental setups. Photonic crystal sensing and optical ring resonators had shown more discussion on developing mathematical modelling and numerical simulations. Structural optimization in terms of material properties, geometrical changes, and possible applications has been considered. Experimental techniques were considered in the field of photonic crystal, ring resonator, and MZI technologies. However, readers who are interested in readings of these photonic technologies would find plenty of unique design properties assigned during the structural optimization. Designers had increased their horizons towards finding new solutions for ease fabrication by simple designs with practical outputs. In the near future, photonic sensing technologies will control, integrate the network, and find real-time measurements in different biosensing applications. From the literature, it was also observed that most biomedical applications discussed here use the non-invasive method of parameter monitoring. There is always a possibility of the improvement of non-invasive clinical diagnosing with the optical sensor. Irrespective of complexity in fabrication, optical MEMS has consistently shown high operation speed, high optical efficiency, optical precision, reliability, readability, and scalability. Significant properties the optical MEMS material should incorporate are high stiffness, high fracture strength, fracture toughness, temperature, and chemical inertness. It was also found that optical coherence tomography major equipment used in biomedical image study. Although researchers had understood optical MEMS and experimented with a different application, implementation of the same in reality has not been possible in many cases due to sophisticated technology, lack of experimental setups, and the requirement of testing its consistency in performance. Since there are various fibre optic FBGs sensors, choosing the appropriate coating material for a suitable application is critical. As per the market survey, it was seen that there will always be an increase in demand for optical MEMS sensors with technical advancement.
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Recent advances in technology have led to the rise of new-age data sources (e.g., Internet of Things (IoT), wearables, social media, and mobile health). IoT is becoming ubiquitous, and data generation is accelerating globally. Other health research domains have used IoT as a data source, but its potential has not been thoroughly explored and utilized systematically in public health surveillance. This article summarizes the existing literature on the use of IoT as a data source for surveillance. It presents the shortcomings of current data sources and how NextGen data sources, including the large-scale applications of IoT, can meet the needs of surveillance. The opportunities and challenges of using these modern data sources in public health surveillance are also explored. These IoT data ecosystems are being generated with minimal effort by the device users and benefit from high granularity, objectivity, and validity. Advances in computing are now bringing IoT-based surveillance into the realm of possibility. The potential advantages of IoT data include high-frequency, high volume, zero effort data collection methods, with a potential to have syndromic surveillance. In contrast, the critical challenges to mainstream this data source within surveillance systems are the huge volume and variety of data, fusing data from multiple devices to produce a unified result, and the lack of multidisciplinary professionals to understand the domain and analyze the domain data accordingly.

Keywords: real-time data, rapid surveillance, data source, big data, innovation


INTRODUCTION

The function of public health systems is to understand and respond to health trends affecting populations (1). This is achieved through public health surveillance, that is, the ongoing collection and analysis of population health indicators. Traditional surveillance data collection can be cumbersome, expensive, and slow, often relying on paper-based and digitally extracted data sources. Social media and crowdsourcing are data sources that can be leveraged for surveillance data (2, 3). Sources like Twitter, Facebook, Google, and Reddit have been successfully used to explore behavior and health outcomes (4–6). These are now being accepted as potential data sources across several health domains (7, 8).

Another promising data source is the increasing number of devices (e.g., smart home monitors, wearables) and the technology to interconnect them. Internet of Things (IoT) technologies have become mainstream within communities and individual households (9). Wearables and sensors can track personalized parameters of healthy living, including sleep, physical activity, and sedentary behavior (10, 11). These devices can provide insights into population health, disease management, and active assisted living services (12, 13). IoT data has several advantages over traditional surveillance data: high volume and frequency of data collection, data triangulation, real-time availability, and minimal acquisition effort.

Existing literature discusses the potential use of the IoT data sources for different purposes within multiple domains including healthcare. Among healthcare domain, area specific application can be seen for pediatric, geriatrics, chronic disease supervision, private health, and fitness management (14, 15), but no single study exists to put together the views to utilize the IoT data with specific emphasis on public health surveillance.

This article summarizes the existing literature on the use of IoT as a data source for surveillance. We discuss the shortcomings of current data sources and how IoT can meet the needs of surveillance. Challenges facing the large-scale application of IoT data to surveillance are also explored.



PUBLIC HEALTH SURVEILLANCE AND CHALLENGES WITH EXISTING DATA SOURCES

Public health recommendations focus on the social determinants of health and health equity (16). Surveillance is the process by which ongoing health data are collected, analyzed, and reported, and it is critical to informing public health services. In 1968, the World Health Organization listed 10 essential data sources for surveillance (17) (Figure 1: Traditional data sources) that at the time relied on paper-based data collection and manual data entry. Surveillance capability has evolved enormously alongside advances in technology. It now includes digital data extracted from several sources (Figure 1: Modern data sources), offering reduced processing time, fewer errors, and reduced lag between data collection and its use.


[image: Figure 1]
FIGURE 1. Conceptual framework of NextGen Public Health Surveillance with Traditional, Modern, and NextGen data sources. Traditional and modern data sources extracted from Declich and Carter (17).


The above said, surveillance data are still often obtained from questionnaire-based surveys online surveys, in-person or telephone-based interviews (18), and such data collection requires enormous resources and funding (19, 20). Data quality can be compromised by declining response rates (18), recall bias (21), and low granularity of the data (22) as in the traditional data collection system, there is a limited number of subjects provide their inputs. Without complete and comprehensive information, the value of the data reduced. For example, fewer subjects with a smaller n, really only impacts the precision of the estimates that come from surveillance. To further explain, the system might not get very precise incidence estimates, which may or may not be a problem depending on the goal of the system. The bigger issue with declining response rates is that they usually do not happen at random and meaning you're a less representative set of results. This is an issue if the factors that lead to making it into surveillance also relate to the issue you are trying to measure with the surveillance system. Current data used for the surveillance have challenges like missing data, under-reporting, inconsistencies, invalid data, illegible handwriting, non-standardization of vocabulary, measurement error, and inappropriate fields (23). Traditional data sources used in surveillance are often delayed. For example, at least 1 year is required for getting a Canadian Community Health Survey (CCHS) update. “Public Health Ontario” in Canada affirms interdependent gaps within surveillance, insufficient data to build comprehensive health indicators (24), and an absence of existing mechanisms to capture some of healthcare's vital components.

Current surveillance relies on both prospective and retrospective data collection, analysis, and reporting (25). The current pandemic has highlighted the essential need for real-time public health surveillance to improve the evidence-based decision-making process (26). Our evolving knowledge about chronic diseases, their risk factors, and management also demands the modernization of surveillance (25). Real-time responses to emerging public health threats require real-time and systematic data collection.



NEXT-GENERATION DATA SOURCES FOR PUBLIC HEALTH SURVEILLANCE

Researchers have attempted to build and analyze health indicators using innovative data sources (27–29). They are exploring the use of smartphones (30), online searches (31), social media (7), wearables (32), ambient sensors (33), electronic health records (EHRs) (27, 34), medical-administrative records (27), and pharmacy sales (28) to broaden the scope of surveillance.

As a source of surveillance data, information technologies are potentially advantageous because their near-universal uptake by a significant portion of the population creates vast quantities and varieties of data (22). For example, wearable data from six billion nights has been used to understand sleep duration, quality, and change in pattern with time (35, 36). Effective use of big data for surveillance requires innovative analytical methods such as data integration (32) and data visualization (28, 37, 38). Big data analytics is becoming mainstream in public health, integrating knowledge and skills from health informatics and biostatistics (39).



THE INTERNET OF THINGS AS A NOVEL DATA SOURCE

The Internet of Things (IoT) is a technological innovation through which devices can communicate with each other in real-time through an internet connection (40). For example, several household devices are interconnected to achieve a common objective, such as monitoring temperature or motion (40). Integrated devices can include different sensors, mobile phones, mobile applications, wearable devices, and Radio-Frequency Identification (RFID) tags (40).

IoT devices have accelerated data collection (13, 41). Connectivity among people, machines, and organizations increases as device availability and affordability improve (22). This increase in connectivity is because of the ease of use of the devices, user-friendly designs, and internet speed. These parameters reduced the time gap within communication, broaden the scope of communication by providing different choice, be it audio visual, text, or hybrid of multiple methods. People can interact with the machines and vice versa, which was not possible earlier due to lack of technological progress. In 2011, the number of interconnected devices overtook the actual number of people globally (42). The potential for data generation is exponential (41). As the IoT data has already been successfully used in multiple setups to monitor individual health outcomes and report on environmental conditions, some of the best use cases has been described below.


Use of IoT Data to Support Individual Health Outcomes

The management of chronic conditions has traditionally relied on patients interacting with their healthcare providers in person. However, patients spend most of their time outside the clinic. IoT monitoring provides an opportunity to collect real-time health information between patient-healthcare provider interactions.

Smart devices, such as wristbands, with IoT technology have been developed to measure individual physiological data, including physical activity (10, 43), sedentary time (44), oxygen saturation (45–47), heart rhythm (45, 46), muscle tremors (48), spinal posture (49), brainwaves (50), sleep (51), diet (52, 53), electrodermal activity monitoring for sympathetic response (44) and oral health care (54). With regards to specialized medical care, IoT technology has been used to cater to the need of cardiovascular (18), cardiopulmonary (18) and ophthalmology (55). With regards to different categories of populations, IoT has been used to help to monitor indicators related to women's health (56), including pregnancy (57), soldiers at the country borders (58), nursing care at the hospitals (59), the elderly population in the long-term-care homes (60), persons with neurological conditions at the rehabilitation center (49), and also for persons with respiratory complaints including asthma (61).

IoT devices have a multipurpose use within the healthcare field, such as their capabilities can range from providing prenatal care to rehabilitation to monitoring seniors or athletes. IoT devices have successfully provided real-time health information on maternal and fetal health between regular appointments (57). By monitoring vital signs using sensors, IoT platforms have been designed to provide people with diabetes with feedback and notifications to mitigate the risk of complications (62–64). Additionally, wearable devices have been used to detect falls and changes in behavioral activity for seniors living independently (65–68). Monitoring systems have also been developed to evaluate sports rehabilitation (69–72). IoT can support individual outcomes by allowing patients to manage their health outside of the clinical setting.



Use of IoT Data to Monitor Environmental Conditions

The IoT can also monitor environmental conditions in areas where we live, work, and play. Monitoring air purification in hospital settings plays a role in mitigating hospital-related infections (73). Monitoring air quality is already used to quantify climate change impact (74) and has the potential to help mitigate its impact in the future (75). IoT has been employed to monitor hospital circulating air volume, ozone concentration, temperature, humidity, and leaked ultraviolet intensity (73). Preventive behavior like hand washing can also be monitored (76). Indicators of healthy outdoor environments, such as water pollution and air quality, have been another target of IoT health research (61, 77, 78).




THE INTERNET OF THINGS IN PUBLIC HEALTH SURVEILLANCE

IoT data has been successfully used in other health domains but has not yet been fully used in public health. In response to the pandemic, the 2020 Riyadh Declaration made several recommendations to address the shortcomings in global public health response systems (79). The Declaration prioritized the need for scalable and sustainable digital health technologies and the adoption of health intelligence (79). There is a growing interest in using IoT data for building public health indicators at various levels (80–82).


Advantages of IoT in Public Health Surveillance

IoT data have the potential to overcome shortcomings of current surveillance. IoT data sources provide high-frequency data with greater usability, and much of the device infrastructure for surveillance is already in place (i.e., smartphones, wearable technologies, internet access). Currently, worldwide more than three billion smartphone users (83), 722 million users of several kinds of wearable devices (84), and more than 1.2 billion smart-home connected devices exist (85). IoT data benefits from essential features like high granularity (22), objectivity (32), and validity (86). These “user-generated data ecosystems” are being generated with minimal effort by the device users and researchers. To date, the monetary cost to participants and researchers is low, suggesting that public health monitoring costs would likewise be minimal (87, 88). Finally, IoT enables near real-time data collection (89). This can significantly reduce the time gap between health events, data collection, reporting, and intervention.

Here we have assessed IoT's current attributes using the framework for evaluating public health surveillance by Groseclose et al. (90), which outlines nine features of surveillance systems to consider (Table 1). As summarized in the table, the major advantages of IoT data sources appear to be high-frequency data collection, the potential to have syndromic surveillance, zero effort data collection method, high volume, and variety of data. The major disadvantages appear to be lack of representativeness within a single data source, private players' involvement as the data owner, the need for a high technological system to store, clean, and analyze the data, and interoperability. In addition to the above points, data privacy concerns of users are a potential disadvantage of acceptance of this technology from the user point of view (81).


Table 1. Analysis of IoT as a data source for public health surveillance, using Groseclose et al. (90)# framework for evaluating public health surveillance.
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Challenges to Using IoT in Public Health Surveillance

The challenge now is how to access and analyze the data being gathered. Some IoT companies create sharable, research-oriented data sources, such as “donate your data” from ecobee, a smart thermostat company in Canada (91). ecobee's smart home products include motion and temperature sensors, and research teams have access to longitudinal data from thousands of households with a data granularity of 5 min intervals.

Other IoT companies publish studies from their own smart devices using artificial intelligence algorithms for population-level measurements. For example, Fitbit wearables recorded sleep data from over six billion nights of its customers' sleep (35), the most prominent sleep dataset ever collected. Similarly, Oura Health used IoT data gathered from their Oura ring, a wearable sensor that tracks key signals from the human body (sleep, heart rate, skin temperature, physical activity), delivering critical insights to help an individual harness their body's potential daily and also to monitor vital health indicators (92).

Another hurdle is the ability to fuse data from multiple devices to produce a unified result. Several research projects have focused on making IoT data fusion viable in the real world by designing computing infrastructure and data fusion techniques (89, 93). Real-time IoT analysis from multiple health monitoring devices may overwhelm current computational capabilities, such as using multiple devices to monitor each football player's physiological indicators during a game (94). A distributed computational framework to handle complex computational needs was developed by Higinio et al. for health surveillance (94). The use of each smart devices' computing capabilities effectively shared advanced health monitoring applications (94).

Regarding technical challenges related to IoT, some of the critical issues are energy optimization, hardware compatibility, security, and data connectivity (95). A recent study by Iwendi et al. in 2020 shows that there are certain highly specialized algorithm such as a “hybrid meta-heuristic algorithm” has the potential to optimize the energy consumption of the sensors related to wireless sensor networks (95).

Aberration detection identifies unusual incidents or information trends with possible significance to clinical or public health (96). Methods for detecting such aberrations have also evolved significantly. Current modeling methods can now analyze individual surveillance data collected from different sources and integrate multiple covariates (97). The algorithms used for signal recognition have improved over the last decade and are now better equipped to utilize advanced informatics to capture surveillance data aberrations (96, 97) accurately.

In 2018, Faverjon C. and Berezowski J. elaborated on IoT data's utility for aberration detection (97, 98). Two studies have shown that user data from wearables (Fitbit and the Oura ring) could detect early signs of COVID-19 infection (99–103). Evidence shows the risk of hospitalization related to COVID-19 can be calculated from self-reported symptoms and predictive physiological signs by combining different health and behavioral data from consumer wearable devices; this may help identify pathological changes weeks before observation using traditional epidemiological monitoring (99, 100). As described in the study using Fitbit wearable, it has the potential to detect almost half of COVID-19 positive cases 24 h before participants reported the onset of symptoms with 70 percent specificity (103). Besides joint effort by multiple countries to develop vaccines and potential drugs to prevent and treat COVID-19, skin-integrated and skin interfaced sensors, positioned at optimal locations of the body, might address the ongoing and critical need for objective, continuous, and sensitive tools to detect COVID-19 symptoms early in the general population (101, 104). A research study highlighted a practical approach for managing epidemics using digital technologies with a roadmap to a rapid and universal diagnostic method for the population level detection of several respiratory infections in advance of symptoms (102). These anomalies could predict future outbreaks (97) and prevent the spread of infectious diseases (105).




NEXTGEN PUBLIC HEALTH SURVEILLANCE

The COVID-19 pandemic has revealed a need to strengthen our public health surveillance and response systems. With the availability of public data and advances in collection and analysis, there is an opportunity to strengthen existing surveillance systems by harnessing complementary data sources like IoT-based data (31).

Figure 1 describes the NextGen surveillance systems' conceptual framework. The first layer describes the sources of public health data. The second layer represents the data architecture. Once the data integration process is completed, data manipulation and analysis can be possible using statistics, machine learning, and deep learning algorithms. This process will help discover new public health indicators and advance our understanding of existing disease risk factors.



CONCLUSION

Current public health surveillance systems have unique challenges in getting the relevant data at the right time and utilizing those data sources for policy-level decision-making. There is a considerable volume of non-traditional data being self-generated by the public through their ubiquitous use of smart devices. Public health has the potential to utilize the real-time, longitudinal data collected through the Internet of Things (IoT) necessary for health surveillance. Advances in computing are now bringing IoT-based surveillance into the realm of possibility. The advantages of IoT data include high-frequency, high volume, zero effort data collection method, with a potential to have syndromic surveillance.
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In Internet of Things (IoT)-based network systems (IoT-net), intrusion detection systems (IDS) play a significant role to maintain patient health records (PHR) in e-healthcare. IoT-net is a massive technology with security threats on the network layer, as it is considered the most common source for communication and data storage platforms. The security of data servers in all sectors (mainly healthcare) has become one of the most crucial challenges for researchers. This paper proposes an approach for effective intrusion detection in the e-healthcare environment to maintain PHR in a safe IoT-net using an adaptive neuro-fuzzy inference system (ANFIS). In the proposed security model, the experiments present a security tool that helps to detect malicious network traffic. The practical implementation of the ANFIS model on the MATLAB framework with testing and training results compares the accuracy rate from the previous research in security.

Keywords: network security, privacy, ANFIS, intrusion detection, IoT based networks


INTRODUCTION

Internet of Things (IoT)-based network systems (IoT-net) are considered as emerging advancements in the field of technology, where cloud network-based servers provide communication, storage, and problem-solving facilities, but these sorts of systems also contain security threats and issues as well (1–4). The network user can access its facility by using an internet source (5). The multiple hardware and software-based environments provide data and information to its end users. Some of the most prominent organizations like Apple, HP, Amazon, IBM, Oracle, Intel, etc., use cloud computing (CC) techniques. CC is based on three-layer models: Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). Similarly, cloud networks are based on four types: private, public, hybrid, and community (6, 7).

In a cloud networking environment, problems in security and authorization are the key risks. Likewise, there are numerous risks which users and network service providers both face. Mainly, security issues arise from the data storage and networking side (8, 9). Many security enhancement-based algorithms have been proposed to make the IoT-net servers secure. Many cryptographic algorithms like RSA, AES, CRT-RSA, DES, blockchain, machine learning, and artificial intelligence-based code have been proposed to enhance security. Homomorphic encryption algorithms (10–12) help to provide better security to detect non-authorization factors. Many machine learning (13) and artificial intelligence-based security algorithms help to provide better data networking with new classification and risk assessment techniques. However, many elements remain unsolved and require more improvement and advancement in areas such as cost management, resource utilization, speed prediction, and security, most importantly.

IoT also plays a magnificent role in the healthcare sector concerning data storage, online systems, software, laboratories, pathology, clinic sessions, etc. Medical patient health records (PHR) are an emerging version of IT and smart healthcare records (5). However, here we encounter problems of data security and privacy of PHR (1, 14–18). To overcome the PHR security issue, many researchers have been working on using blockchain and many other artificial intelligence techniques, which allows clinical expertise, patients, laboratories, and the world to be connected.

One of the most effective artificial intelligence techniques is called the artificial neural inference system (ANFIS), which is the combination of an artificial neural network (ANN) and a fuzzy inference system (FIS). ANFIS is mainly used as a computational model for resolving uncertainties, reasoning, and reducing security threats from networks and cloud servers (1). It helps the systems and servers examine the risk of data and information. ANNs work on the principle of mathematical calculation. The ANFIS model is based on if-then rule statements and crisp values, and the final ANFIS surface model uses result accuracy rate. It uses most of its computational time for data classification and estimation.


Problem Statement

In smart e-healthcare systems, networking servers provide a better intermediary platform for data storage, communication, and many other aspects. The end users (doctors, clinical experts, patients, laboratories) get the opportunity to access the PHR and access the cloud servers. It can be any authorized person. It is essential to detect and classify malicious activities and network traffic. The classification of network traffic and attack type detection helps make the system more secure and detect network intrusion.



Motivation

In this research paper, we discuss the existing security risks in IoT-net-based PHR. We classify these issues in managing risk, end-user risk, organizational risk, privacy risk, and many more. Our main agenda is to propose a less risky cloud network for everyone. We represent the list of shortcomings in existing malicious network traffic, and this will benefit the networking service provider and security handler community to comprehend the security issue.



Contribution

In this research, we try to implement the ANFIS model to detect network attacks on database servers. The main agenda is to detect the unauthorized access of users by using an ANFIS-based intrusion detection system. The proposed security algorithm helps to collect malicious activities or information from network traffic. Based on the if-then rule statement and ANFIS-based data classification which can help detect the intrusion attack, the system can determine if the cloud server has been hit by an intruder or not. If there is an attack, identifying the type of attack helps researchers implement precautionary measures to overcome the loss or block the malicious incoming traffic.



Organization

The rest of the research paper is organized as follows: The section literature review discusses the literature review of the previously proposed security approaches. After that, section proposed methodology discusses the proposed work with the working of ANFIS and the proposed security algorithm along with its method. Similarly, section experimental analysis and results discusses the implementation, results, and discussion. Moreover, lastly, section conclusion discusses the conclusion and future work.




LITERATURE REVIEW

According to previous research (1), healthcare-based networking servers require more security and a safe network architecture to provide confidentiality, integrity, privacy, and authentication to its patients, doctors, and management. The author proposed the ANFIS-based data classifier and security provider tool or model for making cloud servers more secure with a higher accuracy rate and smaller error rate. Detection of security attacks and malicious network traffic is considered as the most topical issue for network security (19–23). Therefore, previous research (24) presented an ANFIS-based security framework for classification of attacks and identifying their type.

In another study (25), the research mainly focuses on the interoperability of the cloud server platform and its reliability. The paper uses the hybrid approach of the squirrel search genetic algorithm with the combination of ANFIS to perform better functionality and remove uncertainties of servers by providing a higher accuracy rate. Also, in a previous work (26), an SDN anomaly detection system was proposed to detect malicious behavior and intrusion attacks using the cloud medium. The detection system identified the trusted edge for data or information sharing and communication. Based on multiple parameters, the implementation of the proposed systems showed better performance results. Here Table 1 represents the ANFIS methodology used for security purposes like in clustering, classification, accuracy, performance evaluation, etc.


Table 1. Recent research on ANFIS and network security issues.
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In many previous kinds of research, the communication between devices and multiple systems can also cause security threats and need efficient and enhanced network capacities during communication. Hence in a previous research (33), the author used 5G and the multiple-input multiple-output (MIMO) concept to enhance the network capacity and area coverage capacity. Similarly, in another paper (19), the author proposed the ANN technique to detect and identify intrusion attacks in android systems.

In a previous study (34), the author dealt with the security factor of the cloud to improve its performance using the AI technique. The proposed approach helped to overcome the flaw of data breaching and non-authorization access on cloud servers. They utilized different labels to restrict access to specific edge limits to ensure accuracy in decision making. It helped the systems to store a large amount of data securely on cloud servers.

In an earlier paper (35), the study presented fuzzy-based detection schemes by various machine learning techniques and data mining algorithms to cope with multiple types of malicious attacks or intrusion. This paper first categorized their contribution in two parts, intrusion and detection, and then used fuzzy techniques for classification and identification. Then they listed the shortcomings and merits of the ID detection based on fuzzy techniques and algorithms.

In another research paper (36), the author presented a detailed survey on anomaly detection schemes and fuzzy inference systems. This paper mainly focused on combining fuzzy inference systems and machine learning algorithms for the intrusion detection process. It summarized the research with the contributions and shed light on the shortcomings and benefits of FIS. Then, finally, it concluded with future findings and issues in the anomaly detection scheme.

CC is the computing solution that allows multiple end users to connect, share, communicate, and store data or information. Fault tolerance is considered the main concern in data reliability. Therefore, in a previous research (37), detailed analysis was presented to detect the nature of the error and proper implementation of the FIS technique to the response. The process of checkpoints was used to check the intensity of the error.

Table 2 represents the methodology used for cloud security based on previous research work.


Table 2. Recent research on network security risks.
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In earlier research (48), a comprehensive review discussed CC and IoT in the healthcare sector including smart systems, smart applications, smart software, smart hospitals, and smart record systems. The study presented the IoT-based smart cloud paradigm in the healthcare sector. Similarly, In an earlier work (49), an ANFIS-based healthcare system was proposed to avoid network security risks. The proposed system and already existing ANFIS-based system were compared to evaluate the performance.

Based on previous work, ANFIS is considered an advanced technique for data evaluation, classification, clustering, increased accuracy rate, and detecting various network or systems attacks or any malicious activities on cloud infrastructure to provide a trustful environment to its end users.



PROPOSED METHODOLOGY

We propose a tuned version of the ANFIS model to detect intrusion attacks in cloud database servers. We mainly focus on identifying the unauthorized access of end users to systems and diagnosing the type of network attack. The proposed security algorithm will help systems to detect malicious activities or irrelevant information from network traffic. The coming subsection will help understand the ANFIS model's working and the proposed technique's flow chart.


Architecture and Working of ANFIS-Based Systems

To study fuzzy rules-based non-linear systems, the fuzzy inference system (FIS) is considered an efficient methodology. Similarly, artificial neural networks (ANNs) work on neurons and the artificial Intelligence technique. So, an artificial neural fuzzy inference system (ANFIS) is the combination of FIS and ANN, which works on the principle of neural networks and follows the efficiency of FIS. ANFIS uses the hybrid Sugeno-type methodology to specify the input parameters. This method trains the membership function based on input parameters to get the trained dataset. ANFIS is also known for its the parameters which can validate the model. ANFIS is based on a multiple layer architecture, where every layer keeps forwarding the input parameters for continuous working. More detail about the architecture and working of the ANFIS architecture is presented in Figure 1.


[image: Figure 1]
FIGURE 1. Five layer-based working of the ANFIS architecture.


The architecture of the ANFIS methodology almost resembles that of the Sugeno-type model, as shown in Figure 1. The model-based rule sets are as follow:

• If x is A_1 and y is B_1 then f_1 = p_1 x + q_1 y + r_1

• If x is A_2 and y is B_2 then f_2 = p_2 x + q_2 y + r_2

The working of each layer is explained with mathematical equations as listed below: Layer 1 shows the input parameters and fuzzification, where Ni (N is node) is adaptive to N func (func is function), as represented in Equations 1 and 2.

[image: image]
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Layer 2 shows the fuzzy rule generation phase, where every N computes and sets rules by the multiplication process, as represented in Equation 3.

[image: image]

Layer 3 shows the normalization phase, where every neuron is normalized based on the effect of the fuzzy rule sets, as represented in Equation 4.

[image: image]

Layer 4 shows the implication phase, where every input value is set as an input parameter, as represented in Equation 5.

[image: image]

Layer 5 shows the final result or output of the complete process, where the sum of the input values are computed, as represented in Equation 6.

[image: image]

Figure 2 shows the ANFIS-based controller, which helps the systems detect attacks (ANFIS-C). The controller helps to detect the type of attack based on input parameters and membership function. Through the learning process, ANFIS-C adjusts the initial and processed parameters. The least-square method is used here to obtain hybrid propagation. The ANFIS-C alters the initial and processed parameters based on the error rate (here, error rate is calculated with a difference of two output values before processing and after ANFIS-C).


[image: Figure 2]
FIGURE 2. The controller architecture of the ANFIS technique (ANFIS-C).


Figure 3 shows the working of the ANFIS-based intelligence system. The initial step involves loading input parameters, and the ANFIS-based classifier evaluates the functions and detects the error rate, intelligence method, and other learning attributes. After that, the training phase defines the initial and processed membership function along with its parameters. Then, after passing from the testing phase, it sets rules and defines membership functions. At last, the ANFIS-based system stores processed parameters and processed attributes.


[image: Figure 3]
FIGURE 3. Flow chart of ANFIS-based system.





EXPERIMENTAL ANALYSIS AND RESULTS

The ANFIS model is used to detect the type of attack based on rule viewer, membership function, and surface viewer. For the practical implementation of the ANFIS model, we use the MATLAB framework for experiments and results. We use dataset pf KDDcup 99 for intrusion detection. This dataset consists of 41 features of the network and five network types of intrusions. The network is observed for around 7 weeks to collate more accurate and precise data. We use an ANFIS-based classifier for detection purposes. The basic structure and features of the ANFIS model in PHR network attacks can be examined. In Table 3 input parameters and membership functions are discussed.


Table 3. Input/Output parameters and membership functions.
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Similarly, Figure 4 shows the five input parameters (based on attacks type): normal, probe, DoS, U2R, and R2L.


[image: Figure 4]
FIGURE 4. Input parameters.


On the basis of input parameters, membership function is defined using the Sugeno-type ANFIS function in Figure 5. More than 140 rules are generated to generate the desired output value in the form of attack type. After selecting various combinations of input parameters, various rules are generated to get the results.


[image: Figure 5]
FIGURE 5. Set of rules based on membership functions.


Figure 6 shows the 3D surface views of all attributes. In section (Figure 6A), for attack type the x-axis displays “normal” and the y-axis shows “probe”; then in section (Figure 6B), the x-axis presents “probe” and the y-axis shows “normal”; in section (Figure 6C), the x-axis shows “U2R” and the y-axis shows “normal”; then in section (Figure 6D), the x-axis displays “DoS” and the y-axis presents “normal”; and lastly in section (Figure 6E), the x-axis displays “R2L” and the y-axis shows “normal.” The surface view shows the comparison of multiple attack type attributes. As the KDD99cup dataset consists of many types of network attacks. In our research, we choose five types of attacks based on their repetition. Moreover, the surface viewer helps predict the accuracy rate in classification and detection based on a rule (which is created by using the membership function).


[image: Figure 6]
FIGURE 6. (A–E) Set of rules based on membership functions.


Similarly, after defining rule sets, the structure of the proposed ANFIS-based model is established, as can be seen in Figure 7. In the final structure, after multiple input values, around 140 sets of rules are generated which leads toward the final output value, which indicates the type of intrusion attack.


[image: Figure 7]
FIGURE 7. Proposed ANFIS model.


Figure 8 represents the training results of the KDDcup 99 datasets collected from the Kaggle website for network intrusion detection based on ANFIS. The training model contains five input values and generates a single output. The training model shows the increasing flow of accuracy rate.


[image: Figure 8]
FIGURE 8. Training results of the KDDcup 99 dataset. (A) On x-axis “normal”. (B) On x-axis “probe”. (C) On x-axis “U2R”. (D) On x-axis “DoS”. (E) On x-axis “R2L”.


Finally, Table 4 shows the detailed statistical result of the KDDcup 99 datasets. The selected classes for testing and training are normal, probe, DoS, R2L, and U2R.


Table 4. Testing and training results from the KDDcup 99 datasets.
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The final result generated by the ANFIS model is either linear or non-linear. Therefore, the Sugeno-type ANFIS model helps to obtain a single output. The results show that the PHR in the healthcare system require an ANFIS-type framework to detect and prevent network attacks and maintain secrecy and a trustful environment for patients, doctors, laboratories, and all other interlinked sectors.


Comparison of Experimented FIS and ANFIS Model Decision-Making

Table 5 shows the performance comparison of the FIS and ANFIS models for better decision-making in network intrusion detection to make e-healthcare (PHR) more secure. The FIS model has been selected to conduct another experiment to show the comparison of the results of FIS and ANFIS based on performance. The mentioned table helps to evaluate the performance of both models. Other than selecting already proposed solutions, we train the FIS model on the same datasets to obtain results. The computed MSE value for FIS is 0.0183 and 0.0123 for ANFIS, the NMSE value is 0.3185 for FIS and 0.2650 for ANFIS, the MAE value is 0.1170 for FIS and 0.0747 for ANFIS, the error value (for minimum observation) is 0.0110 for FIS and 0.0021 for ANFIS, the error value (for maximum observation) is 0.1279 for FIS and 0.1706 for ANFIS, and then finally the R-value is 0.6133 for FIS and 0.7336 for ANFIS. Based on the performance results and output values, ANFIS is considered a more efficient model for efficient decision-making in e-healthcare systems.


Table 5. Comparison of FIS and ANFIS models.
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CONCLUSION

Security of network systems in all sectors has become one of the most crucial challenges for researchers. In smart e-healthcare systems, cloud servers provide a better intermediary platform for data storage, communication, and many other aspects. The end users (doctors, clinical experts, patients, laboratories) get the opportunity to access PHR and access the networking database servers. It can be any authorized person. It is essential to detect and classify malicious activities and network traffic. This research paper proposed ANFIS for effective intrusion detection in healthcare networks to maintain a patient record. The main agenda is to detect the unauthorized access of users by using an ANFIS-based intrusion detection system. The proposed security algorithm helps to collect malicious activities or information from network traffic. Based on the if-then rule statement and ANFIS-based data classification that helps to detect the intrusion attack, it can determine whether the networking database server was hit by an intruder or not. If the system identifies the type of attack, this can help researchers put precautionary measures into place to overcome the loss or block the malicious incoming traffic.
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COVID-19 (SARS-CoV-2) was declared as a global pandemic by the World Health Organization (WHO) in February 2020. This led to previously unforeseen measures that aimed to curb its spread, such as the lockdown of cities, districts, and international travel. Various researchers and institutions have focused on multidimensional opportunities and solutions in encountering the COVID-19 pandemic. This study focuses on mental health and sentiment validations caused by the global lockdowns across the countries, resulting in a mental disability among individuals. This paper discusses a technique for identifying the mental state of an individual by sentiment analysis of feelings such as anxiety, depression, and loneliness caused by isolation and pauses to the normal chains of operations in daily life. The research uses a Neural Network (NN) to resolve and extract patterns and validate threshold trained datasets for decision making. This technique was used to validate 2,173 global speech samples, and the resulting accuracy of mental state and sentiments are identified with 93.5% accuracy in classifying the behavioral patterns of patients suffering from COVID-19 and pandemic-influenced depression.

Keywords: sentiment extraction, speech signal processing, COVID-19, mental depression, neural network


INTRODUCTION

The world is at present facing an uncertain time due to the global pandemic caused by Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), also known as COVID-19. The pandemic has forced nations to exercise lockdown as a preventive measure to slow the spread of the virus. The pandemic has resulted in economic failure and disruptions in the supply chain all over the world. There was a race for a vaccine among modern drug and research organizations. The pandemic has caused major adverse effects such as mental depression, isolation, anxiety, and loneliness besides respiratory disorders and aligned symptoms. Depression and other mental health issues have been caused by lockdown and restrictions in travel and work, with a new normal social life now conducted via technological platforms.

The pandemic has bought a sense of maturity and adverse implications concerning psychosocial behaviors and mental health implications such as depression, anxiety, and loneliness. In this research, a systematic evaluation was conducted on the behavior of users based on speech signals, which were recorded using a machine learning technique to extract keywords and classify data using sentimental analysis techniques (1). The research in this article also focuses on identifying the user's mental state via the speech signals recorded over technological platforms used for virtual meetings and other gatherings (2). The research aims to provide schematic evaluation and validation approaches and classify patients based on medical conditions.



LITERATURE SURVEY

The global pandemic situation under COVID-19 has left traces of various adverse effects on people, which are the result of isolation, lockdown, mental health destabilization, and much more. The authors Singh et al. (3) and Naik et al. (4) have discussed the impact caused by COVID-19 and lockdown on the younger generation, focussing on children's behavior and reactions to the new normal. The study shows the overall implications of isolation on children and adolescents. Pfefferbaum and North (5) have discussed the impact and relationship of mental stress caused due to the global pandemic situation, with detailed insights into public health emergencies and the influence of the pandemic on looming health conditions. Furthermore, a discussion on the challenges faced by health care workers (HCW) and their state of mental stress is documented by Spoorthy et al. (6). The HCWs are frontline attributes and hence require assistance in evaluating and validating mental health via the main mode of communication now used, i.e., speech signals through digital media platforms and applications and a similar discussion is highlighted in other studies (7, 8).

Some studies are focused on the terms of technological solutions for the mental distress caused by the pandemic. These solutions have outlined the use of a telemedicine approach for reaching the maximum and remote population of a developing country like India. A study by Ahmed et al. (9) discussed Multidimensional Optimal Medical Dataset processing under a telemedicine channel. These MooM datasets include a signal processing unit for a standardized approach and can be used for intimated processing in the proposed study, with a supported algorithm from (10). The method of detecting and validating speech signals is also proposed in this article, based on the influence of telemedicine approaches with a numerical clustering validation by (11) and (12).

The latest findings in the survey are recorded with real-time datasets as discussed in (4). This approach aims to validate treatment and handling, focusing on pandemic control and coordination. The prediction and modeling of the pandemic are discussed by Iwendi et al. (13) and Ngabod et al. (14), who propose a technique for classifying pandemic growth in smart cities. Under the process processing state, this dedicated networking model can be utilized, as discussed by Ahmed et al., under a dynamic user cluster grouping approach (15–17). These developments have provided a reliable solution for handling pandemic data using text mining and decision support. The classification of Covid-19 studies and surveys are reported and validated by (18, 19).



METHODOLOGY

The proposed methodology aims to focus on the detection and validation of speech signals via a depression and mental disorder identification based on speech signal processing using a neural network (NN). The process is defined using mass datasets from 2,173 speech samples, as discussed in the architecture model in Figure 1. The agenda of the proposed technique is to restore a correlation with trained datasets in extracting and evaluating the samples of speech and classifying on demand. These speech signals are interdependent and have a higher order of distinction in recovering and validating the sample of COVID-19 patients' mental stability and sentiments (20).


[image: Figure 1]
FIGURE 1. Architectural diagram of the proposed technique toward decision making in speech signals.


The processing datasets are computed in a centralized database with user-to-user interface coordination, thereby generating a pool of databases consisting of raw and unprocessed data from the users. The process is initiated with data alignment and pre-processing techniques, as discussed in the mathematical modeling of the proposed technique. The process is designed with a trained database of the speech signals with a heap address of thresholds relating to global attributes such as country, location, gender, age, and professional practice.

The trained datasets provide the threshold process for the extracted attributes of the user input signals. The process is designed with a comparative validation model to assure the process execution, as demonstrated in Figure 2. The comparative model evaluates the detailed execution process, such as the pattern extraction and clustering of signal samples in the form of JPEG intermediate files and a dedicated intermediate database, generating a cluster pool for segregation of samples based on ROI as demonstrated in Figure 3. This results in a threshold value comparison and thus provides a single decision and classification of the user's mental condition.


[image: Figure 2]
FIGURE 2. Comparative model for validating speech signals in distress detection.



[image: Figure 3]
FIGURE 3. ROI on floating speech samples of multi-users.




MATHEMATICAL REPRESENTATION

The computation of the speech signals and detection of mental stress is achieved under the processed instruction architecture, as demonstrated in Figure 1. The process aims to validate the signals into coordination datasets with a synchronization approach of proving learning and pooling clusters of similar patterns, as demonstrated in Figure 3. The mathematical approach is discussed in this section.


Attribute Extraction and Dependencies Validation

Consider a dataset (D) with a raw calibrated ecosystem of attributes (A) where each of attributes A={A1,A2,A3,……,An} such that each attribute (Ai) resembles the paradigm of operation, as in Equation (1).

[image: image]

Where, each of the ith attributes, has a correlated paradigm of operation and process extraction. Thus, the extracted attributes (Ae) are as shown in Equation (2).

[image: image]

Where the extracted attribute (Ae) is processed over the raw attributes set, in extracting the most relevant threshold attributes such as the peak frequency of a word or a repeated phrase of a sentence with a dilution of ΔDz and mapping with ΔT as a threshold paradigm in validating all processing attributes (Ae) in the speech signal.



Segmentation of Samples

Samples are primarily divided into extracted attributes (Ae) sets, such that each of the attribute Region of Interest (ROI) is highlighted and marked in the entire speech signal, as shown in Figure 3.

Consider the segmentation (S) of the overall input signal (speech signal) with a highlighted extracted attribute (Ae). On consideration, each attribute in the signal has an occupancy time (Δt) in operating, and thus, a reflective ratio of division is processed based on CNN's evaluation paradigms.

The signal (S) of an independent sample (Si) tends to occur in ROI in an independent location of the time matrix (Δt). Hence, the segmentation of signal (S) is as shown in Equation (4).

[image: image]
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Where each signal strength is measured in ΔR with a signal time Δt, for all regional attributes extraction; hence, for segmentation to be processed completely, the schematics of each attribute signal strength (ΔR) is then computed with an exhausted peak of ROI from the signal as shown in Figure 3.



Pattern Extraction and Schema Alignment of Datasets

The process of pattern extraction is calibrated with the internally divided segments of datasets. These datasets are processed with a frequency (f) such that the internal segments (S)= {S1,S2,S3,…….,Sn} has calibrated frequencies (f)={f1,f2,f3,……,fn}. Thus, the inter-correlated frequencies can be defined and associated as (Sf)={Sf1,Sf2,Sf3,……,Sfn}.

The process of pattern with speech signals is internally correlated to the amplitude of the signal (amp). Where it is represented as famp ={famp1,famp2,famp3,…..,fampn}. The amplitude of each frequency feature can be represented and extracted as shown in Equation (5).

[image: image]

Where each signal pattern (Sn) represents the overall coordination in speech signals, and the ‘' represents band filters of the speech signal with a coefficient of amplitude and frequency. On extraction of patterns from those correlated in Equation (5), the frequency patterns can be sorted by independent bandwidth as shown in Equation (6).

[image: image]
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The ‘Pi' on Equation 7 is the pattern of repeated learning from the CNN framework. The internal arrangements can be represented as the frequency (f) under the operation of amplitude, (mode) is represented as famp, further graded into the Gaussian constant (G). The process in Equation (7) is then concluded, as shown in Equation (8).
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Thus, Equation (10) represents the coordinates of the pattern extracted and validated for the pattern with respect to a segment (Si). Thus, on summarisation, the representation can be as P = {P1,P2,P3,….,Pn} co-related to coordination of segment as Sp={Sp1,Sp2,Sp3,……,Spn}, where ‘n' is the last segment of given input signal.



Clustering and Classification of Datasets

Equation (10) retrieves the pattern of individual segments, and thus the coefficient of such segments are summarized and represented in Sp={Sp1,Sp2,Sp3,……,Spn}. Hence the clustering is shown in Figure 4.


[image: Figure 4]
FIGURE 4. Cluster representation of extracted patterns.


The cluster (C) is retained from a group of values and its corresponding coefficients for the value re-compensation. The clusters are internally evaluated with the focus of associating.

[image: image]

Where each cluster (Ci) is validated with a corresponding pattern coefficient and a threshold value (ΔT). The internal Threshold value (ΔT) is validated and evaluated. In summary, the clusters (C) = {C1,C2,C3,…..,Cn}. These clusters have an association of common patterns, for example, represented as {(Ci∩ Cj) ∩ Ck}, and these associations are subjected to attribute validation, as shown in Figure 4.



Threshold Validation and Decision Making

The clusters and classification of speech signals using clusters are validated and approved for processing into decision making. The decision-making approach is termed with a threshold value consultation, i.e., the overall technique extracts the validated pattern coefficient and thereby synchronizes it with a relatively more and likely approach of matching and schema validation. The proposed approach typically validates the decision of signal segmentation using the threshold value toward segregating the dataset of speech signals based on emotions. These emotion-based evaluations are rather computational, and hence a most likely decision is processed.




RESULTS AND DISCUSSIONS

The proposed technique has successfully retrieved the signal attributes and the prediction ratio for evaluation. The input signals from the users via a remote connecting platform are uploaded to a centralized database in a cloud computing ecosystem using AWS-sponsored services. The datasets are processed and validated according to a multidimensional approach.

The variation of predicting the sentiments is based on the information designed and developed via clustering datasets. The prediction ratio is summarized in Figures 5, 6, respectively, with a comparative evaluation from previous systems. Table 1 shows the parameters related to the mental stress and paradigms to provide decision support. The table highlights the evaluation parameters such as the occurrence delay of a keyword in clustering, as shown in Equation (11). The supported approach thus classifies the pattern of these keyword occurrence sequences for decision making.


[image: Figure 5]
FIGURE 5. Performance computation of proposed technique on independent parameters.



[image: Figure 6]
FIGURE 6. Outcome evaluation of proposed technique.



Table 1. Decision support and evaluation parameters.

[image: Table 1]

The results of data/signal processing and decision-making are shown in Table 2. The results show promising outcomes in proving a precision of 90% and higher in various users across the language and location. The results of processing a single sample are included in Table 3. The processing signal magnitude and the power spectrum computation demonstrate a higher order of signal clarity in analysis and validation.


Table 2. Performance matrix for speech signal in mental distress validation.

[image: Table 2]


Table 3. Signal processing and analysis appendix.

[image: Table 3]



CONCLUSION

The technique proposed in the present study uses neural networking terminology to learn and develop a pool of clusters and patterns to provide a systematic and reliable decision to categorize speech signals. The processing system is based on open database processing to validate the mental health conditions of users during the ongoing isolation and lockdowns caused by the COVID-19 pandemic. The results show a promising outcome with a precision of 90% and higher accuracy across various users. The approach has a projected accuracy of 93.5% under the open validation platform on a computational evaluation. The proposed technique could be included in classifying and categorizing patients' behavior in future, with supervised approaches to keyword extraction and classification in dynamic signals.
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The exponential growth of social media users has changed the dynamics of retrieving the potential information from user-generated content and transformed the paradigm of information-retrieval mechanism with the novel developments on the concept of “web of data”. In this regard, our proposed Ontology-Based Sentiment Analysis provides two novel approaches: First, the emotion extraction on tweets related to COVID-19 is carried out by a well-formed taxonomy that comprises possible emotional concepts with fine-grained properties and polarized values. Second, the potential entities present in the tweet can be analyzed for semantic associativity. The extraction of emotions can be performed in two cases: (i) words directly associated with the emotional concepts present in the taxonomy and (ii) words indirectly present in the emotional concepts. Though the latter case is very challenging in processing the tweets to find the hidden patterns and extract the meaningful facts associated with it, our proposed work is able to extract and detect almost 81% of true positives and considerably able to detect the false negatives. Finally, the proposed approach's superior performance is witnessed from its comparison with other peer-level approaches.
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INTRODUCTION

Emotion Analysis helps us to understand and to retrieve the potential emotional information from any user-generated content. The user-generated content can be text, images, animations, videos, scan images, etc. But the text is predominantly used due to the emergence of social media platforms and other sources as well. Extracting emotions from the text document is a challenging task as it covers a wide range of ambiguities and anomalies that persist over the text content. Emotion Analysis has been categorized into different models, such as the corpus-based model, appraisal-based model, and knowledge-based model. The lexical affinity of a word or a phrase is determined based on the probability of emotion attached to each term and the cognitive factor will be inclusively considered for evaluation. For example, the term, “eager” takes a high probability score against “curious” than “willing.” To shun these difficulties, an ontology-based analysis has been used predominantly to disambiguate the terms and to yield a high precision score for the emotional terms.

At first, the term, ontology was inhibited from psychology but it started making its footprint in computer science from the year 1980s. Ontology-based emotion extraction on text documents has been a research focus for many applications and it has gained huge momentum in recent years (1–3). As human beings always use natural language to represent the domain of the specific text document, the ontologies have been using formal language representations to describe the domains of the input document. The use of ontologies has been widely applied in many research areas, such as artificial intelligence, entity extraction, Semantic Web, collaborative software development, and many more (4, 5). Ontologies provide huge benefits, such as conceptualization, reusability, sharing of the resources, and coreferencing the terms. It is indeed a cost-effective process for dealing with text analysis and is very robust for many application areas as mentioned above. Many research works have been implemented with ontologies to remove the ambiguity that persists in the textual content. A structure that provides a formal description of a standard representation of real-world concepts can improve the understanding of these concepts. COVID-19 is the disease caused by SARS-CoV-2, the coronavirus that emerged in December 2019 (6–11). The lack of existing studies allows us to explore this ontology-based emotion extraction on COVID-19 datasets.

The conventional Sentiment Analysis is normally applied to the text to determine whether the given text expresses a positive sentiment or a negative sentiment. Generally, the Sentiment Analysis has been carried out for knowing the feedback or the opinion of the customers about the products they had purchased. In particular, the following two Sentiment Analysis approaches were usually performed to get the sentiment score of the text documents: lexicon-based approach and machine learning-based approach. The first approach segments the text into appropriate morphological lexicons and then extracts the opinion words which are usually expressed either positive or negative. A dedicated dictionary that has been established for opinion words is called a lexicon dictionary and mapping of the opinion words on the lexicon-based approach has been done based on this lexicon dictionary. But in this case, tweets are not considered because of the underlying fact that tweets are within 140/280 characters and normally, words in a tweet are condensed into canonical forms due to their limited length. The machine learning-based approach has now gained huge momentum for many research activities and in that case, a specialized sentiment classifier has been trained for the textual corpus to predict the polarity of the text. Typically, the sentiment classifier has trained the model based on bigram or n-gram textual representation and classifies the text into the respective sentiment scores. The major drawback of this approach is the manual labeling of the training datasets and it has not been worked out well for tweets or any short messages.

The ontology-based approach proposed by Ali et al. (12) indicates that the sentiment score has not been made possible based on the emotional polarity but on the accuracy score obtained from the ontology. The ontology-based model helps to extract the emotions from the tweets based on the factors, such as concepts, the relationship between the concepts, characteristics of individual concepts, and external source document support for disambiguation. In this connection, Semantic Web technologies have been used to construct the ontology for extracting the emotions from the text documents and allow for sharing and reusing of the potential data for various applications. Resource description framework (RDF) is used to identify the resources by Uniform Resource Identifier (URI), and Resource description framework schema (RDFS) helps to organize and formulate the content in the machine-understandable format. The SPARQL query is used to fetch the disambiguous results from the RDFS graph. Therefore, we proposed the novel approach to segment the tweets into appropriate morphological textual representations and to train the classifier to distinguish the polarity of tweets using Semantic Web technologies and natural language processing (NLP) toolkits.

The primary objective of this research work is to quantify the efficient classification of the extracted emotional entities from tweets using the proposed emotional ontology. Following are the outlined objectives of the proposed work:

• The domain entities have been classified with appropriate upper ontology classes and it measures the correctness concerning the metrics given in the Emotion Ontology.

• Selecting and quantifying some of the general domain emotional entities from the tweets that have significant relevance in the upper ontological class of Emotion Ontology.

• Determining the word embedding and taxonomy-based similarity measures for the extracted emotional entities.

• Generating relevant descriptions for those extracted emotional entities and assigning the relevance score based on the results obtained from the SPARQL query.

The rest of the paper is organized as follows: Section Related Works summarizes the existing works based on semantic similarity measures, ontological features, emotion analysis, and sentiment analysis of social media content. Section Proposed Approach for Ontology Creation highlights the important features of Domain Ontology and semantic enrichment of entity categorization. Section Utilization of Emotion Ontology describes the core aspects of designing the semantic-based emotion ontology and taxonomy-based entity classification and disambiguation. Besides, it also explains the importance of ontology modularization for partitioning the large-scale ontologies into some self-contained modules. Section Conclusion delineates the polarity calculation and determines the performance of emotion ontology for the fine-grained measures.



RELATED WORKS

Extracting emotions from the documents is a tedious task as it involves a wide range of subjects, such as psychology, anthropology, society, and biology. In psychology, emotion is defined as the study of different orientations of human beings and the theories of emotions have been represented using cognitive psychology. Even though many cognitive models had been evolved to denote the emotions incurred in the documents, the most widely implemented affective computing models are dimensional (13), categorical, (14), and appraisal (15). Lang (13) has extensively studied and analyzed the expressions of emotions for effective detection and categorization. He had classified the emotions into three vital categories, namely, subjective emotions, behavioral emotions, and psychophysiological emotions. The subjective emotions were classified based on perceived emotions vented by the user. The behavioral emotions were distinguished by facial, gestural, and speech paralinguistic attributes. The psychophysiological emotions were identified by the heart rate, electroencephalographic results, galvanic skin values, etc.

Later, Lacy (16) had delineated the behavioral models with emotional processes and the methods required to indicate the various stages of emotions are represented by cognitive psychology. They further analyzed the emotional processes very deeply and came out with three critical parameters, to access the behavioral model, such as emotion itself, emotional context, and multimodal behaviors. The study added that time-of-event is a critical factor for representing the emotional context. On the contrary, Baldauf et al. (17) had proposed a novel model in which they assessed the behavioral model in terms of location, time, the person involved, the state of the person at the time of the event, societal activity, and instruments or devices used. These parameters were used for emotional context and augmented the emotional credibility for research analysis.

Later et al. (18) have extended the sentiment analysis of Twitter streams by computational frameworks and analyzed the emotions expressed in Twitter streams by certain questionnaires. The answers pertaining to the questionnaires were later analyzed by the popular probabilistic topic model, latent Dirichlet allocation (LDA) algorithms that effectively disambiguated the ambiguous emotions present in the tweets. Their work highlighted the various factors of emotion discovery shifted among various users' conversations on Twitter.

The emergency of social media has created a huge opportunity for social users to interact and discuss a wide range of topics prevalently happening around the world. These discussions paved the way for analyzing the significant interest of the social media users over the topics and performing sentiment analysis, such as emotion detection and recent opinion mining. According to Ren and Hong (19), emotion analysis had been widely implied in various domains, such as e-mail content, novels, online news content, blogs, dashboards, and other social media content. Researchers, such as Oliveira et al. (20) and Ren et al. (21) have studied the consumers' views on many online products and their purchases and later predict the growth of stock markets. They forecasted the growth of stock markets based on discussions that happen on Twitter and followed the lexical heuristic approach to filter out the basic emotional values presented in the tweets.

The researchers, Baldoni et al. (22) and Dey et al. (23) have implemented the emotion extraction process first by n-ary relations. The complex relations were factorized into some set of binary relations and the potential named entities were extracted from the text. Extracting potential named entities from the text is a complex task and it requires a well-equipped classifier to identify and distinguish the potential entities from the text. So, the classifier has been well trained to suit the needs of the entity extraction and in this case, the learning approach techniques have been used and in particular, the maximum entropy model has been followed for entity extraction. Once the potential named entities have been identified, the complex relationship between the entities has been reconstructed using a simple directed graph. The three significant approaches followed before the emotional analysis processes include (i) rule-based approach, (ii) learning approach (maximum entropy), and (iii) graph-based approach.

Earlier, open information extraction (OIE) has gained huge momentum in extracting the entities and relation sets from the documents. OIE is a full-fledged extraction framework Daniel et al. (24) for both structured and semi-structured documents. OIE enables the extraction process in place of DBpedia and LinkedGeo data for effective entity detection and categorization. Further, it paves way for entity triple formation using the Semantic Web technologies, such as RDF/RDFS and Web Ontology Language (OWL).

Most of the semantic similarity measures attempt to emulate the human ability to evaluate the level of relativeness between the words according to their semantic evidence. According to Madani et al. (25), semantic measures assess the quality of the semantic associations between the words, as indicated by the investigation of semantic proxies (words, senses). For instance, a semantic similarity measure would not think about the two ideas “sloth” and “monkey” to be comparative, regardless of whether the vast majority think sloths to be monkeys. Given that semantic estimates target contrasting things concurring with their significance caught from semantic proof Mozafari et al. (26), it is hard to additionally characterize the thought of semantic measures without characterizing the ideas of meaning and semantics. Likewise, the two ideas, “tea” and “cup” are in this way exceptionally related despite the way that they are not comparable: the idea, “tea” alludes to a drink, and the idea, “cup” alludes to a vessel. In this manner, the two ideas share not many of their constitutive properties. This features a potential understanding of the idea of semantic similarity, which can be comprehended in terms of replacement, i.e., assessing the suggestion to substitute the analyzed components: Tea by Coffee or Tea by Cup. In fact, word-to-word semantic similarity is sometimes assessed not just considering (close) synonymy, or the lexical relations which can be considered as comparable to the ordered connections for words, e.g., hyponymy and hypernym.

Table 1 highlights the performances laid out on semantic similarity measures of different domains.


Table 1. Highlights of semantic similarity measures and dataset assignments.
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PROPOSED APPROACH FOR ONTOLOGY CREATION

At first, the proposed approach deals with the creation of Domain Ontology for the bio-medical-related subjects to provide an accurate sentiment score for the opinion words present in the COVID-19 tweets. Here, the use of Semantic Web technologies gains a tremendous prospect to create Domain Ontology for the specific subjects, and further, the opinion words from the subject have been enlisted for the ontology with appropriate properties and literals. The Domain Ontology plays a seminal role in supplementing the feature extraction process to yield the precise sentiment score for the COVID-19-related tweets and increase the accuracy rate of the results. The proposed system is divided into two crucial phases. (i) Creation of Domain Ontology for the selective subject and (ii) feature extraction of opinion words included in the Domain Ontology. Figure 1 illustrates the proposed architecture for emotions extracted from the tweets.


[image: Figure 1]
FIGURE 1. Proposed architecture for emotion extraction from Tweets.



Creating the Domain Ontology

Normally, the Domain Ontology can be created either by utilizing the existing off-the-shelf ontologies or developing the ontologies based on the suitable requirements. There were many off-the-shelf ontology resources available for specific domains in the Semantic Web Forums that paved a way for the researchers to utilize these resources to map the properties of the ontology and opinion words (34). Many software solutions have been completely dedicated for knowledge-based entity extraction and deployed further with the extraction of context-specific ontology/structured terminologies, such as the disease ontology (DO), unified medical language system (UMLS), WordNet, Medical Subject Headings (MeSH), Gene Ontology, etc. To support the OWL, the standard RDF grammar has been designed with stipulated functionality (31). These ontological frameworks (28) can be used to define the terms and entities generically. In Table 2, we have given the name of the tools used for ontological design, supporting formats, libraries, command-line interface (CLI), and source code library (LIB). As the ontological frameworks support the programming languages, such as JAVA and PYTHON, the semantic similarity measure can be taken into consideration for some pair of concepts (P) or some association between the groups of concepts (G).


Table 2. Semantic tools and ontology design for CLI and LIB.
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Formal Concept Analysis for Ontology Creation

Formal concept analysis (FCA) is a mathematical model that has been mostly applied in knowledge representation and information extraction. The sole objective of FCA is to pave the way for creating the Domain Ontology by a step-by-step approach and by considering all the ambiguities that persist on the properties of the Domain Ontology. With the advent of recent Semantic Web Technologies, the OWL helps to derive the potential objects and their properties and establish the Domain Ontology for accurate knowledge representation.


Basic Elements of FCA in Domain Ontology

The fundamental building block in FCA is the concept that can be derived from two valuable sets: Extension and Intention. The Extension is a set of objects collected for the Domain Ontology in considering the potential opinion words listed for the specific subjects. The set of objects has been chosen based on some grounding rules formulated for creating the ontology. The Intention is a set of attributes for every selected object and each attribute has some inherent properties and literals to represent in the hierarchy of domain levels. Every object that represents the concept has its attributes in the intention and likewise, each attribute linked to the concept of the Domain Ontology can be further shared with all the other objects of the Extension. This mutual connection that exists between the objects and attributes is described through the mathematical representation called Formal Context. A Formal Context is a triple that can be represented as K (O, A, I). Here O is a collection of objects for the Domain Ontology, A is the collection of potential attributes of the objects, and I is a binary correlation that exists between the objects and attributes; I ⊆ O × A, where (o, a) ∈ I (i.e., “object o has to attribute a”).




Method of Ontology Learning

Ontology Learning or ontology acquisition is the inbuilt process of automatically inheriting the concepts and their associated properties from the other ontology resources or datasets (1). This capability has helped the researchers to save time and customize their Domain Ontology as per their requirements. In this study, we have used OntoGen, a semi-automatic ontology editor that reduces the overall deploying time of the ontology, as well as the complexity, which persists over the hierarchy of the ontology. In nutshell, this editor helps resolve the conflict between the ontology editors and domain experts because both do not hold the required ontology-engineering skills. That is, OntoGen is an interactive editor that can help the domain experts to accept or reject the concepts or objects, or properties of the ontology, based on their requirements, and suggests the appropriate concepts and relations to the ontology. The manual adjustments of assigning instances to the concepts can be done at any level of the ontology hierarchy and thereby reduce the complexity of the overall ontology representation.



Semantics Entailment

The domain ontology has been created via FCA and Ontology Learning and it enriched the taxonomy of a set of concepts and its potential attributes. To boast the semantic representation of the concepts, the ontology has now been filled with appropriate synonyms and hyponyms of the corresponding attributes. For instance, the term, “apple” comes under the class, “fruit” as well as “phone”; further, their hierarchy extends above to “vegetables” for “fruit” and “electronics” for “phone.” The synonyms and hyponyms can be fetched through the well-formed lexical corpus called WordNet (35, 36). With the assistance of WordNet, we extracted the appropriate synsets for the word and appended the same to the ontology and associated with the appropriate attributes of the object. We have been using the Semantic Web Language for the ontology called OWL which has the following three dedicated categories: OWL DL, OWL Lite, and OWL Full (16). To augment the synsets extracted from WordNet to the Domain Ontology, we preferred to use OWL DL which has the syntax owl: subPropertyOf and owlequivalentProperty. Through these OWL properties, we updated the synonyms and hyponyms, respectively, into the ontology.



Sentiment Analysis on Twitter Streams

After the creation of domain ontology, the next phase of the operation largely relies on performing the Sentiment Analysis of the tweets and distinguishing the polarity of the extracted opinion words from the tweets. The whole process constitutes of filtering the set of tweets from the COVID-19 datasets and then extracts the potential opinion words from the tweets and maps the opinion words in the domain ontology for getting the sentiment score (37, 38). To obtain the sentiment score of the opinion words, we have scaled up three distinct procedures: (i) querying the Domain Ontology for retrieving the correct attributes of the object, (ii) distinguishing the ambiguities that persist over two or more objects, and (iii) disambiguating the objects with necessary attributes and literals.


Step#1: Utilization of the Ontology

The Domain Ontology has been used to extract the appropriate attributes for the opinion words and to fetch equivalent classes for the objects with necessary attribute references. This task can be performed through Jena Fuseki, which is a Java API for handling RDF/s and OWL codes (39). Generally, JENA API is used to filter the results in the form of a triplet which is represented as Subject, Predicate, and Object (SPO). This triplet is used to discriminate the classes of the ambiguous attributes and return the results either in the form of an RDF Graph or as JSON format. Once we obtain this sort of ontology-based hierarchy model for classes and attributes, retrieving the triplet would be easier and this, in turn, results in matching the opinion words in the Domain Ontology.



Step #2: Identify the Ambiguous Entities in the Tweet

In the preprocessing steps of tweet normalization, we removed all the special symbols like @, #, and other uniform resource locators (URLs), and then considered the words which are deemed to be opinion words after verifying them with the opinion-lexical database. The pre-processed tweets are then added to the second phase of the Sentiment Analysis and here we matched the opinion words which are also called entities in the Domain Ontology. The mutual mappings between the opinion words in tweets and their equivalent attributes in the Domain Ontology pose an ambiguity and create a separate list of ambiguous entities for further disambiguation. For logics and inferences possessed in the Ontology, we have used the first-order logics as well as description logics to express the relations given in the Emotion Ontology.


Algorithm: 1 Emotional Ontology-Based Entity Extraction and Weight Calculation.
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Step #3: Disambiguate the Objects

The ambiguous list of entities is then processed for entity disambiguation which is the crucial task of this research work. The core idea behind the disambiguation process is that the mapping between two objects with dissimilar attributes in the Domain Ontology is identified first and then a comparison of properties and literals of two objects can be measured using semantic similarity-based algorithms i.e., Word2Vec and disambiguate the entities which hold the highest similarity score. The fundamental principle of ontology lies in disambiguation so that the original sense of the attributes can be obtained only at the leaf nodes of the hierarchy and hence the semantic similarity measures, such as Word2Vec have been selected to delve deep into the hidden layers of the neural network to get the precise results for the target words. Algorithm 1 illustrates the Emotional Ontology-Based Entity Extraction and Weight Calculation process.





UTILIZATION OF EMOTION ONTOLOGY

According to Li et al. (40), ontologies are originally stated as a formal, explicit specification of a shared conceptualization. It originally deals with knowledge representation in the hierarchy of concepts ordered in the ontology and it shared the common attributes among other classes in the hierarchy to represent the types, relations, properties, and other interrelation concepts that lie in the ontology. Ontology plays a crucial role in the knowledge extraction process and represents some conventional extraction models, such as keyword-based extraction, bag-of-word models, and other statistical analysis that failed to yield accurate results. Ontologies help share the common attributes and they are made machine-readable. Ontologies play a pivotal role in establishing the mutual connection between class hierarchies and other concepts underlying the objects. Further, the ontologies are very useful for exact labeling and categorizing the mutual relationship that exists between the objects and their properties. The ontologies are defined in the following four forms: (1) an entity that links the object, (2) the relation between the entity, (3) object relationship, and (4) properties that connect the objects. The use of ontology is now gaining momentum and the following are some potential reasons for building the ontology for the given requirements: Examining domain-specific knowledge, distinguishing the domain suppositions, reusing the domain knowledge for diverse applications, converging the domain knowledge and functional designs, and sharing the knowledge with other software bots.


Emotion Ontology Corpus Creation

Eight emotions were selected based on the recommendation given by Ekman (14) and observed that these eight emotions have been widely used in the COVID-19 datasets. We have populated these eight emotions into the Emotion Ontology and represented them as OWL Class (41). A dedicated list of emotional categories of terms has also been chosen based on the psychological models (42) and we structured them in the Emotion Ontology as given in Figure 2. Further, 14 subsets of emotions are added as subclasses for the above eight emotions. Besides, the emotions can be further classified into four types: Basic Emotions (joy, confusion, anger, disgust, fear, sadness, love, and surprise), Mid Emotions (distraction, boredom, acceptance, apprehension, interest, serenity, pensiveness, and annoyance), Intense Emotions (ecstasy, amazement, vigilance, grief, admiration, loathing, rage, and terror) and Complex Emotions (disproval, love, submission, optimism, awe, contempt, aggressiveness, and remorse). The Emotion Ontology helps to reduce the complexity of the redundant emotion population and also paved the way for detecting the emotions represented in the tweets. Besides, Ontology minimizes the non-emotional terms, which would be very large in Twitter Streams.


[image: Figure 2]
FIGURE 2. Fundamental emotions list for ontology population.


The Domain Ontology has been created manually with the help of a psychological-emotional words list and WordNet. But when it comes to the reusability of several classes belonging to different domains, the manual population of ontology would be a hard task. Further, it would lead to duplication of many more properties and their values. Therefore, effective utilization of Semantic Web technologies, such as RDF/RDFS, SPARQL, and OWL would primarily facilitate the mutual connection that exists over other domain ontologies, such as the one given in the Linked Open Data (43). In this proposed approach, Emotion Ontology has been created based on the effective reuse of existing ontologies and with well-formed semantic vocabularies, such as a friend of a friend (FOAF), semantically interlinked online communities (SIOC), Dublin core, etc. The SPARQL query has been generated to map the semantic vocabularies and other domain ontologies appropriately. Figure 3 illustrates the generation of Emotion Ontology.


[image: Figure 3]
FIGURE 3. Emotion ontology generation.




Retrieving and Annotating the Twitter Streams

In recent times, machine learning techniques have been used to automatically annotate the text documents and to train the classifiers according to the needs of the ontological requirements and domain hierarchy (2, 4, 29). But the machine learning techniques are not suitable for unstructured documents and they further lead to many serious implications, such as morphological change, lexical error, sense overlap, and ambiguous annotation for entities. Hence, we proposed a novel approach called ontology-based entity extraction and constructed a novel Emotion Ontology. As the Twitter Streams contain diverse information from different sources, the distribution of emotions that persisted on these tweets is deemed essential for extracting more emotions which further helps in tracking the implicit emotions of individual users on Twitter.

To gain a high recall score for the emotion extraction from the tweets, we have also crawled for slang words and out of vocabulary (OOV) words present in the tweet. The slang words and OOV words were disambiguated and we generated the correct term for the slang words using online slang dictionaries, such as NoSlang Dictionary, Urban Dictionary, and Translit (44). Further, for every detected slang word, we generated the candidate lists based on the synsets produced from the WordNet Synset. We then used Dictionary.com, Thesaurus.com, and Oxford Dictionary for increasing the probability strength of the words. The intensity of the words resulting from these dictionaries would be considered and populated for our Emotion Ontology.



Emotion Detection in COVID-19 Datasets

Here, we provide a baseline approach that can be followed for automatically annotating the emotions extracted from the COVID-19 tweets1. To extract the emotions, we have applied the binary Support Vector Machine (SVM) classifier to effectively identify the eight emotions as proposed by Ekman (14). Each classifier has been trained independently for every emotion which resulted in seven independent binary classifiers and further the merger of these combinations of classifiers would be considered as a single multi-label classifier. Using this single multi-label classifier, the tweets can be annotated even if they possess more than one emotion and return positive if the multi-binary classifier is applied to the tweet. Likewise, it would return negative results if a binary classifier is applied. The result would be neutral for no emotions in the tweet. Each classifier has been following an independent classifier for a different group of features and in particular, the feature used by the binary classifier is a subset of the features deployed in the multi-label classifier (45).

To augment the feature extraction process accurately, we have omitted some of the similarity features which envisioned more on a topic than emotions and rejected the synsets followed by WordNet Affect features in this research. The decision has been taken not to use WordNet Affect for this research as normally the tweet does not possess sufficient synsets to cross-verify over the WordNet Affect. Moreover, WordNet Affect would probably look for possible candidate hypernyms instead of potential resources (i.e., thing, or object, in our case). Another dissimilarity observed on WordNet Affect is that it focused mainly on bigrams and trigrams for normalization instead of phrases. This would not be largely amicable for tweets due to their constraint in length. However, for the effective utilization of feature extraction for the proposed research, we used the topic modeling approach to discover the hidden terms and phrases between the tweets even though the tweet has no entities in common. Here, we have employed the LDA algorithm for topic modeling and it discovers the similarity that exists among the collections of tweets (i.e., the collection of tweets can be considered as a document by the LDA algorithm). For implementing this approach, we have enforced MALLET-based LDA implementation and treated every tweet as its document (46). This approach would project the probabilistic combination of words for every tweet and each topic is generalized into a set of probabilistic combinations of words.



Tweet Polarity Calculation Mechanism

The ultimate objective of this proposed approach is to calculate the polarity of every tweet that we have collected from COVID-19 datasets. In the conventional methods, the sentiment score will be calculated based on the word polarity and the overall strength will be estimated on the grounds of the polarity score obtained from the probability of the positive and negative words. But in this proposed approach, we have modeled a novel approach to get the polarity of words on every tweet by using the SPARQL query that crawls through the emotional ontology to fetch the correct sense for the search word. In our proposed model, we have excluded the pronouns, adjectives, and articles from the tweets and extracted the tokens such as nouns, verbs, objects, and determiners. As the Semantic Web gives a well-defined meaning to the sentences and converts the sentences into appropriate triples, such as SPO, we have followed the same pattern for our proposed approach for the Emotion Ontology building process and extracted the nouns (subjects), verbs (predicates), and objects (objects) that satisfy the Semantic Web triple pattern, respectively. The relation between the entities (either noun or object) can be expressed using the RDF/RDFS. The ontology population can be done either by the tool Protégé or using the Semantic Web language, OWL. For logics and inferences possessed in the ontology, we have used the first-order logics as well as description logics to express the relations given in the Emotion Ontology. Mostly, we have utilized the predicates for relationships between two or more entities and the predicate relationships can be expressed using the OWL predicate type method. For each tweet, we execute the SPARQL query to obtain the disambiguated result. The SPARQL query to fetch the entities embedded with emotions is given below: The Emotion Ontology helps to disambiguate the search terms accurately and to return the results precisely. Thereby, the polarity and sentiment score for each term or entity can be obtained and yield an accurate sentiment score for the tweets. Suppose, the search terms used for the execution in the SPARQL query return NIL results, then the context of the token would be considered and an appropriate parameterized SPARQL query will be executed against the Emotion Ontology to fetch the right mix of words for consideration. We then estimated the sentiment score by considering the largest domain value from the list of positive tokens and the smallest values from the other set of negative tokens. Eventually, to determine the polarity of every tweet, the tweet sentiment score is calculated based on the strength score of the tweet, and the strength score of every entity in the tweet is calculated based on the following calculations: (a) positive, if sentiscore is greater than 1, (b) negative if sentiscore is less than or equal to −1 and (c) otherwise neutral.
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Further, to assess the absolute performance of our proposed Emotion Ontology, we have considered two implicit functions, such as sklearn.metrics.recall and sklearn.metrics.f1 to calculate the potential values, such as recall and F1 score, respectively. These two metrics were used to handle the multi-label classification (positive, negative, and neutral). Our sheer Emotion Ontology population using Semantic Web technologies and performance measures selected for sentiment score has enabled the proposed method to avoid manual annotation using any machine learning techniques, and the problem of manual annotation has been resolved. Further, many recent studies have sought the help of machine learning algorithms to manually annotate the entities given in the text or any tweets. The proposed Emotion Ontology can deal with dynamic domain vocabularies that would possess different representations in the text.



Experimental Evaluation of Emotion Ontology Matching

Table 3 shows the performance of our Emotion Ontology and categorizes the accuracy rate based on the different segmentation followed for tweet analysis. Recall of the proposed ontology pinpoints the various expression and candidate terms employed over the tweets and reduced the false-positive cases encountered. The tweet segmentation has been carried out for tweets, part-of-speech (POS) tagging, and the likelihood of context rule applied for the analysis.


Table 3. Tweet segmentation and classification for ontology matching.
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From the COVID-19 datasets retrieved from Twitter, training was strenuously performed over all the sample tweets, and validation was carried out with the baseline gold standard datasets. The total number of occurrences for each emotion listed was calculated by the number of positive values on the respective emotions and identified from class imbalances over the emotions, such as joy and love. Table 4 outlines the occurrences of each emotion tested for the COVID-19 dataset.


Table 4. Total number of occurrences of the emotions tested for the training dataset.
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To measure the accuracy of the proposed system, it has always relied on the precise calculation of the confusion matrix and mostly it is to obtain a low score over false positives (FP). Our proposed work is able to extract and identify almost 81% of true positives (TP) but it has encountered some serious challenges in detecting the false negatives (FN). This result has been vividly depicted in Table 5 that projects the amount of FP generated against FN. Figure 4 portrays the percentage of TP, true negatives (TN), FP, and FN.


Table 5. Calculation of the percentage of TN, FP, FN, and TP from the confusion matrix.
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[image: Figure 4]
FIGURE 4. Percentage of TP, TN, FP, and FN.


Eventually, each core emotion that was extracted from the tweets have been analyzed in terms of precision, recall, and f-score, and the details are provided in Table 6.


Table 6. Emotion classifier for each emotion extracted from COVID-19 datasets.
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Our proposed model considers every emotion with its associated context returned from the Emotion Ontology, and the sentiment score has been calculated based on the sum, average, and maximum count of emotion score returned by the Emotion Ontology. It has been witnessed in the analysis that our proposed system has extracted the emotional words and their associated context through our proposed Emotional Ontology. Figure 5 illustrates the receiver operating characteristic curve (ROC) of the emotion classifier for the COVID-19 dataset.


[image: Figure 5]
FIGURE 5. ROC curve—emotions classifier for the COVID-19 dataset.


Our proposed model has been compared with some of the benchmarked baseline approaches to highlight the major differences established in terms of F1-score. Some of the limitations that have been witnessed in the existing approaches have been delineated in Table 7. Major disadvantages of the existing approaches were mostly due to the lack of contextual information, low semantic orientation between two words, and availability of limited categories to extract the emotions.


Table 7. Comparative analysis with existing models and their limitations.
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CONCLUSION

The proposed Emotion Ontology model has been robust and efficient in extracting the full range of human emotions pertaining to COVID-19-related concepts. The emotions related to COVID-19 have been obtained and several emotional expressions, such as intensifiers, negator, lexical features, interjections, and conjunctions were considered for populating the Emotion Ontology. Semantic Web technologies have been utilized for creating the triples for every tweet, and the ontology construction has been manually done with the use of OWL functions. Compared to other lexicon-based emotion methods and machine learning approaches, the performance of the proposed system is satisfactory. As the tweets have been considerably informal in nature and have sparse content, in particular, the other lexical-based model and machine learning approaches failed to yield the desired sentiment score and ended up with some satisfactory precision and recall score. Our proposed study is able to extract and detect almost 81% of TP and is able to detect a considerable amount of FN. Since this study mainly focused on dealing with the English language, there is a certain limitation for extracting few emotions that exist in other languages, such as French, Spanish, etc. For future work, we will consider extracting the profound availability of emotional occupancy of resources in other languages and level their accuracy on par with standard metrics defined in the baseline approach.
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Machine Learning Applications for the Prediction of Bone Cement Leakage in Percutaneous Vertebroplasty
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Background: Bone cement leakage is a common complication of percutaneous vertebroplasty and it could be life-threatening to some extent. The aim of this study was to develop a machine learning model for predicting the risk of cement leakage in patients with osteoporotic vertebral compression fractures undergoing percutaneous vertebroplasty. Furthermore, we developed an online calculator for clinical application.

Methods: This was a retrospective study including 385 patients, who had osteoporotic vertebral compression fracture disease and underwent surgery at the Department of Spine Surgery, Liuzhou People's Hospital from June 2016 to June 2018. Combing the patient's clinical characteristics variables, we applied six machine learning (ML) algorithms to develop the predictive models, including logistic regression (LR), Gradient boosting machine (GBM), Extreme gradient boosting (XGB), Random Forest (RF), Decision Tree (DT) and Multilayer perceptron (MLP), which could predict the risk of bone cement leakage. We tested the results with ten-fold cross-validation, which calculated the Area Under Curve (AUC) of the six models and selected the model with the highest AUC as the excellent performing model to build the web calculator.

Results: The results showed that Injection volume of bone cement, Surgery time and Multiple vertebral fracture were all independent predictors of bone cement leakage by using multivariate logistic regression analysis in the 385 observation subjects. Furthermore, Heatmap revealed the relative proportions of the 15 clinical variables. In bone cement leakage prediction, the AUC of the six ML algorithms ranged from 0.633 to 0.898, while the RF model had an AUC of 0.898 and was used as the best performing ML Web calculator (https://share.streamlit.io/liuwencai0/pvp_leakage/main/pvp_leakage) was developed to estimate the risk of bone cement leakage that each patient undergoing vertebroplasty.

Conclusion: It achieved a good prediction for the occurrence of bone cement leakage with our ML model. The Web calculator concluded based on RF model can help orthopedist to make more individual and rational clinical strategies.

Keywords: percutaneous vertebroplasty, bone cement leakage, machine learning algorithms, prediction model, web calculator


INTRODUCTION

Percutaneous vertebroplasty (PVP) was a minimally invasive technique that uses liquid polymethylmethacrylate bone cement injected into the fractured vertebrae to reduce pain, strengthen the bone and prevent further compression of the vertebral body. PVP has become the mainstay treatment for osteoporotic and malignant vertebral fractures. Leakage of bone cement into the intervertebral disc increases the risk of adjacent vertebral fractures paraplegia due to extravasation of bone cement into the epidural or spinal cord compression associated with the intervertebral foramen (1). Besides, Leakage of bone cement into the paravertebral vein can lead to pulmonary embolism cardiac perforation, cerebral embolism and even death (2). Meanwhile, there are few reports of screening for independent risk factors and risk prediction models for bone cement leakage in patients undergoing orthopaedic percutaneous vertebroplasty.

Algorithmic decision support tools, computer-assisted navigation and surgical robots have served in the clinic (3, 4). Machine learning (ML) has been widely used in healthcare data analysis and some in spinal surgery (5, 6). By the comparison among ML algorithms, a better predictive model can be constructed to predict cement leakage after percutaneous vertebroplasty.

Some studies elaborated that age, bone mineral density (BMD), body mass index (BMI), volume of bone cement injections, and other underlying chronic diseases were risk factors for cement leakage (7). In addition, we added injury-to-operation time, hospitalization-to-operation time, and length of surgery.

Our study aimed to obtain the best ML algorithm, and constructed a big data risk prediction web calculator for postoperative cement leakage in patients undergoing percutaneous vertebroplasty. It ultimately provided a basis for future treatment and prevention strategies related to postoperative complications.



METHODS


Study Population

All data for this study were available from the Department of Spine Surgery, Liuzhou People's Hospital. This study recorded the medical variables of patients hospitalized with or without cement leakage after undergoing percutaneous vertebroplasty, from June 2016 to June 2018. Retrospectively analyzed the basic patient's information, as well as baseline clinical characteristics, surgical details.



Data Collection

To develop the target machine learning model, several variables were obtained, including patient age, height, weight, body mass index, bone mineral density, volume of bone cement injection, length of hospital stay to surgery, length of surgery, history of previous disease, and medication, as well as whether re-fracture occurred after surgery. Various machine learning algorithms such as logistic regression, random forest and other currently popular machine learning models were utilized in this study. Inclusion criteria for inpatient data were as follows: (1) osteoporotic vertebral fracture with moderate or severe low back pain which limited movement as the main complaint; (2) no significant improvement after active conservative treatment; (3) one or more vertebral fractures confirmed by imaging; (4) bone mineral density <2.5 by dual energy X-ray bone densitometry. In addition, exclusion criteria were: (1) fractures with symptoms of spinal nerve compression; (2) pathological vertebral fractures, such as spinal tumors, vertebral hemangiomas, spinal tuberculosis, etc.; and (3) patients with poor physical fitness and intolerance to surgical treatment. This study was approved by the Institutional Review Board of the Liuzhou People's Hospital before data collection and analysis, the IRB approval number is 2020 (KY-E-22-01).



Surgical Strategy

Patients undergo individualized PVP in the prone position with local anesthesia. All PVPs were performed with a unilateral lateral approach through the vertebral arch. The puncture was performed through the vertebral arch under fluoroscopic guidance. The puncture point is located at the intersection of a cephalolateral with a horizontal line 5–15 mm from the arch projection and a lateral vertical line ~ 30 mm from the posterior midline. Under fluoroscopy, a 3.5 mm needle was moved along the root of the arch, the head adjustment and abduction angle of the needle bundle was allowed until the junction of the anterior third of the vertebral body was reached. The spread and distribution of the bone cement was monitored under fluoroscopy while the patient was tested for bilateral lower limb movement. After that, needle was withdrawn, covered with a sterile dressing and secured with pressure. Pre- and post-operative imaging is routinely performed in screened cases to determine the degree of compression of the fractured vertebral body, the height of the vertebral body, the integrity of the posterior wall of the vertebral body, the amount of cement injected intraoperatively, whether the cement leaks, and whether the vertebral body is re-fractured postoperatively.



Statistical Analyses

Exploring the independent risk factors for PVP, multivariate logistic regression analysis was applied to calculate the odds ratio (OR) with 95% confidence intervals (CI) using a backward stepwise selection method. The value of OR >1 indicates that the variable is a risk factor. P < 0.05 was regarded as statistically significant. The predictive ability of ML algorithms has outperformed traditional regression methods in large databases (8). We used six different ML algorithms to analyze our data: logistic regression (LR), Gradient boosting machine (GBM), Extreme gradient boosting (XGB) Random Forest (RF), Decision Tree (DT) and Multilayer perceptron (MLP). After training, the one with the highest average AUC was chosen as the best algorithm. Furthermore, the ML-based model was tuned to avoid overfitting and the accuracy of the algorithm was tested using ten-fold cross-validation method.

In our study, the components and proportions of multiple relevant factors related to PVP were analyzed and visualized by heat map for the collected patient data. Furthermore, the heat map can also be used to identify data of outrageous quality during the actual analysis and assist in quality control.

We first used a multiple regression model as a benchmark for data evaluation and ML (which can handle a large number of input variables, assess the importance of variables when deciding on categories, and detect variable interactions). In the performance comparison of ML algorithms, the more AUC close to one, the better performance these classification model obtained. Based on the best execution model, a web calculator was created in this paper which implemented the prediction of illness for inputting patient data. The calculator allowed the surgeon to assess the risk of possible postoperative cement leakage in patients undergoing percutaneous vertebroplasty.




RESULTS


Demographics Features

The clinical history of 385 patients who underwent PVP was summarized in this study, the number of patients who developed post-operative cement leakage was 81 and the number of patients who did not develop cement leakage was 304 (Table 1). Among these observed subjects, the median age was 75.4 years (IQR:68.3, 80.7), the median height of these patients was 155 cm (IQR:149,161), the median weight of the patients was 47kg (IQR:40,58). The median BMD was 4.4 (IQR:3.9,5.0). The P values of these indicators were 0.987, 0.2082, 0.948, and 0.1833, respectively. None of them were statistically different. It worth noting that the 205 patients (53.25%) who did not have multiple vertebral fractures (P < 0.05). Besides, no cement leakage occurred in 177 patients (58.22%) and cement leakage occurred in 28 patients (34.57%).


Table 1. Baseline table of patients with and without cement leakage.
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In the correlation heat map (Figure 1), 15 highly correlated features were chosen as predictors. Weight was absolutely correlated with BMI and to some extent with height. As BMI got a better indicator of obesity, we only considered BMI rather than height or weight.


[image: Figure 1]
FIGURE 1. Heat map of the correlation of patient's clinical features.




Univariate and Multivariate Logistic Regression Analyses of Cement Leakage

In terms of univariate analyzing (Table 2), age, height, weight, body mass index, bone mineral density, volume of bone cement injected, length of hospital stay, and intraoperative injury didn't have significant difference in occurrence of bone cement leakage in the overall population (p > 0.05).


Table 2. Univariate and multivariate logistic regression of bone cement leakage.
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In the multivariate logistic regression analysis, all parameters from the univariate analysis above were included. OR value showed the relative risk of bone cement leakage. The results showed that age (OR 1.002, 95% confidence interval 0.976–1.029), male (OR 0.799, 95% confidence interval 0.421–1.514), body mass index (OR 0.992, 95% confidence interval 0.946–1.040), bone mineral density (OR 1.272, 95% confidence interval 0.878–1.844), and length of hospital stay (OR 1.021, 95% confidence interval 0.973–1.072). Injection volume of bone cement, Surgery time, and Multiple vertebral fracture were all independent predictors for bone cement leakage. Besides, Multiple vertebral fractures (OR 2.638, 95% confidence interval 1.581–4.399), indicating a statistical difference (P < 0.05).



Performance of Machine Learning Algorithms

To compare the predictive performance of these six different ML algorithm models, 10-fold cross validation was applied in this study (Figure 2). As shown in the figure, the random forest model performed best in predicting bone cement leakage with an average AUC of 0.898. The remaining models were sorted in descending order depending on prediction performance. Therefore, we finally regarded the RF model as the preferred prediction model.


[image: Figure 2]
FIGURE 2. 10-fold cross validation test. LR, logistic regression; MLP, Multilayer perceptron; DT, Decision Tree; RF, Random Forest; GBM, gradient boosting machine; XGB, extreme gradient boosting.




Relative Importance of Variables in Machine Learning Algorithms

The feature importance were different from each other while multiple vertebral fractures and bone density were at first. Intraoperative injury, length of surgery, height, age, body mass index and length of hospital stay were arranged in order of importance. Then, variables such as steroid hormone use, length of hospital stay to surgery, volume of bone cement injection, body weight, anti-osteoporosis medication, and gender had bad performance in predicting the contribution of bone cement leakage and were ranked in descending order (Figure 3). Particularly, re-fracture had no effect on bone cement leakage.


[image: Figure 3]
FIGURE 3. Patient clinical feature importance of Random Forest.




Web-Based Calculator

In this study, a web-based online calculator based on random forest model was developed. By entering variables that characterize the clinical profile of patients about to undergo percutaneous vertebroplasty, clinicians were able to predict the risk of cement leakage of their patients (https://share.streamlit.io/liuwencai0/pvp_leakage/main/pvp_leakage) (Figure 4).


[image: Figure 4]
FIGURE 4. The web-based calculator for predicting bone cement leakage in patients with percutaneous vertebroplasty.





DISCUSSION

Our research work used clinical data from patients to produce a risk calculator for bone cement leakage using ML algorithm, which using multiple variables to predict the risk oucomes of patients. The model was established based on a range of predictions and tested for accuracy and reasonableness through 10-fold cross validation. This artificial intelligence-based strategy can be exploited by clinicians to help them select more rational treatment responses (9).

ML contributes to the paradigm shift inherent in healthcare, where computers learn from patient data without being explicitly programmed to do the task (10, 11). It has the advantage of being highly capable, objective and repeatable in processing large data sets, reliable data (12, 13). It also has the potential to improve the quality of early diagnosis, identify disease progression and can increase the likelihood of predicting specific patient outcomes in orthopaedics, such as outcome scores, risk of complications and survival of implants (14). These benefits can facilitate the sharing of decision-making information between clinicians and patients and promote the effective planning and rational use of healthcare services (15, 16). In addition, the model can be retrained over time in order to improve predictive accuracy (17).

Percutaneous cement augmentation has become a common treatment for osteoporotic fractures of the thoracolumbar spine. Bone cement filling is an essential component that reconstructs the strength and biomechanics of the fractured vertebra and prevents re-fracture (18, 19). The incidence of bone cement leakage ranges from 5 to 87% (20, 21) and pulmonary embolism or spinal injury due to bone cement leakage is rarely reported (22, 23). Bone mineral density was an important indicator of bone strength and was the most effective predictor of fracture risk (24). Guo et al., found that the volume of injected bone cement was an independent risk factor for cement leakage (25), so we added this variable to our model algorithm.

In this study, we compared multiple machine learning algorithms for predicting the risk of bone cement leakage in patients undergoing percutaneous vertebroplasty. The comparison of ML algorithms revealed that the random forest performed best. To better utilize the model, we further built a web calculator estimating the probability of bone cement leakage in patients.

It was important to note that preoperative variables including age, body mass index and bone mineral density were significant predictors that can be used to assess the risk of cement leakage and thus help clinicians to choose the best treatment and know the prognosis of the patient. However, these factors in previous studies were based on preoperative information and were deficient to achieve reliable predictions. In addition, few studies have assessed the predictive value of intraoperative factors. Therefore, we established the key variable of intraoperative cement injection volume, which not only ensures that correct intraoperative manipulation and restoration of vertebral strength can be safely performed, but also helps us to predict the extent of cement leakage.

This study aimed to use a dataset consisting of 385 patients to help us select the best machine learning prediction. Our work had several advantages. First, few studies have used machine learning methods to assess the risk of bone cement leakage during percutaneous vertebroplasty. Besides there were few studies in the existing literature that have applied ML algorithms to orthopaedic surgical complications. As far as we know, this study was the first to use ML algorithms to develop a web calculator that allows orthopaedic surgeons to use clinical data for real-time risk assessment of surgical complications. Last but not least, by comparison, our model shows superior predictive power and based on this we have built an online risk assessment program that allows orthopaedic surgeons to calculate risk variables and provide individualized surgical treatment to patients.

However, there are some limitations in this study. Firstly, the nature of retrospective studies can lead to subjective bias and selection bias. Secondly, ML algorithm model we developed was limited to one hospital. This may limit its use in other regions, which requires more use for further validation. Thirdly, the predictive performance was not good enough.

In machine learning, supervised learning identified the relationship between input data (e.g., patient clinical characteristics) and output data (e.g., bone cement leakage), which can help us predict outcomes. This has done through regression or classification. In classification tasks, the analysis was usually implemented by using logistic regression or decision trees. There were several studies on the latter shown that patient's age, associated comorbidities, functional status, etc. could lead the patient not being discharged as planned (26, 27). Furthermore, as more data being obtained, models can be retrained over time to improve prediction accuracy. Of course, clinicians always have the final decision when it comes to interpretation based on their domain expertise.

In conclusion, in this article we found that the random forest algorithm had good performance while applied as a tool for predicting bone cement leakage after orthopaedic surgery, Meanwhile, it was reasonably accurate and simple to use. Using this web-based calculator we could effectively prevent complications after percutaneous vertebroplasty and assist doctors in their surgical decisions. It is hoped that in the near future this web calculator will be able to cover a wide range of clinical variables, even at the molecular and cellular level, so that it can be used more accurately to assist a wider population.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



ETHICS STATEMENT

This study data was approved by the Institutional Review Board of the Liuzhou People's Hospital before data collection and analysis, the IRB approval number is 2020 (KY-E-22-01).



AUTHOR CONTRIBUTIONS

CY and RL: designed the study. WLL, JW, and WLiu: performed the study and analyzed the data. WLL and JW: wrote the manuscript. QL and ZH: provided the expert consultations and clinical suggestions. CX and WYL: conceived of the study, participated in its design, and coordination. KZ, SS, and RL: helped to draft the manuscript. All authors contributed to the article and approved the submitted version.



ABBREVIATIONS

ML, machine learning; LR, logistic regression; GBM, Gradient boosting machine; XGB, Extreme gradient boosting; RF, Random Forest; DT, Decision Tree; MLP, Multilayer perceptron; AUC, Area Under Curve; PVP, Percutaneous vertebroplasty; BMD, bone mineral density; BMI, body mass index; OR, odds ratio; CI, confidence intervals.



REFERENCES

 1. Lin EP, Ekholm S, Hiwatashi A, Westesson PL. Vertebroplasty: cement leakage into the disc increases the risk of new fracture of adjacent vertebral body. Am J Neuroradiol. (2004) 25:175–80. doi: 10.1055/s-2003-812630

 2. Yoo KY, Jeong SW, Yoon W, Lee JU. Acute respiratory distress syndrome associated with pulmonary cement embolism following percutaneous vertebroplasty with polymethylmethacrylate. Spine. (2004) 29:294–7. doi: 10.1097/01.BRS.0000131211.87594.B0

 3. Wu EQ, Hu D, Deng PY, Tang Z, Ren H. Nonparametric Bayesian Prior Inducing Deep Network for Automatic Detection of Cognitive Status. IEEE Trans Cybern. (2020) 51:1–14. doi: 10.1109/TCYB.2020.2977267

 4. Iwendi C, Moqurrab SA, Anjum A, Khan S, Mohan S, Srivastava G. N-sanitization: a semantic privacy-preserving framework for unstructured medical datasets. Comput Commun. (2020) 161:160–71. doi: 10.1016/j.comcom.2020.07.032 

 5. Wu Y, Rao K, Liu J, Han C, Xu X. Machine learning algorithms for the prediction of central lymph node metastasis in patients with papillary thyroid cancer. Front Endocrinol. (2020) 11:577537. doi: 10.3389/fendo.2020.577537

 6. Iwendi C, Bashir AK, Pasupuleti NS, Sujatha R, Jo O. COVID-19 patient health prediction using boosted random forest algorithm. Front Public Health. (2020) 8:357. doi: 10.3389/fpubh.2020.00357

 7. Chen Z, Wu Y, Ning S, Ma T, Wu Z. Risk factors of secondary vertebral compression fracture after percutaneous vertebroplasty or kyphoplasty: a retrospective study of 650 patients. Med Sci Monit. (2019) 25:9255–61. doi: 10.12659/MSM.915312

 8. Hulsen T, Jamuar SS, Moody AR, Karnes JH, Mckinney EF. From big data to precision medicine. Front Med. (2019) 6:34. doi: 10.3389/fmed.2019.00034

 9. Tang Z, Chen Y, Ye S, Hu R, Chang S. Fully memristive spiking-neuron learning framework and its applications on pattern recognition and edge detection. Neurocomputing. (2020) 403:80–7. doi: 10.1016/j.neucom.2020.04.012 

 10. Pesapane F, Codari M, Sardanelli F. Artificial intelligence in medical imaging: threat or opportunity? Radiologists again at the forefront of innovation in medicine. Eur Radiol. (2018) 2:35. doi: 10.1186/s41747-018-0061-6

 11. Iwendi C, Allen A. Enhanced security technique for wireless sensor network nodes. IET Conf Wireless Sensor Systems. (2012). 1–5. doi: 10.1049/cp.2012.0610

 12. Devries Z, Hoda M, Rivers CS, Maher A, Phan P. Development of an unsupervised machine learning algorithm for the prognostication of walking ability in spinal cord injury patients. Spine J. (2019) 20:213–24. doi: 10.1016/j.spinee.2019.09.007

 13. Bien N, Rajpurkar P, Ball RL, Irvin J, Lungren MP. Deep-learning-assisted diagnosis for knee magnetic resonance imaging: development and retrospective validation of MRNet. PLoS Med. (2018) 15:e1002699. doi: 10.1371/journal.pmed.1002699

 14. Wu EQ, Deng PY, Qu XY, Tang Z, Sheng RSF. Detecting fatigue status of pilots based on deep learning network using eeg signals. IEEE Trans Cogn Dev Syst. (2020). 13:575–585. doi: 10.1109/TCDS.2019.2963476

 15. Anajemba JH, Iwendi C, Mittal M, Tang Y editors. Improved advance encryption standard with a privacy database structure for IoT nodes. 2020 IEEE 9th Int Conf Commun Syst Netw Technol. (2020). 13:575–585. doi: 10.1109/CSNT48778.2020.9115741

 16. Tang Z, Zhu R, Lin P, He J, Wang H, Huang Q, et al. A hardware friendly unsupervised memristive neural network with weight sharing mechanism. Neurocomputing. (2019) 332:193–202. doi: 10.1016/j.neucom.2018.12.049 

 17. Tang Z, Zhu R, Hu R, Chen Y, Chang S. A multilayer neural network merging image preprocessing and pattern recognition by integrating diffusion and drift memristors. IEEE Trans Cogn Dev Syst. (2020). 13:645–56. doi: 10.1109/TCDS.2020.3003377

 18. Nam HGW, Jeong JH, Shin IY, Moon SM, Hwang HS. Clinical effects and radiological results of vertebroplasty: over a 2-year follow-up period. Korean J Spine. (2012) 9:334–9. doi: 10.14245/kjs.2012.9.4.334

 19. Boger A, Wheeler KD, Schenk B, Heini PF. Clinical investigations of polymethylmethacrylate cement viscosity during vertebroplasty and related in vitro measurements. Eur Spine J. (2009) 18:1272–8. doi: 10.1007/s00586-009-1037-2

 20. Nieuwenhuijse MJ, Erkel A, Dijkstra P. Cement leakage in percutaneous vertebroplasty for osteoporotic vertebral compression fractures: identification of risk factors. Spine J. (2011) 11:839–48. doi: 10.1016/j.spinee.2011.07.027

 21. Zapalowicz K, Radek M. Percutaneous balloon kyphoplasty in the treatment of painful vertebral compression fractures: effect on local kyphosis and one-year outcomes in pain and disability. Neurol Neurochir Pol. (2015) 49:11–5. doi: 10.1016/j.pjnns.2014.11.005

 22. Mpotsaris A, Abdolvahabi R, Hoffleith B, Nickel J, Weber W. Percutaneous vertebroplasty in vertebral compression fractures of benign or malignant origin: a prospective study of 1188 patients with follow-up of 12 months. Dtsch Arzteblt Int. (2011) 108:331–8. doi: 10.3238/arztebl.2011.0331

 23. Klazen CA, Lohle PN, de Vries J, et al. Vertebroplasty versus conservative treatment in acute osteoporotic vertebral compression fractures (Vertos II): an open-label randomised trial. Lancet 2010;376(9746):1085–92. Epub 2010 Aug 9. Spine J. (2011) 11:88. doi: 10.1016/j.spinee.2010.11.011

 24. Clung M. Romosozumab in postmenopausal women with low bone mineral density. Dig World Core Med J. (2014) 354:821−31. doi: 10.1177/0004563214528448

 25. Guo R, Zhang K, Wen H, Zheng BL, Yang XB, Kong LB, et al. Risk factors for bone cement leakage in vertebral augmentation. Orthop J China. (2019). 40:1205–1210. doi: 10.1007/s00264-015-3102-2

 26. Li W, Wang H, Dong S, Tang Z-R, Chen L, Cai X. Establishment and validation of a nomogram and web calculator for the risk of new vertebral compression fractures and cement leakage after percutaneous vertebroplasty in patients with osteoporotic vertebral compression fractures. European Spine J. (2021) 30:1–14. doi: 10.1007/s00586-021-07064-z

 27. Morcos MW, Jiang F, Mcintosh G, Ahn H, Weber M. Predictive factors for discharge destination following posterior lumbar spinal fusion: a Canadian spine outcome and research network (CSORN) study. Glob Spine J. (2018) 9:403–8. doi: 10.1177/2192568218797090

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Li, Wang, Liu, Xu, Li, Zhang, Su, Li, Hu, Liu, Lu and Yin. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 17 December 2021
doi: 10.3389/fpubh.2021.795007






[image: image2]

An Explainable Intelligence Driven Query Prioritization Using Balanced Decision Tree Approach for Multi-Level Psychological Disorders Assessment

Sushruta Mishra1, Hrudaya Kumar Tripathy1, Hiren Kumar Thakkar2*, Deepak Garg3, Ketan Kotecha4* and Sharnil Pandya5


1School of Computer Engineering, Kalinga Institute of Industrial Technology, Deemed to Be University, Bhubaneswar, India

2Department of Computer Engineering, Marwadi Unversity, Rajkot, India

3Department of Computer Science and Engineering, School of Engineering and Sciences, Bennett University, Greater Noida, India

4Symbiosis Centre for Applied Artificial Intelligence, Symbosis International (Deemed) University, Pune, India

5Symbiosis Institute of Technology, Symbosis International (Deemed) University, Pune, India

Edited by:
Thippa Reddy Gadekallu, VIT University, India

Reviewed by:
Neelakantam Gone, Chang Gung University, Taiwan
 Chintan Thacker, Parul University, India
 K. Gokulnath, VIT-AP University, India
 Abdul Rehman Javed, Air University, Pakistan

*Correspondence: Hiren Kumar Thakkar, iamhiren@gmail.com
 Ketan Kotecha, drketankotecha@gmail.com

Specialty section: This article was submitted to Digital Public Health, a section of the journal Frontiers in Public Health

Received: 14 October 2021
 Accepted: 10 November 2021
 Published: 17 December 2021

Citation: Mishra S, Tripathy HK, Kumar Thakkar H, Garg D, Kotecha K and Pandya S (2021) An Explainable Intelligence Driven Query Prioritization Using Balanced Decision Tree Approach for Multi-Level Psychological Disorders Assessment. Front. Public Health 9:795007. doi: 10.3389/fpubh.2021.795007



Human emotions affect psychological health to a great level. Positive emotions relate to health improvement; whereas negative emotions may aggravate psychological disorders such as anxiety, stress, and depression. Although there exist several computational methods to predict psychological disorders, most of them provide a black-box view of uncertainty. This research involves developing a novel predictive model for multi class psychological risk recognition with an accurate explainable interface. Standard questionnaires are utilized as data set and a new approach called a Q-Prioritization is employed to drop insignificant questions from the data set. Moreover, a novel balanced decision tree method based on repetitive oversampling is applied for the training and testing of the model. Predictive nature along with its contributing factors are interpreted with three techniques such as permuted feature importance, contrastive explanation, and counterfactual method, which together form a reasoning engine. The prediction outcome generated an impressive performance with an aggregated accuracy of 98.25%. The mean precision, recall, and F-score metric recorded were 0.98, 0.977, and 0.979, respectively. Also, it was noted that without applying Q-Prioritization, the accuracy significantly drops to 90.25%. The error rate observed with our model was only 0.026. The proposed multi-level psychological disorder predictive model can successfully serve as an assistive deployment for medical experts in the effective treatment of mental health.

Keywords: psychological risks, explainable intelligence, decision tree, oversampling, predictive learning


1. INTRODUCTION

According to the observation of WHO, a healthy mind with physical well-being is possessed by a healthy individual (1). Also, it has been noted that various mental risks are gradually prevailing the society as a whole. In this fast-paced world with constant changes in the style of living, various kinds of psychological disorders are emerging in modern society. Mental health concerns including anxiety, stress, and depression are common in people's life. Both personal and professional instabilities contribute to the occurrence of these disorders. Also, it is noted that such psychological concerns exhibit many overlapping symptoms. As an instance, individuals experience loneliness in all the three mentioned disorders (2). These health risks are vital parameters of psychological well-being and must be given proper attention at right time in order to prevent any potential negative impact on individuals (3). Usually, experts take the help of questionnaires and interactive sessions to assess these mental risks issues. As per their observation, psychologically affected patients reserve their sentiments within themselves and are reluctant to share them with family, friends, or even medical professionals. Common symptoms observed in an anxious person include nervous feeling, frequent irritation, insomnia accompanied by fatigue, panic tendency, fast breathing, rapid pulse rate, and concentration issues (4). Similarly being regularly upset, unable to relax, less energetic, having chronic headaches, and overreacting to situations are some primary symptoms noted in stress disorder (5). Similarly, depression exhibits some vital factors like lack of focus, memory fluctuations, poor decision making, lack of zeal in recreation, feeling of helplessness and restlessness, weight loss, and suicidal mindset (6). Thus, as it is discussed, many common overlapping symptoms are observed in these three psychological risks like pain in the chest, insomnia, fatigue, pulse rate rise, and lack of concentration. The presence of multiple overlapping symptoms makes effective categorization of these disorders a concern. The gradual rise in these psychological risks has led clinical researchers to focus their explorations in this domain. Accurate assessment, categorization, and treatment of anxiety, stress, and depression disorders are also a challenging task for machines (7). So a suitable learning model is needed for reliable assessment and diagnosis (8). Magnificent success in data analytics has led to numerous applications of artificial intelligence. Continuous rise in these techniques leads to developing intelligent models with self-ability to perceive, learn, and take a decision on its own (9). But the efficiency and robustness of these autonomous models are restricted by their incapability to interpret their outcomes and decisive functionalities to users. The real concern is on relying on decisions that lack proper justification, thereby unable to provide a detailed explanation of certain system behaviors (10). These predictive models provide a black-box view which is tough to explain. However, with the rapid rise in deploying these self-learning models in various application domains, the need for transparency and interpretability is highly required from all stakeholders in data analytics (11). Especially in critical health related applications it requires an extensive explanation of any decision to medical experts rather than a simple projection of output for diagnosis. Thus, in recent times with the modern adoption of complex learning models in the healthcare field, more attention is to develop human interpretability enabled frameworks that can enhance its implementation capability. Thus, a new approach called explainable intelligence needs to be adopted that are modeled to use predictive learning methods that perform the following functionalities.

• Generate explainable frameworks maintaining a high level of accuracy.

• Enabling end users to trust and understand the underlying functional characteristics.

• Ensuring impartial decision making.

• Determining all relevant factors which are essential for the prediction of an outcome.

Predictive models with such explainable intelligence capability can readily provide explanation toward any outcome, weighs pros and cons of a model and, thereby suggest on the future behavior of the developed model. These interpretability based frameworks can be integrated with system interfacing to transform a predictive decision into an upgraded reasoning prototype with relevant explanation to users.

The purpose of implementing explainable intelligent techniques is to appropriately explain the interpretation of predictive decisions obtained. Both the machine learning unit and the explainable intelligent unit are supplied with data and through the use of an explainable unit, precise explanations combined with prediction decisions are generated. These explanations can assist healthcare professionals to verify the decision of the predictive unit. Furthermore, it can be utilized with medical reports to provide in-depth reasoning and recommendations. A sample illustration of a predictive model supported by explainable intelligence is shown in Figure 1. Explainable intelligence is characterized by some vital elements which distinguish it from other conventional learning models. These critical elements concerned with an explainable intelligent model are discussed in this study.

• Trust is denoted by the certainty of a predictive model to perform during any troubleshooting.

• Causality is determined by the easiness to find associations such that there exists a strong logical link among variables.

• Transferable is governed by the interpretation of internal links occurring in a model which helps the user in reusing information to solve different problems.

• Informative property is based on the need for enormous information to reason predictive outcomes of a model, thereby avoiding local minima.

• Fairness symbolizes clarity of visualized results and the ethical ability to identify factors that affect a specific outcome.

• Accessible represents a feature allowing users to involve in the procedure of enhancing and building a predictive framework. Interactive is the capability of a learning model to share data and interact with the end user for effective interpretation.

• Privacy explores the functionality to interpret the internal links of a learning model by another third party to compromise the security aspects of the information.


[image: Figure 1]
FIGURE 1. Training and testing phase with proposed Balanced decision tree approach.




2. PROBLEM STATEMENT

Psychological disorder risks such as anxiety, stress, and depression are quite common in modern society. There exist several prediction models that use different algorithms to detect the presence of these mental health issues at an early stage. Unfortunately, these standard machine learning techniques present a black box view whose predictive nature cannot be easily interpreted by medical experts. With the rise of computationally intelligent models in the critical healthcare sector, effective reasoning and transparent functionalities are very essential since a contradictory predictive result may affect the mental stability of a patient. Therefore, a trade-off must be addressed between the prediction and transparent capability for critical use cases that almost benefit more reliably and implements a robust system to assist medical experts to find it easy to backtrack a certain psychological risk recognition. Thus, the high predictive ability should be well supported by an explainable interface to be more productive. In this study, we present an explainable intelligence-enabled psychological disorders predictive model comprising a transparent and reliable intelligent model to detect acute mental disorders from accumulated online questionnaires through interactive sessions with patients.



3. RELATED WORKS

Various academicians and researchers throughout the world have undertaken numerous quality oriented works related to healthcare prediction (12, 13) across different domains (14, 15) using recent technologies. Researchers have also analyzed psychological health disorders using many predictive learning models. Different datasets are used for this purpose. Evaluation of several existing models are also done to figure out the best performing models. But no model is singled out to deliver the optimum performance. Based on varying use cases, scenarios, dataset composition, training algorithm employed, and other miscellaneous factors, the performance fluctuates. Some high profile works which are significantly suited for the domain are discussed in this section. Dooshima et al. (16) have utilized learning models using several characteristic features such as biological, geographical, mental risks, and environment based variables to predict psychological disorders in patients. Many health professionals verified the authenticity of the model along with these metrics. Srividya et al. (17) framed a questionnaire to retrieve data of various features which was later used to detect mental risks in people. Among machine learning algorithms used in the study, nearest neighbor and random forest gave identical and good results. Dabek and Caban (7) applied an artificial neural network model for forecasting mental health ambiguities which include anxiousness and depression tendency. The study also stressed the impact of injuries and concussions on the health of sportspersons. A detailed analysis concerning various predictive models such as support vector machine, neural network, and k-nearest neighbor was undertaken for psychological patients by Alonso et al. (18). The review concluded that using information mining methods on depression and dementia-like disorders can yield fruitful outcomes and can enhance the life style of patients (19). Sau and Bhakta (20) applied several data analytics algorithms such as regression, boosting, and Naive Bayes to classify patients affected with mental disorders. In this study, around 500 data samples were collected through interviews, and it was observed that boosting algorithm gave an optimal precision and accuracy value of 84.1 and 82.6%, respectively. A joint modeling architecture was developed by Saha et al. (21) where many linguistic variables on online sites were selected to classify psychological issues of virtual communities. The model performed better than other task learners, and the result explored the presence of sentiments beyond depression in the majority of online patients. Reece et al. (22) discussed the prediction parameters of depression and stress among the Twitter community where stress level was gauged through Hidden Markov Model (HMM). It was noted that around 24% and 32% of people were diagnosed with stress and depression tendency, respectively. Braithwaite et al. (23) used a decision tree model to determine patients with suicidal mindsets. About 135 tweets of different candidates were aggregated from Amazon Mechanical Turk and an accuracy rate of 92% was recorded. Du et al. (24) fetched Twitter samples with psychiatric stress units to tag suicidal tweets. Among all learning methods used, it was noted that convolution neural network performed the best among others including support vector machine and extra trees giving a 78% precision value in identifying online tweets with a suicide mindset. Al Hanai et al. (25) proposed a text-audio framework to detect depression where long short-term memory neural network was utilized to classify patients suffering from depression. The context-free method generated optimal results for multi-modal audio analysis. Ramiandrisoa et al. (26) predicted depression during early phases using social media data. CLEF eRisk tool was used to collect data. After an extensive evaluation, it was inferred that integration of information retrieval and machine learning produced the best outcome. Big data analytics was applied by Hou et al. (27) to forecast frustration and depression tendencies on basis of the reading pattern of users. Variables of Chinese textual data were retrieved to build a meta classification model. Naive Bayes gave the best performance among all. Leightley et al. (28) detected traumatic-related stress risks in ex-serviceman militants with supervised intelligent classifiers using various metrics such as gender, job state, and alcohol usage among others. It was observed that a good sensitivity rate was obtained for many classifiers except for the false negatives outcome. Young et al. (29) scanned facial expressions and body language of patients to detect mood variation and anxiety risks. The cross-validation method was used to generate a better precision rate and was alter validated by statistical algorithms. Mary et al. (30) conducted an experimental validation of stress, anxiety, and depression assessment with multiple machine intelligence methods using the DASS 21 dataset. Logistic regression gave the best performance with an accuracy of 90.33% on both stress and depression while 92% on anxiety risks. A detailed survey with around 6,000 candidates was done by Kessler et al. (31) to assess the degree of depression through the information mining approach and traditional methods. It was discovered that machine learners outperformed the traditional approach in detecting depression accurately. De Beurs et al. (32) presented an expert system with intervention mapping to help enhance user involvement in activities. The work discussed various patient specific design strategies for mental medicare using limited resources. Peng et al. (33) used kernel of support vector machine with some other learning classifiers to categorize depression patients on virtual community-based Twitter data. An accuracy rate of 83.46% was noted with kernel-based method. Anupriya et al. (34) analyzed various degrees of stress, depression, and anxiety risks using machine learning methods through DASS 2 questionnaires. Small dataset size was the major limitation of this study. Hatton et al. (35) assessed persistent depression in senior citizens through the gradient boosting method. In this study, PHQ-9 questionnaire was used for data collection purposes. Many such relevant existing research works are summarized in Table 1. Moreover, in Ray et al. (47), assessment of autistic disorder using machine learning approach is described. In Tripathy et al. (48), application and evaluation of classification model to detect autistic spectrum disorders in children are described. In Ray et al. (49), a review on Facial Expression Based Behavioral Analysis Using Computational Technique for Autistic Disorder Patients is described. In Mishra and Mohanty (50), an integration of machine learning and IoT for assisting medical experts in brain tumor diagnosis is described.


Table 1. Relevant works on psychological risk analysis using predictive analytics.

[image: Table 1]

All these discussed work models provide good prediction and classification of psychological health risks. Various machine learning and attribute optimization methods are applied for precise analysis of such mental health concerns in humans. The majority of works used standard questionnaires based data set gathered through interactive face-to-face sessions. Also, the existing models have experimented on patients with varying age groups. Though all of these above mentioned works generate good performance, still they suffer from certain constraints. Problems related to the small sample size are a challenge for several deployed models. Another problem is the fact that data samples collected from interviews or manual queries based analysis restricts users from freely responding to any queries. As earlier observed, an individual having anxiety, stress, or depression symptoms are quite reserved within themselves rather than interacting with family, friends, or clinical staffs. They usually share their mind through anonymous platforms. But most importantly the biggest challenge lies in the fact that most of these predictive intelligent models simply provide black-box predictions without any reliable justified explanations of those mental health risk predictions. As a result, it creates ambiguities, and appropriate interpretations of a certain risk prediction can not be reasoned out. Thus, large sized dataset collected from online platforms are more desirable, and an explanatory interface is the need of the hour to properly interpret the psychological health prediction outcomes.



4. PROPOSED METHODOLOGY

The prime focus of the research is on recognizing physiological disorders such as anxiety, stress, and depression implementing an explainable intelligence based predictive model. Psychological disorder data samples in the form of responses of questionnaires are collected from the desired participants through Google forms and are stored for analysis. The proposed framework can be viewed to comprise certain interlinked functional phases which are discussed in this section.

1. Transform-Encode Phase.

2. Segregate-Label Phase.

3. Q-Prioritization Phase.

4. Train-Test Phase.

5. Prediction Interpret Phase.

6. Validate Phase.

The sequential six phases are required for a comprehensive psychological assessment. The Transform-Encode Phase is employed as the data samples are gathered in the form of the google form, the raw and unprocessed data need to be presented in a suitable template that can be easily interpreted. The Segregate-Label Phase is employed to partition the attributes of the data set into three distinct sets of physiological disorders such as anxiety, depression, and stress. After the data samples are pre-processed and labeled, it is followed by the Q-Prioritization phase which is responsible for dropping out less significant queries or attributes from the data set. Once the irrelevant attributes in the data set are eliminated, Train-Test Phase is used to learn through examples using an appropriate machine intelligence algorithm. The Prediction Interpret Phase provides a suitable explanation of the prediction outcomes.


4.1. Transform-Encode Phase

The retrieved data samples are gathered in the form of google responses from users. These raw unprocessed data need to be presented in a suitable template that can be easily interpreted. Thus, the collected responses are mapped onto a two-dimensional tabular structure by allowing it to be saved in a csv (comma separated values) file in a new editable excel sheet. If an online survey is followed then the Typeform tool can be applied to fetch the responses in the .csv file directly. If any other ways to fetch data in the spreadsheet is used then excel can be used in saving it as a .csv file. The collected data samples can be loaded and their attributes are summarized in the python platform with appropriate libraries in store. It is important to detect any missing values in the data as it affects the processing. Any data entries which are out of their predefined range are tagged as missing values. These values are counted, identified, and are accordingly replaced with the data value which is most common for that specific column. It is followed by the encoding of data where based on severity level, the responses are assigned numerical values in the range of 1 to 4. Finally, the rate point is determined on a [0,3] scale by subtracting 1 from the encoded value (51, 52).



4.2. Segregate-Label Phase

In this phase, the attributes of the dataset are partitioned into three distinct sets of physiological disorders which include anxiety, depression, and stress based on its belonging value defined at prior. Five severity levels of these disorders are considered and domain range for every level is set at prior corresponding to individual sets of anxiety, depression, and stress disorders. Normal (N), Mild (M), Moderate (MD), Severe (S), and Extremely Severe (ES) are the detected levels for the research work undertaken. The Weight Score (WS) for all disorder sets is calculated by summing up every data rate points for individual set of disorders taking into consideration of all column cell values and is given in Equation (1).

[image: image]

In this study, RPi denotes the rate points of an individual set of mental disorders. “ES” label for anxiety, stress, and depression risks was assigned a WS of 20+, 33+, and 28+, respectively. “S” severity levels for these three classes were allotted a WS range of 15–19, 26–33, and 21–27, respectively. Similarly “MD” labeled instances were adjusted WS range of 10–14, 19–25, and 14–20, respectively. The WS values for the “M” class for all the risks were 8–9, 15–18, and 10–13, respectively. The WS values less than the above range are considered to be the “N” class.

A sample data-sheet illustrating the query set corresponding to anxiety, stress, and depression risks is represented in Table 2. It shows the computation of WS for all tuples and based on which the severity class label is assigned.


Table 2. A sample weight score computation illustration.

[image: Table 2]



4.3. Q-Prioritization Phase

After the data samples are pre-processed and labeled, it is followed by the Q-Prioritization phase which is responsible for dropping out less significant queries or attributes from the dataset. It is to note that, the pre-processed question set is the input while a reduced and optimized question set is the output of the Q-prioritization phase. Sometimes it is observed that all attributes in the samples do not equally contribute to the processing and prediction process. The presence of these less relevant attributes affects the overall performance of the predictive model in the context of latency delay or accuracy of prediction. Thus, detecting and eliminating these less relevant features is a vital task. In this phase, a novel attribute relevance method is adopted before the model is subjected to training and testing using classifiers. The WS computed in the predecessor phase is analyzed and a relevant threshold (Rth) for every physiological disorder set is determined by Equation (2) as follows.

[image: image]

A Rth for every physiological disorder set is determined in Equation (2). In this study, Normalmax(PD) represents the maximum value corresponding to the N level of any disorder set. The Countcol denotes the number of attribute columns present in the questionnaire data set, and Ratemax represents the optimum scaled rate point considered. Based on the equation, the Rth for every attribute column of the respective disorder set is computed. The computed Rth value for anxiety, stress, and depression is 0.5, 1.0, and 0.2, respectively. Cumulative summation of all rate points which are grouped by individual column name is found out and a simple mean average for every column is determined. Furthermore, the priority of attribute columns is calculated on the basis of the ranking of their mean value in descending order which is calculated in terms of priority relevance (Prel) as shown in Equation (3):

[image: image]

In this study Prel is the priority relevance value to be computed. Ri denotes the rate point for every data sample for a specific disorder set, and “S” is the total samples of data collected. Based on the computation of Prel obtained, those attributes are considered to be relevant and are retained. The overall pseudo code of this procedure is depicted in Algorithm 1.


Algorithm 1: Pseudocode for Q-prioritization phase.

[image: Algorithm 1]



4.4. Train-Test Phase

Once the irrelevant attributes in the dataset are eliminated, it is all set to learn through examples using an appropriate machine intelligence algorithm. After the model is adequately trained, it can be used to predict outcomes based on new data samples. In our research, an improved adaptation of the decision tree algorithm is deployed as the machine learning method. The decision tree is a widely used supervised approach to solve classification problems. It can be viewed as a hierarchical structure with internal nodes mapped onto attributes, branches denoting rules, and leaf nodes are the decision outputs. The decision node and leaf node are the two nodes of a decision tree. Decision nodes are responsible to take decisions while the outcome of decisions is denoted by leaf nodes. Based on the attributes of a dataset, decisions are made.

[image: image]

A decision tree works with the purpose of predicting the label of a data sample initialized from the root node of the tree. Values of the root node are compared to the data variable and on basis of comparison follow the branch and move to the subsequent node. The process further compares the feature against all sub-nodes and proceeds. The same procedure is continued till the leaf node is reached. Algorithm 2 relates its overall pseudocode.


Algorithm 2: Decision tree building from training instances of data partition P.

[image: Algorithm 2]

One of the major concerns in a decision tree implementation is to choose the best attribute during the split. A suitable attribute selection measure solves the purpose. Information gain is a statistic based method for the selection of suitable attributes for testing at every node. It is a measure of entropy changes after attribute driven data segmentation which computes the information that an attribute gives regarding a class. Based on its value, the node is split, and accordingly, the decision tree is built. Gain (I; F) of an attribute A, that concerns a set of samples S is highlighted in Equation (4).

Where values (F) is the set of all possible values for attribute F, and Is is the subset of I for which the attribute F has value s. The pseudocode for information gain is shown in Algorithm 3. Entropy in information theory is a metric that exhibits the purity of a random dataset. When the target feature accepts m distinct values, then its entropy I corresponding to m-wise categorization is denoted by Equation 5.

[image: image]

where “Ent” represents the entropy and pi denotes the probability of I which belongs to a class i.e., the logarithm of base 2 refers to the entropy of encoded size determined in bits.


Algorithm 3: Pseudocode for Information gain.

[image: Algorithm 3]


4.4.1. Proposed Balanced Decision Tree Method

It is observed that the majority of predictive learning techniques generate optimistic classification performance which is misleading at times due to the uneven distribution of data samples in classes. It is due to the fact that many computational algorithms are built to function on classification samples with identical observations in every class. Data sampling can be used to deal with this issue a sit constitutes a set of methods to map an unbalanced data set onto more evenly distributed classes. The decision tree is biased toward the majority class, and as a result, the mis-classification rate of the minor class is more. In this study, sampling process can be fruitful in tackling this uneven data distribution. One such type called oversampling process replicates existing samples from minor classes and augment those to the train set. Here, training samples are randomly chosen with replacement such that a more balanced data set can be created. A balanced decision tree model differs from a simple decision tree in that it incorporates the oversampling technique to create an even distribution of data samples in both major and minor classes. The performance of a balanced decision tree is much better than the simple decision tree.

The improved decision tree presented in this study utilizes the oversampling method to generate a more efficient model. The physiological disorder data set is pre-processed and less relevant attributes are removed using the attribute relevance phase. The entire dataset is then partitioned into anxiety, stress, and depression sets on the basis of the predefined attribute set. The data instances are mapped onto the five disorder levels using simple if-then rules. Based on the cumulative rate point of a specific row, that instance falls in its corresponding disorder level. The labeling step is followed by oversampling where the minority class is identified in the training samples and random replicas of its instances are created. The sampling rate “S” chosen is 0.1. A decision tree algorithm is applied to the resultant oversampled dataset, and the accuracy rate is computed. The initial accuracy before the first iteration is assumed to be zero (Aold = 0). If the recent computed accuracy is found to be more than the predecessor value then the latest value is stored, thereby incrementing the sampling rate by 0.1. Again the data is oversampled with S = 0.1 to find the new accuracy. The process is repeated as long as the new accuracy Anew for a round is less than its previous value. At that point, the algorithm stops and generates the maximum accuracy value obtained throughout the process and is restored. After the training of the decision tree is done, the new test data is subjected to the model to predict the level of physiological disorder in the patient.

Thus, the developed model successfully detects the presence of any mental risk disorder, and if any inconsistencies are found then it predicts the level of disorder that the patient has probably developed corresponding to each set of a physiological disorder (anxiety, stress, and depression). Since the oversampling process is repeated multiple times in learning of decision tree to form a more evenly balanced data set, it is referred to as Balanced Decision Tree model which is illustrated in Figure 2.


[image: Figure 2]
FIGURE 2. Proposed Balanced decision tree approach.





4.5. Prediction Interpret Phase

An important observation that should be addressed is the set of attributes that have more impact on prediction outcomes. Most predictive models focus simply on the prediction performance rather than providing a suitable explanation for it. This creates an ambiguous scenario where factors that contributes to a certain prediction can not be determined. This creates a concern, especially when dealing with the real time critical healthcare domain. In our research analysis of detecting psychological health risk severity, an appropriate interpretation of predictive results is necessary from the medical experts and the patient's perspective. Thus, a predict interpret phase is augmented in our proposed model to facilitate the explainable intelligence functionality. This explainable intelligence capability is operated through a reasoning engine. The main aim of this reasoning engine is to allot a scoring value to all attributes on basis of their individual usefulness and relevance to a certain prediction. This module helps in providing a detailed insight in to the dataset. The scoring level of attributes can identify their relevance ranking which can be further used by medical experts to reason a particular mental health risk prediction. Our model implements a novel reasoning engine that consists of permuted feature importance, contrastive explanation, and counterfactuals methods for empowering the explainable intelligence functionality. The permutation feature importance explores the relationship between a specific attribute and the target label where a reduction in score indicates the dependency of that attribute on the developed model. The contrastive explanation method (CEM) aims to provide local interpretations to an abstract black box system that discusses explanation for classification by detecting less relevant features. A counterfactual interpretation of a prediction defines the variation in features that alters the prediction to a predetermined outcome.


4.5.1. Permuted Feature Importance Method

Permuted feature importance is an approach to calculate the relative significance scores of attributes and is independent of the model used. It acts as a non-local interpretation approach providing an in-depth idea of the nature of a predictive learner. Attributes are ranked on basis of the significance of every attribute on the trained learning algorithm predictive decision. Feature permutation importance computes the prediction ability of an attribute for a black box determinator by exploring the increase in prediction error if an attribute is absent. It begins with the calculation of base error on a trained predictive model. For each attribute, random shuffling of the corresponding column of trained data is performed, and the predicted error of the varied samples is computed. Then the feature importance is determined and stored as the difference between the base score and the varied sampled score. These steps are repeated multiple times to determine the average as it reduces the impact of random shuffling. Subsequently, on basis of the mean relevance of attributes on the score of the model, their ranking is done. Attributes with high score relevance on shuffling are labeled as more significant compared to attributes with less impact on the score of the model. Its pseudocode is shown in Algorithm 4.


Algorithm 4: Pseudocode for permuted feature importance method.

[image: Algorithm 4]

Permutation feature selection can be used via the permutation_importance() function that takes a fit model, a dataset (train or test dataset is fine), and a scoring function P-score. The relative attribute importance can be illustrated in a bar chart where the x-axis shows the importance value and the y-axis denotes the attributes in significance order. A long bar is an indicator for an attribute with more relevance.



4.5.2. Contrastive Explanation Method

Contrastive explanation method is another explainable method that derives local interpretations of a black box architecture. Technically it may be defined as “An input m is categorized into class n since attributes ai,…aj are available and since attributes ax,…ay are unavailable.” This approach suits more for tabular sample data which explains a classification model by giving details on relevant attributes or pertinent positives (PP) as well as irrelevant attributes or pertinent negatives (PN). It is a process that reasons out what may be minimally present and which variables may be essentially absent from the samples so that the original predicted class can be maintained. The two interpretation sides can be denoted as follows:

Pertinent Positives: An explanation to the PP figures out the attributes that are vital for model to predict the same output class as the predicted class. So from our research context, it consists of the crucial queries of the psychological risk data that impact most on the prediction outcome. The above result in Figure 3 highlights the prediction of mental risk severity level is the same when PP is applied. The generated CEM values near 0 since those are the least values present to predict specific risk levels and these queries are to be essentially present to obtain the same original level as the severity level predicted S.


[image: Figure 3]
FIGURE 3. Pertinent positive sample example.


Pertinent Negatives: Explanation to PN computes the attributes which are to be adequately unavailable, form a sample, thereby retaining the original output level.

It can be seen from Figure 4 that some of the CEM values in the array such as Q1, Q3, and Q5 are different from the original values, and these values alter the prediction class from “MD” to “S.” Hence, we may conclude that variation in these attribute queries may essentially be absent in order to restore the original predicted class since they can flip the class label. Using CEM, we can improve the accuracy of the predictive model by analyzing the misclassified samples and subsequently processing those through CEM explanations.


[image: Figure 4]
FIGURE 4. Pertinent negative sample example.




4.5.3. Counterfactuals Method

Counterfactuals method provides a somehow “what-if” explanations based on prototypes where an instance represent the whole sample set of a class. Technically, it can be said that if M and N are independent and dependent variables, respectively, then counterfactual depicts the impact on N as a result of minor variation in M. Thus, it notifies the variation to be performed on M so as to alter the output from N to N. It is fast and gives quite accurate results by interpreting results with the use of prototypes of the target class. In context to our research analysis, a counterfactual sample denotes the vital modification in input query set of a testing sample which change the prediction to a predetermined outcome. A counterfactual sample Sxy should possess some basic characteristics which are outlined in this study.

1. The prediction over Sxy should be enclosed in a predetermined output label.

2. Variation β of the initial sample S0 over Sxy = S0 + β needs to be sparse.

3. The counterfactual Sxy should be near to the general counterfactual class sample sharing.

4. The counterfactual Sxy should be computed fast to be applied in real time use cases.

These features can be approved by including a loss function in the form denoted by Equation 6 as:

[image: image]

Where xLpred denotes the instance variation for predicting another class label than the original class. βL1 + L2 acts as the regularizer that defines sparsity by considering the net difference between counterfactual and alternate samples. In this study, as shown in Figure 5, samples of mentally disordered person with anxiety were collected and diagnosed. After diagnosis and an evaluation prototype was created to detect variations in various attributes to analyse risk possibilities. The observation highlights certain modifications to alter the outcome. The query Q1 (being upset) should be decreased by 0.76532 to avoid getting “S” risk level. Q12 (being nervous) should be under control by 0.182345 units. Similarly, as noted in Q29(–2.5674) and Q35(–0.5573), the patient should calm down more and be more tolerant to prevent being in “S” level of risk.


[image: Figure 5]
FIGURE 5. Sample demonstration of counterfactual method.




4.5.4. Validate Phase

Usually among all psychological health response data instances used as input, few among them may be misclassified to incorrect class in a predictive model. Thus, the performance of the proposed explainable intelligence enabled predictive model needs to be validated to figure out its effectiveness. Both training and testing of the model require validation using different metrics. Various performance parameters are involved in demonstrating its efficiency in detecting correct outcomes. Accuracy is a vital parameter that indicates the total mental health disorder instances that were correctly predicted among all the instances which were used as input to the predictive model. It is depicted in Equation 7 as:

[image: image]

Precision denotes the number of accurate mental health risk instances predicted which in reality maps to be positive. It is a fruitful indicator where false positives is a concern than false negatives. It is shown in Equation 8 as:

[image: image]

The recall represents the actual positive risk instances that accurately predict the model, and it is a very helpful indicator where false negative exceeds false positives. It is represented in Equation 9 as:

[image: image]

In reality, if the precision is increased then the recall value decreases and vice-versa. To capture both metrics simultaneously, another measure called F-score is used to present a combined concept of both. It denotes the harmonic average of both recall and precision. The F-Score metric is denoted in the Equation 10 as:

[image: image]

Mean square error (MSE) is another relevant metric that accepts the mean value of the square of the difference of the original and the predictive values which are represented by Equation 11 as:

[image: image]

Where M represents the data points count, Zi is the observed value, and [image: image] is the predicted value.

Thus, as it is observed, all the phases of the proposed explainable intelligence model are interrelated such that the output of one phase acts as the input for the other. The overall working model is summarized in Figure 6. The psychological health risk data DASS 42 is retrieved online. The dataset is in the form of 42 questionnaires along with its responses. The original data samples are mapped onto an excel sheet for analysis. It undergoes appropriate pre-processing tasks like handling missing values and any inconsistencies in the dataset. The data is then encoded in the range of [1–4] based on the response of patients and scaled up to [0–3] for uniformity and ease of analysis. The dataset is grouped by predefined queries to partition into three subsets on the basis of psychological health disorders. Anxiety, stress, and depression are the identified subsets. The WS of all rows is determined, and accordingly, the risk severity level is labeled. The least priority queries are identified using the attribute mean rate point method and are eliminated from the dataset in Q-Prioritization phase. Then the resultant data is trained with a novel, newly proposed balanced decision tree technique which involves repeated oversampling. Once the model is trained, it can predict the appropriate disorder severity level for anxiety, stress, and depression risks with new unseen psychological data of new patients. The prediction outcome is further analyzed and interpreted using the reasoning engine which is comprised of three constituents. The first component called permuted feature importance method ranks all queries in priority order to identify the most relevant queries which contributed to prediction. The contrastive explanation approach further helps in recognizing the queries which should be present and similar queries that should be absent for the prediction of the severity risk level. Based on this, an interpreted tabular feedback is generated for reference of medical experts. The counterfactuals method is the third reasoning method that defines the required variations required in input queries in order to flip the generated severity class label. Thus, this reasoning engine forms the most vital part of the model a sit empowers the predictive model with an explainable intelligence capability.


[image: Figure 6]
FIGURE 6. Proposed Explainable Intelligence driven psychological health predictive model.






5. IMPLEMENTATION RESULTS AND ANALYSIS

The proposed explainable intelligence based mental health risk detection model is tested with the newly built balanced decision tree technique to predict the severity level of anxiety, stress, and depression health risks in patients. Before real time deployment, it is validated with different performance parameters to explore its efficiency in detecting psychological disorders.


5.1. Training Data Evaluation Performance

The psychological health disorder dataset used for performance evaluation is the standard DASS 42 questionnaires. As many as 13,000 responses of patients forms the dataset. With the help of the performance parameters indicated in the previous section, the performance is determined. The dataset is experimentally trained using many predictive models such as Naive Bayes, RBFN, KNN, J48, and neural network apart from the proposed model. Accuracy is the most important evaluation parameter which denotes the proportion of accurate predictions to the cumulative observations. Accuracy is a very relevant metric in an evenly balanced data samples. It is observed that among all existing techniques, the RBFN model provided an impressive accuracy on all three datasets while the accuracy of J48 was relatively discouraging. But our proposed explainable intelligence model outperformed others recording an accuracy rate of 98.25%, 97.88%, and 98.64% on anxiety, stress, and depression set, respectively, as shown in Figure 7. The aggregated accuracy computed was 98.25%.


[image: Figure 7]
FIGURE 7. Comparative analysis of accuracy rate for psychological risks.


Precision represents the proportion of accurate positive prediction observations to the cumulative positive prediction based observations. Precision evaluates the accurately categorized samples against those samples classified to be positive. The model performed exceptionally well in terms of precision metrics on all three risks. A value of 0.98 was observed with anxiety data, 0.986 on stress data, and 0.974 on depression data. Thus, a simple mean value of 0.98 precision was noted leaving behind the RBFN model which has a 0.968 precision value. J48 performed relatively poor in comparison with others. Figure 8 depicts the precision score analysis of the proposed explainable model with others.


[image: Figure 8]
FIGURE 8. Comparative analysis of precision for psychological risks.


Recall metric helps in the quantification of accurate positive predictions among all positive predictions performed. While precision gives an idea of accurate positive predictions, recall gives a measure of missed out positive predictions. For imbalanced learning, recall is typically used to measure the coverage of the minority class. The explainable driven predictive model outperforms all other existing models in terms of recall value on all disorder data. While an excellent value of 0.986 is the result with anxiety data, on stress and depression set, the recall metric evaluates to be 0.975 and 0.97, respectively. The aggregated recall observed was 0.977. The recall analysis is depicted in Figure 9.


[image: Figure 9]
FIGURE 9. Comparative analysis of Recall for psychological risks.


F-score is a means to integrate both recall and precision metrics, thereby capturing both features. Once both of the metrics are computed for our multi-level classification, an F-score can be utilized to combine both generating a harmonic average value. F-score considers both false negatives and false positives. The F-score value recorded on the anxiety, stress, and depression risk set was 0.983, 0.982, and 0.972. The average mean F-score value generated was 0.979. Among other models, the RBFN algorithm recorded a very good value while J48 gave a comparatively inferior outcome. The overall F-score analysis was observed in Figure 10.


[image: Figure 10]
FIGURE 10. Comparative analysis of F-Score for psychological risks.


The impact of the Q-Prioritization phase on the performance was also explored and the outcomes are illustrated in Figure 11. The observation was quite clear. Right from the initial data size of 100 instances, the accuracy of the explainable model using Q-Prioritization phase, 96.78% was more than that of the model deployed without it, 96.1%. As we can see that the accuracy shows a significant drop once the dataset size exceeds 500 instances. The difference in accuracy increases with the rise in the size of data and toward the end of simulation with 1,300 samples. The final accuracy without the Q-Prioritization phase is found to be 90.05%.


[image: Figure 11]
FIGURE 11. Accuracy rate analysis of psychological risks in context to Q-Prioritization phase.


The experimental evaluation was also undertaken with DASS 21 data set that constitutes 21 queries being mapped onto anxiety, stress, and depression risk. The same performance indicators were used for the evaluation. We obtained 98.09, 0.971, 0.97, and 0.972% as the mean accuracy, precision, recall, and F-score value obtained with DASS 21 sample set. This shows the consistent performance of our proposed model with heterogeneous data sets. The outcome summary is outlined in Table 3. There is variation in values because two different data sets (DASS 42 and DASS 21) are used for the evaluation of the proposed research on mental risk disorders. Both these data sets comprise dissimilar questions. Also, distinct questions are associated with both data sets so based on the feature importance of individual questions, the values for accuracy and other parameters are different.


Table 3. Performance metrics comparison using different datasets.

[image: Table 3]



5.2. Real Time Prediction Outcome

The experimental evaluation was undertaken in a real time environment. Our proposed model was validated with volunteers. DASS-42 is the standard dataset used for the purpose. The dataset constitutes a series of 42 distinct queries being asked to patients affected with psychological disorder risks. The queries were equally clustered into anxiety, stress, and depression which forms the three predefined sets as discussed earlier. So every risk set comprises 14 non-overlapping queries. Tables 4–6 displays the 14 queries each chosen for anxiety, stress, and depression disorder set.


Table 4. Queries associated with anxiety risk.

[image: Table 4]


Table 5. Queries associated with stress risk.

[image: Table 5]


Table 6. Queries associated with depression risk.

[image: Table 6]

Figure 12 depicts the google form prepared for our research hypothesis. This form comprises a total of 42 distinct questionnaires which are mandatory to be filled up by users. This acts as a self-testing interface for the users in an attempt to test themselves of the presence of any psychological health risks and is called psychology parser. The user needs to enter his name and ID before appearing in the test.


[image: Figure 12]
FIGURE 12. Demonstration of prediction interpret phase.


The outcome demonstration for one specific day is discussed in this section where the test data of 10 volunteers are accumulated and their responses are mapped onto an excel sheet in a .csv file. It is followed by the important Q-Prioritization phase which is responsible for identifying less relevant queries from all sets and eliminating them using the mean Rate Point method. Table 7 demonstrates this process. It starts with the original query set segregated into 14 queries in each disorder set including anxiety, stress, and depression. The individual queries are assigned their scaled-up value (0–3) based on the response of patients. The priority relevance value (Prel) for all queries (attributes) corresponding to individual disorder sets are determined using the mean rate point method.


Table 7. Demonstration of Q-Prioritization phase.

[image: Table 7]

This is followed by the ranking of the queries based on the Prel value obtained. Accordingly, the least priority query that fails to satisfy the Rth is eliminated from the resultant data set. As it is observed in Table 10, query “Q9” was found to be less relevant in the anxiety set. Similarly, queries “Q18” and “Q5” in stress and depression set, respectively, were detected to be at less priority compared to others. Thus, these least priority queries were dropped from the data set after the Q-Prioritized phase. The least priority queries are marked in bold in Table 8.


Table 8. Irrelevant queries detection and elimination in Q-Prioritization phase.

[image: Table 8]

The psychological parser is definitely technically feasible. It is a kind of google form software created at the back-end of model development in which all questions related to the research task is included and randomly shuffled. Patients are required to fill up the parser and then the risks of anxiety, stress, and depression are auto-computed. So it is completely software enabled with no complex hardware involved.

Once the data set undergoes the Q-Prioritized phase, it is pre-processed and is ready for prediction. Test data sample of any particular volunteer is subjected to the proposed Balanced Decision Tree algorithm model for detection of psychological disorder risks.

Figure 13 highlights the test data of volunteer “V5” as the input to the Q-Prioritization phase to find the priority based relevant query set. This query set is applied to the proposed balanced decision tree model. The prediction outcome I presented was in the form of an interface. If any risk is detected then it will display the information based on the severity level. As it is observed that “V5” is detected with psychological risks in all three sets. An “MD” level of risk is recognized for both anxiety and depression disorder while an “M” risk level is detected with stress set. The predicted risk disorders are supported and regulated by a well-built interpreted engine. The interpreter engine explains the predicted outcome corresponding to all three disorders. Permuted feature importance method, CEM method, and Counterfactual method are the three different explanatory approaches implemented in this module for a comprehensive interpretation of predicted result class for each mental disorder set. Prediction interpretations for each set are presented in context to the detected outcome of volunteer “V5.”


[image: Figure 13]
FIGURE 13. Illustration of anxiety interpreter outcomes.




5.3. Anxiety Interpreter

Anxiety interpreter acts as an reasoning interface that facilitates an effective explanation of the prediction outcome on the anxiety dataset which is depicted through the three significant methods discussed above. Figure 14 shows the anxiety interpreter.


[image: Figure 14]
FIGURE 14. Training and testing phase with proposed balanced decision tree approach.


In context to permuted feature importance method, the P-score value determines the importance of attributes. Q-score value changes with every iteration based on the individual position of attributes. Therefore, P-score also updates with every iteration. The value of P-score depends on the number of iterations and the accuracy value of all attributes in every round of execution. Figure 8 shows the ordered ranking of different queries based on their individual the P-score value for the volunteer “V5.” It is observed that “Q2” exhibit the highest importance score of 3.145 while “Q40” is the least important attribute with a score of 0.234. It shows the top ranked query attributes that impact the prediction decision making. CEM method is another approach to provide a suitable explanation for the prediction. It denotes the minimal queries to be present for the prediction of a specific class (PP) while simultaneously it also notifies the queries that should be absent during the prediction (PN). The inference of the CEM method is presented in tabular form in Table 11. It clearly indicates the scenario where queries Q7, Q20, and Q40 are the PP while Q15, Q23, and Q41 are regarded as PN. Based on the inference, relevant feedback is generated to the user for guidance as shown in Table 9.


Table 9. Feedback to anxiety interpreter with CEM method.

[image: Table 9]

The counterfactual method is the third interpreter approach used for effective explanation for prediction. As it can be seen that the original prediction for anxiety was “MD.” So to downgrade the prediction to “M,” the queries Q7, Q20, Q40, and Q2 represent the counterfactuals generated that are listed below. The negative values of the queries denote that the corresponding metric should be reduced. Thus, to reduce the anxiety risk to a mild level, “V5” should control the feeling of panic and constant shakiness. Furthermore, symptoms such as dryness in the mouth and calmness will assist in dealing with anxiety related issues.

Original predicted label: “MD”; Counterfactual prediction: “M”; Q7: –0.2634; Q20: –0.2748; Q40: –0.4051; Q2: –0.5674.



5.4. Stress Interpreter

Stress interpreter forms the second platform to provide an appropriate interpretation of the prediction outcome on the stress dataset. The explanation is shown through the same methods as highlighted above. Stress interpreter and its decision outcomes are highlighted in Figure 15.


[image: Figure 15]
FIGURE 15. Illustration of depression interpreter outcomes.


According to the CEM method, the essential attribute queries (PP) recorded were Q1, Q22, Q29, and Q33 while the non-essential queries needed to be absent (PN) were Q6, Q12, Q14, and Q27. The stress feedback is shown in Table 10 where the relevant feedback is provided to the user based on the generated “PP” and “PN” values.


Table 10. Feedback to stress interpreter with CEM method.

[image: Table 10]

The query importance is further validated with the counterfactual method to determine the attributes of the stress set that need to be regulated. The counterfactual results showed that “M” was the actual predicted class level, but it can be further regulated to “N” if certain attributes are properly taken care of. The attributes of impact detected were Q1, Q29, Q32, and Q33 as listed in Figure 2. So as per the counterfactual outcome, volunteer “V5” should avoid being frequently upset for silly reasons and should maintain calm. Furthermore, the usage of sensors and smart gadgets will enable remote monitoring of patients. Original predicted label: “M” Counterfactual prediction: “N” Q1: –0.2284; Q29: –0.1941; Q32: –0.3382; Q33: –0.1674.



5.5. Depression Interpreter

The user interface used in our work to provide an effective explanation for depression prediction is referred to as depression interpreter.

It also utilizes the same three approaches to provide a suitable explanation for prediction. Through permuted feature importance method, the priority ranking of all queries is obtained by their P-score value. The highest P-score of 2.02 is noted for query “Q42” while the least score of 0.184 is recorded for “Q13.” So it can be said that “Q42” is the most relevant query that had an impact on the prediction of depression in volunteer “V5.” The critical queries required for accurate prediction and queries that should be absent are computed using the CEM approach. It is noted that Q3, Q10, Q26, and Q31 are absolutely required for prediction of the same class level “MD” while queries “Q13,” “Q16,” and “Q21” should not impact the prediction process. On basis of the CEM method outcome, the feedback table is auto-generated as shown in Table 11.


Table 11. Feedback to depression interpreter with CEM method.

[image: Table 11]

The query importance in depression risk prediction is evaluated with the counterfactual method to determine the queries that require attention. The counterfactual results showed that “MD” was the original predicted depression level which may be upgraded to “M” if four attributes are effectively controlled. These detected attributes were Q3, Q26, Q34, and Q42 as listed in Table 5. Hence, a volunteer “V5” should be more positive rather than being down-hearted. A volunteer should be kept busy to avoid anxiety related issues.

Q3: –0.1824; Q26: –0.1091; Q34: –0.1452; Q42: –0.1891;

The performance of the proposed model can be further enhanced in terms of speed and accuracy by taking image based datasets and using deep neural networks. Also, the entire system can be made smart by integrating sensors and actuators so that remote monitoring of patients can be possible. In the future, the model can be further upgraded to include more detailed questionnaires that capture the emotions of patients more accurately. Also, more mental risks types can be embedded in the research work to make the model more generic and broad.




6. CONCLUSION

Psychological health plays a crucial role in the well-being of a person. Any disturbance related to mental disorders may pose serious concerns in the future. Anxiety, stress, and depression contribute to the majority of psychological risks. Thus, it is important to recognize these health concerns and address them at the earliest. Many predictive learning based models are already being developed to predict these mental disorders. But most of these models simply predict the occurrence of such risks without providing any concrete explanation and reasoning. So reliability on these black-box models is questionable. So a more transparent and robust approach should be deployed such that the predictions of a model can be accurately visualized and interpreted. Thus, in our research, an explainable intelligence enabled predictive model is developed to not only accurately detect multiple severity levels of psychological health risks in an individual but also generate a transparent explanation of the contributing factors of a certain prediction. The model used a standard online questionnaire dataset to accumulate responses from online users. The data samples were filtered using a new method called Q-Prioritization through which the least priority queries in the dataset were dropped out. The query optimized dataset was trained with a new repetitive oversampled variant of the decision tree called the balanced decision tree method. After the successful learning phase, it was able to predict psychological issues such as anxiety, stress, and depression on a new test sample. Furthermore, a reasoning engine is used to visualize and interpret the prediction made by the model so as to determine the main contributing symptoms and less essential factors for a certain prediction of mental risks severity level. Permuted feature importance, contrastive explanation, and counterfactuals methods are utilized as constituents of the reasoning engine to empower the model with explainable intelligence. The deployed model gave very impressive results. The mean accuracy of prediction was 98.25% while the mean precision, recall, and F-score metric noted were 0.98, 0.977, and 0.979, respectively. It was observed that without applying Q-Prioritization, the mean accuracy significantly got reduced to 90.25%. The MSE generated with our model was a least of 0.026. Through the reasoning engine, the prediction outcome was more clear and transparent. Risk factors primarily responsible for a certain severity disorder level detection were quite evident and relatable. Based on the outcome, medical experts can suggest suitable recommendations to patients. Thus, the proposed multi-level psychological disorder predictive model driven by explainable intelligence can benefit medical professionals in the accurate diagnosis of patients concerned with psychological health risks. In the future, the model can be further upgraded to include more detailed questionnaires that capture the emotions of patients more accurately. Also, more mental risk types can be embedded in the research work to make the model more generic and broad.
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Background: This study aimed to develop and validate a nomogram for predicting mortality in patients with thoracic fractures without neurological compromise and hospitalized in the intensive care unit.

Methods: A total of 298 patients from the Medical Information Mart for Intensive Care III (MIMIC-III) database were included in the study, and 35 clinical indicators were collected within 24 h of patient admission. Risk factors were identified using the least absolute shrinkage and selection operator (LASSO) regression. A multivariate logistic regression model was established, and a nomogram was constructed. Internal validation was performed by the 1,000 bootstrap samples; a receiver operating curve (ROC) was plotted, and the area under the curve (AUC), sensitivity, and specificity were calculated. In addition, the calibration of our model was evaluated by the calibration curve and Hosmer-Lemeshow goodness-of-fit test (HL test). A decision curve analysis (DCA) was performed, and the nomogram was compared with scoring systems commonly used during clinical practice to assess the net clinical benefit.

Results: Indicators included in the nomogram were age, OASIS score, SAPS II score, respiratory rate, partial thromboplastin time (PTT), cardiac arrhythmias, and fluid-electrolyte disorders. The results showed that our model yielded satisfied diagnostic performance with an AUC value of 0.902 and 0.883 using the training set and on internal validation. The calibration curve and the Hosmer-Lemeshow goodness-of-fit (HL). The HL tests exhibited satisfactory concordance between predicted and actual outcomes (P = 0.648). The DCA showed a superior net clinical benefit of our model over previously reported scoring systems.

Conclusion: In summary, we explored the incidence of mortality during the ICU stay of thoracic fracture patients without neurological compromise and developed a prediction model that facilitates clinical decision making. However, external validation will be needed in the future.

Keywords: intensive care units, nomogram, spinal fractures, prediction model, mortality


BACKGROUND

A spinal fracture is a dislocation or fracture of the vertebrae with an annual incidence of 26 per 100 000 (1), accounting for ~23.3% of all trauma patients (2). The most prevalent spinal fractures occur at the level of the lumber spine, followed by the thoracic spine (3). Motor vehicle accidents (MVC) and falls from heights are the most common causes of spinal fracture; the annual incidence of spinal fracture has increased, with the reported increase in motor vehicle crashes (4). In China, the incidence rate of spinal fractures in 2007 was twice that in 2001 (3).

Numerous studies have investigated the long-term prognosis of spinal fractures using data from large patient populations in recent years. In patients with thoracolumbar fractures exhibiting mild symptoms, the visual analog scale (VAS) scores and the Roland Morris Disability Questionnaire demonstrated poor results and a poor outcome in 6% of patients 10 years after non-operative treatment (5). Furthermore, for patients exhibiting more severe symptoms requiring surgery, only 50% reportedly return to their original jobs postoperatively (6).

Meanwhile, long-term mortality associated with spinal fractures is significantly increased in post-traumatic patients compared to those with no history of trauma (7), especially in osteoporotic patients (8, 9). It has also been shown that old age and male gender increase the long-term mortality risk after thoracolumbar fracture (10). Interestingly, studies have shown that trauma patients in the ICU have high mortality rates, as high as 31% (11). Notwithstanding that substantial progress has been made in trauma advanced life support over the years, the mortality rates are still high (12). Patients with concomitant spinal cord injury are more likely than those without neurological damage to present with multiorgan injury and die from secondary infection (13). Most importantly, many patients experience death prior to hospitalization due to severe spinal cord injuries (14). To the best of our knowledge, the prognosis of acute severe spine fracture patients in ICU has been largely unexplored, and current research hot spots still focus on osteoporosis, bone cement, biomechanical analysis, and so on. Meanwhile, the interest of intensivists in trauma patients has mostly focused on rib fractures and pelvic fractures (15–17). Due to the lack of adequate attention to such patients, a large number of high-risk patients are not identified in time for admission, which often leads to poor prognosis and even higher mortality. Little is currently known about the risk factors of poor prognosis in ICU patients with thoracic spine fractures, which has resulted in high mortality rates. Accordingly, we selected this specific patient population for our study.

It is essential to develop a prediction model based on routine clinical and laboratory parameters to ensure that it can be easily implemented during clinical practice. It has been established that nomograms can provide evidence-based and personalized risk estimates and contribute to clinical management and prognosis evaluation (18–21). This study aimed to develop a prediction model to predict mortality during the ICU stay of thoracic fracture patients without neurological compromise based on the Medical Information Mart for Intensive Care III (MIMIC-III) (22) clinical database.



MATERIALS AND METHODS


Data Source

Our data were derived from the MIMIC-III database, a database established and open source by the Massachusetts Institute of Technology (MA, USA) containing information on more than 58,000 patients that attended the Beth Israel Deaconess Medical Center. We completed a web course offered by the National Institutes of Health (NIH) and were granted access to the MIMIC-III database (certification number: 42442549). The data were extracted from the MIMIC-III database using structure query language (SQL) with pgAdmin4 PostgreSQL 9.6.



Study Population

Structured Query Language (SQL) with PostgreSQL (version 9.6 University of California, Berkeley) was used to extract information associated with each patient's unique HADM_ID from the MIMIC-III database. Through International Classification of Diseases 9th Edition (ICD-9) code = 8,052, we obtaining 381 patient. For patients with multiple admissions, we retained information only on the patient's first admission to the ICU. Patients with missing data >20% for laboratory tests (n = 5) and ital signs (n = 1) were excluded. Finally, 298 patients were included in the study (Figure 1).


[image: Figure 1]
FIGURE 1. Workflow of the study. MIMIC-III, Medical Information Mart for Intensive Care III; ICU, intensive care unit; LASSO, least absolute shrinkage and selection operator; AUC, area under the curve; HL test, Hosmer-Lemeshow goodness-of-fit test; DCA, decision curve analysis.




Clinical Variables and Definition

Using the patient's HADM_ID and ICUSTAY_ID as described above, we extracted the following data: demographics, vital signs, laboratory tests, comorbidities, and scoring systems. Among these, demographics included age and gender; vital signs included heart rate (HR), systolic blood pressure (SBP), diastolic blood pressure (DBP), mean blood pressure (MBP), respiratory rate (RR), temperature, SpO2, bicarbonate; laboratory tests included blood urea nitrogen (BUN), chloride, creatinine, glucose, hemoglobin, potassium, platelet, partial thromboplastin time (PTT), prothrombin time (PT), sodium, white blood cell (WBC), red blood cell (RBC); comorbidities included congestive heart failure, cardiac arrhythmias, liver disease, coagulopathy, fluid-electrolyte disorders, hypertension, renal failure, obesity, chronic pulmonary; scoring systems include scoring systems included simplified acute physiology score II (SAPS II), sequential organ failure as severity (sofa) score, oxford acute severity of illness score (OASIS), and the Glasgow coma scale (GCS). Indicators with >20% missing data were removed, such as height, weight, calcium; A deletion was also made for some complications that were not present in all patients, such as peptic ulcer, lymphoma, metastatic cancer. All the variables mentioned above were collected within 24 h of patients' admission.



Statistical Analysis

We used the median and interquartile range to express continuous variables, while Wilcoxon's rank-sum test was selected for comparison between two groups; The categorical variables were expressed as frequency and proportion. Chi-square tests or Fisher's exact test was chosen for inter-group comparison according to the situation. We selected the bootstrap method for internal validation based on the number of patients, in accordance with the transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD) guidelines (23). We used the neighbor interpolation method in the MICE R package (24) to fill in missing data. Then, the least absolute shrinkage and selection operator (LASSO) expression was used for screening predictors of mortality (25). For the cross-validation results, we selected lambda = min to determine the final candidate variables (26, 27). The multivariate logistic regression model was established using these variables, and multicollinearity was evaluated by variable inflation factors (VIF). The area under the receiver operating curve (AUC), sensitivity and specificity were used to evaluate the model's performance. The Youden index determined the best cutoff point. Finally, the nomogram was plotted using the R package “regplot.” The calibration C index (bootstrap resampling 1,000 times) (28), the calibration curve (relationship between observation probability and prediction probability), Hosmer-Lemeshow goodness of fit test (HL test), and brier score were used to evaluate the degree of consistency between observed and predicted outcomes. Decision curve analysis (DCA) was used to assess the net clinical benefit (29). All statistical analyses were completed using R language (version 3.6.3); a p < 0.05 was statistically significant.




RESULTS


Patient Characteristics

Two hundred and ninety eight patients were finally included in the study, with an average age of 53.5 years. 34.6% (n = 103) were female, with a mortality rate of 13.6% while male patients accounted for 65.4% (n = 195), with a mortality rate of 7.2%. Table 1 compares the differences in characteristics between the in-hospital death group and the survival group. Compared with the survival group, patients in the death group were older, had lower body temperature and blood pressure, faster respiratory rate, and lower bicarbonate. Meanwhile, lower hemoglobin and platelet counts were observed in the death group, while PT and PTT values were relatively higher, indicating poor coagulation function. The OASIS, SOFA, and SAPS II scores were significantly higher, with a higher prevalence of cardiac arrhythmias, coagulopathy, and fluid-electrolyte disorders.


Table 1. Baseline characteristics of in-hospital death and survival groups.
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Characteristics Selection and Development of a Nomogram

Out of 35 variables, seven remained in the lasso logistic regression model based on the binomial deviance minimum criteria (ratio 5:1) (Figure 2). The final seven variables included in the multivariate logistic regression, were: age (OR: 1.02; 95% CI 0.99–1.06), OASIS score (OR: 1.08; 95%CI 1.00–1.17), SAPS II score (OR: 1.03; 95% CI 0.98–1.08), RR (OR: 1.07; 95% CI 0.94–1.20), PTT (OR: 1.08; 95%CI 1.03–1.13), cardiac arrhythmia (OR: 1.44; 95%CI 0.43–4.62), and fluid-electrolyte disorders (OR: 4.40; 95% CI 1.62–12.54) (Table 2). Based on this model, we constructed a nomogram to predict mortality in ICU patients with thoracic spine fractures without neurological injuries (Figure 3).


[image: Figure 2]
FIGURE 2. Clinical variables were selected using the lasso logistic regression model. (A) Tuning parameter (λ) selection using LASSO penalized logistic regression with 10-fold cross-validation. (B) LASSO coefficient profiles of the radiomic features.



Table 2. Multivariate regression model based on LASSO regression results.
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FIGURE 3. Nomogram to predict the risk of in-hospital mortality in patients with thoracic spine fractures without neurological injury in the ICU. PTT, partial thromboplastin time; RR, respiratory rate; SAPS II, simplified acute physiology score II; OASIS, oxford acute severity of illness score. ** means p < 0.01.




Apparent Performance of the Nomogram and Web Calculator

Our model yielded an AUC value of 0.902 (95% CI 0.849–0.959), with a C-index of 0.883 after 1,000 bootstrap resampling internal validations. According to the Youden index, the optimal cutoff value was 18.45%, with a sensitivity and specificity of 0.870 and 0.786, respectively (Figure 4). Meanwhile, the calibration curve showed a good fit during internal validation (Figure 5), while the HL test showed that our predicted and observed values were close (P = 0.648); The Brier score was 0.0543 and 0.0623 after bootstrap correction. The ROC values of the scoring systems SAPS II and OASIS incorporated into the regression were 0.856 and 0.837, respectively, suggesting that our model exhibited better predictive performance than scoring systems commonly used clinically. To facilitate clinical use, we constructed a web calculator (https://ouyyjlueducn.shinyapps.io/dynnomapp/) based on the model.


[image: Figure 4]
FIGURE 4. Receiver operating characteristic curve of the nomogram. AUC, area under curve; OASIS, oxford acute severity of illness score; SAPS II, simplified acute physiology score II.



[image: Figure 5]
FIGURE 5. Calibration curves of the predicted nomogram. The dashed line represents the original performance, and the solid dashed line represents the performance during internal validation by bootstrapping (B = 1,000 repetitions). Results of the Hosmer-Lemeshow test demonstrate that the P-value was 0.648.




Clinical Practice

DCA of the nomogram was performed (Figure 6). The blue curve in the figure represents that all the patients received intervention, the straight purple line represents that none patients receive the intervention, and the red curve represents the clinical benefit of our model. For our model, when the predicted probability threshold was set to 0.065%, the net clinical benefit was 9.39%. Our results showed that our model had a superior net clinical benefit than the OASIS and SAPS II scoring systems.


[image: Figure 6]
FIGURE 6. DCA for our model, OASIS and SAPS II. The y-axis measures the net benefit. DCA, decision curve analysis; OASIS, oxford acute severity of illness score; SAPS II, simplified acute physiology score II.





DISCUSSION

Fractures have become a major public health problem in most countries (30), especially spine fractures, which account for approximately 46% of spinal injuries in severe trauma (31, 32). In this regard, patients that sustain spine fractures have the poorest functional prognosis and potential to return to work (33). Although many studies have discussed the long-term prognosis of spinal fractures, to the best of our knowledge, this is the first study to investigate the mortality risk of spinal fracture patients without neurological impairment. The injury severity score (ISS) has previously been used to guide the risk stratification of trauma patients; however, some studies have pointed out that this scoring system was not reliable (34) since it did not consider the characteristics of patients with spinal trauma. We summarized the related works in Table 3. Previous methods of classifying spinal trauma have been most relevant in guiding surgical treatment (35), and commonly include the Trauma and Injury Severity Score (ISS) and the New Trauma and Injury Severity Score (NISS). However, none of these assessment methods take into account the individual spinal trauma patient, and our work fills a gap in the risk stratification of patients with severe spinal trauma. After internal validation of the model, we found that the predictions of the model were in good agreement with the actual results. More interestingly, the constructed model had better discrimination and net clinical benefit compared to the previously used OASIS and SAPSII systems. Also, based on the reviewers' comments, we have done more work. To facilitate clinical use, we constructed a web calculator (https://ouyyjlueducn.shinyapps.io/dynnomapp/) based on the model. In summary, we provide an easy-to-use model for this group of patients, which can identify high-risk patients early, take appropriate interventions early, and reduce poor prognosis and in-hospital mortality.


Table 3. The summary of the previous related work.
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With the rapid development of computer technology in recent years, the combination of machine learning technology and medical practice has become a major trend (19–21, 26, 27). Along with the continuous innovation of convolutional algorithms, from LeNet by Lecun et al. (36) to ResNet by He et al. (37), computer-aided decision making through imaging has become a hot topic in medical research, such as prediction of BMI by facial image features to predict BMI (38) and fundus images to predict diabetic retinopathy (39). In addition, the prevalence of electronic medical records and the establishment of large medical databases have also provided the basis for research on clinical problems, and the combination with machine learning has shown remarkable performance in predicting the occurrence and prognosis of diseases (40, 41). Unfortunately, however, there is still a lack of research in the current field for our patient population. It is therefore necessary to develop an easy-to-use and reliable tool to inform clinical practice. In the present study, we established a nomogram consisting of seven predictors: age, OASIS score, SAPS II score, RR, PTT, cardiac arrhythmias, fluid-electrolyte disorders. Multiple indicators used during the validation process, including AUC, calibration curve, HL test and DCA, indicated that our nomogram yielded satisfactory prediction results.

As seen in Table 1, significant differences in coagulation markers PT, PTT, and coagulopathy were found between the death and the survival groups, especially PTT, which was an important predictor of mortality. Trauma-induced coagulopathy (TIC) has been reported to play an important role in trauma healing (42), and an increasing body of evidence suggests that uncontrolled hemorrhage is a preventable cause of death in the early stages after injury (43–45), which has been reported to be as high as 40–80% (46). The incidence rate of TIC often correlates with the severity of tissue injury (47) since tissue injury releases a large number of damage-associated molecular patterns (DAMPs), which promote multiple inflammatory pathways and thereby affect coagulation (42). Endothelial dysfunction has been reported to participate in TIC (48), and plasma samples from severely injured patients on admission exhibited increased levels of syndecan-1, which correlated with increased activated protein C (APC), prolonged PTT, and elevated epinephrine levels (49). Furthermore, platelet defects and dysfunction are also important contributors to TIC (50). In our study, even though the platelet count in the deceased group was still within the normal range, a significant decrease was observed (Table 2), suggesting an association between a relatively low platelet count and increased mortality, consistent with previous studies (51, 52). Similarly, a prospective study demonstrated that 91% of patients with severe injuries had platelet dysfunction despite normal platelet counts (53).

The most common arrhythmia in patients with chest trauma or surgery is atrial fibrillation, often associated with longer ICU stay and higher mortality (54). On the one hand, most patients with pre-existing atrial fibrillation receive anticoagulant therapy. When combined with previously described coagulation dysfunction, fatal bleeding can result from small traumas (55). On the other hand, patients with new-onset atrial fibrillation have higher in-hospital mortality than patients with previous atrial fibrillation (56) reportedly. The mortality among patients with arrhythmia in our study group was 23.3% (n = 10/43), much higher than that of patients without arrhythmia. Moreover, a significant difference in the number of patients with arrhythmia was found between the survival and death groups (P < 0.01).

It is widely acknowledged that the onset of arrhythmias is highly correlated with electrolyte disturbances (54). Many studies have demonstrated that electrolyte disturbances and vertebral fractures are associated with higher mortality, while elderly patients with fractures are more likely to have hyponatremia (57–59). Interestingly, in our study, albeit patients in the deceased group were much older than those in the survival group, no significant difference in sodium levels was found between the two groups. However, our study also confirmed higher mortality in patients who develop fluid-electrolyte disorders, emphasizing the need for early and effective fluid management in this subset of patients (60).

An analysis of nationwide patients with vertebral fractures in Japan revealed that advanced age is a significant risk factor for complications (OR 1.38) (61). We consistently found that advanced age patients were more likely to experience in-hospital death, which may be associated with sarcopenia (62), poor nutritional status (63), and development of fluid-electrolyte disorders, as mentioned earlier. However, we found that gender was not a relevant factor for in-hospital death in our study, which was inconsistent with the literature. This discrepancy could be accounted for by the fact that the subjects of our research were ICU patients, which were critically ill, while gender had more influence in long-term prognosis (10).

Due to its simplicity and ease of observation, the respiratory rate is one of the indicators traditionally used for the early identification of high-risk patients after trauma (64). A respiratory rate >20 was an important indicator in new evaluation criteria for trauma patients (65). Consistently, we found that tachypneic patients with a respiratory rate within 24 h of admission are more likely to experience in-hospital mortality and require early intervention. Two severity scoring systems, SAPS II and OASIS were also included in the prediction model of this study. At present, much controversy surrounds the predictive accuracy of these two scoring systems in orthopedic trauma patients (66, 67). In our present study, both scoring systems were integrated into our nomogram. The ROC plots showed that our model outperformed these two scoring systems in discrimination (Figure 3). At the same time, DCA exhibited greater net clinical benefit than these two scoring systems (Figure 5).

There are still limitations that need to be considered. First, these data were from a public database spanning 2007–2014. Therefore, the model needs external validation from different medical Institutions. Second, because missing data is >20% in the dataset, there is a lack of some important clinical parameters. Finally, although nomogram is already widely used in clinical practice to aid medical decision making, we want to further simplify the work and expand the scenarios in which it can be used. Therefore, in the future we hope to package predictive tools into applications for mobile devices, wearables, or personal computers.



CONCLUSION

Our study found that age, OASIS score, SAPS II score, RR, PTT, cardiac arrhythmias, and fluid-electrolyte disorders are predictors of mortality during the ICU stay of thoracic fracture patients without neurological compromise. A multiple logistic regression model and a nomogram were developed and validated. During clinical practice, this nomogram could help physicians screen high-risk patients, make optimal use of resources, and decrease the occurrence of death in this patient population.
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Over the last decade, the field of bioinformatics has been increasing rapidly. Robust bioinformatics tools are going to play a vital role in future progress. Scientists working in the field of bioinformatics conduct a large number of researches to extract knowledge from the biological data available. Several bioinformatics issues have evolved as a result of the creation of massive amounts of unbalanced data. The classification of precursor microRNA (pre miRNA) from the imbalanced RNA genome data is one such problem. The examinations proved that pre miRNAs (precursor microRNAs) could serve as oncogene or tumor suppressors in various cancer types. This paper introduces a Hybrid Deep Neural Network framework (H-DNN) for the classification of pre miRNA in imbalanced data. The proposed H-DNN framework is an integration of Deep Artificial Neural Networks (Deep ANN) and Deep Decision Tree Classifiers. The Deep ANN in the proposed H-DNN helps to extract the meaningful features and the Deep Decision Tree Classifier helps to classify the pre miRNA accurately. Experimentation of H-DNN was done with genomes of animals, plants, humans, and Arabidopsis with an imbalance ratio up to 1:5000 and virus with a ratio of 1:400. Experimental results showed an accuracy of more than 99% in all the cases and the time complexity of the proposed H-DNN is also very less when compared with the other existing approaches.

Keywords: bioinformatics, precursor microRNA, hybrid deep neural network, deep artificial neural network, deep decision tree classifier


INTRODUCTION

The problem of imbalanced data has often been recognized as a significant challenge in Machine and Deep Learning. The ML classifiers tend to get influenced by the majority classes when it comes to imbalanced data. This results in a poor classification of the minority classes. Whenever the class sizes are significantly different, the classification methods perform much better in the larger class, achieving accurate results, whereas the minority class seems to have a very poor recall. The classification of one class being considerably neglected in comparison to another is still one of the most difficult problems to solve in the creation of new classification models today. Bioinformatics is one of the major streams that provide a large number of highly imbalanced data. These enormous datasets require a great solution that can handle such problems and are appropriate for such imbalance ratios. One of the major data imbalance problems in bioinformatics is the identification of the precursor micro RNAs (pre-miRNA) from the genome. The miRNA is a special type of non-coding RNA. They have a length of 21 nucleotides and they play a key role in the posttranscriptional regulation of gene expression. The miRNA is a minute, endogenous RNA having a hairpin-like structure. Numerous key biological processes, such as disease genesis and progression, are regulated by miRNAs. They can act as an oncogene or tumor suppressor in a variety of cancers assisting in prognosis prediction, therapeutic assessment, and disease diagnosis (1). A promising therapy for breast cancer is delivered by the latest miRNA-based drugs (2).

The genome data consists of hundreds of thousands of sequences out of which there will be only a few miRNAs. Moreover, there are several other similar RNAs which makes it even more difficult to differentiate them. Further, the minority class usually contains a small number of high-variability instances, making it more challenging for a classifier the generalization of the new dataset. So, to find them in the highly imbalanced genome data and classify them is a great challenge and hence there is a need to find an optimal solution for identifying them with a simple procedure. Although the computational methods have been necessary tools in miRNA gene finding and functional studies (3). The Machine Learning (ML) techniques have made it possible to classify them to a good extent (4). Machine Learning and Deep Learning (DL) have taken control over every field and are providing adequate solutions for every complex problem. There are few algorithms proposed for which the True Positive Rate (TPR) is very less and complexity is more. For the genome datasets, there are many negative samples and very few positive samples of miRNA sequences. Generally, this type of problem is related to Imbalanced data. To handle such Imbalanced data there are a few solutions out of which Sampling is the most famous and efficient way. There are two variants of sampling: Oversampling and Undersampling. Oversampling is the technique in which the fewer samples in the dataset will be upscale (in other words upscaling the minorities) to make the data to be balanced. In this technique, many dummies for fewer samples are generated. When the dataset is with a smaller number of samples (both positive and negative) this technique will help to build a model with an adequate number of samples. Under Sampling is the technique in which the greater number of samples in the dataset will be downscaled (in other words downscaling the majorities) to make the data to be balanced. In this technique, the Selection method or Random sample method is chosen. In general, when the dataset is very large, the model will take a huge time to execute, this technique will help us to overcome this issue. In one of the proposed models (5), they chose an Imbalance Ratio (IR) up to 1:2000 (meaning one positive sample and 2,000 negative samples), and different ratios like 1:1, 1:100, 1:500, 1:1000, 1:1500, 1:2000. To improve the model and follow the consistency, different IRs like 1:2500, 1:3000, 1:3500, 1:4000, 1:4500, 1:5000 have been added. A model was proposed where, in addition to the Animal and Plant dataset, the Human and Arabidopsis dataset with IR up to 1:5000 and virus dataset with IR up to 1:400 was considered to enhance the performance (6).

The existing systems like Multi-layer perceptron (MLP), Support Vector Machine (SVM), Deep Self-Organizing Map (DeepSOM), Deep Elastic SOM(DeSOM), Deep Elastic Ensemble SOM (DeeSOM), Deep Belief Neural Network (DeepBN) can solve this problem to some extent only. The Deep Architectures which work without SMOTE (Synthetic Minority Oversampling Technique) (7) take more time and accuracy is also poor, the other systems stated above also produce low accuracy if the class imbalance ratio is gradually increased. Most of the existing works so far have not considered multiclass pre-miRNA classification having an imbalanced dataset, even if they have discussed their performance is not up to the mark and hence end up having low accuracy. The accuracy of the existing work also goes down as the imbalance ratio is increased as it is given in the real-time scenarios. So, to address the problems like high run time and low accuracy faced in these existing systems, we propose a Hybrid Deep Neural Network (H-DNN) architecture, which is implemented by integrating the Deep Artificial Neural Networks (ANN) with a Deep Decision Tree classifier (Deep DT). Deep ANN is capable of optimizing a wide range of coefficients. As a result, Deep ANN can tolerate a much larger variation than traditional models. With enough training, Deep ANN will be prepared for any circumstance. It is a type of machine learning technology with a large memory capacity since it is capable of remembering every call. On imbalanced data, DT usually performs effectively. They operate by understanding a hierarchy of if/else scenarios, which forces them to address both majorities as well as minority classes. The main contributions of the proposed work can be listed as follows:

• Preprocessing of multiclass genome dataset and selection of features using Select-K-Best and Recursive Feature Elimination.

• Building proposed H-DNN framework by integrating Deep Artificial Neural Network and Deep Decision Tree for classification of miRNA from a multiclass genome dataset.

• Apply the H-DNN architecture with different imbalance ratios of multiclass genome dataset consisting of Animal, Plant, Arabidopsis, Human, and Virus genomes.

The rest of the paper is organized as follows: Section Related Work discusses the related work. Section Proposed Work discusses the proposed H-DNN architecture and its components. Section Experimental Work details the experiments and presents the results of H-DNN and section Results and Discussions summarizes the proposed approach and its future enhancements.



RELATED WORK

Due to the imbalanced class distributions in the data, handling such class imbalance problems and drawing a large amount of interest toward it, has become the major issue. To deal with these class imbalance problems many ensemble methods are proposed but most of them focus on the two-class imbalance problems, leaving many issues unsolved in the multiclass imbalance problems. To solve those multi-class problems efficiently an algorithm called AdaBoost.NC was proposed. It produced better results when compared with other popular ensemble Techniques (8). As the availability is expanding in all kinds of fields it becomes difficult to perform analysis and progress from raw data to decision-making processes. Even though new data engineering techniques are showing great success in solving real-world problems, learning from imbalanced data has emerged as a new challenge. To enable efficient learning from imbalanced data it is required to have new approaches, understandings, algorithms, principles, and tools, because of its complex characteristics (9, 10). Class imbalances make supervised learning problems difficult because some classes have more examples than others. The existing methods have completely focused on binary-class cases. A dynamic sampling method for Multilayer Perceptron (MLP) was proposed to solve the multi-class imbalance problems. To train the MLP, DyS dynamically selects informative data. This Dynamic sampling technique has performed well when compared with other techniques (11). There are several other preprocessing techniques for the data, classification algorithms, and evaluating the model involved in modeling methods (12). The important regulators of gene expression are MicroRNAs (miRNAs). The genetic loss of the tumor suppressor miRNAs or Amplification and the overexpression of one's 'oncomiRs' is related to human cancer and is enough to cause tumorigenesis in mouse models. Besides, the depletion of global miRNA by genetics and in the components of miRNA biogenesis machinery epigenetic alterations is oncogenic. All these together with novel miRNA regulatory pathways and factors show how important miRNA dysregulation is in cancer (13). Even after identifying hundreds of miRNAs in different species, a lot of others remain unknown. So, in understanding miRNA-mediated posttranscriptional regulation mechanisms the discovery of new miRNA genes is an important step. The biological approaches in identifying miRNA genes might be limited. So, to overcome those limitations in the biological approaches sophisticated computational approaches are followed to identify the possible miRNA (14). Some of the work deals with the miRNAs in terms of diagnosing dreadful diseases in the medical field. Several web-based bioinformatics tools were proposed for the analysis of miRNA such as expression, detection, etc. with an easy-to-use model that doesn't require any previous knowledge of utilization (15). A Support Vector Machine (SVM) based approach was proposed to classify the real and pseudo miRNA. It achieved an accuracy of up to 90% (16). The model was exclusively for the human dataset but the remaining datasets could also be used. In this work, then genomic information was not required. Later, software that classified the RNA of mammals, nematodes, and also urochordates was proposed. A new methodology was proposed based on Support Vector Machine (SVM) and named as Microprocessor SVM, which predicted with 50% accuracy (17). To improve the accuracy of this model, the model was trained with another classifier and ensemble both to get better results than acquire 90% in total. Another work dealt with the miRNA sequences of the mouse and human using the SVM approach (18). The model worked with around 377 mouse data and 475 human data and with the candidates, the dataset had 3,441 humans and 3,476 mouse samples in total. The classification was done according to the structure of the miRNAs, the model names, and the mirCoS. One of the works also dealt with the use of ab initio Prediction model clustered microRNA identification (19).

An application for the classification of pre-miRNAs was proposed which dealt with the classification of the mammalian miRNAs such as Human, Rat, and Mouse (20). This approach analyzed the genome properly using the model named ab initio which gives an accuracy of up to 60% when they undergo cross-validation. To analyze the structure of miRNA, a tool named MiRFinder was proposed which was built with the SVM model (21). The structure of the miRNA is a hairpin-like structure, the prediction mainly focused on the structure and later the features were used to predict the miRNA. This tool was mainly used for the genome-wide search of the miRNAs. The dataset which has 697 real miRNA and 5,428 pseudos from different sources was collected and experimented with. The tool gained sensitivity up to 93%. Another model named miRenSVM was proposed that gave good results for the data in miRBase 13.0 animal and other species (22). For animal data in miRBase 13.0, it gave 100% sensitivity. A novel RNA effective classification methodology namely microPred was proposed which classified the types of miRNA using the Machine Learning approach (23). It used a classifier namely microPred, which also could handle the data imbalance issue as well as new feature extraction relevant biologically. It achieved a specificity of 97.28% and a sensitivity of 90.02%. The model gave the prediction rate of 92.71% for humans and 94.24% for the virus. Another new model was developed that used a method named YamiPred, which is an ensemble of Genetic Algorithms (GA) and Support Vector Machine (SVM) for the prediction of miRNAs (24). The model mainly used a human dataset to predict the human miRNAs. The model appeared to be robust and efficient with different performance characteristics. Table 1 illustrates the comparison of various state-of-the-art methodologies used for the classification of miRNA.


Table 1. Comparison of various state-of-the-art methodologies.
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PROPOSED WORK

In this section, we discuss the proposed Hybrid Deep Neural Network approach for the classification of miRNA from genome data. Different genome datasets have been considered in our proposed work such as Animal, Plant, Human, Arabidopsis, and Virus datasets. First, the dataset is preprocessed and all the important features are selected and extracted and the non-useful features are omitted. For feature selection and extraction feature selection Algorithms like Select-K-Best and Recursive Feature Elimination are used. After preprocessing the dataset, the proposed H-DNN algorithm is implemented. The proposed H-DNN framework is the integration of Deep ANN with the Deep DT. Then the implemented model has experimented with the different genome datasets (31).


Preprocessing

Pre-processing refers to Feature Selection or Feature Extraction. Different Feature Selection algorithms have been applied with the dataset (32). To have a clear idea of feature selection, the dataset has to be analyzed first. Different genome datasets have been considered in our proposed work such as Animal, Plant, Human, Arabidopsis, and Virus datasets. Even though these datasets have a different number of samples in each, they have the same number of features (33). The dataset used here has a total of 30 features in which one is a serial number, hence we omit that attribute. The remaining 29 features are taken into consideration and passed to the Feature Selection Algorithms (34). Figure 1 illustrates the correlation matrix plotted for all the features and a heat map is produced out of that as shown. The correlation matrix helps us to characterize and sum up the data for our understanding. Correlation, here, helps us to compute the association between two variables by testing the effectiveness of their linear relationship. After estimating the correlation matrix, the Feature selection Algorithms like Select-K-Best and Recursive Feature Elimination are used. In the Select-K-Best algorithm, the features are assigned with particular scores. The Selection is generally made based on the scores which are greater than the mean of all the scores in this Feature Selection (35). In the Recursive Feature Elimination, the rank is assigned to each feature and the ranks may be the same for more than one feature. The feature selection is made based on the ranks that are assigned. Generally, the selection is done based on the first few ranks like 10, 12, etc., based on several features (36). The Recursive Feature Elimination with Cross-Validation is used. This gives scores between 0 and 1. The 0, being the least important and one is the most important feature to build any model. This algorithm is applied to the dataset and the results state that all the features are nearer to the one (37). Hence, all the features are important. This proves that there is no need for removal or elimination of any feature from the data so all 29 features are used to build the proposed model (38).
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FIGURE 1. Correlation matrix.




Proposed H-DNN Architecture

In this section, we discuss our proposed work. We have developed a Hybrid Deep Neural Network (H-DNN) wherein we have integrated Deep Artificial Neural Network and Deep Decision Tree (DT) classification technique for classifying the miRNAs in the genome data. The integration of feature extraction using machine learning techniques and feature analysis and classification using Deep Neural Network has provided better results. The experimental results have been carried out using Animal, Plant, Human, Arabidopsis and, Virus genome datasets. The results are then analyzed and compared for the model using Deep ANN and Deep DT. Deep ANN here helps in analyzing the features by optimizing a wide range of coefficients. As a result, Deep ANN can tolerate a much larger variation than traditional models. Deep ANN gets well prepared for any circumstance with sufficient training. It is a type of machine learning technology with a large memory capacity since it is capable of remembering every call. DT usually performs effectively in case of imbalanced data by understanding a hierarchy of making decisions for different scenarios, which forces them to address both majorities as well as minority classes.

The structure of ANN consists of a neuron, a propagation function, and a bias. Consider a neuron k having an input Ik(t) received from the previously connected neurons. The neuron will have an activation function ak(t), an optional threshold θk, an activation function f for computing new activation for time t + 1 as given in Equation 1, and a function fout for computing the activation output which is formulated as given in Equation 2.
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The input, Im(t) to the neuron m from the output of k, is computed using the propagation function defined as given by Equation 3. After adding the bias, w0m, we formulate the input as given in Equation 4.
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Artificial Neural Networks (ANNs) have several different coefficients, which the ANNs can optimize. So, when compared with the traditional models, ANNs can handle much more variability (39). This makes ANN a stronger model when it comes to memorization (40). A decision tree is a supervised learning Algorithm. Both regression and classification problems can be solved using Decision Trees. In the tree representation, each leaf node represents a class label and the internal node of the tree represents the attributes. Decision trees include three main units that are node, branch, and leaf. The node is the decision. The branch is the potential decision, and the leaf is the potential outcome of each decision. The DT illustrates the long-term consequences of certain decisions. The trade-offs and probabilities can also be expressed using decision trees. In a decision tree, after every level, we have a split taking place which in turn results in the next level. Therefore, the major challenge in Decision trees is to identify the attribute for the root node in each level. This is called attribute selection. There are various popular attribute selection measures in decision trees we have used Gini Index for attribute selection in our framework. Gini index can be formulated as shown in Equation 5.
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here pj denoted probability for class j. Gini index is used here as a cost function for the split evaluation in feature selection. When compared with other algorithms, the decision tree needs less effort for data preparation during preprocessing. It does not require scaling of data or normalization of the data. In addition to this transparency and ease of use makes the decision tree a better model to handle large amounts of data.

The most challenging task is to handle the imbalanced data. The current state-of-the-art methods do not define the decision process take more time and accuracy is also poor. Generally, the state-of-the-art frameworks produce low accuracy if the class imbalance ratio is gradually increased. Before DNN, decision trees were the standard method used to improve accuracy and performance. Though as compared to DNN the accuracy gained by using a decision tree for classification are less the DT preserves the interpretability. So to preserve the DT's interpretability and match the DNN's performance, we use the H-DNN architecture wherein we integrate the Decision Tree and the ANN. The H-DNN model consists of a DT wherein each node of the DT will have an ANN model. The DT is used to make the classification of miRNA in an H-DNN, maintaining high-level interpretability. Every node in a decision tree, on the other hand, is a neural network that makes low-level decisions. First, a hierarchy for DT is constructed and then the sample is passed through the ANN, which is a fully connected neural network, in each decision node. Then the model computes the analysis by executing the final fully connected layer as a series of integrated decision rules. The final prediction is a culmination of these decisions. The ANN structure proposed in this paper deals with a dense layer as input layer with 512 nodes and ReLu activation function followed by another dense layer with 256 nodes and a dropout layer, then three more dense layers with 64, 32, 16 nodes respectively with ReLu activation function and a dropout layer and finally one dense layer with two nodes as output layer. This ANN structure, as illustrated in Figure 2, is embedded into each node of the decision tree for making the decision rules. In the fully connected layer of each node of the decision tree, the inner product of the matrix-vector is calculated and an inner product that constitutes the maximum value is chosen for the class decision rule as shown in Equation 6.
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[image: Figure 2]
FIGURE 2. Structure of ANN in each node of Decision Tree in the proposed framework.


Algorithm 1 illustrates the H-DNN algorithm that uses the Deep Decision Tree having Artificial Neural Network embedded in each root node. The ANN framework in the proposed model has a single input layer, a few hidden layers, and a single output layer. In the final layer of the hidden layer, the decision rule for splitting the tree has been incorporated using Gini Index. Line 1 and 2 in Algorithm 1 initialize the tree and the minimum criteria to be considered for making the decision rule. The Deep ANN is embedded into each node of the Deep DT as illustrated from lines 3 to 10. For a given input node and input, line 4 and 5 illustrates the implementation of the first layer, i.e., the input layer of the Deep ANN. Using the output of the input layer the hidden layer is calculated using lines 6 and 7. In line 8 the Gini Index is calculated to determine the decision rule for splitting the node or tree further. Using the output of the hidden layers the output layer is constructed in lines 9 and 10. In line 11 the Backpropagation algorithm is called to adjust the weight according to the errors. In lines 12 to 15, the decision rule has been implemented. Once the decision rule is applied the nodes are split accordingly as shown in line 16. This process is then implemented for each node until all the nodes are processed and no further nodes can be split.



Algorithm 1 Proposed H-DNN.

[image: Algorithm 1]

Algorithm 2 illustrates the implementation of the backpropagation algorithm used for generalizing the Neural Network (NN) by fine-tuning the weights based on the previous iteration's error rate. After applying the forward propagation, the backpropagation algorithm is called to fine-tune the NN. From lines 1 to 6 in Algorithm 2 all the required parameters are initialized. From lines 7 to 13 the backpropagation process is applied to the neural network.


Algorithm 2 Modified Backpropagation(a).

[image: Algorithm 2]

The proposed architecture can be divided into four modules as illustrated in Figure 3. Module one is the Imbalanced genome dataset which has the collection of Plant, Animal, Human, Arabidopsis, and Virus genome data. This data is preprocessed in module two wherein the feature variables are correlated to find the relationship between the features. In this module, the required features are extracted using the Select-K-Best Method and Recursive Feature Elimination Method, and the rest of the unwanted attributes are discarded. After the feature selection and extraction, the preprocessed data is passed to the third module. The third module is the proposed H-DNN architecture. The H-DNN architecture is the integration of the Decision Tree and the ANN framework. The ANN framework used here helps to avoid overfitting and thereby increasing the performance. The Decision tree helps to make a decision and examine the benefits and cons of each final option. Every node in a decision tree, on the other hand, is a neural network that makes low-level decisions. The inputs of each node of the Decision Tree are passed to ANN for making the decision and analyzing the probability values of the class. The final evaluation of the model is done in the fourth Module, the Model Evaluation module, using Accuracy, Specificity, Precision, and F1-score as the evaluation metrics.


[image: Figure 3]
FIGURE 3. Proposed H-DNN framework.





EXPERIMENTAL RESULTS


Experimental Work

In this section, the dataset and the experimental results will be explained in detail by each dataset (41). In the Animal dataset, there are 7,053 positive and 218,154 negative samples and in total there are 225,207 animal sequences. One lakh seventeen thousands one hundred and one plant sequences are taken in which 2,154 positive and 114,929 negative samples are present. One thousand four hundred six positives and 81,228 negatives and in total 82,634 human samples are given in this dataset. In Arabidopsis 231 positive samples and 28,359 negative samples in total, and there are 28,590 sequences. The virus samples are very few so it has only 1,076 in a total of which 237 are positive and 839 are negative samples (26). This is treated as a separate one and the maximum IR is only 1:400 (27). For the Animal, Plant, Human, and Arabidopsis datasets, the number of positive and negative samples for different IRs are tabulated in Table 2. For the virus, the number of positive and negative samples for different IRs is listed in Table 3. The initial target is to find the specificity and other metrics till IR up to 1:2000. Later, to improve the model it was extended to 1:5000. For the classification, here two Algorithms are used. They are ANN and Decision Tree Classifiers (10, 25, 28, 39, 40, 42–44).


Table 2. The no. of positive and negative samples for different Imbalance Ratios.

[image: Table 2]


Table 3. The number of positive and negative samples for different IRs for virus.
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RESULTS AND DISCUSSIONS

As discussed in section Proposed Work the ANN has been integrated with the DT in our proposed work and the results are represented graphically. Graphs are plotted for clear visualization of the results. As explained in the previous sections, the model is improvised by using different datasets like Animals, Plants, Humans, Arabidopsis, and Viruses genomes. The work is extended in terms of the Imbalance Ratios also it is extended up to 1:5000. The model gives some predictions even for the 1:5000 ratio also, this can be visualized individually. Figure 4 illustrates the graphical representation of experimental results done using the proposed H-DNN framework on Animal, Plant, Human, Arabidopsis and, Virus genome datasets. The x-axis in the graph indicates the IR and the y-axis in the graph plotted illustrates the metric values. The result analysis of the proposed H-DNN Algorithm was done based on the evaluation metrics: Accuracy (Acc), Specificity (SP), Sensitivity (SE), F1-score (F1), and Precision (Prec).


[image: Figure 4]
FIGURE 4. Experimental results using (A) Animal, (B) Plant, (C) Human, (D) Arabidopsis and, (E) Virus genome datasets.


First, the ANN and Decision Tree Classifier results were analyzed individually. Then their results were compared with the proposed H-DNN framework. The Experimental analysis was done by implementing the state-of-the-art ANN and DT separately and then by implementing the proposed H-DNN approach using the above-said dataset. The dataset was trained batch-wise. Table 4 illustrates the result comparison of the proposed H-DNN Algorithm with the ANN and the DT algorithms for the Animal dataset. Table 5 illustrates the result comparison of the proposed H-DNN Algorithm with the ANN and the DT algorithms for the Plant dataset.


Table 4. Experimental results using animal dataset.

[image: Table 4]


Table 5. Experimental results using plant dataset.

[image: Table 5]

Table 6 illustrates the Experimental results for the Human dataset. Table 7 illustrates the Experimental results for the Arabidopsis datasets. Table 8 illustrates the Experimental results for the Virus datasets.


Table 6. ANN and DT results using human dataset.

[image: Table 6]


Table 7. ANN and DT results using arabidopsis dataset.

[image: Table 7]


Table 8. ANN and DT results using virus dataset.

[image: Table 8]

By analyzing the results, we observed that the ANN gives better results and gives a good True Positive Ratio (TPR) with 2 epochs and up to IR 1:2000. If the model is trained further for more epochs, then we are getting an over-fitted model. The time required is also in milliseconds which is very optimal whereas the existing system takes hours to train one epoch. Furthermore, when the model needs to be trained with IR up to 1:5000 Decision Tree Classifier gives better results with good TPR. But when we integrate both the DT and the ANN we get a better result for almost all the IRs up to 1:5000 as compared to the performance gained by DT and ANN separately.



CONCLUSION

The production of imbalanced data in large quantities in Bioinformatics provides a great scope for work in the AI world. These kinds of problems require modern solutions for which many questions will arise that have to be justified and have to satisfy all the complex conditions too. One such problem is the classification of these miRNA sequences which are very few in genome data and are similar to other RNA structures. The miRNA seems to help detect and diagnose cancer disease. Hence classifying this miRNA is a big challenge that has to be faced. So, a novel solution is required with minimal complexity that provides better results in terms of the TPR, time, and accurate classification of miRNA from the imbalanced genome dataset. In this paper, we have proposed a Hybrid Neural Network model in which we have integrated Deep ANN and Deep Decision Tree Classifiers. The Deep ANN gives better results when compared with the existing result and good TPR with 2 epochs and up to IR 1:2000. Furthermore, when the model needs to be trained with IR up to 1:5000, Deep Decision Tree Classifier gives better results with good TPR than ANN. When we integrate both Deep ANN and Deep DT we get better performance as compared to both taken individually. In our future work, we would like to further extend by increasing the IR and reducing the time of convergence. We would also like to check the performance of the proposed model on other large genome datasets. The main aim is that the model should not follow any sort of sampling techniques and predict the miRNAs with good TPR.
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Cervical malignant growth is the fourth most typical reason for disease demise in women around the globe. Cervical cancer growth is related to human papillomavirus (HPV) contamination. Early screening made cervical cancer a preventable disease that results in minimizing the global burden of cervical cancer. In developing countries, women do not approach sufficient screening programs because of the costly procedures to undergo examination regularly, scarce awareness, and lack of access to the medical center. In this manner, the expectation of the individual patient's risk becomes very high. There are many risk factors relevant to malignant cervical formation. This paper proposes an approach named CervDetect that uses machine learning algorithms to evaluate the risk elements of malignant cervical formation. CervDetect uses Pearson correlation between input variables as well as with the output variable to pre-process the data. CervDetect uses the random forest (RF) feature selection technique to select significant features. Finally, CervDetect uses a hybrid approach by combining RF and shallow neural networks to detect Cervical Cancer. Results show that CervDetect accurately predicts cervical cancer, outperforms the state-of-the-art studies, and achieved an accuracy of 93.6%, mean squared error (MSE) error of 0.07111, false-positive rate (FPR) of 6.4%, and false-negative rate (FNR) of 100%.

Keywords: cervical cancer, medical data, gynecological diseases, artificial intelligence, feature engineering, classification


1. INTRODUCTION

Machine learning (ML) and deep learning (DL) are being utilized for brain tumor detection, cervical cancer detection, breast cancer detection, COVID detection, physical activity recognition, thermal sensation detection, and cognitive health assessment of dementia individuals (1–3, 3–10). Advancements in Health Care Industry makes it more effective than traditional diagnosing techniques (11–14). According to medical reports published by Global cancer statistics (15) every year, 493,000 cervical malignancy patients have been added, among which 15% are female malignancy patients. This disease is mainly found in developing countries (16) with an 83% death ratio. Prominent in African countries (17) e.g., Uganda, which ranks fourteenth among the highest incidence of cervical malignancies with 65% of confirmed cases (18).

Human papillomavirus (HPV) contamination is mainly caused by cervical malignancy. HPV contamination is sexually transmitted. Sexual behavior associated with age at first sexual contact and the sexual activity of the accomplice is linked to the increased risk of HPV acquisition. Throughout this case, the cervical malignancy is profoundly preventable through accessible screening and detection than other different sorts of malignancy, and it is critical to actualizing risk expectations. The malignant cervical formation is a malignant tumor. Cervical tissue cells expand and replicate abnormally without regulated cell division and death cause. If the tumor becomes malignant, the cell travels to other areas of the body, such that certain sections become subsequently infected and, in most serious situations, may be avoided through early identification (19). Deaths due to cervical malignancies can be reduced if effective screening strategies are implemented (20). With the fast advancement of present-day clinical innovation and computer technological innovation, various screening and diagnostic strategies depend on computer-aided (CAD) architectures.

A procedure of retrieving applicable information from information sources is known as data mining (21, 22). Real-world information comprises grimy information, for example, inaccurate and incomplete. Along these lines, cleaning and changing crude information to permit a reliable analytic delivery can accurately reflect the outcome (23, 24). It is implemented on the dataset. The cervical cancer dataset acquired for examination contains redundancy, missing values, and noise. Mining methods are considered one of the greatest challenges and significant fields of study in medicine due to the growing importance of health issues (25). The data mining framework can advance the cervical cancer screening process with the help of the knowledge it extracts (26). Across the medical sector, these techniques are helpful not just in finding similarities and correlations between such symptoms but also in predicting diseases. By applying several data mining techniques, continuous research and medical treatment can be immediately recommended, resulting in life-saving, especially for cervical cancer. The first step is pre-processing 80% of information, which plays a vital role as a round of all data mining operations (27).

The random forest (RF) is used to identify essential features in our research that improve the training dataset's quality. RF constructs a forest of tree classifications in which each tree grows on a bootstrap sample data, and the characteristics of every other tree node are selected from a random subset of all characteristics. The final level of the entity is measured by voting across all trees in the forest. Several significant benefits to an RF method makes it the perfect methodology for studying particular biological data in pharmacogenomics research findings. Next, it can accommodate a wide range of both qualitative and quantitative input vectors. Second, it tests the attribute's importance in estimating the type, thereby providing a benchmark for selecting features. Third, RF generates an accurate classifier for unbiased internal generalized analysis during the forest growth process. Finally, RF is relatively stable in the face of etiological variability, and a reasonably low amount of missed data (28).

This article makes the following contributions:

• CervDetect implements ML algorithms on the medical data to gain a deeper understanding and to evaluate the risk elements of malignant cervical formation.

• Utilizes Pearson correlation between input variables and the output variable to pre-process the data.

• CervDetect uses the RF feature selection technique to select significant features.

• Proposes a Hybrid approach by combining RF and shallow neural network to detect cervical cancer.

• Effectively enhance the detection rate in comparison with state-of-the-art studies.

The rest of the part is arranged as follows. Section 2 presents the literature review. Section 3 presents the dataset and preliminaries. Section 4 presents the proposed methodology. Section 5 examines the result and discussion. Finally, section 6 presents the conclusion and future work.



2. LITERATURE REVIEW

In earlier studies, various methodologies based on traditional ML approaches, including k-nearest neighbors (KNN) and K-means clustering and RF, have been utilized for cervical cancer diagnosis (29–31). In 2017, WEN WU1 and HAO developed a clinical decision support network for malignant formation, using a knowledge-based method in conjunction with a rough collection of hypotheses hereditary genetic algorithms calculations in a soft computing model (32). Parallelism, self-learning, and sensitivity to internal failure are artificial neural network (ANN) characteristics. The suggested paradigm takes advantage of these characteristics. Although the information processing capabilities of the rough set theory, and the robust, parallel, and vigorous search are characteristics of the GA's. It still faces high computation problems.

Ashok, Dr. P. Aruna (33) discussed various methods of ML, including support vector machines (SVM), gray level concurrence matrix (GLCM), KNN, convolutional neural networks (CNN), spatial fuzzy cluster algorithms, RF, C5.0, and hierarchical cluster algorithm for feature extraction, segmentation, cell classification, and evaluated in typical parameters, such as dataset volume, disadvantages, and precision. Although it is only best suited for small datasets. Chih-Jen Tseng and Chi-Jie Lu (34) have used image processing, data extraction, and ML techniques to diagnose cervical cancer. The combination of texture and shape features is extracted from each image. Optimal properties are chosen to select reciprocal information, sequential forward selection, and random section selection. Images of cervical cancer are classified using the SVM. Various selection methods are contrasted to determine the proper mechanism suitable for the diagnosis of cervical cancer. The problem faced by SVM is that there is no probabilistic explanation for classification, which leads to very rigid classifications.

In 2006, Reif et al. (35) described RF efficacy in various model genetic and proteomic datasets. RF progress fails to classify related traits based on genetic data and proteomics datasets. Experimental findings indicate that using several data sources is useful where the disease definition is uncertain, and the corresponding data basis for the phenotypic outcome is unknown. This study's findings indicate that RF is exceptional for detecting high-dimensional data vector characteristics with minimal main effects and low heritability, but the problem faced by RF chooses only one attribute at each tree split during construction, strictly epistatic. In 2016, Vidya and Nasira (36) worked on predicting the normal cervix. The cancer cervix is evaluated using practical data mining algorithms. Geetha and Thangamani (37) addressed the imbalanced distribution of data and risk factors for cervical cancer diagnosis.

Anuraga et al. (38) attempted to explore the conditions that affect cancer patients' survival in Makassar, Indonesia. The specimens included in this research contained as many as 38 cancer sufferers. They use the RF to identify tree merger data by combining sample data training. The main problem faced by this technique is that it only achieves 50% of accuracy. The Bandyopadhyay and Nasipuri (39) focused on K-Means clustering to segmentation pre-processed images, and Herlev analysis is carried out. IOU segmentation outcomes, verified ground truth values, and shape attributes are extracted from the segmented nucleus. The identification of the nucleus on the grounds of the shape features is carried out with the RF Classifier's aid, and the contrast is rendered with the other classifiers.

In 2020, Alyafeai and Ghouti (40) build a completely integrated cervical cancer identification and cervical cancer screening pipeline from cervical images. The current pipeline comprises two deep neural network-learning models for automated cervical identification and diagnosis of cervical tumors. The first test detects the cervix area 1,000 times faster than the state-of-the-art data-driven simulations, thus obtaining a detection precision of 0.68 in terms of union intersection (IoU) estimation. Self-extracted characteristics are used in the second model to identify cervical tumors. Such features are trained using two lightweight models focused on co-evolutionary neural networks (CNNs). William et al. (41) performed to reduce the probability of mistake by automating the diagnostic process for cervical cancer from Pap-drug photos. Local adaptive histogram equalization was used for image enhancement.

Brats data (24) is used to localize brain tumors in FLAIR scans of MRI. Bilateral flipping is applied to remove noise, while the Gabor filter bank creates text-ton map images. A superpixel is generated by segmenting out an image superpixel is generated by segmenting-level features include at each superpixel histogram level of texton-map is calculated, and the first-order intensity features are calculated as well. Their major contribution is that they made low-level features significant for the localization of brain tumors at the region level approach by integrating features from texton-map images. The prediction of three classes, namely tumor, non-tumor, and background, was made by giving these extracted features later to the classifier. A cross-validation technique leave-one-out (LOOCV) for the tumor area localization is applied to outperform the existing solution and achieve a dice score of 88%.

In 2021, Wang et al. (42) worked to solve challenges regarding physical security and over-centralized server problems in wireless medical sensor networks (WMSN). Physically unclonable function (PUF) and cutting-edge blockchain technology are combined to propose a reliable and authentic protocol for WSMN. In addition, to deal with biometric information, fuzzy extractor method has been used. For the evaluation of their proposed method, two schemes are used. Their work outperforms the existing studies by achieving higher accuracy through minimizing computation and communication costs. Similarly, Xiong et al. (43) provided a design of blockchain-based ECDSA with fault-tolerant batch verification protocol for blockchain-enabled IoMT. In 2021, Khamparia et al. (1) combined a convolutional network with a variational encoder for data classification. The dimensionality of images data can be reduced by using a variational encoder with a softmax layer with the kernel size of 2x2 and 3x3. Their architecture outperforms the current ML models. Chen et al. (11) developed Cyto Brain that facilitates in subsequent clinical diagnosis, an artificial intelligence (AI) based system. CytoBrain consists of three main modules: (1) to extract only cell images in a whole slide image efficiently, cervical cell segmentation module has been designed. (2) for the cell classification, vgg 16 is used, and a classifier module is designed; Moreover, the last one is the human-aided diagnosis module which can automatically diagnose cervical cancer based on the classification results of cells on a whole slide image.



3. DATASET AND PRELIMINARIES

The dataset1 used has been released in The University of California's database at Irvine (UCI). The collection contained existing patient history, practices, and procedures and demographic statistics for 858 instances with 32 features per scenario. The dataset contains several missed features since others are incomplete instances, which were chosen not to tackle any privacy concerns, as privacy and security are the common issues in healthcare record frameworks (44–48). Table 1 displays the dataset characteristics and the missed value for each function.


Table 1. Dataset description.

[image: Table 1]



4. PROPOSED METHODS

Figure 1 illustrates the flow of our work in a block diagram consisting of pre-processing and classification of cervical cancer. The proposed approach consists of pre-processing and classification of cancer using ML algorithms and deep learning algorithms.


[image: Figure 1]
FIGURE 1. Block diagram of proposed work flow.


Algorithm 1 shows the working of CervDetect. Random samples have been collected from the input cervical cancer risk factor dataset. For each collected sample, a decision tree has been made to make a prediction. Counting has been done for each final score, and the features are ranked according to their importance. Selected features are input to the shallow neural network where xi(i=1, 2, …  n) are the number of input features, w21 and w22 are the weights and B1 is constant. y stores the features convolved with a randomly initialized filter matrix. V store results of applying a linear transformation on y. O1 stores the output generates after applying a sigmoid function on y, and e calculates the change in error concerning weights. Infeed backward change error to the weights has been calculated with the help of the chain rule, and the weights are updated.


Algorithm 1 CervDetect Algorithm.

[image: Algorithm 1]


4.1. Data Pre-processing

The dataset regarding cervical cancer has many missed values. A missing value can imply a variety of differences. Records with missed values could be included, omitted, or the mean of the variable can be replaced for missing numerical characteristics or with the most frequent value in the case of categorical features. The technique of eliminating the amount of data with missing rows of values decreased from 858 to 737 when applied. We aim to scale the number of features but not the number of input vectors used in the dataset. The following steps are included to pre-process data and make it suitable input for the classifier.

1. Nan: To see relations between variables to treat Nan. Nevertheless, according to the data, the scale of more than 100 Nan values may impact results. We fill features with a median value of less than 100 Nan values in them with median values.

2. Hormonal contraception: There are so many Nan values during the data diagnosis information. Because of this, we cannot calculate the impact of this information, and must eliminate them. Instead, using the Pearson correlation, we will decide which attribute influences hormonal contraceptives. We fill Nan values with correlated attributes according to the resultant heat map. If the patient is older than the mean sample or the amount of pregnancy is less than the mean, the patient may take hormonal contraceptives. Nan values in HC (years) fill with median values using HC attributes.

3. IUD: Using the Pearson correlation, we can decide which attribute is the “IUD” influencer. Age and amount of maternity factors have an impact on the IUD feature. This indicates that 80% of patients taking IUD are older than the average age. 70% of patients who do not take IUD have fewer births than the mean amount of pregnancies. We can fill in the remaining Nan IUD feature values. With the IUD (years) rule, we can fill the -1 values with the IUD rule. If the patient takes IUD, then the UID (years) will be non-zero, so we need to adjust it to mean values.

4. STDs: condylomatosis and STDs: vulvo-perineal condylomatosis has the “STD” effect. We never consider “STD (number)” and “STDs: number of diagnoses” as they are the same attributes as “STDs.” Based on our analysis of STDs, we can conveniently fill the Nan values of 1 or zero, and if the individual has either of the STDs, then, the STDs should be 1, the other one will be 0.

5. STD diseases: According to information, 73% of non-smoking patients have STD. We do not have Nan values 75% of patients who do not take IUD are even STDs. Even STDs (number) are the same attribute as STDs. The median case is not helpful because we use mean values for replacement. As per the heat map and our domain awareness, all STD diseases rely on the STDs function and STD (number). We fill Nan values using median for specific values since all STDs rely on certain STDs, and we cannot be assured of a person's disease.

6. AIDS: The correlation function does not give us any hints. However, we recognize that AIDS is also a condition of STDs. So, we fill in the Nan values.

7. STDs-Hepatitis B: This aspect is the result of the STDs-HIV factor. Here we have one patient with a disease, and this importance is negligible compared to the population. The value of Nan is filled with 0.

8. STDs-HPV: The positive values of HPV are not enough. Zero values cannot be determined by using significant attributes, and we filled the value of Nan with 0.

9. STDs-time after the first diagnosis and STDs-time after the last diagnosis: When the patient's STDs are negative, the first and last diagnoses cannot be positive. This assumption fills the Nan values in these attributes. Figure 2 illustrates the Pearson correlation between attributes in the cervical cancer risk factor dataset after handling missing values.


[image: Figure 2]
FIGURE 2. Correlation between input variables after handling missing values.




4.2. Random Forest

The RF model utilizes a sequence of decision trees, where each tree in the forest has been trained using a bootstrap sample of data items, so each tree splitting attribute is picked from a random subset of features. The categorization of patterns shall be based on the collective vote of all trees in the forest. Attribute importance is measured as the decreases in the node's impurity, weighted by the likelihood of approaching the node. The likelihood of the node can be determined by the number of instances that enter the node, separated by the total number of instances. The greater the value, the more important the characteristic is. In Scikit-learn Decision tree, approximates the value of the nodes using Gini significance, considering just two child nodes (binary tree):

[image: image]

In Equation (1), nodeij= Importance of j node; Weightj= Weighted samples that reach at node j; Cj = Impurity of jth node; l(j)= From left split child node on jth node; r(j)= From right split child node on jth node. Each feature importance calculated at decision tree is given by Equation (2):

[image: image]

Where, ∑j= splitting of a feature I at node j; ni,j= node j importance; ∑k= all nodes. In Equation (3), normalizing these values between 0 and 1 is done by taking the sum of all feature's importance values and then dividing them.

[image: image]

In Equation (4) at the RF stage, the final feature of importance is the sum, including all trees. Estimating an attribute's significance at each tree is calculated and divided by the overall tree species.

[image: image]

Normalized fii,j is the normalized feature importance for I feature at jth tree, and T is the total number of trees in the forest. Figure 3 illustrates the feature importance graph that improves the quality of the training dataset.


[image: Figure 3]
FIGURE 3. Graph plotted after applying random forest (RF) algorithm for feature importance.




4.3. Artificial Neural Networks

Artificial neural network models are influenced by the human brain structure, which interconnects many biological neurons that are important for maintaining coherent communication. The ANN architecture is computer-based and consists of a variety of simple parallel processing units (49). It is a common statistical technique that can analyze exact relationships between variables. There are several parallel layers in the ANN models, and each layer consists of several neurons. Input, hidden, and output layers are three different types of layers. No calculations are conducted on the input layer. Only feature variables are input. The hidden layer is the key part of the ANN and includes different neurons commonly detected by checking and error. The linear and non-linear functions for the hidden layer neurons are required. The first stage is where the hidden layer neurons receive the input variables compounded by the corresponding correlations (weights), and the second cycle is followed by a non-linear induction system, usually a sigmoid. A fully connected ANN consists of neurons. The neurons are split into layers composed of one input layer, one output layer, and numerous hidden layers with the contribution of each layer in the next layer as an input in our research, and we concentrate on neural networks with only one layer of hidden data, hidden neurons, and a single output.



4.4. Shallow Neural Network Architecture

Different types of neural networks, both shallow and deep, have been built. The terms “shallow” and “deep” refer to the neural network with a minimum number of layers typically known to have a common hidden layer. Deep neural nets are used by neural networks that contain several deep layers. These types of networks execute various tasks, and the fundamental framework of shallow networks enables them to do so. Almost all shallow networks had an input layer, a single hidden layer, and an output layer. The number of hidden nodes in the layer is the only different hyper-parameter. Networks use online learning instead of batch learning, which uses simple backpropagation and gradient descent. Besides, a scaled conjugate gradient descent (SCG) backpropagation algorithm was used in shallow networks. Figure 4 is the fundamental model for shallow neural networks.


[image: Figure 4]
FIGURE 4. The architecture of shallow neural network.


The neurons are the atomic component of the neural network. For input data, the output is defined as well as the output is passed to the next layer as an input vector. A neuron may be thought of as a fusion of different segments:

1. The first section calculates the output Y, using input parameters and weights.

2. The second section executes the activation on Y to give the final performance of neuron A.

The hidden layer consists of several neurons, which each executes below mentioned 5 and 6 equations. Those two neurons found in the hidden layer of the external neural network are evaluated as follows:

[image: image]
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Where the superscript number [i] is the number of the layer, and the subscription number j is the number of the neurons in a particular layer. Y is an input vector made up of three components.

Wi represents the weights connected to each input variable, and bi represents the bias factor connected to each line, hidden line, and output layer. Z[i]j is just the intermediate output associated with the j neurons found in the ith layer. A[i]j is the final output associated with the neuron j in the ith layer.

Sigma is a function of activation that squashes the input value into the range of (0,1). Mathematically, this is described as in Equation (7):
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Equation (8) represents all Z intermediate outputs in a single multiplication matrix.
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The above Equation (9) represents all activation A in a single multiplication matrix.

To calculate the output for an input vector y, the following steps are performed as mentioned in below (10), (11), (12), and (13) equations. These steps can also be called feed-forward propagation.
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Where the Equation (10) measures the Z (18) intermediate output of the first hidden layer. The Equation (11) is used to measure the final production A (18) of the first hidden layer. The Equation (12) calculates the Z intermediate value of a processing layer Z. The Equation (13) calculates the end product A of the output layer, which is now the result of the whole neural network. When the results are obtained from each neuron's hidden layer, they are transferred to the next layer, where each neuron in the output layer finalizes the values.
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[image: image]

[image: image]

[image: image]

Equations (14– 17) are used to determined the error after the results are obtained for each neuron in the output layer. When this is the critical error, it will avoid back-propagating to change the previous weights to get the minimal error in the feed-forward process.




5. RESULTS AND DISCUSSION

In our work, the most significant performance measure for cervical cancer diagnosis accuracy is used to calculate the RF-shallow neural network's performance. The true positive (TP) is identical to those rejected, representing the number of cancer patients marked as Biopsy. False-positive (FP) is the inverse to deny wrongly and represents normal patients as cancer patients. The true negative (TN) is equal to those correctly identified, representing the number of normal patients identified as normal. False-negative (FN) is equal to any incorrectly identified, representing the number of cancer patients identified as normal patients. Table 2 shows the confusion matrix.


Table 2. Confusion matrix of CervDetect.

[image: Table 2]

Accuracy: the proportion of the number of patient records correctly categorized against the overall number of patient records in the dataset as shown in Equation (18).

[image: image]

True positive ratio (TPR): it is identical to detection rate (DR). TPR indicates the proportion of the number of patient records correctly identified over the overall patient records, as shown in Equation (19).

[image: image]

False positive ratio (FPR): the ratio of the numbers of incorrectly declined records divided by the cumulative amount of total record as shown in Equation (20)

[image: image]

In this study, we have proposed a new method called RF-shallow neural network to diagnose cervical cancer as the effect of the wrong diagnosis in cervical cancer or vice versa is high. Data mining provides tools and techniques to derive important data from a huge dataset by analysis. Throughout this study, ML models (RF and shallow neural network) were used for cervical cancer diagnostics to demonstrate the importance of building the model with data cleaning, the replacement of null values, and the implementation of a feature selection procedure to achieve a better accuracy prediction for an optimal function subset. This methodology used ML methodologies for cervical cancer data to assess the efficacy of classifier models by considering all medical records. Dataset missing records are filled by replacing missing values in rows with their mean and median by finding the Pearson correlation between variables. The RF's implementation as a feature selection technique and the shallow neural network training by an optimum subset of features was chosen based on the variables' value. In addition to the one target attribute biopsy for cervical cancer diagnosis, the following attributes in Table 3 have been defined as more important features among the cervical cancer risk factors dataset.


Table 3. Selected optimal features.

[image: Table 3]

A shallow neural network consists of one input layer, one layer of hidden neurons, and a single output layer, as shown in Figure 5. Neural pattern recognition uses the scaled conjugate gradient algorithm. The value of one class, "0," is treated as a negative test for a cervical cancer patient, and the value of another class, "1," is considered a positive measure for a cervical cancer patient and recommended for biopsy.


[image: Figure 5]
FIGURE 5. Shallow neural network.


A total of 12 optimum features input space has been created after their importance and ranking. We took 70% of the data from 859 records for training, 15% for validation, and 15% for testing. To obtain the results, we used 50 hidden neurons and 1 epoch. Table 4 shows the findings we obtained from ANN using scaled conjugate gradient using minimized cross-entropy, correct true positive rate, false-positive rate, and accuracy.


Table 4. Accuracy table.
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Figure 6 displays the confusion matrixes for validation, testing, and training, and the three pieces of information merged. The network findings are promising because we can conclude with many correct responses in green squares and a minimal number of wrong responses in red squares. The lower squares indicate the actual precision.


[image: Figure 6]
FIGURE 6. Confusion matrix of training, testing, and validation.


Figure 7 illustrates the receiver operating feature (ROC) curve. The colored lines in each axis represent the curves of a ROC. The ROC curve is a graphical representation of a true positive (sensitivity) vs. the false positive (1-specificity) in which the threshold has been changed. The optimal search has shown points in the upper left corner with 93% accuracy.


[image: Figure 7]
FIGURE 7. Roc curve of testing, training, and validation.


There have been several lines, train, validation, testing, and best in this study, as shown in Figure 8. In general, the ideal (dotted) line is that the other will lie on or above this (dotted) line, and we can conclude that the training has been carried out effectively. If all of the 3 (training, validation, and testing) lines cross or travel past the ideal (dotted) path, this implies that convergence has been completed. If this is not the case, retrain the network.


[image: Figure 8]
FIGURE 8. Cross entropy.


When the model is tested for more than 129 tests, the histogram displayed in Figure 9 shows the error that occurs during the test process. The distribution of the error size of the histogram shows how well the neural network matches the results. It indicates errors that the solution to mean squared error (MSE) in our scenario is good. More than 500 events are utilized for training purposes. Approximately, 129 are used for validation, and the remaining 129 is used to check which indicates an error of 0.07111.


[image: Figure 9]
FIGURE 9. Error histogram.


Figure 10 shows a training state that represents the actual progress/state of the training at a given period when the training is in progress. In our situation, 6 validation errors are stated, i.e., unless 6 validation tests are performed, then training will end. Validation test error implies that the dataset has specific issues; a training algorithm cannot recognize certain instances. This indicates that due to dataset issues, validation test errors may be produced. In our case, 6 validity tests are included. As shown in Figure 11, modified CervDetect achieved 93.6% that outperforms the existing work.


[image: Figure 10]
FIGURE 10. Comparative analysis with existing works.



[image: Figure 11]
FIGURE 11. Training state of neural network for cervical cancer diagnosis.




6. CONCLUSION AND FUTURE WORK

This study provides a risk factor for cervical cancer. The cure percentage, the number of female cases recovered from cancer may be improved by recognizing risk factors for cervical cancer. Data mining techniques in the medical industry have an immense capacity to develop diagnostic and prognosis indicator applications that can aid in the proper initial treatment of life-threatening diseases. With various data mining techniques, it is important to enhance the standard of care in hospitals and maximize patients' recovery rates. The outcomes of the data reduction also continued to increase the efficiency of the methods. Generally, the less critical features used in the classification process, the stronger the external neural network's efficiency. In this article, we present CervDetect, a hybrid approach that combines RF and shallow neural network to understand the risk elements of malignant cervical formation by deploying machine learning algorithms on medical data. CervDetect utilizes Pearson correlation between input variables and the output variable to pre-process the data. The RF feature selection technique is used to select significant features. CervDetect effectively enhances the detection rate in comparison with state-of-the-art studies. Results show that the proposed approach achieved an accuracy of 93.6%, MSE error of 0.07111, FPR of 6.4%, and FNR of 100%. For future work, applying a sequential model to this dataset, such as a recursive deep neural network, can be useful for diagnosis. Due to the severity of the disease, cervical cancer is chosen as a starting point. The same work delineated here could be extended to other gynecological cancer predictions and other disease entities. Thus, the provided approach CervDetect showed optimal performance accuracy with the optimum features dataset.
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Since its emergence in December 2019, there have been numerous posts and news regarding the COVID-19 pandemic in social media, traditional print, and electronic media. These sources have information from both trusted and non-trusted medical sources. Furthermore, the news from these media are spread rapidly. Spreading a piece of deceptive information may lead to anxiety, unwanted exposure to medical remedies, tricks for digital marketing, and may lead to deadly factors. Therefore, a model for detecting fake news from the news pool is essential. In this work, the dataset which is a fusion of news related to COVID-19 that has been sourced from data from several social media and news sources is used for classification. In the first step, preprocessing is performed on the dataset to remove unwanted text, then tokenization is carried out to extract the tokens from the raw text data collected from various sources. Later, feature selection is performed to avoid the computational overhead incurred in processing all the features in the dataset. The linguistic and sentiment features are extracted for further processing. Finally, several state-of-the-art machine learning algorithms are trained to classify the COVID-19-related dataset. These algorithms are then evaluated using various metrics. The results show that the random forest classifier outperforms the other classifiers with an accuracy of 88.50%.

Keywords: COVID-19, fake news, social media, feature extraction, machine learning


1. INTRODUCTION

Reports about the novel coronavirus' (COVID-19) origin in Wuhan city in Hubei province, China came into the limelight in December 2019. Since then, the virus has spread in several provinces in China, and gradually to the majority of countries across the globe. Millions of people have been affected globally by this virus leading to the deaths of hundreds of thousands of people across the globe especially in countries like Italy, Spain, the United States, India, Brazil, and Russia as of June 2020 (1–3). This led the World Health Organization to declare COVID-19 as a pandemic in March 2020 (4, 5). It is estimated that on average, each person infected by COVID-19 infects around 2.5 persons if everyone goes on with their normal lives. Thus, the initial person infected may lead to 406 further infections per month. Hence, many nations have implemented lockdowns and social distancing to reduce the spread of COVID-19 (6).

Social media is flooded with millions of posts about COVID-19. Even though some of the information in social media is genuine and informative, most of the information spread in social media about COVID-19 is potentially rumor. Several doctored videos and photos about origin, spread of the virus, vaccines, and deaths caused by COVID-19 are being shared over social media. It is estimated that around 30–35% of the news, videos, and photos spread on social media platforms are fake. This fake news travels faster than the virus itself creating widespread panic (7).

According to the International Fact Checking Network's (IFCN) study between January and April 2020, the fake news spread on social media can be categorized as follows: content about symptoms, causes, and cures, government documents, spread of the virus, misrepresentation of videos and photos, comments of politicians, and conspiracies that blame particular groups, countries, or communities for the spread of the virus. The fake news spread on social media has led to economic crisis in some countries. For instance, in some countries people stopped consuming non-vegetarian food as fake news was spread that animals and birds could be infected with COVID-19 and consuming non-vegetarian food may spread the virus in people. This had a severe impact on the sales of non-vegetarian food in some countries affecting the livelihood of many people (8). Figure 1 depicts the application of machine learning (ML) algorithms (9, 10) to detect fake news spread on social media.


[image: Figure 1]
FIGURE 1. Application of machine learning algorithms for COVID fake news detection.


In view of the serious impacts of the spreading of fake news which affects the privacy and security (11, 12) of users, the need of the hour is to design a successful mechanism to detect/predict fake news. In this work, an attempt is made to classify the fake news regarding COVID-19. The dataset used in this work is a fusion of fake and real news collected from several social media platforms and websites (13). This dataset is then subjected to preprocessing to remove some irrelevant text such as URL punctuations and noisy data, etc. Then, the resultant text is split into several small words using tokenization. Then, the most important features are extracted from these tokens. These features are then trained by state-of-the-art ML algorithms to classify whether the COVID-19-related news is fake or real.

The main contributions of the current work are as follows:

• Classification of a novel COVID-19 fake news dataset collected from several social media platforms.

• Generating 39 linguistic and sentiment (14–16) features from text.

• Extracting the most important features from the COVID dataset to improve the accuracy of the ML algorithms.

• An accuracy of 88.50% is achieved by the random forest classifier.

The rest of the paper is organized as follows: In section 2, related works on COVID-19 fake news are discussed. ML algorithms used in this work to classify the fake news dataset are discussed in section 3. The proposed architecture is presented in section 4. The experiment results are presented along with the discussion in section 5. Finally the paper is concluded in section 6.



2. LITERATURE SURVEY

Artificial intelligence (AI) has made a significant contribution to different aspects of the COVID-19 outbreak. A survey on various applications of AI for fighting COVID was presented in Nguyen (17). Specifically, deep learning algorithms play a vital role in empowering AI in most of the applications with larger datasets with different types of data. Some of the applications are computer-generated for predicting infected people from a large gathering through a high-resolution image. The most prominent application is in text mining assisted with natural language processing (NLP) for extracting semantically related information from numerous texts in multilingual news data collected from various social networking platforms. The details obtained from these models such as susceptible infected recovered (SIR) models can be injected into deep learning models for the prediction of COVID-19 trends of transmission and can avoid future pandemic or epidemic diseases (18). Furthermore, a mapping study on various AI models with big data for detecting fake news on social media was carried out in Meneses Silva et al. (19). They suggested that the long short term memory model provides better results than other algorithms but incurs more processing power.

Although social media is the platform that spreads news faster with low cost than any other media among all age groups, it is progressively more dangerous in spreading fake news. Many research projects were conducted on detecting fake news from social media. A two-step model for detecting fake news from the real story in social media using artificially intelligent algorithms was designed (20). Three real datasets were considered for the study. The dataset with unstructured data was preprocessed to obtain meaningful data and was represented using vectors. In turn, the results were generated for 23 supervised learning algorithms and compared based on four evaluation metrics. On the other hand, a biostatistical analysis of the COVID-19 pandemic was carried out in Bandyopadhyay and Dutta (21) using the KNN classifier. They collected data based on certain information from the news topics in social media through multi-document summarization. This summarization method extracted the information based on the lexical information of the topic and social patterns. The KNN classifier predicted fake news with an accuracy of 80%.

Furthermore, the study in Groza (22) investigated the spread of deceptive information on social media through COVID Ontology. The reasoning in the natural language is converted into description logic for perceiving inconsistencies among different medical sources. The authors argue for an ontology-based approach for detecting fake news related to the coronavirus. The proposed model explores how well description logics (DLs) understand contradictions in figuring out whether they are true or false. The authors pay particular attention to translating the natural language into DL using the FRED translator, after which, justification is performed to test the performance of the prediction using the racer method. The proposed ontology model reveals misconceptions that circulate in digital news and shows accurate facts. However, potential research can be expanded by program evaluation and provides a verbal remedy for any conflict that exists.

Fake news or false information about this COVID-19 pandemic are very prominent and should be detected to avoid unwanted chaos. A FakeCovid dataset from a multilingual news article was generated, and a classifier was designed to detect the fake news from the dataset generated (23). BERT, the ML-based classifier model, performed better on the dataset generated with an F1 score of 0.76 at the initial stage of COVID 19. The model does not have a polyglot, so they annotated categories manually for three languages.

The study in Daley (24) used ML algorithms for the automatic classification of fake news on COVID-19. The features considered for evaluation included the count of motion words and relativity words, prepositions in the headlines of the news website, tone expressed, and word count. Also, any news media would concentrate on the increased count of these parameters to convince the customers on the fake news outlets. They attained 79% accuracy on 5-fold cross-validation using a decision tree classifier, which outperformed other algorithms in the scikit-learn API. An automated framework for detecting COVID-19 cases from X-ray images of the raw chest was proposed in Ozturk et al. (25). They used a deep neural network, namely the DarkCovidNet model (used for real-time object detection) with 17 convolution layers, each with different filters. The average age of the positive COVID patients in the dataset was 55. The model was used for binary (COVID or not) and multiclass classification (COVID or pneumonia or not) with an accuracy of 98 and 87%, respectively. The performance of the system was assessed with radiologists only, and the robustness of the system can be tested with large datasets.

Therefore, it is evident from the survey that very few attempts were carried out for detecting the fake news in COVID. Although various deep learning techniques were employed for detection, the datasets taken for analysis are very small. It is mandatory to have a strong model to detect false information on COVID-19 to avoid unwanted chaos in different aspects of COVID-19.



3. PROPOSED ARCHITECTURE

In this section, the proposed work is discussed in detail.

The steps involved in the proposed work are shown in Figure 2 and are summarized as follows:

• The dataset used in this study is collected from various websites and social media cites.

• Data preprocessing is performed on the dataset by removing URLs, punctuation marks, and empty columns.

• After text preprocessing, tokenization is performed to convert the larger text into words or small lines.

• In the next step, extracting the features from text is performed.

• The features extracted are then passed on to the state-of-the-art ML learning algorithms to train the model.

• Various evaluation metrics are used to evaluate the performance of the ML algorithms.


[image: Figure 2]
FIGURE 2. Proposed architecture.


The rest of this section discusses various steps involved in the proposed work.


3.1. Dataset Description

The dataset used in this work is a fusion of several fake and real news articles about COVID-19 which are collected across several platforms such as Facebook, Twitter, The New York Times, Harvard Health Publishing, WHO, etc. The dataset has 1,164 instances out of which 586 instances are true and the remaining 578 are fake news (26).



3.2. Preprocessing and Tokenization

The dataset considered for this work is clean. However, some unnecessary symbols which have an impact on the final classification of the news are to be removed from the dataset. To remove the unnecessary symbols, such as punctuation marks, URLs are removed from the dataset as part of preprocessing.

Tokenization is the process of splitting text into a set of tokens. The fake news dataset is tokenized to convert the long sentences into small words/tokens.



3.3. Feature Extraction

The major contribution of this work is the extraction of important features from the COVID-19 fake news dataset. Feature extraction plays a very important role in text processing as it reduces the dimension of feature space by considering only the important features (27–29). To extract the features, the named-entity recognition (NER) approach is used in our work. The NER is a popular approach for feature extraction that can classify unstructured text based on location, person names, quantities, etc. (30).

In this study, 39 features are created from the COVID-19-related fake news dataset. The extracted features are represented in Table 1.


Table 1. Features extracted from text.

[image: Table 1]



3.4. Training of the Dataset Using ML Algorithms

In the next step, the extracted features are trained using several state-of-the-art ML algorithms. The ML algorithms used in this work are linear SVC, logistic regression, SGD classifier, random forest classifier, bagging classifier, AdaBoost classifier, decision tree classifier, and K-nearest neighbors classifier (KNN) (31). These algorithms are explained briefly in the rest of this section.


3.4.1. Random Forest Algorithm

The random forest classifier is one of the supervised ML algorithms used for classification and regression purposes (32). The random forest method constructs decision trees from datasets and creates a forest made of trees. Then it collects the prediction value from each decision tree and computes the optimal solution with the help of voting. It is used as an ensemble method and helps to avoid overfitting (33). The following steps are implemented in the random forest classifier:

1. Random data samples are selected from the available dataset.

2. A decision tree is constructed for each data sample selected, and a prediction value is obtained from each decision tree. The Gini coefficient method is applied for node splitting as follows:

[image: image]

where D is the sample dataset and Pi is the probability of decision class that can appear in D

3. A voting method is applied on the prediction values obtained from each decision tee.

4. A final prediction result is chosen from the prediction value with more votes.



3.4.2. AdaBoost Classifier

The AdaBoost classifier (34) is an ensemble boosting classification method which combines several weak classifiers to build a strong classifier. The weak classifier performs the classification of one dimension of the input vector. The number of weak classifiers are increased during the training process to obtain more accuracy. The classifier applies minimum error to compute the weight of the newly added weak classifier. Then it updates the weights of each training dataset and sends the value to the recently added weak classifier. The selection of weak classifiers is very important for this algorithm. The result of the strong classifier S(f) is represented in the equation given below (35):

[image: image]

where f denotes the input feature vector, T denotes the number of input vectors, ht(f) denotes weak classifiers, and βt denotes the weights of weak classifiers.



3.4.3. Decision Tree Classifier

The decision tree classifier is one of the more popular ML algorithms applied for classification and prediction problems on supervised data. It classifies the trained dataset into trees and rules. It defines methods for the classification of categorical data characterized by their factors. It works better on classification problems where extensive data are involved, and is therefore used in many data mining applications. The first step in the decision tree classifier is to find the attribute to split the tree. Entropy measure is used to identify the best attribute as the root of the decision tree. The entropy measure is used to calculate the update in homogeneity that results from the split on every attribute. Entropy D of the dataset is defined as follows:

[image: image]

Where D is the data partition, n defines the number of decision classes, and pi defines the proportion of the records that comes under the decision class i. Information gain is used for this calculation. This is defined as the difference between the entropy of the dataset calculated before the split (D1) and the entropy calculated from the partitioned split (D2). The formula to calculate the information gain is given as follows:

[image: image]

The attribute with maximum information gain is selected to build the tree with a root node. A decision tree is constructed recursively using the obtained data partition until there are no attributes left. And decision rules can be defined from the constructed decision tree.



3.4.4. K-Nearest Neighbor Classifier

The K-nearest neighbor (KNN) (36) classifier is one of the popularly used supervised learning algorithms for classification and regression. It is a non-parametric and lazy algorithm in which the method is defined from the dataset. Also it does not require a training dataset for the development of the classification model. K is the number of nearest neighbors and it is the deciding factor. The classifier is based on the estimation of the nearest neighbor. It works on the calculation of a similarity value defined by the distance measure. The training step stores all the instances and their corresponding class labels. The test phase for a new instance 's' is calculated using the following steps:

1. Calculate the distance between the instance 's' in the test data and every instance in the training dataset 'd' using the Euclidean distance formula given as follows:

[image: image]

where n is the total number of instances in the dataset, xi represents instances in the training dataset, and yi are instances in the test dataset 'd'.

2. Arrange the distances in ascending order and select the first 'k' instances.

3. Find the most frequent decision class in the calculated 'k' nearest neighbors.





4. EXPERIMENT RESULTS

The experiments on the COVID-19 fake news dataset are carried out in Google Colab, an open source cloud-based graphical processing unit (GPU)-based platform offered by Google Inc. The programming language used to implement the ML algorithms is Python 3.7.

A total of 70% of the COVID-19 fake news dataset is used for training the ML algorithms and the other 30% of the dataset is used for validating and testing the ML algorithms. The performance of the ML algorithms is evaluated on several metrics like accuracy, precision, recall, F1-measure, prediction time, and training time.

The rest of this section discusses the results obtained by the ML algorithms on the COVID-19 fake news dataset before and after the feature extraction.


4.1. COVID-19 Fake News Experiment Results Before Feature Extraction

The performance of the ML algorithms on the COVID-19 fake news dataset before the feature extraction is depicted in Figure 3 and Table 2. From the table, it is evident that the random forest classifier achieves better prediction accuracy, precision, recall, and F1-measure with 83.33, 83.14, 84.90, and 83.61%, respectively. The random forest classifier trains the dataset in the least time when compared to other ML algorithms. The training and testing time of the ML algorithms on the dataset considered before feature extraction is depicted in Figure 4.


[image: Figure 3]
FIGURE 3. Classification report before feature extraction.



Table 2. Performance of the ML algorithms before feature extraction.
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FIGURE 4. Training and testing time rate before feature extraction.




4.2. COVID-19 Fake News Experiment Results After Feature Extraction

The performance of the ML algorithms on the COVID-19 fake news dataset after the feature extraction is depicted in Figure 5 and Table 3. From these results, it is evident that the random forest classifier outperforms the other classifiers in terms of accuracy and precision with 88.50 and 87.77%, respectively. Whereas, linear SVC achieved better recall and F1-measure with 89.77 and 88.76%, respectively.


[image: Figure 5]
FIGURE 5. Classification report after feature extraction.



Table 3. Performance of the ML algorithms after feature extraction.

[image: Table 3]

The training and prediction time of the ML algorithms on the dataset considered after feature extraction is depicted in Figure 6. From the figure, it can be observed that the decision tree classifier has the least prediction time and the linear SVC classifier has the least training time.


[image: Figure 6]
FIGURE 6. Training and Testing time rate after feature extraction.





5. DISCUSSION

From the results section, it is clear that the performance of the machine learning algorithms improves after they are trained with extracted features from the COVID-19 fake news dataset. Since the size of the dataset is approximately 1,100 records, ML algorithms are chosen for classification rather than deep neural network-based algorithms.

The raw fake news dataset has several words that have no affect on the classification results. When the ML algorithms are trained by the raw dataset without feature extraction, there is a very high chance that the performance of the ML algorithms will be affected by some of the frequent words in the text that have no effect on the classification results. Hence, in this work, we employed NER to extract features from the fake news dataset. The extracted features are then fed to the ML algorithms for training. The comparison between the results of the ML algorithms before and after the feature extraction prove that the performance of the ML algorithms increase after feature extraction.



6. CONCLUSION

In this work, a sophisticated model that extracts important features from a COVID-19 fake news dataset is presented that improves the performance of ML algorithms. Social media applications are the most significant source to spread any kind of information. So in his work, the dataset related to COVID-19 which was the fusion of several diversified social media platforms and news websites is used for evaluating the performance of the proposed model. A data preprocessing step is applied on the dataset to remove several unnecessary symbols like tags and URLs from the dataset. Later on, to enhance the performance of the machine learning algorithms, the relevant subset of features categorized into linguistic and sentiment features are extracted using the NER approach. The extracted features are trained using several state-of-the-art ML algorithms, namely the random forest classifier, AdaBoost classifier, decision tree classifier, and KNN classifier. The performance of the ML algorithms is analyzed before and after the feature extraction. Random forest provides better accuracy at 83.33% without feature extraction, whereas KNN trains the dataset faster than others. Of several ML algorithms, the random forest classifier with feature extraction outperforms the others with an accuracy of 88.50%, precision of 87.77%, recall of 89.77%, and F1 score of 88.76%. The experiment results prove the importance of feature extraction in fake news detection.

Further in future, audio clips, images, and video clips can be considered for generating fake news data as they are the most attractive way to spread fake information. Deep learning algorithms and natural language processing for the semantical understanding of linguistic features can be further analyzed on a dataset containing text, images, audio, and video.
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Tracheobronchial diverticula (TD) is a common cystic lesion that can be easily neglected; hence accurate and rapid identification is critical for later diagnosis. There is a strong need to automate this diagnostic process because traditional manual observations are time-consuming and laborious. However, most studies have only focused on the case report or listed the relationship between the disease and other physiological indicators, but a few have adopted advanced technologies such as deep learning for automated identification and diagnosis. To fill this gap, this study interpreted TD recognition as semantic segmentation and proposed a novel attention-based network for TD semantic segmentation. Since the area of TD lesion is small and similar to surrounding organs, we designed the atrous spatial pyramid pooling (ASPP) and attention mechanisms, which can efficiently complete the segmentation of TD with robust results. The proposed attention model can selectively gather features from different branches according to the amount of information they contain. Besides, to the best of our knowledge, no public research data is available yet. For efficient network training, we constructed a data set containing 218 TD and related ground truth (GT). We evaluated different models based on the proposed data set, among which the highest MIOU can reach 0.92. The experiments show that our model can outperform state-of-the-art methods, indicating that the deep learning method has great potential for TD recognition.

Keywords: tracheobronchial diverticula identification, semantic segmentation, deep learning, dual-channel, attention


INTRODUCTION


Background

Tracheobronchial diverticula (TD), or paratracheal air cystic (PTAC), is defined as a congenital or acquired air cyst located in a lateral wall of trachea (1). Specifically, it is a cystic lesion involving primarily the outpouching of the trachea and main bronchial lumen and is located mainly on small round air cysts lesion beside the superior mediastinal trachea.

Tracheobronchial diverticula, mostly discovered in the chest CT by accident, is usually asymptomatic. Chronic cough, dyspnea, stridor or recurrent tracheitis, dysphagia, dysphasia, odynophagia, neck pain, hoarseness, suffocation, and hemoptysis caused by TD are less frequent. In rare cases, TD may lead to the chronic infection of the tracheobronchus. Only when the relationship between TD and symptoms is confirmed can the symptomatic treatment of antibiotics, mucus solubilizers, and physical therapies be used. The endoscope check includes electrolumes and laser or electroconding endoscopes. Inspections including detachable and longitudinal frame suction and biopsy, thoracoscope, braking, and longitudinal isolation are only needed in rare cases. Before the advent of the CT, due to insufficient understanding of this disease, the lack of specificity of the clinical symptoms, and the restrictions of imaging methods such as chest portions, only severe symptoms could be diagnosed. Thanks to the wide application of multislice spiral CT and the advancement of computer technology, the detection rates of the tracheal and bronchial diverticulums are greatly improved. The coronary and sagittal images are useful in showing the relationship between the tracheal cavity and TD.

Tracheobronchial diverticula is mainly identified by the following lesions: apical lung hernia, trachea laceration, paramediastinal emphysema, esophageal diverticulum, paratracheal air cyst, pneumomediastinum, subcutaneous cervical emphysema, mediastinal emphysema, cervical subcutaneous emphysema, and cervical tracheal duplication. CT should be taken as the main diagnostic tool. The whole picture of the diverticulum and its communication with trachea and bronchi can be observed through thin-section CT and its 3D reconstruction; so we should give full play to spiral CT's advantages in diagnosing tracheal diverticulum, and avoid unnecessary invasive inspection. Bronchoscopy is another tool for diagnosis, but with it, some patients suffering from tracheal occlusion can be misdiagnosed as narrow neck TD or fibrous connection. Unfortunately, not all physicians have sufficient understandings in this regard, as a large number of missed diagnoses still occur in many hospitals worldwide. In addition, since the lesion area of TD is small it poses great challenges to diagnosis. Therefore, designing an efficient and accurate automated method to detect TD can significantly reduce the workload and the missed diagnosis or misdiagnosis rates, ultimately enhancing the diagnostic effectiveness. Once the method is widely applied to hospitals, large sets of diagnostic data obtained can be utilized to explore the potential causes further, and to determine the prevalence rate, morphology (i.e., quantity, size), and clinical features of TD. For a clearer illustration, Figure 1 shows the scenarios of TD's application.


[image: Figure 1]
FIGURE 1. The scenarios of the TD's application.




Related Work

The related work is divided into four parts: tracheobronchial diverticula, machine learning, deep learning, and cloud technology.


Research Status of TD

Few cases of TD have been reported since the first description by Rokitansky in 1838 (2). With the increasingly wide application of CT as a high-performance and non-destructive testing method in the medical field, especially as the main screening method for early lung cancer, the detection rate of PTAC has increased significantly by about 4–8.1% (3–5), which is 1% higher than previously reported postmortem prevalence (0.3% in children) (6). Pace et al. suggested that this disease was associated with the congenital defect or abnormal development of the posterior tracheal membrane, or possibly with acquired chronic obstructive pulmonary disease (7). Ahmet et al. used chest multidetector computed tomography (MDCT) to determine the prevalence of paratracheal air cysts and their correlation with different lung diseases, and finally proved that air cysts are associated with chronic obstructive pulmonary disease (3).

Unlike traditional medical segmentation, the lesion area of TD is relatively small in both real conditions and CT image. In the medical field, most researchers only reported related cases and gave prescriptions but did not design an automatic method for detection.



Research Status of Machine Learning

In the field of machine learning, Deepa et al. (8) used Ridge Adaline Stochastic Gradient Descent Classifier for the early prognosis of diabetes, with higher accuracy than other algorithms. Dhanamjayulu et al. (9) adopted machine learning algorithms to identify malnutrition from facial images. Ghazal et al. reviewed the machine learning in smart healthcare (10) and an improved SVM method for diagnosing Hepatitis C (11). Shah et al. (12) proposed two gender-based risk classification and age-based risk classification methods to identify cardiovascular diseases (CVD). The accuracy of the model can reach 98%, which improved the identification efficiency. In addition, the progress of machine learning in the direction of medical data mining (13) is also gratifying.



Research Status of Deep Learning

In recent years, deep learning (14) has shown a booming trend of development, in which many networks for medical segmentation of small and medium targets have emerged. For example, U-net (15) is specially developed for medical image segmentation. Its U-shaped structure is an asymmetrical structure of up- and downsampling, whose feature mapping can be connected through the intermediate jump connection, thus enriching the extracted semantic information. Shrivastava et al. (16) presented a learning mechanism method for cognitive maps, which has been successfully applied to identify problems in targets. Jégou et al. (17) restored the complete input resolution by adding an up-sampling path, and extended DenseNets to FCN to reduce the impact of large computation and parameters, resulting from high-resolution characteristic patterns multiplied by a large number of input filters. However, these networks have difficulties in the segmentation of small and medium targets.

In view of this, researchers combined the detection and segmentation tasks to produce a series of networks. Mask RCNN (18) is the most advanced instance segmentation technology, with which, the pixel-level labels in each prediction box can be predicted, and multitask segmentation can be completed. However, its pooling layer using “ROI-align” reduces the resolution of input features, resulting in a loss of spatial detail of the image. In addition, it will increase computer overheads and network parameters. BlitzNet (19) used a full convolutional network to detect and segment the target and promoted model learning through weight sharing between the two tasks. But the model did not show the advantages of segmenting tasks. Based on the network mentioned above, Zhang et al. (20) introduced an ROI convolution directly in the location network area. This convolution module operates on all ROI during calculation, and it is applied to acetabulum segmentation from ultrasonic images. In addition, it helps solve the segmentation problem of small targets by experimentally demonstrating the introduction of localization units. Bak et al. (21) used the deep learning model to analyze the LDCT images of 131 patients, and calculated related indicators such as the emphysema index and mean lung density. Deep learning and statistical methods were also combined to detect emphysema quantitatively. Jin et al. (22) proposed a two-stage deep learning structure to improve the accuracy of emphysema quantification. Srinivasu et al. (23) proposed an algorithm based on probabilistic deep Q network for real-time robotic surgery, showing excellent performance in terms of the learning rate. Lin et al. (24) developed a deep learning model for COVID-19 identification and compared the CT images of TD and the coronavirus. Deep learning methods are also widely used in face recognition (25), breast cancer detection (26), and cervical cancer classification (27).



Research Status of Cloud Technology

With the development of cloud technology and blockchain technology, Ghayvat et al. (28) combined the blockchain (BC)-based confidentiality-privacy (CP) preserving scheme, which improved the accuracy by 12% compared with the traditional algorithm, verifying that it is a good solution for big data storage and privacy protection. At the same time, they also designed a COUNTERACT system that can calculate the incubation period of new crown objects (29) and an environmentally assisted living system (30) that well combines the latest sensor fusion technology. These designs will be the trend of future applications.




The Deficiency of Existing Research

Although improvements have been made in the performances of various methods based on deep learning, there is still room for breakthroughs in some areas. The motivations for the proposed methods can be summarized in the following two aspects:

First, the existing TD identification task relies mostly on the data collected by physicians in the diagnosis process, most of which needs to be visually observed by professionals and written into the diagnosis report. Since TD lesion sites are not obvious, identification and diagnosis by manual means are prone to fatigue, misdiagnosis, and missed diagnoses. In existing models of lung diseases based on deep learning, most of the focuses are on cancerous sites (31, 32), pulmonary nodules (33–35), etc. Many studies have ignored the effect of paramediastinal air cysts on the subsequent disease.

Secondly, the existing methods are not robust, but in TD semantic segmentation, the identifiable lesion covers only a small area with low pixels, and edge restoration is needed. Moreover, the TD's position in CT image needs to be identified, which can hardly be achieved by applying existing methods to these datasets. The advancement and the limitations of the current study can be concluded in Table 1.


Table 1. The conclusion of advancement and the limitations of the current study.

[image: Table 1]



The Novelties and Contributions of the Proposed Work

To address the above limitations, we propose a novel structure to classify every pixel of TD through a dual-channel attention-based segmentation network. The main features of the proposed method are as follows:

1. Unlike the traditional bounding box-based target detection, or the entire image-based classification task, we performed the semantic segmentation on the TD lesions identification by classifying each pixel point by pixel. This method helps to better utilize the original data to present a clearer image, which is convenient for subsequent diagnosis. This proposed method is the first semantic segmentation network for TD diagnosis.

2. The proposed method saves the traditional intermediate steps (feature extraction) by taking the end-to-end loss function as the features of the generated evaluation and the GT confirmation. It can directly and automatically learn the overall lesion characteristics instead of manual identifications that undermine the generalization performance.

3. Given the outstanding performance of the attention mechanism on semantic segmentation tasks, we proposed a novel dual-channel attention TD segmentation network with position coding and contour coding modules, which has better accuracy and robustness. We compared the proposed model with the traditional various semantic segmentation models based on deep learning. The MA and MIOU of our method can be as high as 0.92 and 0.87, respectively. On this basis, we also carried out corresponding ablation experiments to verify the advantages of the added modules.



Paper Organization

The rest of the paper is organized as follows: first, in the “Experimental Methods and Materials” section, we introduced the data sources and preprocessing methods; also, the proposed model is elaborated in this section. As for the “Results and discussion” section, a series of comparative and ablation experiments are described. Finally, we summarized this work and pointed out the directions for future research in the conclusion section.




EXPERIMENTAL METHODS AND MATERIALS


Experimental Data and Preprocessing

The cases included in this study were patients who underwent routine chest CT scanning using Philips Brilliance 16- and 64-slice spiral CT machine in the Department of Medical Imaging, Fengxian People's Hospital, Jiangsu Province, from October 2020 to January 2021. The patients were scanned by CT from the superior border of the thyroid cartilage to the bottom of the lung. The field of vision was 350 mm, 120 kV, 250 mA, and the collimator width was 0.75 mm. The original data of each period were reconstructed with 1 mm layer thickness and 0.15 mm layer spacing, and postprocessing techniques such as multiplane recombination (MPR), maximum density projection, and volume reconstruction were applied at the workstation. The ground truth we annotated based on the original image was all annotated and verified by experienced radiologists. The image size is 512*512, and all data used for training, testing, and verification are desensitized. Figure 2 shows a set of examples.


[image: Figure 2]
FIGURE 2. The original CT image and the corresponding ground truth are shown in Figure 1. (A,B) In the above pictures, red represents TD, which is the part that we are interested in.


In the collected pathological images, the lesion area is highly obscure, where light environment or photographing can easily lead to background pollution, so it is challenging to segment the lesion area accurately. Therefore, we mainly used two methods to preprocess the data. Firstly, the data of HSV hue transformation were enhanced, which can avoid the influence of light on the image, making the network more robust and the color space clearer compared with the method of RGB color space. HSV can be described as follows:

[image: image]

where, x is the single channel of input image (i = r, g, bi = r, g, b); a (j = h, s, vj = h, s, v) is the disturbance factor; HSV is the augmented model of color space. In our experiment, h = 0.015, s = 0.7, v = 0.4h = 0.015, s = 0.7, v = 0.4.

Secondly, we adopted the nonlinear signal processing technique based on ranking statistical theory to suppress noise for effective preprocessing. Specifically, in the small lesion area, it is more prominent with the effect of salt and pepper noise. Therefore, we created a sliding window near the lesion area, which traverses all pixels of the area, accumulates all pixel values, and takes the median one as the enhanced pixel. It can effectively protect the edge information of the image while suppressing noise points. The equation can be expressed as:

[image: image]

where f(α, β) and h(α, β) denote the original image and the processed image, respectively, and W is the two-dimensional input template. med represents the convolutional implementation of the sliding window. All the original images used for network design were 512 × 512 pixel in size, with a horizontal and vertical resolution of 96 dpi. The image size was kept the same to accommodate the CNN network training.



Network Structure
 

Overall Structure

This part mainly introduced the network based on attentional tracheobronchial diverticulum segmentation, as shown in Figure 3. Firstly, the resnet101 network was employed as the backbone to extract the deep and shallow features of the image. In addition, considering the smallness of the lesion and its complex background, a two-channel network was designed to achieve the segmentation task with both rough and fine-grained results, which consisted of two parts—one was location feature extraction and encoding module, which extracts multiscale spatial features of the object to be segmented and locating the target area in the image, and the other was the contour encoding module, which was in charge of fusing and upsampling (mapping) the output of the initial Conv-2 feature of Resnet101 and the location encoding module, so as to further enhance abilities of details recovery of contour edges of the image.


[image: Figure 3]
FIGURE 3. Attention-based tracheobronchial diverticulum segmentation network.


Further explanation about the model is made in the following. Before extracting features by Resnet, we used the preprocessing model mentioned above to process the TD image. Dilated convolution is a common one whose working mode is explained in the image by arrows. Compared with conventional convolutions, its receptive field offers more lesion information. Then, different feature maps by various types of dilated convolution can be received, which are processed by concat in the next step.



Location Encoding Module (Poatte Module)

Using Resnet101, we extracted features of deep and shallow layers. In the location encoding module, the target area should be first located in the image, around the left hand and close to the surrounding trachea and the right upper lung tip. Then we employed the deep layer to extract the trachea and right upper lung tip features and further identified the esophagus area. However, in this layer, smaller targets tended to disappear after multiple convolution pooling. For that, the dilation (ASPP) convolution (36) (expansion rate of 2) was used to increase the receptive field of the image and decrease the probability of the disappearance of small targets in the deep feature map. In the case of two-dimensional signals, for each position i and a convolution filter w on the output feature map y, they were applied by atrous convolution on the input feature map x, as follows.

[image: image]

In the above function, the atrous rate r determined the stride, with which we sample the input signal, and the output y of ASPP through the position module was:

[image: image]
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In the formula, f1 × 1 was the convolution kernel of 1 × 1, and σ was the sigmoid function.

Besides, the chosen single deep scale was conducive to large target detection but poor for the small one. On this single scale, what 3 × 3 convolution and 1 × 1 convolution can capture was only local region features rather than the global ones. Therefore, the feature map obtained by the upper expansion convolution was conducted by different expansion rates. With the increase of convolution layers, the convolution kernel degenerated into 1 × 1 when the expansion rate of convolution was large, which could not capture global ones. To solve the problem caused, we first added image-level features, specifically, the average pooling of each channel of the feature map, and then the original scale resolution was sampled up. Secondly, we set the expansion rates of these convolutions to 6, 12, 18, and ultimately fused the average pooling features with the features of different expansion rates. The fused features possessed characteristics of global context so that the target at different scales can be roughly located. Meanwhile, because the ultimate goal was to find small lesion areas around the large target esophagus, fused features were put into the location attention module, as shown in Figure 4. The module first pooled the input features into global maximum and global average pooling and fused them into 7 × 7 convolutions, which were positionally expressed, and this generally made the target location more salient. Finally, the information of location was multiplied by the characteristics of the previous layer to further identify the small target position.


[image: Figure 4]
FIGURE 4. Schematic diagram of location coding module.




Contour Coding Module (Channel Module)

For lesion being a small object, the spatial information of the target was usually lost after deep convolution so that shallow features were employed to restore the contour information of the target. Specifically, we first conducted a 1 × 1 convolution of shallow features, fused with the input of the position-coding module to endow them with the contour information of shallow features and position of deep features. Next, the fused feature was processed through the attention module of channel fusion, as shown in Figure 5, where two 1 × 1 × C feature maps were obtained by planar and maximum pooling of the fused features in terms of the long and wide directions. The final channel feature was strengthened by a shared convolution layer and pixel-level sum operation, making the initial feature profile the target area. Finally, the feature map was recovered to the original scale size by convolution and upsampling.


[image: Figure 5]
FIGURE 5. Schematic diagram of contour coding module.




Experiment Settings

The method was implemented based on the Pytorch library and ubantu environment, with the learning rate being 0.0001, the momentum and weight decay coefficients 0.9 and 0.0001, respectively. The model was trained by GTX 2080 Ti, Batchsize = 4, and the training epoch was 300. When the epoch was 0 to 150, the model converged quickly, improving accuracy. But it was relatively stable and converged moderately with slow-moving accuracy between 150 and 300, as shown in Figure 6. In addition, the TD lesion dataset was obtained from the hospital, and 218 images (190 images in training set, 10 images in validation set, and 18 images in test set) and 218 lesion area markers were constructed under the guidance of pathologists.


[image: Figure 6]
FIGURE 6. Model training chart.


Based on this, the pretraining model with fine adjustment is applicable in a resource-constrained environment. The resources consumed are only the computational ones that are returned in the following gradient. Moreover, the following multiscale module of feature extraction and feature attention do not require a great number of computing resources. In the multiscale feature extraction module, we used dilated convolution to expand the receptive field and decrease the representation of feature maps, and even the demand for resources. We repeatedly utilized 1*1 convolution in the module to compress features to integrate representation of features and lower demands for resources. Based on the above two points, the model can be trained and tested in a resource-constrained environment.




Evaluation Indexes

We adopted two most essential evaluation indexes of semantic segmentation, namely, mean pixel-level accuracy (MPA) and mean intersection over union (MIoU), which were as follows :

[image: image]

[image: image]

In the above functions, p(mn) denotes the true value of m, predicting the correct number of TD lesions. C + 1 was the number of categories (including empty classes). T was the number of CT images of the tracheobronchial diverticulum, which was 218 in this study. MPA was the average value of the correct classification of calculating pixel categories, MIoU was generally calculated based on the categories, that is, the IoU of each category was accumulated after the calculation, and then their average was the holistic evaluation.




RESULTS AND DISCUSSION


Comparison With Advanced Semantic Segmentation Algorithms

In this part, we selected the classic and novel semantic segmentation networks, including FCN, DENSE, DANet, PSPNet, and DoubleUnet. Among these networks, FCN (37) was the first network that applied CNN structure to semantic segmentation tasks and altered many classification networks into fully convolutional networks. Then, by introducing Atrous convolution, DENSE solved the coding problem of multiscale information and obtained the spatial pyramid structure suitable for semantic segmentation. DANet (38) proposed a dual attention network for segmentation, which could introduce spatial and positional attention to adjust the local semantic information in the adaptive integrated image. PSPNet (39) proposed a pyramid network that could extract context semantic information, improving the segmentation performance in complex scenes. DoubleUnet (40) employed two stacked U-Net (one pretrained coding network was used to capture more abundant semantic information, and the other was set at the bottom to extract information) to improve the segmentation performance of multiple sets of medical images.

To verify the effectiveness of our dual-channel network, MPA and MIOU were adopted as evaluation indexes to compare (SOTA) FCN32S, FCN16S, FCN8S, FCN, DENSE, DANet, PSPNet, DoubleUnet network, and build different algorithms. We selected VGG-16 (41) and ResNet-50 (42) as feature extraction networks, respectively. The former obtained more semantic information by deepening the network depth. The latter solved the problem of gradient explosion and disappearance by introducing residual structure and enhancing the generalization performance of the network with wide applications in classification and segmentation tasks in many scenarios. We conducted the experiment combining the above backbones with the segmentation network, and the results are shown in Table 2. It can be seen from Table 1 that the MIOU value of FCN network, after establishing VGG16 and ResNet50, was about 0.4–0.5, the figure after DENASPP121,161,169,201 as about 0.6–0.7, the one after ResNet series network was about 0.5–0.6, the figure after ResNet series network was approximately 0.3, and the accuracy of DoubelUnet network was about 0.53. However, the MIOU accuracy of the proposed network was 0.87, much higher than the currently popular algorithms, mainly due to the effective extraction of spatial features and the efficient use of boundary information in the network.


Table 2. Results of common semantic segmentation methods in identifying tracheobronchial diverticula.

[image: Table 2]

In addition, Resnet50, Mobilnetv2 (43), Drn16 (44), and Xcepotionv2 (45) were also selected as backbones for the dual-channel network. As for their results, the highest MIOU was 0.87 and the lowest was 0.77, both lower than the proposed algorithm, showing the robustness and efficiency of the proposed network. The comparison is shown in Table 3.


Table 3. Comparing the results of our model with different backbones for identifying tracheobronchial diverticula.

[image: Table 3]

First of all, we compared the indexes of different backbones, and their good performance proved the universality and validity of the segmentation of modules. ASPP module was proposed for the multiscale problem of objects. Before the convolution, it was resampled at a given feature layer with multiple sampling rates. We used multiple paralleled dilated convolution layers with different sampling rates to expand the receptive field and enhance the expression of features. In the model, the convolution with a convolution kernel of 1 was used repeatedly to compress, integrate, and increase nonlinearity. In view of the obscure feature points of the object, we adopted the global average pooling to enhance the response in the channel further, making the feature more prominent and conducive to the segmentation. Channel attention is to strengthen the learning of different fields of vision features. Furthermore, spatial attention is to enhance the learning of spatial expression features of objects and the response of feature points. Based on the above points, the model we designed strengthens feature learning, thereby improving segmentation accuracy.

For a more direct exhibition of the algorithm, we selected algorithms used for the above comparison and the TD lesion segmentation map (Figure 7) by the improved algorithm, which was compared with ground truth.


[image: Figure 7]
FIGURE 7. TD lesion segmentation diagram: (A) the original CT data; (B) ground truth; (C–H) partially selected comparison algorithm; (I–L) predicted results using Drn16, Mobilenetv2, Resnet, and Xception as the encoder extraction network, respectively.


In the experiment, we found that the recognition results of popular algorithms (such as DoubleUnet) were overfitting, causing the incomplete identification of the lesion area for its smallness and distraction of organs around it. However, the network was designed by setting a position-coding module and a contour-coding module, introducing positional and spatial attention to focus on extracting the semantic information of the lesion area, which made its segmentation effect better than the existing algorithms.



Ablation Experiment

Atrous convolution and positional attention module, and spatial attention module (PCM) were added to the network. To verify the effectiveness of the two modules, we performed the following ablation experiments in Table 4. When there was no module in the network, the evaluation index MIOU was 0.68. When deep and separable convolution was added, it was 0.79, and the accuracy value was higher than that of the original network 0.11. The reason was that it selected convolutions with different expansion rates when extracting features at high scales to increase the receptive field, making features more holistic and avoiding the loss of target information. When positional and spatial attention modules (PCM) were added, the MIOU accuracy was 0.82 without dilated convolution, higher than 0.14 of the original network. The reason behind it was that the two attentional modules made the target position prominent. Combining the deep and separable convolution (convolution with different expansion rates, Atrous convolution), positional attention module, and spatial attention module (PCM) with the network, the accuracy was 0.87, higher than the original accuracy of 0.68. The ablation experiment further verified the effectiveness of the modules.


Table 4. Comparison of the results of our model with different backbones for identifying tracheobronchial diverticula.

[image: Table 4]

Furthermore, combined with the visualized results of the above segmentation, it can be clearly found that the proposed algorithm can effectively locate and segment TD lesions. Meanwhile, the addition of attentional modules improved performance, especially reducing the false detection of small objects and providing richer positional, spatial, and background information than the ordinary network.

In addition, we drew a box diagram (Figure 8) to demonstrate the overall and critical features of the data. There were Danet, Dence, Fcn, PSPNet, and the MIoU indicators of segmentation network under different backbones, and all model indexes were drawn into a box diagram.


[image: Figure 8]
FIGURE 8. Box diagram of different model indexes.


It can be seen from the five models that the median accuracy of PSPNet algorithm was only 30%, but the lower quartile accuracy of Danet, Dense, and FCN were higher than 50%. The median of the algorithm was higher than 80%, displaying that our attention-based strategy had better performance in most samples and showed the robustness of the algorithm. Although other algorithms have achieved excellent performance on many datasets, the overall recognition effect of TD lesions is not satisfying. It is believed that the reason is that TD lesion is a small target and easily confused with other surrounding organs, especially the esophagus area. Even many experienced doctors often confuse or fail to identify the lesion, which results in obstacles to later diagnosis of diseases.




CONCLUSION AND FUTURE WORK

This work presented a new method of TD lesion recognition based on CT image semantic segmentation. Most of the previous studies focused on case reports, rather than using the deep learning method for segmentation to reduce the workload of doctors. In terms of that, we conducted pixel-level segmentation for the lesion area of CT images (that is, semantic segmentation) instead of traditional classification and target detection tasks. Inspired by the great success of attentional mechanism in image segmentation, we adopted the dual-channel attention model to automatically identify TD lesions and different pretrained feature extraction networks, including VGG16, DENASPP121, and ResNet50 as the backbone of the encoder, to improve the prediction performance of the network. Also, the position-coding and contour-coding module were redesigned with the integration of spatial and positional attention into the network, improving the identification of lesion position with coarse and fine-grained information. It has been proved that the segmentation network with Resnet, Mobilnetv2, Drn16, and Xcepotionv2 as the backbone of the encoder and the proposed coding module can effectively restore the details of the lesion area, superior to other popular semantic segmentation models, and novel algorithms based on U-net deformation. In other words, the value of MioU was 0.87, fully explaining that the semantic segmentation method is conducive to identifying TD lesions.

However, it should be noted that the research still has some limitations. First of all, because the above CT image resolution was low even with occlusions somewhere, it will be helpful to improve the network's performance once they are improved. Furthermore, more complex CT data should be introduced to enhance the robustness of the model. Ultimately, other ignored diseases like TD deserve further study so that deep learning can be applied to disease diagnosis and be integrated into a network with stronger generalization and migration ability. Once similar lesions with fixed positions and small targets are met, we can segment the network to obtain the needed results. Moreover, we will design an application to assist in the diagnosis of TD, with the aim of improving the diagnosis efficiency of medical practitioners.
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Background: This study aimed to construct a clinical prediction model for osteosarcoma patients to evaluate the influence factors for the occurrence of lymph node metastasis (LNM).

Methods: In our retrospective study, a total of 1,256 patients diagnosed with chondrosarcoma were enrolled from the SEER (Surveillance, Epidemiology, and End Results) database (training cohort, n = 1,144) and multicenter dataset (validation cohort, n = 112). Both the univariate and multivariable logistic regression analysis were performed to identify the potential risk factors of LNM in osteosarcoma patients. According to the results of multivariable logistic regression analysis, A nomogram were established and the predictive ability was assessed by calibration plots, receiver operating characteristics (ROCs) curve, and decision curve analysis (DCA). Moreover, Kaplan-Meier plot of overall survival (OS) was plot and a web calculator visualized the nomogram.

Results: Five independent risk factors [chemotherapy, surgery, lung metastases, lymphatic metastases (M-stage) and tumor size (T-stage)] were identified by multivariable logistic regression analysis. What's more, calibration plots displayed great power both in training and validation group. DCA presented great clinical utility. ROCs curve provided the predictive ability in the training cohort (AUC = 0.805) and the validation cohort (AUC = 0.808). Moreover, patients in LNN group had significantly better survival than that in LNP group both in training and validation group.

Conclusion: In this study, we constructed and developed a nomogram with risk factors, which performed well in predicting risk factors of LNM in osteosarcoma patients. It may give a guide for surgeons and oncologists to optimize individual treatment and make a better clinical decision.

Keywords: nomogram, SEER, osteosarcoma, lymph node metastases, multicenter


INTRODUCTION

Osteosarcoma is a common malignant bone tumor. The primary treatment consisting of neoadjuvant therapy, surgery and postoperative chemotherapy have resulted in the 5-year overall survival rate of ~60% (1, 2). However, even with the treatment of surgery and chemotherapy, the prognosis for patients with metastatic osteosarcoma remains dismal (3, 4).The lung metastases, the primary target of metastasis in osteosarcoma, has five-year survival rates of ~30% (5, 6). In extrapulmonary metastatic osteosarcoma, patients with lymph node metastases (LNM) have worse clinical outcomes, with five-year survival rates of 10% (7). However, only 3% of patients with osteosarcoma are diagnosed with LNM, leading to the lack of adequate clinical data for exploring osteosarcoma LNM (8).Therefore, a population-based study to assess the LNM in osteosarcoma is imminent.

Furthermore, disease forecasting is a vital part of the medical research (9–18). As a visual prediction tool, nomogram lists each variable separately and assigns a corresponding score for each status (19). Based on these considerations, we mined the Surveillance, Epidemiology, and End Results (SEER) database to construct the nomogram and used data from four academic hospitals for independent validation. This study contributes to providing more personalized guidance for patient care and improving patients' prognosis.



MATERIALS AND METHODS


Data Collection

In the present study, patients diagnosed with osteosarcoma between 2010 and 2016 were collected. The training group were extracted from the Surveillance, Epidemiology, and End Results (SEER) database with the SEER * Stat software version 8.3.6. And the third edition of the International Taxonomy of Oncology (ICDO-3), morphological code (9220) was used to identify osteosarcoma. The exclusion criteria of the training group were as follows: (1) patients with no positive pathology; (2) patients with unknown lymph node status and survival time; (3) more than one primary tumor.

Data of the validation group were obtained from four academic institutions, the Second Affiliated Hospital of Jilin University, the Second Affiliated Hospital of Dalian Medical University, the Liuzhou People's Hospital affiliated to Guangxi Medical University, and the Xianyang Central Hospital. And during the period of investigation, each center was responsible for the acquisition of data by three investigators. Two investigators were responsible for data extraction and the accuracy check was conducted by the third investigator. The exclusion criteria were consistent with the training group. For multicenter data, the study was approved by the ethics review committee of four medical institutions in China, the Second Affiliated Hospital of Jilin University, the Second Affiliated Hospital of Dalian Medical University, Liuzhou People's Hospital, and Xianyang Central Hospital (No. 2021-00-22) and was conducted in accordance with the guidelines of the Helsinki Declaration.

Demographic and clinical variables, including race, age, survival time, sex, primary site, grade, laterality, tumor size (T-stage), distance metastases (M-stage), surgery, radiation, chemotherapy, bone metastases and lung metastases were considered in this study.



Statistical Analysis

Continuous variables were expressed as mean ± standard deviation (SD), and categorical variables were expressed as frequency (proportions). The Student's t-test, Chi-square tests and Mann–Whitney tests were applied to continuous variables and categorical variables respectively with IBM SPSS Statistics version 26.0 (SPSS Inc., Chicago, Illinois, USA). Risk factors of the osteosarcoma were assessed using logistic regression. All analyzes were performed using R software version 3.6.2 (http://www.r-project.org/) including multiple R packages (Including regplot, rms, rmda and pROC). P values < 0.05 were considered statistically significant, and confidence intervals (CIs) were expressed as 95% confidence levels.



Construction, Validation and Clinical Utility of a Nomogram

The following variables were included in the univariate logistic regression analysis: race, age, survival time, sex, primary site, grade, laterality, tumor size, lymphatic metastasis, surgery, radiation, chemotherapy, bone metastases and lung metastases. According to the result of the univariate logistic regression analysis with the P value < 0.05, we performed the multivariable logistic regression analysis. And the Nomogram was constructed based on the results of multivariable logistic regression analysis with the P value < 0.05. Calibration plot and receiver operating characteristic (ROC) curves were used to evaluate the prediction performance of the nomogram. The higher the area under the curves (AUC) of ROC indicated the better model performance. In addition, the decision curve analysis (DCA) was used to evaluate the clinical utility of nomogram in decision-making. Based on the established nomogram, an interactive convenient web calculator was provided (https://drliwenle.shinyapps.io/LMOOapp/).




RESULTS


Demographic Baseline Characteristics

As shown in Table 1, a total of 1,256 patients were enrolled. There was no statistically significant difference between the training group (n = 1,144) and validation group (n = 112) except the Race (P < 0.001) and Chemotherapy (P = 0.017).


Table 1. Baseline data table of the training group and the validation group.

[image: Table 1]

Additionally, these patients were divided into two subgroups according to the LNM in Table 2. There were no significant differences in race, sex, laterality and radiation between the lymph node negative group (LNN, n = 1,104) and the lymph node positive (or unable to evaluate) group (LNP, n = 152). However, the other characteristics showed significant differences between the two groups.


Table 2. Patient baseline table of lymphatic metastases.
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Univariate and Multivariable Logistic Regression Results

According to the univariate logistics regression analysis, we identified 10 prognostic factors including age, survival time, primary site, laterality, tumor size, lymph metastasis, surgery, chemotherapy, bone metastases and lung metastases in the training set (P < 0.05) (Table 3). Then, based on the above result, applying the multivariable logistics regression analysis, we figured out five independent prognostic factors including T-stage [TX: odds ratio (OR) 3.602,95%CI 1.710–5.483, P < 0.001], M-stage (M1: OR = 2.890, 1.463–5.709, P < 0.01), surgery (Yes: OR = 0.418, 0.247–0.706, P < 0.01), Chemotherapy (Yes: OR = 0.475, 0.267–0.819, P < 0.01)and Lung metastases (Unknown: OR = 9.407, 1.955–45.261, P < 0.01) (Table 3).


Table 3. Univariate and multifactorial logistic regression analysis of risk factors for Lymph node metastases in patients with osteosarcoma.
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Construction and Validation of Nomogram for Chondrosarcoma Patients

The nomogram contained five risk factors confirmed to be statistically significant by logistic regression analysis, including T-stage, M-stage, surgery, chemotherapy and lung metastases (Figure 1A). Calibration chart of nomogram showed a good consistency in the training and validation groups (Figures 1B,C). The AUC values of nomogram were 0.805 (95% CI 0.781–0.827) and 0.808 (95% CI 0.723–0.877) in the training group and the validation group respectively (Figures 2A,B). Furthermore, the ROC curve demonstrated a superior performance of the nomogram compared to the single variable, including chemotherapy (AUC = 0.631, 95%CI 0.602 to 0.659), lung metastases (0.697, 0.669 to 0.723), M-stage (AUC = 0.592, 95%CI 0.563 to 0.621), surgery (AUC = 0.667, 95%CI 0.639 to 0.694) and T-stage (0.706, 95%CI 0.678 to 0.732). The statistical results of validation group were consistent with the training group as shown in Table 4. In addition, an online web calculator was designed (https://drliwenle.shinyapps.io/LMOOapp/).


[image: Figure 1]
FIGURE 1. (A) Nomogram for osteosarcoma patients. (B,C) are training cohorts and the validation cohorts calibration diagram respectively, which indicate good consistency.



[image: Figure 2]
FIGURE 2. ROC curves for the training and validation group. (A) training group; (B) validation group.



Table 4. AUC of training group and validation group.
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Clinical Applicability of the Nomogram

The Kaplan-Meier survival curves of training group were plotted (Figure 3A). The results revealed that the overall survival (OS) significantly decreased in patients with LNP comparing with the LNN (P < 0.001). Moreover, the threshold about 0.1 to 0.9 had the maximum benefit range of the model as shown in the DCA curve (Figures 3C,D). The Kaplan-Meier survival curves of validation group displayed the same trend between the two groups (P <0.001) (Figure 3B).


[image: Figure 3]
FIGURE 3. (A,B) The Kaplan-Meier survival analysis patients with osteosarcoma in training and validation group. (C,D) Nomogram decision curve (DCA) of the training and validation group.





DISCUSSION

Osteosarcoma metastases, which are typically secondary to hematogenous dissemination and the occurrence of lymph system is extremely rare, have been identified to be significantly associated with poor prognosis (1–4, 7, 20, 21). Comparing to the most common lung metastases, osteosarcoma patients with lymph node involvement have a worse prognosis, suggesting that the invasion of the lymph nodes is an important indicator for the assessment of malignancy stage and the selection of a correct treatment protocol (22, 23).Meanwhile, studies points out that FDG-PET and 99mTc-labeled biomineralization nanoprobe are effective in early diagnosis of metastatic lymph nodes in osteosarcoma (24–27). Therefore, real-time lymph node surveillance and radical treatment for osteosarcoma patients with a high risk of lymph node metastasis will improve patient survival (8). In this study, we identified five independent risk factors associated with LNM and provided a convenient nomogram prediction model and a web calculator on the basis of the model.

Surgery and chemotherapy are the most reliable and effective treatment options for prolonging the lives of patients and have been followed in several clinical trials (28–30). According to the multivariable logistic analysis, chemotherapy and surgery were crucial prognostic indicators. Surgery and chemotherapy contributed to improve patient prognosis, which were consistent with the result of the KM survival curve. This suggests that timely and effective treatment plays an important role in controlling lymph node metastasis and enhancing OS (15, 17, 31, 32). Unfortunately, the relationship between radiotherapy and lymph node metastasis has not been proved. A possible reason for these results would be the uncertainty of radiation therapy in cancer treatment along with the development of radiation-associated osteosarcoma make the safety of chemotherapy need to be further ensured (33, 34).

Due to the lack of lymphatic drainage in normal cortical bone and spongy bone, LNM is rare in bone sarcomas (35, 36).Regional lymph node involvement in osteosarcoma may be owing to the infiltration of the enlarged tumor parenchyma into the periphery, such as the joint capsule or synovium, leading to dissemination into the lymphatic system (37, 38).Our study reported T-stage as a significant predictor of LNM, which was also consistent with previous findings (7).Meanwhile, because of the fact that the peak incidence of the osteosarcoma is 15–19 years of age, more than 80% of patients achieve limb salvage through surgery (4, 28, 38).In this respect, the surgeons need pay more attention to the status of the regional lymph nodes during the resection of larger osteosarcoma in order to eradicate the sarcoma and preserve the limb. M-stage indicates distant metastasis in osteosarcoma, and it is also a risk factor associated with LNM. In the study by Thampi et al. osteosarcoma lymphatic metastasis was significantly associated with distant metastasis (7).Furthermore, since the lung was the most important target organ for distant metastasis in osteosarcoma, we separated this variable from distant metastasis to emphasize the significant role played by lung metastasis in assessing lymph node status. Patients with lung metastases express the characteristic biomarker, such as KEAP, Matrix-Gla and Rab22a (39–41). Considering the intense correlation we found between lung metastasis and lymph node involvement, these reported biomarkers would be triggers for LNM. Therefore, this provides inspiration to further molecular biology studies focusing on lymph node metastasis in osteosarcoma.

We constructed a novel nomogram to assess the risk of developing lymph node metastasis in osteosarcoma, and the discriminatory of any individual predictor was inferior to that of nomogram, suggesting that the nomogram model indicated promising prospects for tumor surveillance and clinical decision making. Although some predictive nomograms have been reported in previous studies, our study complements previous work. Compared to Dong et al.'s study, external independent validation consisting of multiple academic centers is a prominent feature of this study, and the inclusion of multiple ethnic groups enhances the credibility of the results (8). Moreover, we provide a convenient and digital prediction tool for users. By analyzing the clinical characteristics and associated risk factors, we improve the prediction of lymph node metastasis risk in osteosarcoma and provide a basis for individualized treatment and follow-up strategies. The web-based calculator constructed in this study is an easy-to-use clinical tool that helps to promote personalized treatment.

Finally, one obvious limitation in this study was that the statistically significant difference between the training group and validation groups in chemotherapy may have an influence on the results. Another limitation was the lack of a more thoroughly analysis due to the inadequacy of systematic and prospective data.



CONCLUSION

In conclusion, we constructed a novel nomogram model to predict risk factors for osteosarcoma patients developing LNM, including T-stage, M-stage, surgery, chemotherapy and lung metastases based on epidemiological characteristics obtained from the SEER database and the multicenter hospitals. By combining DCA curve, ROC curve, KM curve, web calculator and external validation, our nomogram provided an accurate assessment for individualized risk of lymph node metastasis which was helpful for clinicians to make better surgery decisions.
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Background: Malignant bone tumors (MBT) are one of the causes of death in elderly patients. The purpose of our study is to establish a nomogram to predict the overall survival (OS) of elderly patients with MBT.

Methods: The clinicopathological data of all elderly patients with MBT from 2004 to 2018 were downloaded from the SEER database. They were randomly assigned to the training set (70%) and validation set (30%). Univariate and multivariate Cox regression analysis was used to identify independent risk factors for elderly patients with MBT. A nomogram was built based on these risk factors to predict the 1-, 3-, and 5-year OS of elderly patients with MBT. Then, used the consistency index (C-index), calibration curve, and the area under the receiver operating curve (AUC) to evaluate the accuracy and discrimination of the prediction model was. Decision curve analysis (DCA) was used to assess the clinical potential application value of the nomogram. Based on the scores on the nomogram, patients were divided into high- and low-risk groups. The Kaplan-Meier (K-M) curve was used to test the difference in survival between the two patients.

Results: A total of 1,641 patients were included, and they were randomly assigned to the training set (N = 1,156) and the validation set (N = 485). The univariate and multivariate analysis of the training set suggested that age, sex, race, primary site, histologic type, grade, stage, M stage, surgery, and tumor size were independent risk factors for elderly patients with MBT. The C-index of the training set and the validation set were 0.779 [0.759–0.799] and 0.801 [0.772–0.830], respectively. The AUC of the training and validation sets also showed similar results. The calibration curves of the training and validation sets indicated that the observed and predicted values were highly consistent. DCA suggested that the nomogram had potential clinical value compared with traditional TNM staging.

Conclusion: We had established a new nomogram to predict the 1-, 3-, 5-year OS of elderly patients with MBT. This predictive model can help doctors and patients develop treatment plans and follow-up strategies.

Keywords: nomogram, elderly patients, malignant bone tumors, overall survival, SEER


INTRODUCTION

The most common malignant bone tumors (MBT) in elderly patients include osteosarcoma, chondrosarcoma, and chord sarcoma. Osteosarcoma is the most common malignant bone tumor in children and adolescents. About 60% of osteosarcoma patients occur under 20 years of age, and ~10% of patients occur over 60 years of age (1). Osteosarcoma usually occurs in the metaphysis of long tubular bones, most commonly around the knee joint. Osteosarcoma in adults can affect the axial and maxillofacial bones (2). Patients with osteosarcoma over 65 years of age are often secondary to Paget's disease (3). At the time of diagnosis of osteosarcoma, 10–20% of patients have already developed distant metastases, most of which are lung metastases. The prognosis of patients with osteosarcoma metastasis is inferior, and the overall 5-year survival rate is 20–30% (4). Chondrosarcoma accounts for about 9.2% of all primary MBT, with an annual incidence of 1/200,000 and an average age of onset of about 50 years old (5, 6). It is the second most common bone malignant tumor after osteosarcoma. Recent studies on chondrosarcoma report that the 5-year survival rate is about 75.2%, and the 10-year survival rate is about 70% (7, 8). Chondrosarcoma is mainly of the conventional type, and only 8–10% are of the unconventional kind. There is a big difference in survival and prognosis (9, 10). Chord sarcoma accounts for 1% to 4% of primary bone tumors, and the ratio of males to females is about 1.8:1. It can occur at any age, including children and adolescents, and is most common in patients between 50 and 60 years old (30%). Chord sarcoma grows slowly and occurs more frequently in the sacrococcygeal region (50–60%), skull base (25–35%), cervical spine (10%), thoracolumbar spine (5%), and rarely occurs in areas other than the axial bone (11). Although chord sarcoma is low to moderately malignant, 8% to 43% of patients still have distant metastasis (pulmonary metastasis is the most common), and the prognosis is poor. The overall 5-year survival rate of patients with metastatic chord sarcoma is only about 50% (11, 12).

Studies have reported that the main prognostic factors of osteosarcoma include tumor site, size, age, metastasis, metastasis site, chemotherapy, and surgery (13, 14). The significant prognostic factors of chondrosarcoma include primary tumor, histological type, tumor site, histological grade, and tumor size (15–17). One study showed that age, distant metastasis, and surgery are risk factors for chord sarcoma. However, there is no study on the prognostic factors of MBT in the elderly. There are very few elderly patients with MBT, and single-center studies cannot provide accurate estimates of prognostic factors.

Artificial intelligence has been widely used in human health care. Hassan et al. (18) summarized machine learning to predict the occurrence of sepsis to prevent patients from developing severe sepsis. Alhazmi et al. (19) used machine learning to predict the risk of oral cancer. Cho et al. (20) conducted a systematic review of the literature on machine learning to predict the risk of cancer brain metastasis.

The nomogram is a numerical model that predicts an outcome event by using estimated values generated based on various variables (21, 22). The construction of the nomogram is based on big clinical data, and a small number of cases may cause inaccurate predictions. The United States Surveillance, Epidemiology, and End Results (SEER) project is a cancer data center established in the United States in 1973, collecting information on cancer patients in 18 registries (23). The SEER database can provide enough cases to build a nomogram prediction model. Accurate prediction of survival time can help doctors better monitor patients. The prognostic factors of cancer-specific survival in elderly patients with bone tumors are not yet fully understood. Our purpose is to explore the prognostic factors affecting the survival of elderly patients with malignant bone tumors. Accurate prediction of survival time can help doctors better monitor patients. The prognostic factors of cancer-specific survival in elderly patients with bone tumors are not yet fully understood. Our purpose is to explore the prognostic factors affecting the survival of elderly patients with malignant bone tumors. We aim to construct a nomogram to predict the survival and prognosis of elderly patients with MBT to help doctors and patients formulate clinical treatment plans and follow-up strategies. After the model was established, we also conducted a series of validations on the prediction model's performance.



METHODS


Data Source and Data Extraction

The clinicopathological information of all patients over 60 years old with chondrosarcoma, osteosarcoma, and chord sarcoma from 2004 to 2018 was extracted from the SEER database. The extracted information includes age, gender, race, primary sit, histological grade, histological type, tumor size, TNM stage, surgery, radiotherapy, chemotherapy, and follow-up information. The selection criteria are: (1) age ≥ 60 years old; (2) histological classification includes: chondrosarcoma, osteosarcoma, and chord sarcoma. The exclusion criteria are: (1) survival time is less than one month; (2) tumor size is unknown; (3) TNM stage is unknown (4) surgical method is unknown; (5) tumor stage is unknown. The flow chart of patient screening is shown in Figure 1.


[image: Figure 1]
FIGURE 1. The flowchart of including and dividing patients.


The age of all patients was divided into five groups, including 60–64, 65–69, 70–74, 75–79, ≥80 years old. The race was divided into three categories: white, black, and others (American Indian/AK Indian, Asian/Pacific Islander). The tumor grade was divided into four grades: well-differentiated, moderately differentiated, poorly differentiated, and undifferentiated, and some were unknown graded. The tumor stage was divided into three categories, including localized, regional, and distant. Surgical methods included no surgery, partial resection, radical resection, and amputation.



Nomogram Construction and Validation

All patients were randomly divided into a training set (70%) and a validation set (30%). Univariate and multivariate Cox regression models were used to determine independent risk factors for patients. These risk factors were included in the nomogram to predict the 1-, 3-, and 5-year OS of elderly patients with MBT. The consistency index (C-index) was used to test the discrimination of the nomogram. The area under the receiver operating curve (AUC) was also used to evaluate the training and validation set's accuracy and discrimination. A calibration curve of 1,000 bootstrap weight samples was used to test the accuracy of the prediction model.



Clinical Utility

Decision curve analysis (DCA) of the training set and validation set was used to evaluate the clinical value of the nomogram. A new algorithm assesses the model's weight by calculating the net benefit under the risk threshold (24). We also compared the DCA benefit of the nomogram and traditional TNM staging. According to the nomogram score, all patients were divided into low-risk and high-risk groups. Kaplan-Meier curve and the log-rank test were used to test the difference in survival between the two groups. We also compared the survival differences of patients in different risk groups under different surgical methods.



Statistical Analysis

All statistical analyses were performed using SPSS version 26.0 and R software version 4.1.0. The median (inter-quartile range) was used to describe the data that did not follow the normal distribution for measurement data. The non-parametric test (U-test) was used to analyze the difference. For count data, used frequency (%) to describe, used chi-square analysis and non-parametric U-test for analysis. Univariate and multivariate Cox regression models were used to analyze survival risk factors. This study believes that P < 0.05 is statistically significant, and this test is two-sided.




RESULTS


Clinical Features

A total of 1,641 patients were included, and they were randomly assigned to the training set (N = 1,156) and the validation set (N = 485). The clinical-pathological data of the patient is shown in Table 1. There were 887 males (54.1%) and 1,424 whites (86.8%). There were 958 cases (58.4%) of chondrosarcoma, 328 cases (20.0%) of osteosarcoma, and 355 cases (21.6%) of chord sarcoma. Patients with tumor grade I, II, III, and IV were 229 (14.0%), 404 (24.6%), 245 (14.9%), and 259 (15.8%), respectively; 504 (30.7%) patients were unknown grades. In the tumor stage, 713 cases (43.4%) were localized, 696 cases (42.4%) were regional, and 232 cases (14.1%) were distant. There were 336 (20.5%) without surgery, 458 (27.9%) with partial resection, 661 (40.3%) with radical resection, and 186 (11.3%) with amputation. Tumor primary sites included 623 cases (38.0%) in limbs, 231 cases (14.1%) in skull, 134 (8.17%) in spine, 246 cases (15.0%) in thorax, and 407 cases (24.8%) in pelvis. There is no significant difference between the clinical-pathological data of the patients in the training set and the validation set.


Table 1. Clinicopathological characteristics of elderly patients with MBT.
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Univariate and Multivariate Cox Regression Analysis

We used univariate Cox regression analysis to confirm the risk factors for the prognosis initially. The selected risk factors were then included in the multivariate Cox regression analysis. In the end, we found that age, sex, race, primary site, histologic type, grade, stage, M stage, surgery, and tumor size were independent risk factors for elderly patients with MBT. The independent risk factors screened by univariate and multivariate analysis are shown in Table 2.


Table 2. Univariate and multivariate analyses of OS in the training set.
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Nomogram Construction and Validation

A nomogram was constructed based on the identified independent risk factors to predict the 1-, 3-, and 5-year OS of elderly patients with MBT (Figure 2). It can be seen from the nomogram that tumor size has the most significant impact on OS, followed by primary tumor site, grade, and surgery. The calibration curves of the training set and the validation set showed that the observed value and the predicted value were highly consistent, indicating the accuracy of the nomogram prediction (Figure 3). The C-index of the training set and the validation set were 0.779 [0.759–0.799] and 0.801 [0.772–0.830], respectively, indicating that the nomogram had good discrimination. The AUC of the training set and the validation set also showed similar results (Figure 4).


[image: Figure 2]
FIGURE 2. Nomogram for 1-, 3-, and 5-year OS of elderly patients with MBT. The first row of the nomogram is the scoring ruler, rows 2–11 are the variables, and the 12th row is the patient's total score. 13–16 are the full score corresponding to the patient's 1-, 3-, and 5- survival rates.



[image: Figure 3]
FIGURE 3. Calibration curves of the nomogram. (A–C) For 1-, 3-, and 5-year OS in the training set; (D–F) For 1-, 3-, and 5-year OS in the validation set. The horizontal axis is the predicted value of the nomogram, and the vertical axis is the actual observed value of the nomogram. The coincidence between the predicted curve and the diagonal line means that the predicted value and the actual observed value are almost the same.
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FIGURE 4. The AUC of 1-, 3- and 5-year training set (A) and validation set (B).




Clinical Application of the Nomogram

DCA suggested that nomogram had potential clinical value compared with traditional TNM staging (Figure 5). Based on the score of each patient in the nomogram, the patients were divided into a low-risk group (total score ≤ 149.4) and a high-risk group (total score > 149.4). Apparent differences in survival were observed from the K-M curves of the training set and validation sets' K-M curves (Figure 6). The K-M curve indicated that the nomogram has an excellent discriminating ability. We found that patients in the high-risk group who chose partial resection had a higher survival rate according to risk groups. At the same time, there is no significant difference in the prognosis of patients in the low-risk group with various treatment methods (Figure 7).


[image: Figure 5]
FIGURE 5. Decision curves of the nomogram predicting OS in the training set (A) and validation set (B). The y-axis represents the net benefit, and the x-axis represents the threshold probability. The green line indicates that no patients have died, and the dark green line indicates that all patients have died. When the threshold probability is between 20 and 100%, the net benefit of the model exceeds all deaths or no deaths.
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FIGURE 6. Kaplan–Meier curves of OS for patients in the low- and high-risk groups in the training set (A) and validation set (B).
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FIGURE 7. Comparison of different surgical methods of Kaplan–Meier curves in low-risk (A) and high-risk (B) groups.




Online Application for OS Prediction

We have developed a web calculator based on the nomogram, which can be accessed at https://jietang.shinyapps.io/DynNomapp/. Enter the clinicopathological characteristics of the patient on this web page to get the corresponding survival probability. This calculation is easy to use and friendly to both patients and doctors.




DISCUSSION

Cancer is one of the most common causes of death in elderly patients. The morbidity and mortality of bone tumors are high. A study has reported 3,600 new bone tumor patients in the United States each year and 1,720 deaths from bone tumors (25). Although MBT is not common, their mortality is still high. The three most common MBT in elderly patients include chondrosarcoma, osteosarcoma, and chord sarcoma, of which chondrosarcoma is the most common (5, 6). Our study also found that most elderly patients with MBT over 60 years old are chondrosarcoma. Giuffrida et al. (7) found considerable differences in the 5-year survival rate of patients with different chondrosarcoma subtypes. The 5-year survival rate of dedifferentiated chondrosarcoma is 0%, while the exact cell type reaches 100%, the mucinous type is 71%, the paracortical type is 93%, the mesenchymal chondrosarcoma is 48%, and the malignant chondroblastoma is 85%. Strotman et al. (10) found that the 5-year overall survival rate of dedifferentiated chondrosarcoma is only 18%. The prognosis is worse for patients with axial bone, tumor size >8 cm, and lung cancer metastasis. A study by Bielack et al. (2) showed that age, location, and metastasis are the prognostic factors of patients with osteosarcoma. Previous studies have reported the predictive factors of osteosarcoma and predicted overall survival and cancer-specific survival (26, 27). Chord sarcoma is also a malignant bone tumor with high incidence in elderly patients. Previous studies have reported that chordoma mainly occurs in patients over 30 years old, and most of them are people over 60 years old (28). Chord sarcoma rarely metastasizes, but the 5-year survival rate will drop to about 50% (12). The incidence and prognostic factors of MBT in elderly patients have not yet been reported in the literature. Accurate prediction of patient survival is conducive to future treatment and follow-up. Therefore, we developed and validated nomograms to predict the survival of elderly patients with MBT.

In our study, we found that the increase in age will reduce the survival rate of elderly patients. Previous studies have also reported that age is a risk factor for bone tumors (27, 29). The reason may be that the increase in age leads to a decrease in the suppression of tumors by the immune system and an increase in the probability of comorbidities. In addition, our study also found that the tumor site and size are also important factors affecting the prognosis. Similar to previous studies, patients with axial and large tumors have a higher risk of death (30–32). It may be because larger tumors are more likely to metastasize, and tumors in the axial position, especially the spine, are more likely to metastasize and invade surrounding tissues (33). Previous studies have found that the tumor stage is also a significant risk factor. The prognosis of distantly metastatic tumors is worse than localized tumors (34, 35). Our study also found that the tumor stage is an independent risk factor for prognosis. Besides, we found that sex and race are also significant risk factors, which have not been seen in previous studies. Women have a better survival prognosis than men. American Indians and Asians seem to have higher survival rates than whites and blacks.

In this study, we found that surgery significantly improved the prognosis of patients, similar to the results of previous studies (36, 37). In addition, according to risk stratification, we found that patients in the high-risk group benefited the most from partial tumor resection. At the same time, there is no significant difference in the prognosis of patients in the low-risk group with various treatment methods. Since most of the patients in the high-risk group are in the late stage of the disease and have already developed distant metastases, radical resection does not seem to improve the prognosis of the patients. This has some enlightenment for doctors and patients in choosing surgical methods for patients with different risks. On chemotherapy, our study found that chemotherapy does not affect patient survival, similar to previous studies (38).

Although our nomogram includes three histological types of MBT, it has been validated that the prediction model has good accuracy and discrimination. The C-index of the training set and the validation set were 0.779 [0.759–0.799] and 0.801 [0.772–0.830], respectively, proving the discriminative ability of the nomogram. The predicted value of the calibration curve is highly consistent with the observed value, which indicates the accuracy of the prediction model. We compared the 1-, 3-, and 5-year DCA of the nomogram with the traditional TNM staging system and proved that the clinical value of the nomogram is higher than that of the traditional TNM staging system. Risk stratification also accurately distinguished high-risk and low-risk patients, and treatment and follow-up strategies should be different for patients in other risk groups. Patients in the high-risk group should choose appropriate treatment and receive closer follow-up.

This study is the first to explore risk factors for death in elderly patients with MBT using data from the SEER database. The overall survival rate of elderly patients with MBT was predicted based on risk factors. In other words, when elderly patients with MBT are admitted to hospitals, doctors can accurately inform patients of the 1-, 3- and 5-year survival rates based on these critical prognostic factors and make corresponding treatment decisions and follow-up strategies according to the survival rate of patients. This nomogram is of great significance for elderly patients with MBT.

However, our study still has some limitations. First, the SEER database cannot obtain detailed information on some variables such as surgical margins, BMI, smoking, and drinking, so it has a specific impact on prediction accuracy. However, we include essential variables such as tumor stage, size, surgery, and other factors that affect the prognosis of patients so that the results will not cause a devastating deviation. Second, The lack of information on some critical variables will cause errors in the prediction results. For example, the tumor grade of some patients is unknown. However, it can be seen from the nomogram that the lack of tumor grade of some patients did not cause serious bias. Finally, our nomogram has only been validated internally, and external validation is necessary to test the predictive power of the nomogram.



CONCLUSION

A comprehensive nomogram was constructed to predict the 1-, 3-, and 5-year overall survival of elderly patients with MBT. This nomogram has been validated to have good accuracy and reliability and help patients and doctors predict survival prognosis and formulate treatment and follow-up strategies.
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Background: In recent years, with the development of medical science and artificial intelligence, research on rehabilitation robots has gained more and more attention, for nearly 10 years in the Web of Science database by journal of rehabilitation robot-related research literature analysis, to parse and track rehabilitation robot research hotspot and front, and provide some guidance for future research.

Methods: This study employed computer retrieval of rehabilitation robot-related research published in the core data collection of the Web of Science database from 2010 to 2020, using CiteSpace 5.7 visualization software. The hotspots and frontiers of rehabilitation robot research are analyzed from the aspects of high-influence countries or regions, institutions, authors, high-frequency keywords, and emergent words.

Results: A total of 3,194 articles were included. In recent years, the research on rehabilitation robots has been continuously hot, and the annual publication of relevant literature has shown a trend of steady growth. The United States ranked first with 819 papers, and China ranked second with 603 papers. Northwestern University ranked first with 161 publications. R. Riener, a professor at the University of Zurich, Switzerland, ranked as the first author with 48 articles. The Journal of Neural Engineering and Rehabilitation has the most published research, with 211 publications. In the past 10 years, research has focused on intelligent control, task analysis, and the learning, performance, and reliability of rehabilitation robots to realize the natural and precise interaction between humans and machines. Research on neural rehabilitation robots, brain–computer interface, virtual reality, flexible wearables, task analysis, and exoskeletons has attracted more and more attention.

Conclusions: At present, the brain–computer interface, virtual reality, flexible wearables, task analysis, and exoskeleton rehabilitation robots are the research trends and hotspots. Future research should focus on the application of machine learning (ML), dimensionality reduction, and feature engineering technologies in the research and development of rehabilitation robots to improve the speed and accuracy of algorithms. To achieve wide application and commercialization, future rehabilitation robots should also develop toward mass production and low cost. We should pay attention to the functional needs of patients, strengthen multidisciplinary communication and cooperation, and promote rehabilitation robots to better serve the rehabilitation medical field.

Keywords: machine learning, bibliometric analysis, CiteSpace, trend, artificial intelligence, rehabilitation robot


INTRODUCTION

In the era of the COVID-19 pandemic, reducing doctor–patient contact is an important measure to prevent crossinfection. The use of rehabilitation robots to assist healthcare workers in treating patients with COVID-19 has reduced doctor–patient contact and increased productivity. Rehabilitation robotics is a relatively young and rapidly growing field with increasing penetration into the clinical environment (1, 2). Functional rehabilitation and the auxiliary robot have gradually become important technical means of clinical rehabilitation treatment in the world and have spawned several new rehabilitation robot technologies and systems (3). They have received great attention from all countries and have developed with each passing day (4). Rehabilitation robots, originating from the research field of engineering, are the perfect combination of rehabilitation medicine and robot technology, which makes up for the deficiency of traditional rehabilitation treatment methods in ensuring the high intensity of rehabilitation training, the persistence of endurance, and the standardization of training effects. They integrate the knowledge of artificial intelligence, biomechanics, information science, and rehabilitation medicine and use intelligent bionic technology to assist patients to complete limb-training movements and achieve the purpose of rehabilitation. These robots are used mainly for the assistance and rehabilitation of the daily life of the disabled (5–8).

According to the functional classification, rehabilitation robots are mainly divided into three types: full-body rehabilitation robots (9), upper limb robots (10), and lower limb rehabilitation robots (11). According to the means of application, they can be divided into fixed wearable robots, such as exoskeleton robots. The exoskeleton robot is mainly used to assist walking and is a special type of rehabilitation robot. Stationary robots are mainly used for rehabilitation training. Exoskeletons and soft-bodied robots are divided according to how the driving force is transmitted (12–14). Functional rehabilitation robots are mainly applied to chronic patients with stroke, cerebral palsy, spinal cord injury, paraplegia, traumatic brain injury, and limb injury. Due to the limited function recovery effect of traditional rehabilitation training methods on chronic injury, rehabilitation robot-assisted training is being studied and applied more and more (15–20). At present, rehabilitation robots have been widely used in rehabilitation nursing, prosthesis, and rehabilitation therapy, which not only promotes the development of rehabilitation medicine but also drives the development of new technologies and new theories in related fields. At the same time, there are still many challenges in the development of rehabilitation robots, there are still controversies in the research on rehabilitation robots, such as safety problems, and the actual operation is not simple and convenient, so that it is limited to large hospitals; moreover, the number of people who are suitable and can use rehabilitation robots is small, and the actual utilization rate is low (21, 22). For various rehabilitation robots with different characteristics and advantages, the application effect of different rehabilitation programs is not clear, so it is particularly important to formulate the user guide of rehabilitation robots to guide the clinical application of rehabilitation robots.

CiteSpace visual analysis software is a Java application that generates cocitation networks based on reference citations to reveal the structure of a particular research area, enabling visual exploration through knowledge discovery in bibliographic databases. Through progressive knowledge domain visualization, the most cited and critical documents, areas of expertise within the knowledge domain, and the emergence of research topics can be intuitively plotted to detect and visualize trends and patterns in the scientific literature (23). The key issue in evidence-based medical practice is to find the best available evidence about a clinical problem, and the task can be simplified by combining visual analysis techniques with traditional methods developed in evidence-based medicine (24–27). After consulting the database, it was found that the research in the field of rehabilitation robots increased significantly after 2010. Therefore, this study took the literature related to rehabilitation robots collected in the core data collection of the Web of Science database from 2010 to 2020 as the research object (28). It uses CiteSpace 5.7 visualization software, combining the qualitative analysis of the online platform and the traditional method of literature metrology, research focus from the literature field, high-influence countries or regions, institutions, the author, the high-frequency keywords and mutation term, etc., on the international research hotspot in the field of rehabilitation robots and frontier parsing and tracking. The study also provides some references for the research on rehabilitation robots and the development of related subjects. At the same time, the future development trend of rehabilitation robots is prospected, which is of great significance to improve the function of rehabilitation robots and to develop and improve the future medical field.



METHODS


Data Sources and Retrieval Strategies

The core data set of the Web of Science database was retrieved by computer, and the retrieval condition was “TS = (Rehabilitation Robot OR Rehabilitation Robotics).” The period is set as December 31, 2010 to December 31, 2020. The article is a peer-reviewed journal paper with good authority and representativeness. To ensure high-quality visualization results, the literature type in this study is limited to “article,” and the language type is set as “English.” It excludes conference abstracts, letters, reviews, news, journal reviews, and other literary types.



Literature Screening

Two evaluators read the literature independently. First, preliminary screening was carried out according to the title and abstract of the article, and then screening was carried out again according to the inclusion and exclusion criteria. After the screening, if there was any dispute, the third evaluator read the whole paper, discussed it together, and decided whether or not to reject it.



Data Analysis

CiteSpace 5.7 visualization software determines the information related to the literature according to the information of the first author in the article, mainly including the country, author, keywords, research institution, and so on. In the CiteSpace 5.7 visual software parameter setting, the period is set to 2010–2020; the time scale is set to 1 year; the threshold is set to “top N” and set to 50; and the top 50 representative papers are selected for systematic review and analysis. We chose Pathfinder as the clipping connection to simplify the network structure and highlight important features. Countries (regions), institutions, authors, cited authors, and keywords were selected for node type cooccurrence analysis to draw a visual atlas. CiteSpace was used to detect the mutation rate of keywords and generate a keyword ranking table with a high mutation rate. In the network graph, different nodes represent various elements, such as authors, institutions, countries, and keywords, whereas the size of nodes reflects the number or frequency of publications, and the connections between nodes represent relations such as cooperation, cooccurrence, or cocitation (23, 29–31).




RESULTS


Bibliometric of Publication Output

A total of 3,194 publications met the inclusion criteria from 2010 to 2020 (Figure 1). Figure 2 shows the total number of publications annually, where the number of papers in rehabilitation robot research maintained a gradually increasing trend from 2010 to 2020.


[image: Figure 1]
FIGURE 1. Flowchart of data filtration processing and excluding publications. WoSCC, Web of Science Core Collection.
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FIGURE 2. Bibliometric analysis of WoS core database output. From 2010 to 2020, the number of published publications by different countries on rehabilitation robot research has changed over the years.




Hot Topics in Literature Research

Among the 3,194 retrieved publications, according to the distribution analysis of literature research hotspots, the literature with more than 50 articles was classified into 25 categories (Figure 3). Of these, 809 belong to the category of rehabilitation medicine, 721 biomedical engineering, and 589 neuroscience. It can be seen from the data that rehabilitation robots are widely studied and applied in the fields of rehabilitation medicine, biomedical engineering, and neuroscience.


[image: Figure 3]
FIGURE 3. 2010–2020 rehabilitation robot literature research hotspot distribution.




Country or Geographic Analysis

A total of 82 countries or regions contributed to the research on rehabilitation robots, as shown in Table 1, among which the United States published the most articles (819). China ranked second with 603 publications. The third was Italy, with 444. A total of 2,605 institutions have published research related to rehabilitation robotics, the most prolific of which is Northwestern University (USA), with 161 publications. The second is the University of Tsukuba (Japan), with 133 publications. The University of Maryland ranked third with 81 publications (Table 1). Visualization of the study countries shows that the top three countries in centrality are Spain (0.4), the USA (0.26), and Germany (0.17). These three countries have established good research cooperation with other countries. The detailed cooperation between countries or regions is shown in Figure 4.


Table 1. Influence of high-yield countries and institutions on rehabilitation robot research literature from 2010 to 2020.

[image: Table 1]
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FIGURE 4. Bibliometric analysis of the cooperation of countries in the field of rehabilitation robot research.




Research Hotspots Based on Cooccurrence of Research Institutions

Through the analysis of cooperative cooccurrence of research institutions, CiteSpace software was used to draw the view of research hotspots of cooperative cooccurrence of research institutions of rehabilitation robots. A total of 411 nodes and 616 connections were generated, and the density of the topological network was 0.0073. Visualization of research institutions shows that Scuola Super Sant Anna (0.24), Northwestern University (0.23), and MIT (0.12) rank in the top three in centrality, respectively. These three institutions have established good research cooperation with other institutions (Figure 5).


[image: Figure 5]
FIGURE 5. Co-occurrence atlas of rehabilitation robot research institutions. The bigger the circle, the more it appears. Lines refer to the connections between institutions. The thicker the lines, the closer the connections.




High-Influence Authors and Cooperative Relationships

R. Riener, a professor at the University of Zurich in Switzerland, is the most prolific author with 48 articles, followed by S.K. Agrawal, a professor at Columbia University in the US, and Y. Sankai, a professor at the University of Tsukuba in Japan, with 29 articles. G. Kwakkel, a professor at the University of Amsterdam (512 times), followed by S. Hesse, a professor at Freie Universitat Berlin (512 times), and J. Mehrholz, a professor at Technische Universitat Dresden (335 times) (Table 2). In the author collaboration atlas, Professor R. Riener holds the leading position in this field by absolute advantage. However, there is no cooperative relationship with other authors with a high number of publications, and the cooperative relationship between other highly influential authors is also average (Figure 6).


Table 2. Status of authors with high influence on rehabilitation robot research from 2010 to 2020.
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[image: Figure 6]
FIGURE 6. Author and cooperative relationship. The bigger the circle, the more it appears. Lines refer to the connections between authors. The thicker the lines, the closer the connections.




High-Influence Journals

Among the 3,194 articles retrieved, there are 515 source journals and the top 10 journals in terms of publication volume (Table 3). The top three journals in terms of publications are J Neuroeng Rehabil, IEEE T Neur Sys Reh, and IEEE Robot Autom Let.


Table 3. Status of high-impact journals on rehabilitation robot research from 2010 to 2020.

[image: Table 3]



Highly Cited Literature

Among the 3,194 retrieved articles, the total citation frequency was 47,224, and the top 10 cited (32–41) kinds of literature with high citation frequency (Table 4). The top three sources are LANCET, NEJM, and ROBOT AUTON SYST.


Table 4. References with high citation frequency of rehabilitation robots from 2010 to 2020.

[image: Table 4]



Research Hotspots Based on Keyword Cooccurrence

Through keyword cooccurrence analysis, 20 high-frequency keywords with a frequency greater than 150 times were statistically ranked. The top three high-frequency keywords were “rehabilitation” (1,276 times), “stroke” (940 times), and “design” (471 times). The top three high-frequency keywords in centrality are “robot” (0.15), “walking” (0.15), and “movement” (0.15) (Table 5). CiteSpace software was used to draw the hotspot view of rehabilitation robot research. A total of 607 nodes and 2,728 connections were generated, and the density of the topological network was 0.0148 (Figure 7).


Table 5. High-frequency keywords of rehabilitation robot research from 2010 to 2020 (frequency > 150).
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[image: Figure 7]
FIGURE 7. Co-occurrence spectrum of high-frequency keywords in rehabilitation robot field. The cross represents keywords; the larger the cross, the thicker the cross, the higher the frequency of keywords; the line refers to the connection between keywords; the thicker the line, the closer the connection.




Keywords Clustering Research Hotspots and Frontier

CiteSpace was used for clustering analysis of keywords, and the classic LLR algorithm was adopted to obtain nine clustering groups: (0) walking, (1) stroke, (2) brain–computer interface, (3) stroke, (4) electromyography, (5) proprioception, (6) task analysis, (7) soft actuators, and (8) soft robotics (Figure 8). The timeline view is used to display the dynamic time change of clustering keywords. From 2010 rehabilitation robots, cerebral apoplexy, exoskeleton, the stability of the robot, rehabilitation, spinal cord injury, stroke, nerve rehabilitation, motor learning, virtual reality, and other keywords widely attention, among them, the rehabilitation robot and cerebrovascular accident, exoskeleton robot hand, adaptive control, and touch the heart of the study on the relationship between the recovery began in 2011. Rehabilitation robot and brain–computer interface, upper limb rehabilitation, and meta-analysis research began to appear in 2014. Research on the relationship between rehabilitation robots and upper limb rehabilitation and meta-analysis was hot until 2019. In 2019–2020, robot sensing system, actuator, pneumatic artificial muscle, telemedicine, task analysis, wearable robot, and flexible robot were new words. It is predicted that further research will focus on rehabilitation robots and robot sensing systems, pneumatic artificial muscle, wearable robot, and flexible robot. The time dynamic evolution of keywords is presented in Figure 9.


[image: Figure 8]
FIGURE 8. Cited cluster analysis showing the nine main research areas.



[image: Figure 9]
FIGURE 9. Time dynamic evolution of keywords.




Cocitation Clustering Analysis of Related Kinds of Literature

Through literature cocitation cluster analysis, CiteSpace software was used to draw a cocitation map of the rehabilitation robot research literature, generating 868 nodes and 1,884 connections, and the density of the topological network was 0.005. With the lowest citation times of 15, 28 of the 3,194 cited kinds of literature were included from the research scope, and the top three cited kinds of literature with high centrality were “Lo et al. (33)” (0.88), “Maciejasz et al. (42)” (0.68), and “Klamroth-Marganska et al. (39)” (0.45).



Funding Support Institutions

There are 2,637 funded institutions, among which the top 10 funded institutions have funded 1,535 studies, accounting for 48% of the literature in the field of rehabilitation robot research. The top three funders were the China National Natural Science Research Foundation (337), the US Department of Health and Human Services (247), and the US National Institutes of Health (240). These results indicate that China has strong support for the research on rehabilitation robots and a large amount of research fund investment, which may be related to the incentive mechanism initiated by the government. However, there is still a gap between the total number and that of the United States, which needs to be improved (Table 6).


Table 6. Funding institutions of rehabilitation Robot Fund from 2010 to 2020.
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Frontier Analysis of an Emergent Word Detection Algorithm

We used CiteSpace to detect emergent words. A total of 108 mutants were detected. Among the 25 keywords with the highest citation frequency, the mutation cycles of 16 mutation words were concentrated from 2010 to 2015. The strongest mutation intensity was “arm” (8), followed by “motor control” (7.13). The third place was “hemiparetic patient” (6.13), the fourth place was “body weight support” (5.14), and the fifth place was “arm movement” (5.11). Keywords with high mutation intensity in the last 5 years include “modulation” (2015–2016), “computer interface” (2015–2017), “treadmill therapy” (2016–2017), “series elastic actuator” (2017–2020), and “prosthetics and exoskeleton” “wearable robotics” (2018–2020). These emergent words in the past 5 years may also be the main direction of future research.




DISCUSSION


International Research Status of Rehabilitation Robots

The research on rehabilitation robots can be traced back to the 1960s, but the development was relatively slow due to design and funding problems. The 1980s was the initial stage of the research on rehabilitation robots, and the United States and the United Kingdom were at the leading level. After the 1990s, the research on rehabilitation robots entered a period of comprehensive development (43). In 1987, the British man Michael developed the prototype of the Handy I rehabilitation robot. In 1989, the Massachusetts Institute of Technology developed the first clinical trial robot for rehabilitation treatment. In 2020, Elon Musk reported the latest research results on the brain–computer interface: a coin-sized chip implanted into a pig's brain can read the pig brain's information in real time. A functional device implanted into a surgical robot can perform all the steps of craniotomy, implant sensors, and glue. With the continuous development of interdisciplinary integration, researchers are making progress in the field of rehabilitation robots. It can be predicted that the vision of human–machine integration will be realized soon (44, 45).



Research Hotspots by Country (Region), Author, and Founding

In this study, the research literature related to rehabilitation robots was obtained from the core data collection of the Web of Science database in the past 10 years as the research object, and CiteSpace visual analysis software was used to analyze and track the hotspots and frontiers of international research in the field of rehabilitation robots. This study presents the international research status of rehabilitation robots in the past 10 years intuitively and forms a general understanding of its research hotspots, frontiers, and trends. Overall, international rehabilitation robot research identified steady growth year by year, nerve rehabilitation, stroke, brain–machine interface, virtual reality, flexible wearables, task analysis, and the exoskeletons of rehabilitation robot research more and more aroused people's interests, becoming increasingly important areas of research.

The number of articles published in the world in the field of rehabilitation robots generally shows an upward trend, mainly focusing on the fields of rehabilitation medicine, biomedical engineering, and neuroscience, indicating that the research on rehabilitation robots is popular in the field of medicine. The United States, China, Italy, Japan, and the United Kingdom are the major research exporters. The United States has the most articles about rehabilitation robots, followed by China. China is the only developing country, which shows great progress in the field of rehabilitation robots in the past decade and playing an important role. In terms of research institutions, Northwestern University, the University of Tsukuba, the University of Maryland, Santa Anna University of Pisa, Italy, and the University of Auckland, New Zealand occupy a certain position in the field of rehabilitation robots with a high number of publications. Northwestern University ranked first with 161 publications.

Among the prolific authors, R. Riener, a professor at the University of Zurich in Switzerland, ranked first with 48 articles, and the second and third were from the United States and Japan, respectively. It is worth noting that Professor Song from Southeast University of China ranked eighth with 18 articles. Studies by Chinese scholars in the field of rehabilitation robots are moving toward the international community, even catching up abroad.

In terms of cocitation of authors, the top five are Prof G. Kwakkel, Vrije Universitat Amsterdam; Prof S. Hesse, Medical University of Charlotte, Berlin, Germany; Prof J. Mehrholz, Dresden Medical School, Technical University of Dresden, Germany; Prof H.I. Krebs, MIT, USA; and Prof N. Hogan, MIT, USA. It can be seen that scholars from the Netherlands, Germany, and the United States have high influence in the research on rehabilitation robots. The above data can provide potential collaborators and teams' information for future research. According to Price's law, half of all papers on the same subject are written by a group of highly productive authors roughly equal to the square root of the total number of authors (46). A total of 9,163 authors were included in 3,194 publications. Of these, the first 93 authors completed 50% of the papers, in line with Price's law. It indicates that the core authors in the field of rehabilitation robots have been established. Paying attention to these authors can help us better understand the frontier and trend of rehabilitation robots. Among the top five foundations, one is from China, and four are from the United States. The research area involves many scientific research grants, but the main funding areas are natural sciences, medicine, bioengineering, and material science.



Research Hotspots in the Field of Rehabilitation Robots

Citation status is one of the important indicators to reflect research hotspots. Through reading and analyzing the literature with high citation frequency and centrality, some research results with high attention in the research field of rehabilitation robots can be learned to reveal the areas of concern (47). Through reading and analysis of the top ten cited studies, the results show that stroke, spinal cord injury, paraplegia, upper limb functional rehabilitation, neuroplasticity, actuator technology, flexible robot gloves, etc., have received extensive attention from researchers in a certain stage in the research field of rehabilitation robots. The research hotspots of these highly cited papers help to identify the major hotspots of rehabilitation robot research. At present, the number of cited papers in China is low, which may be due to the late publication of many studies in other countries.

Keywords with high centrality and frequency represent research hotspots in a period. According to the analysis of the hot keywords, research in the field of rehabilitation robots mainly focuses on rehabilitation, stroke, design, exoskeleton robotics, upper limbs, gait, spinal cord injury, performance, and reliability. Through keyword clustering analysis, the higher the degree of aggregation, the better the homogeneity between studies (48).

In the last 10 years, the rehabilitation of upper limb function for stroke has been a research hotspot. With the rapid growth of new technologies and equipment, there is much different training equipment for rehabilitation robots designed to move or assist arm movement. There are significant differences in the types of treatment provided by different devices in terms of the techniques employed and the treatments provided. In a systematic review, there is increasing evidence that rehabilitation robot training can benefit the recovery of arm function after stroke (49). Human–robot interaction (HRI) is one of the hot topics in the current research on rehabilitation robots, which is how to realize the natural and precise interaction between humans and machines through the fusion of machine intelligence and biological intelligence.



Research Frontiers and Trends in Rehabilitation Robots

Emergent words represent frequently cited keywords in a given period, thus indicating cutting-edge features and trends. Combined with the time dynamic evolution and burst analysis of keywords, we can get a general understanding of the research field, development, and future trend of rehabilitation robots. The top five post-2014 breakout words are “modulation,” “computer interface,” “treadmill therapy,” “series elastic actuator,” and “prosthetics and exoskeleton.” Modulation refers to the adjustment and control of the signal and program of the rehabilitation robot to achieve the purpose of precise rehabilitation. Computer interface refers to the popular brain–computer interface technology. Treadmill therapy mainly refers to lower limb rehabilitation robots that are similar to treatments done on a treadmill. A Lokomat lower limb rehabilitation robot is a typical hanging weight loss standing rehabilitation robot of the treadmill therapy type, which combines with the treadmill platform to complete the exercise (50). In the control system, the series elastic actuator can convert control signals into power devices that can drive the controlled system, which is the core of the power development and design of the rehabilitation robot (51). Research on prosthetics and exoskeleton robots is currently a hot topic in comparison, and because of the rapid development of mechanical design and control algorithms for electro-mechanical systems, exoskeletons have been significantly developed but are still limited to larger body areas, such as the upper and lower limbs. Due to their small size and strong tactile perception, hand exoskeletons still face many challenges in many technical fields, such as hand biomechanics, neurophysiology, rehabilitation, actuators and sensors, human–robot physical interaction, and ergonomics.

In addition, machine learning (ML) is one of the technologies that have developed rapidly in the past 10 years. It is widely used in computer vision, bioinformatics, health care, business analysis, trend forecasting, and other fields. ML allows computers to learn from large samples of data and predict patterns that exist in the data (52, 53). ML algorithms to help realize the future of improved health care by unleashing the potential of large biomedical and patient data sets are used in different research areas to predict and classify accurate results from test data (54). They have proven to be helpful for diagnosis in a variety of medical and clinical data sets. In the field of rehabilitation, ML can help predict the recovery function of walking level of the patients with stroke and assist in research on the development of walking assistance robots. AI-based virtual reality rehabilitation (55) and forecasting mortality of patients with stroke after complete rehabilitation with tree-based ML models have been studied (56). For any type of human disease prediction, data sets need to be preprocessed. In this regard, dimensionality reduction plays a vital role in reducing the high-dimensional data into reduced dimensionality (57). Over the past few decades, several dimensionality reduction techniques have been used to filter data samples from the data set under consideration. Dimensionality reduction requires the mapping of higher-dimensional inputs to lower-dimensional inputs so that similar points in the input space are mapped to adjacent points on the manifold (54, 58). Feature engineering is an important preprocessing step that helps in the extraction of transformed features from the raw data that will simplify the ML model and also improve the quality of the results of an ML algorithm.

In the field of medical rehabilitation, more and more people tend to interact with machines naturally and accurately. With personalized AI task analysis, ML, electromechanical interaction, intelligent control, and other technologies combined with robots applied to the field of rehabilitation medicine, the rehabilitation robot “therapist” will become the main force in the field of rehabilitation therapy in future. The wearable exoskeleton robot can help elderly people with severe limb dysfunction, hemiplegia, and spinal cord injuries walk normally. In addition, it can help humans maintain balance function and increase strength to achieve “human–machine integration” (5). The “mind control” of brain–computer interface is gradually switching from science fiction to reality, helping the movement, feeling, and other functions of damaged limbs return to normal. In 2020, MIT Technology Review published a breakthrough in the brain–computer interface by Professor Eduardo Fernandez of Miguel Hernandez de Elche University: the electronic artificial eye, which restores sight to patients who are completely blind (59, 60).

With human intelligence and machine intelligence, combining human–computer interaction as a representative of technological breakthroughs between man and machine combined with the increasingly close, with the help of human–computer interaction technology and method, and combining human intelligence and machine intelligence make the two complementary advantages, to work together, and in the aspect of medical rehabilitation which spawned a significant theoretical innovation and breakthrough technology method. The brain–computer interface will be widely applied in future (61, 62). How to establish the ability of high-broadband data connection between human and machine is also an important trend in the current international rehabilitation robot research. At present, rehabilitation robots of limb function still cannot provide intuitive tactile neurofeedback, and patients can only rely on visual feedback to judge the size of the object to be grasped and other sensory information. How to achieve accurate neural feedback of sensory information still needs further research. It is the challenge and trend of the development of rehabilitation robots in future to make that rehabilitation robots have emotional characteristics and make patients feel happy while helping patients to achieve their rehabilitation goals.

Regarding rehabilitation robot technology and the research and development and application of the system, there is still a gap between China and developed countries such as Europe and the United States. To improve the performance of rehabilitation robot system, it is necessary to master the key core technologies of rehabilitation robot, such as EMG information perception and control technology, force feedback control technology, joint angle and torque control technology, and space motion detection technology (4). In particular, the research on these technologies in brain–computer interface, virtual reality, robot sensing system, actuators, pneumatic artificial muscle, and the wearable flexible robot can better promote the development of rehabilitation robots to meet the future demand of Chinese people for health services.



Application and Development Trend of Rehabilitation Robots

It can be predicted that rehabilitation robots will be used more and more in an era when the cost of manual treatment is becoming more and more expensive. To better popularize and commercialize the application, future development needs to increase the universality of rehabilitation robots, focusing on lightweight, portable, reconfigurable, intelligent, and AI-based equipment, thus bringing new treatment methods and thinking to the rehabilitation field under the premise of ensuring safety, mass production, and cheap direction development (63). Intelligent rehabilitation is the future development trend (64). It should break through the barrier of the human–machine interface, develop multidisciplinary cooperation and communication, strengthen collaboration with rehabilitation medicine and artificial intelligence, actively participate in the design and development of rehabilitation robots, and promote rehabilitation robots to better serve the rehabilitation medicine field.

When thinking about the application and development of rehabilitation robots, Professor Li first mentioned the “human nature” of rehabilitation robots. Rehabilitation robots should have the basic human nature—namely, perception, thinking, expression and communication, action and cooperation, and learning and adaptability—and complete training and operations independently or with the assistance of an automatic machine (14). At present, rehabilitation robots cannot complete all the techniques and operations of professional rehabilitation personnel; particularly, the self-learning ability, adaptability, and creativity of robots need theoretical breakthroughs. The most difficult thing for rehabilitation robots to break through is the benevolence and moral sense of medical workers (65). The twenty first century is an era of health and life science. Health is the most powerful driving force for scientific and technological revolution and social development. Rehabilitation robots as one of the most important technologies in the human health industry will undoubtedly provide innovative means and paths for rehabilitation medicine, preventive medicine, and clinical medicine, making the previously invisible visible and the impossible possible (66). Rehabilitation robots will also provide strong impetus for the reform of the medical system, the renewal of the medical model, and the extension of the human healthy life span (67).



Study Limitations

This study included only studies on rehabilitation robots published in the core data collection of SCIE, the Web of Science database, and the paper type was English literature, which may have ignored high-quality kinds of literature in other languages in the field of rehabilitation robots, resulting in certain limitations in literature retrieval. In cluster analysis, different categories of content may overlap. In addition, the cocitation frequency of kinds of literature is related to time. The kinds of literature published in recent years may have a relatively low total cocitation frequency due to their short publication time, resulting in differences between research results and the actual situation. The cooccurrence of keywords is limited by the number of nodes, which may affect the accuracy of conclusions. However, accuracy itself is relative and does not affect the reliability of conclusions obtained in the paper. Due to different algorithms, there is no standardized setting process for time partition, threshold, or clipping mode in the process of using CiteSpace to generate visual atlas, which may cause some bias.




CONCLUSION

Based on the Web of Science database and CiteSpace software, this study for the first time conducted bibliometric and visual analysis of the international research on rehabilitation robots in the past 10 years from multiple perspectives and presented the research overview of rehabilitation robots in the past 10 years relatively scientifically and intuitively. At present, the brain–computer interface, virtual reality, flexible wearables, task analysis, and exoskeleton rehabilitation robots are the frontiers and hotspots of research, representing the development trend of future research, and they can be used as a reference direction for future research. Future research in the field of rehabilitation robots should focus on the following aspects: first, focus on the functional needs of patients to improve the quality of life; second, strengthen interdisciplinary cooperation and build a regional cooperation network among countries.


Challenges

Formulating better rehabilitation robots in such an evolving field is important. Until today, numerous technical challenges and insufficient safety standards have prevented the large-scale development of rehabilitation robots. As it is multidisciplinary technical research, it faces many challenges in the actual research and development process. The primary challenge of rehabilitation robots is safety, which is the most basic requirement to help patients with rehabilitation training. On the premise of ensuring the effectiveness of the product, it is more important to ensure the safety of use and avoid secondary injuries to patients. Intelligent control, ergonomics, at present, and the movement energy consumption of the robot bionic man are much higher than that of the simple skeletal muscle movement, the operation process of the wearable exoskeleton robot is generally more complex, and the large weight makes the rehabilitation training more difficult, but the precision is much worse. The man–machine interface design is a challenging problem. This interface is the medium and dialogue window for transmitting and exchanging information between humans and computers. A good man–machine interface is key to improve the operation efficiency of rehabilitation robots. For example, patients' subjective feelings and physiological reactions, especially visual perception, cannot be timely perceived in the training process. Both need constant optimization and learning. Existing rehabilitation robots generally lack tactile feedback. It is suggested to study various sensors to enhance the interaction between rehabilitation robots and the human body, involving multidisciplinary cooperation and communication. In addition, a key challenge regarding the control of rehabilitation robots is to design shared control or ML technologies that are predictable to patients and do not exceed their needs. Because not all technical components of rehabilitation robots are well developed or designed for daily life and outdoor applications, a lot of collaborative work and utilization of resources from medical technology, biomechanics, engineering, and product development are needed. The price of the current rehabilitation robots is relatively expensive, which is a great burden on ordinary families. It is suggested that future research can find cost-effective materials to popularize rehabilitation robots in ordinary life.



Future Direction

In terms of technology, ML, dimensionality reduction, feature engineering, and other technologies play an important role in the research and development of rehabilitation robots. In future, the effectiveness of these technologies can be tested on high-dimensional data such as images and text data. They can also be used for more complex algorithms, such as deep neural networks, convolutional neural networks, and recursive neural networks. The new ideas of mixing and matching hardware, programs, algorithms, and expected neural pathways may lead to more focused research and, ultimately, significant advances in robot-assisted rehabilitation. For various rehabilitation robots with different characteristics and advantages, the application effect of different rehabilitation programs is not clear, so it is particularly important to formulate the user guide of rehabilitation robots to direct the clinical application of rehabilitation robots. To achieve widespread application and commercialization, future rehabilitation robots should be developed toward mass production and low cost. In addition, in future, rehabilitation robots will still be the focus and hotspot in the fields of rehabilitation medicine and intelligent engineering, and with the development of rehabilitation robots with different functions, their usage guidelines will become more and more perfect, and the cooperation between rehabilitation therapists and rehabilitation robots is bounded to open a new chapter in rehabilitation therapy.
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The unbounded increase in network traffic and user data has made it difficult for network intrusion detection systems to be abreast and perform well. Intrusion Systems are crucial in e-healthcare since the patients' medical records should be kept highly secure, confidential, and accurate. Any change in the actual patient data can lead to errors in the diagnosis and treatment. Most of the existing artificial intelligence-based systems are trained on outdated intrusion detection repositories, which can produce more false positives and require retraining the algorithm from scratch to support new attacks. These processes also make it challenging to secure patient records in medical systems as the intrusion detection mechanisms can become frequently obsolete. This paper proposes a hybrid framework using Deep Learning named “ImmuneNet” to recognize the latest intrusion attacks and defend healthcare data. The proposed framework uses multiple feature engineering processes, oversampling methods to improve class balance, and hyper-parameter optimization techniques to achieve high accuracy and performance. The architecture contains <1 million parameters, making it lightweight, fast, and IoT-friendly, suitable for deploying the IDS on medical devices and healthcare systems. The performance of ImmuneNet was benchmarked against several other machine learning algorithms on the Canadian Institute for Cybersecurity's Intrusion Detection System 2017, 2018, and Bell DNS 2021 datasets which contain extensive real-time and latest cyber attack data. Out of all the experiments, ImmuneNet performed the best on the CIC Bell DNS 2021 dataset with about 99.19% accuracy, 99.22% precision, 99.19% recall, and 99.2% ROC-AUC scores, which are comparatively better and up-to-date than other existing approaches in classifying between requests that are normal, intrusion, and other cyber attacks.
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INTRODUCTION

Network intrusion recognition is challenging since the attacks evolve daily because of new technologies, frameworks, and software. In 2020, the number of cyber-attacks increased by 17%, in that 77% were targeted attacks, with attackers' main targets being personal data and credentials. Attacks on organizations aimed mainly at stealing private user data. These metrics show a vital backdrop in modern-day cyber-attack detection and prevention. Moreover, the healthcare industry is increasing, and most hospitals are integrating e-healthcare systems to meet the patients' needs as soon as possible. Hospitals must maintain the Electronic Health Records (EHR) and Patient Records or Personal Health Records (1) since these details contain a patient's medical data required to infer a diagnosis and treatment. The vast development in the Internet of Things (IoT) has led to a boom in smart medical devices and systems. These edge devices can contain patient records, which must be kept secure and accurate at all times. Any change or corruption in these details can lead to wrong diagnosis and treatment, causing the fatality of the patient. Therefore, to ensure cyber-safety in healthcare systems, there is a need for up-to-date and advanced Hybrid Intrusion Detection Systems.

The common goal of any Intrusion Detection System is to recognize, flag, and log/block intrusion attacks by identifying any malicious network activity (1, 2). Most of the existing real-time software for IDS uses a rule-based approach like signature-based detection, stateful protocol analysis, and statistical packet analysis. Primarily the IDS classifies a request into benign and malicious, benign being regular requests, and malicious being anomalous or intrusion requests. The IDS are also specifically designed to identify a specific set of attacks like DDoS.

However, Artificial Intelligence-based systems come with specific backlogs; the rate of false positives can be overwhelmingly frequent compared to actual threats. The algorithms may also be biased toward particular attacks based on class imbalance and features present in the dataset used for training the algorithm. Inaccurate and biased intrusion detection systems don't stand a chance in protecting patient records as they may falsely flag an attack as benign or a benign request as malicious. The issue with the existing intrusion detection systems is that they are trained on outdated or old datasets like KDD-Cup'99, making the system vulnerable to the latest attacks and leading to leakage and illegal modification of EHRs. Traditional Machine Learning algorithms such as K-Nearest Neighbors (3) and Logistic Regression usually need repeated fine-tuning and updating parameters to adapt the algorithm to new types of attacks that may require frequent retraining, which is computationally expensive and time-consuming. Ensemble learning (4) and deep learning-based (5) approaches have proven better because of their adaptability and ease of fine-tuning or pruning on new data. Faster and efficient algorithmic techniques are still vital for such critical applications as time complexity is a significant overhead in medical and IoT-based systems. A state-of-the-art, present-day attack-oriented, faster, and efficient methodology is required for Intrusion Detection Systems to safeguard patient records in e-healthcare.

This paper proposes a new hybrid framework for intrusion detection using deep learning for healthcare systems named “ImmuneNet.” We have benchmarked its performance against various machine learning algorithms on the Canadian Institute for Cybersecurity's IDS 2017 (6), IDS 2018 (7), Bell DNS 2021 (8) datasets. These are realistic datasets containing more than 17 types of the latest cyberattacks, which would be beneficial in implementing real-time deep learning-based intrusion detection systems and achieving high accuracy. A data-centric approach was used to promote class balance (9) and extensive feature selection processes like recursive feature elimination (10, 11), which can help better perform models with fewer parameters. Over five types of machine learning algorithms were compared: Logistic Regression, Decision Trees, Random Forests, Extreme Gradient Boosting Trees (12), and a custom neural network architecture named “ImmuneNet” as seen in Figure 1. ImmuneNet obtained the highest accuracy of almost 99.19% and other vital metrics from all the experiments. The neural network architecture contains around 830,000 parameters, making the fine-tuning process faster and deployment-friendly for medical devices and systems.


[image: Figure 1]
FIGURE 1. Neural network of ImmuneNet architecture.


Our experiments were based on several data-centric and algorithmic approaches to create a lightweight, fast, high-performance classifier without compromising accuracy. We have divided our paper into the following sections based on different schemes:

1. The current state-of-the-art methodologies and existing research for implementing intrusion detection systems in healthcare and general.

2. Comparison between KDD Cup99, CIC-IDS variants, and CIC Bell DNS 2021 datasets to know in detail about the attack types, size, number of samples, and state of relevance.

3. Extensive feature selection, oversampling, and hyper-parameter optimization techniques involved in training, validating, and testing the algorithms on the three datasets.

4. Comparison of multiple machine learning algorithms, namely logistic regression, ensemble methods such as decision trees, extreme gradient boosting trees, and a custom neural network architecture named “ImmuneNet” using various metrics like accuracy, loss, precision, recall, F1, and loss.

5. A detailed discussion on the proposed system's performance, advantages, and limitations.



RELATED WORKS

Our literature survey primarily focused on analyzing the data preprocessing and algorithmic approaches to derive new novel solutions for developing a sound intrusion detection system. There are tons of cyber vulnerabilities to cope within the medical sector as these attacks threaten patients' healthcare and put them in jeopardy. Tervoot et al. (13) performed a scoping review by categorizing and analyzing these attacks and found 18 solutions, each fitting at least one of the categories of intrusion detection and prevention, communication tunneling, or hardware protections. Thamilarasu et al. (14) proposed an intrusion detection system for the internet of medical things based on Wireless body area networks (WBAN). They simulated a hospital network topology and performed detailed experiments for various subsets of the Internet of Medical Things, including wireless body area networks and other connected medical devices. The system performs best at 99.6 and 98.2% accuracy for network and device-level intrusion detection, respectively.

Subas et al. (4) proposed an IDS with multiple Machine Learning techniques with some complex attack data. They concluded that the Bagging ensemble algorithm and Random Forest perform better with 97.67% accuracy than other classifier models. Hence, a Smart E-Healthcare System could be built on top of this system to ensure better cyber security. The Internet of Medical Things (IMoT) has its drawbacks as technical advancements progress since any security and privacy issues exist. Therefore, Priya et al. (5) developed a deep neural network (DNN) for constructing an effective IDS to classify and predict unforeseen cyberattacks. They also carried out practical feature engineering in hyperparameter selection. The proposed DNN model performs better than the existing machine learning approaches, with an increase in accuracy by 15% with an overall accuracy of 99.7 % on NSL-KDD. Šabić et al. (15) proposed an anomaly detection system that focuses on the system's ability to detect anomalies in heart rate data. They used five algorithms to fit the data, two of them were unsupervised, and the rest were supervised to detect the anomalies. They concluded that random Forest and ensemble methods had above 99% accuracy to model such systems effectively.

Hady et al. (16) proposed and built a real-time Enhanced Healthcare Monitoring System (EHMS) that monitors the patients' biometrics and collects network flow metrics. Then this system applies different machine learning methods for training and testing the dataset against these attacks. Hence by collecting their data dynamically, they developed a robust intrusion detection system. by analyzing in 10-fold accuracy score comparison, they noted that the SVM algorithm performed better than the rest with an accuracy of about 92.44%. Nguyen et al. (17) used data fusion as an integral part of multidisciplinary research to design an intrusion detection system. Their proposed model involves a decision-based fusion model with different processes such as initialization, preprocessing, Feature Selection, and multimodal classification to detect intrusions effectively. The proposed model offers maximum accuracy of 99.21%, precision of 98.93%, and a detection rate of 99.59%. Iwendi et al. (18) proposed an intrusion detection system in the Security of Things (SoT) paradigm for smart healthcare and will continue to impact medical infrastructures. Their study used the NSL-KDD dataset on RF, Naive Bayes (NB), and logistic regression classifiers for machine learning. To optimize the functionality of their approach, they used a weighted genetic algorithm, and Random Forest was coupled to generate achieved a high detection rate and neglect false positives and true negatives. The combination of their genetic algorithm and RF models achieved an accuracy rate of 98.81%.

Yeng et al. (3) conducted a systematic review of various machine learning algorithms and data resources to assess them across multiple criteria. They have also evaluated and analyzed the design considerations of the methods toward mitigating false positives. Their comprehensive study determines the associated challenges in using the algorithms and how they can be overcome. Their study suggests that most of the existing literature for intrusion systems in healthcare uses K-Nearest Neighbors. Mahdavifar et al. (8) have proposed a method to classify benign, phishing, spam, and malware-based domains using DNS traffic analysis with the K-Nearest Neighbors algorithm. They have used the CIC Bell DNS 2021 dataset, which is balanced to 60/50 and 97/3%, achieving an F1 score of around 94.8 and 99.4%, respectively. Seth et al. (19) built a unique framework based on creating an ensemble by ranking the detection ability of different base classifiers to identify various types of attacks. They have experimented with numerous algorithms and achieved 96.65% accuracy with neural networks on the CIC-IDS 2018 dataset and have also given a deep analysis of the metrics on classwise performance. Benedetto Serinellia et al. (20) analyses open-source intrusion detection datasets by validating them to detect well-known zero-day attacks. They have built their predictors based on KDD99, NSL-KDD, and CIC-IDS-2018 datasets, giving a comparative case study among them in their research work. They achieved over 99.97% accuracy on the NSL-KDD datasets. Thilagam et al. (21), on the other hand, proposed an Intrusion detection system on a more complex basis using RCNN (Recurrent Convolutional Neural Networks) using the culmination of CNN and LSTM (Long Short Term Memory) on the KDD Cup 99 and CIC-IDS 2018 datasets. They achieved over 94% accuracy on both datasets with the same model.

Class Imbalance is another critical attribute to be considered for building a novel and efficient architecture. Zuech et al. (22) analyzed web attacks using random undersampling ratios under various ensemble learning algorithms and discussed class balance's significant importance. They observed that undersampling at different ratios could have a drastic effect on the model's performance and achieved an accuracy of about 94.01% accuracy on CIC IDS 2018 dataset using RCNN. Yu et al. (23) had proposed a packet byte-based CNN, called PBCNN, which focuses on the statistical features of network traffic, giving another insight on the importance of network traffic and its hierarchical nature. PBCNN obtained 99.99 % accuracy on the CIC IDS 2017 and CIC IDS 2018 datasets. Gopalan et al. (9) carried out a balancing approach and surveyed the CIC-IDS-2018 dataset. They also researched the impact of bias and class imbalances in the CIC-IDS-2018 dataset. As observed, signature-based intrusion detection approaches prove to be the weaker counterpart of various methods.

Most of the research on Intrusion detection mechanisms was based on the ensemble learning approach. Fitni et al. (24) made comparisons with seven single classifiers to identify the most appropriate basic classifiers for ensemble learning; they compared the accuracy metrics of tested architectures and made a cumulative study on it. They also used effective feature selection techniques like filter methods and Spearman rank's correlation and used only 23 features to achieve 98.8% accuracy on the CIC IDS 2018 dataset. We used the MISH activation function in our custom neural network architecture. Misra (25), the author of MISH. Discussed in detail its scope and found that. Mish outperformed other activation functions like Leaky ReLU on YOLOv4 with a CSP-DarkNet-53 backbone on average precision. Hua et al. (26) proposed using the LightGBM ensemble method, which proved to be quite a popular and efficient ensemble method for Intrusion Detection. By achieving 98.37% accuracy, the study also compared their approach with other ensemble methods and traditional machine learning algorithms to prove its efficiency.

Catillo et al. (27) presented an autoencoder-based bi-level anomaly detector, which used a specific Artificial Neural Network to reconstruct their vectorized input on the CIC IDS 2017 and 2018 datasets with a maximum detection rate of 99.2 %. It seems to be an overwhelming algorithmic approach to a relatively simple problem with minimal feature space. Khan and Kim (28) have proposed a Convolutional auto-encoder (Conv-AE) based Intrusion Detection System using a heterogeneous dataset. The Conv-AE algorithm proves to efficiently combine the advantages of traditional state-of-art approaches and identifies malicious attacks in the case of both anomaly and misused-based ID systems. They have also mentioned the distributed and big-data-friendly processing pipelines for training their algorithms and achieved 98.2 % accuracy. Meryem and Ouahidi (29) overcame the limitations of anomaly and misuse detection by using a hybrid approach. They have employed the K-Nearest Neighbors on the KDD-Cup99 dataset. They had achieved more than 98.77% and an Area Under the Curve (AUC) score of 0.58, which is sub-optimal. Thakkar and Lohiya (30) briefly discuss CIC-IDS-2017 and CIC-IDS-2018 datasets by analyzing their features and iterating them across many Machine Learning and Deep Learning models. They had suggested that the CIC IDS datasets were significantly better than NSL KDD because of the type of attacks, data capturing techniques, and attack infrastructure.

According to Gao et al. (31), an adaptive and ensemble system to the same anomaly-based approach proved better. Using the KDD Cup99 dataset, they used multiple algorithms such as KNN, DNN, random forest, and to architect an ensemble adaptive voting algorithm. They compared the algorithms and found that the Adaboost model achieved 99.99% accuracy. Reviewing and understanding the dataset is vital for building innovative and novel solutions. Chawla et al. (32) in their paper, had attempted to build an efficient intrusion detection system that was anomaly-based, using Recurrent Neural Networks like Gated Recurrent Units rather than the vanilla LSTM networks. However, convolutions and recurrent methods can be computationally intensive and time-consuming compared to other methodologies applied for non-sequential tabular data. They have obtained an accuracy of only around 81% on the ADFA Intrusion Detection dataset. Anomaly-based detection has its disadvantages, supporting the opinion of Feras et al. (33) proposed a hybrid model that leverages the functionalities of SVMs and decision trees. Using the CIC IDS 2018 and KDD Cup 99 datasets, they have accuracy of 97.881 and 99.982%, respectively. Wankhede and Kshirsagar (34)–“DoS Attack Detection Using Machine Learning and Neural Network” uses the dataset CIC IDS 2017 dataset and uses Random Forest and Multi-Layer Perceptron approach. The Random Forest algorithm provides more optimized results than Multi-Layer Perceptron from their experiments, obtained around 99% accuracy on the CIC-IDS 2017 datasets.

Mubashar et al. (1) created a framework for an IoT-based medical data archival system by combining a novel block chain-based technique for medical data encryption with an optimization algorithm. Loshchilov and Hutter (35) proposed Stochastic Gradient Descent with Warm Restarts, from which we have used the Cosine annealing learning rate scheduling technique as an optimization strategy in our experiments. Glorot and Bengio (36) had proposed a new weights initialization technique for neural networks that leads to better convergence and performance of the model. Sharma and Yadav (10) in their paper have proposed recursive feature elimination technique for feature selection and have achieved an accuracy of about 99% accuracy for DOS attacks and other attacks using Decision Trees on KDD Cup 99 dataset. Correlation based feature selection was proposed by Thaseen et al. (37) in their paper as a feature selection method, and obtained an overall accuracy of 97.9 % with an artificial neural network on the NSL-KDD dataset (38–42).

From our observation, most of the research used the KDD-Cup99, and the approaches done with CIC-IDS datasets support the latest intrusion attacks. They are performing better while also supporting better classes of attacks. The features in the CIC-IDS 2017 and 2018 datasets are quite the same. They can also be used together with multiple feature selection techniques and sampling techniques to produce better results for the classifiers. The Intrusion Detection mechanism must be trained on the latest cyber-attack repositories to be up-to-date hence protecting the patient records without any compromise. It is also essential that the algorithm is not biased toward benign or malicious classes, which may cause high false positive rates (43–50). Hence, a balanced dataset should be used for training the IDS mechanism. Our paper has proposed the methodologies followed for feature selection, class balancing, data preparation, and preprocessing under multiple sub-sections in section Methodology. The results, comparison for the algorithms, and discussion on the pros and cons of the proposed system are discussed under sections Results and Discussion, respectively.



METHODOLOGY

Our approach deals with building a hybrid intrusion detection mechanism that can support the latest cyberattacks without following any traditional rule-based methods. The IDS should protect electronic Health Records (EHR) from any type of attack. An algorithm that can be pruned or fine-tuned to adapt to new attacks is crucial since recent attacks are evolving daily. We experimented with a new dataset by the Canadian Institute for Cybersecurity that supports over 15 types of latest intrusion attacks and compared the same with the widely available datasets for intrusion detection. A statistical feature selection process has been done on the dataset to extract the most valuable features that can boost the performance of the classifiers. We also dealt with the class imbalance of the dataset to not make our model biased toward particular positives or negatives. We compared five machine learning algorithms: Logistic Regression, Decision Trees, random forests, XGB (12), and Artificial Neural Network. We have created a new Artificial Neural Network architecture that surpassed performance compared to the other algorithms obtaining ~99.2 % accuracy. We conducted our experiments on a Linux machine running Ubuntu 21.04 OS with 32 GB RAM and 8 GB NVidia GTX 1080 GPU to use distributed training of our algorithms to obtain results faster. We used Python and popular data science libraries like NumPy, Pandas, Scikit-Learn, and TensorFlow to implement the data processing and algorithms. We have discussed all the aspects of our methodology in detail in the following subsections.


Dataset Comparison

Datasets used for Intrusion Detection and Coping purposes evolve a lot with time since there is a perennial and dynamic change in cybersecurity threats and new attacks rise around the horizon day in and out. The most traditional dataset used for this purpose is the KDD Cup 99 dataset, which is proven to have a lot of anomalies. NSL-KDD is the dataset suggested to solve some of the problems of the KDD 99 dataset. It removes all the redundant records in the KDD 99 train set, ensuring no duplicate records in the proposed test sets. NSL-KDD's KDD training set contains 22 attack types, and KDDTest data contains additional 17 attack types. It has 41 attributes and one class attribute, respectively. Another dataset commonly explored for this use case is The ISCX dataset 2012 by the Information Security Center of Excellence at the University of New Brunswick. It contains over 2 million traffic packets categorized under 20 features. It covers attacks such as Brute Force SSH, HTTP DoS, DDoS and Infiltrating attacks. CIC analyzed these attacks under regular traffic rates on seven successive days, and they logged the corresponding metrics. It is one of the most up-to-date datasets.

CIC IDS 2017–2018 is the dataset we prefer for our Intrusion Detection System as it contains benign and the most up-to-date common attacks, which resembles the actual real-world data (PCAPs). It also includes the results of the network traffic analysis using CICFlowMeter with labeled flows based on the timestamp, source and destination IPs, source and destination ports, protocols, and attack. It is a labeled dataset containing a total number of 84 features, including their corresponding traffic status. Moreover, CIC IDS 2017 covers various attacks such as Brute Force Attack, HeartBleed Attack, Botnet, DoS Attack, Distributed DoS (DDoS) Attack, Web Attack, and Infiltration Attack. The total number of records in the dataset is 3,830,743. The benign traffic lists around 2,273,097 records, whereas the malicious samples are 5,57,646 in number. The CIC IDS 2018 dataset consists of the same attack classes but with a large number of samples for benign and malicious classes. It consists of around 13,484,708 benign samples and 2,748,235 malicious samples.

Apart from this, we have also used the latest CIC Bell DNS 2021 dataset, which contains up-to-date real-time DNS-related data that can be useful for flagging a particular request as benign, spam, phishing, and malware. CIC created this dataset in collaboration with Bell Canada and Cyber Threat Intelligence, Canada. There were 32 features in the dataset, formed from DNS-statistical features and lexical features. The classes in the dataset were further grouped into 400,000 benign entries and 13,011 malicious entries, from which they balanced the classes by grouping 20,000 benign scans and 13,011 malicious scans together. Table 1 displays the meta-data such as dataset size, number of entries, provider, and attack classes in detail for KDD Cup 99, CIC IDS 2017–2018, and CIC Bell DNS 2021.


Table 1. Comparison of KDDCup99, CIC IDS variants, and CIC Bell DNS 2021 datasets.
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Feature Selection

There were 82 features present in both CIC IDS 2017 and 2018 datasets. Table 2 displays some of the features present in the dataset. Out of these, there were a lot of similar features that were highly related to each other, like the forward packet's total length and header length of packets. Deriving features with less correlation would help the algorithm learn diversely as they comparatively have lesser variance. Since both CIC IDS 2017 and 2018 had the same features, we calculated the correlation by combining both datasets as they belong to the same distribution.


Table 2. Features in CIC IDS 2018 with corresponding correlation values and p-value based significance.

[image: Table 2]

We have employed Correlation-based Feature Selection (CFS) (37). By plotting the correlation matrix of the features (Figure 2), we analyzed which features were highly correlated to elucidate which ones were independent. Features with high correlation are more linearly dependent, and they tend to have the same effect on the dependent variable. So, when we observe two features with a relatively high correlation, we can drop one of those features, which reduces the computation complexity and dataset size to be processed. Around 56 features were derived that were correlated <75%. Further, we used recursive feature elimination (11, 37) by using a logistic regression classifier and selected 38 features based on their significance with an alpha value (p-value) of 0.05. Table 2 represents some of the features in the dataset with corresponding correlation scores and p-value based significance.


[image: Figure 2]
FIGURE 2. Correlation plot of the features in the combined CIC IDS 2017 and CIC IDS 2018 dataset.


Table 3 displays some of the selected features from the CIC Bell DNS 2021 dataset. The dataset was subject to multiple feature engineering techniques in processing the raw PCAP files into DNS statistical, lexical, and third-party features, as Mahdavifar et al. (8) suggested. We have used all 32 derived features from the dataset and have applied different preprocessing techniques discussed in section Data Preparation.


Table 3. Example features in CIC Bell DNS 2021 dataset.
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Improving Class Balance

Balanced datasets lead to good accuracy and performance of the classifiers. We found that the dataset had a heavy class imbalance by plotting the count of benign and intrusion samples. The number of benign samples was higher than the number of intrusion samples. One way to overcome this quickly would be to under-sample it. Since we have samples <100 for a few classes like SQL Injection in the CIC IDS 2018 dataset as referred to in Figures 3, 4, under-sampling the imbalance dataset would still yield an imbalanced dataset with fewer samples. It may cause a bias toward higher-sample labels while training any algorithm.


[image: Figure 3]
FIGURE 3. Binary class count plot of CIC IDS 2017 (left) and 2018 (right) datasets.



[image: Figure 4]
FIGURE 4. Classwise count plot of CIC IDS 2017 (top) and 2018 (bottom) datasets.


We then used the Synthetic Minority Oversampling Technique algorithm to oversample the CIC IDS 2017 and 2018 datasets by a factor of 3 only for the intrusion class. Imbalance classification involves developing models on datasets that have a severe class imbalance. Synthetic Minority Oversampling Technique or SMOTE algorithm is a data augmentation technique that selects features in close feature space. It creates as many synthetic examples for minority classes, making them more effective in learning the decision boundary and performing better. SMOTE uses K-Nearest Neighbors to select points near the neighbor of each data point randomly and generates synthetic instances to upsample the minority class. SMOTE oversampling is effective because the new synthetic samples generated from the minority class have relatively close feature space to existing samples. In this way, we were able to get an almost balanced dataset, leading to better performance of the model. Figures 5, 6 represent the oversampled binary count plot and classwise count plot of the CIC IDS 2017 and 2018 datasets.


[image: Figure 5]
FIGURE 5. Binary class count plot of oversampled CIC IDS 2017 (left) and 2018 (right) datasets.



[image: Figure 6]
FIGURE 6. Classwise count plot of oversampled CIC IDS 2017 (top) and 2018 (bottom) datasets.


We performed both undersampling and oversampling for the CIC Bell DNS 2021 to promote class balance. The dataset had a heavy class imbalance with 400,000 benign samples and only 13,011 malicious samples. Random shuffling and selection were performed on the dataset to gather only around 25,000 benign samples. Apart from this, SMOTE oversampling was done on the rest of the three classes: spam, phishing, malware. We also removed entries that contained null values since they were not usable. After this process, we had a balanced dataset with 23,716 benign samples and 22,929 malicious samples. Figures 7, 8 illustrate the binary and classwise count plots of samples in the CIC Bell DNS 2021 dataset before and after the class balance improvement process.


[image: Figure 7]
FIGURE 7. Binary class count plot of actual (left) and class balance improved (right) CIC Bell DNS 2021 dataset.



[image: Figure 8]
FIGURE 8. Classwise count plot of actual (left) and class balance improved (right) CIC Bell DNS 2021 dataset.


Table 4 shows the number of samples and benign to malicious sample ratio before and after class balance improvement for CIC IDS 2017, CIC IDS 2018, and CIC Bell DNS 2021 datasets.


Table 4. Data sample numbers and percentage before and after oversampling CIC IDS 2017, 2018, and CIC Bell DNS 2021 datasets.
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Data Preparation

The dataset was made publicly available by the Canadian Institute for Cybersecurity (CIC). The CIC Bell DNS 2021 dataset's processed CSV files were downloaded from their website. We performed standard data cleaning to remove null values and encode categorical text such as domain names, countries, and states with numbers. The CIC IDS 2017 and 2018 datasets were downloaded from their AWS S3 bucket using the AWS CLI and split into multiple CSV files based on the type of attack. We then combined these CSV files as a single data frame during runtime to save memory for further preprocessing as the entire dataset was more than 7 GB. The dataset was subject to multiple feature selection and sampling processes as mentioned in the previous sections to promote the most valuable features for classification to achieve better accuracy. We combined the attack columns into three feature columns: labels as the attack's name, binary targets denoting whether the packet is benign or malicious, and target column representing the id of which attack had occurred. Later this data was z-scored using the standardization formula (1). Standardization of the data leads to faster and more accurate convergence of the machine learning models.

[image: image]

We followed a stratified cross-validation split with a 30% test size on all three datasets while running our algorithmic experiments. The cross-validation split yielded a 70% training set, 15% validation set, and 15% testing set for every fold with a random shuffling of the data entries. Since the split was stratified, we contained the same benign to malicious samples ratio in all three sets for each dataset.



Machine Learning Approaches

We experimented with five machine learning algorithms inspired by different pieces of contemporary machine intelligence literature whose methods proved to work well for tabular data and critical applications. Logistic Regression is a statistical learning algorithm used to model the probability of an event happening or not. The logistic function or sigmoid function approximates the output values from a multinomial linear equation to predict whether a particular class is occurring. We used L2 regularization and “lbfgs” solver to optimize the algorithm. Equation 2 defines the logit calculation by summation over the dot product of inputs and weights added to bias, which is then applied inside sigmoid, equation 3, to get a probability-like value between 0 and 1, which denotes the occurrence of a class.
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Binary Cross Entropy or BCE (4) is used as the cost function with L2 regularization for the optimization process using gradient descent.

Further, we used Decision trees with the ID3 implementation and Gini criterion. We also ran Random forests with 100 trees and criteria as Gini, equation 5. This algorithm establishes the outcome based on the predictions of the decision trees, which uses the information gain, equation 6, as an optimization metric.

[image: image]

Extreme Gradient Boosted Trees (XGB) (12) have recently gained momentum for their outstanding results on different kinds of tabular data. With regularization techniques and effective pruning of the trees, only significant splits with positive information gain are retained. We observed that the above methods, namely Extreme Gradient Boosted Trees, Random Forests, and Decision Trees, worked better with given use cases than Logistic Regression because ensemble models use multiple independent learners from which the entire predictions are derived.

Finally, we built our own Artificial Neural Network named the “ImmuneNet” that uses simple linear projections followed by mish activation and layer normalization with a residual operation between the first and the final block. Figure 9 displays the neural network architecture of ImmuneNet.


[image: Figure 9]
FIGURE 9. ImmuneNet architecture.


The first and last linear layer has 512 neurons, and the hidden layer has 784 neurons. Since there were fewer features for all three datasets, we used a minimal number of neurons in the layers. The number of neurons per layer was set arbitrarily and increased by a factor of 2 after observing the performance of the earliest models by using a grid search with different hyper-parameter settings for the hidden layer units. The first and the last layer are connected with a residual (38) operation, and hence they have the same number of neurons. Equation (7) defines the perceptron or linear equation, which is chained with the mish (25) activation (8) followed by the layer normalization (39) (10), creating a forward block for the immune net. We have used Sharma and Yadav (10) technique for the neural network's weights initialization for training all three datasets. Table 5 describes the hyperparameters we used for ImmuneNet and its optimization for all three datasets with corresponding feature dimensions. The number of samples used for training, validating, and testing the algorithms is mentioned below in Table 6.


Table 5. Hyperparameter details for ImmuneNet for CIC IDS 2017, CIC IDS 2018, and CIC Bell DNS 2021 datasets.
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Table 6. Number of samples in training, validation, and testing set for CIC IDS 2017–2018, and CIC Bell DNS 2021 datasets.

[image: Table 6]

We used the Adam optimization (40) set to a learning rate of 1e-4 with cosine annealing (36) technique for learning rate scheduling and binary cross-entropy (4) as the cost function. The hyper-parameters for the optimizer except for the learning rate, like beta1, and beta2 have been set with values as suggested by the authors of Adam optimizer (40). The learning rate will be changed after every few iterations based on the validation loss obtained, with the help of the cosine annealing (36) learning rate scheduler. The cosine function is used to vary the lower rate after each epoch. The objective of cosine annealing is to prevent the model from saturating after reaching a local minima and varying the learning rate using the cosine function to periodic lower learning rates to converge at an optimal point like the global minima. The model was trained with a batch size of 64 for 15 epochs with an early stopping mechanism which stops the training process when the model's performance starts to saturate, which acts as a regularization technique. We have avoided larger batch sizes because models with larger batch sizes and higher learning rates can cause unstable training, bad convergence, and lead to different asymptomatic test metrics. The results of all the algorithms mentioned above are discussed in detail under section Results.

Linear Layer:
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Mish Activation:
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Layer Normalization
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RESULTS


Evaluation Metrics

The following metrics for evaluating our machine learning models can help derive more significant insights into our various algorithms' performance and bias:

Confusion Matrix (Table 7) is a matrix that summarizes the performance of the given algorithm on the classification. Since the dataset is not entirely balanced, using measures like accuracy alone can be misleading.


Table 7. Confusion matrix for binary classification.
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Accuracy, equation (11), or correct rate is how right the model is for the given classification problem.

[image: image]

Precision (12) is the ratio of true positives to all the positives, i.e., the sum of true positives and false positives.

[image: image]

Recall (13) is the ratio between true positives and the sum of true positives and false negatives.

[image: image]

The F1 (14) score provides the balance between the precision and recall, suggesting how similar the predicted set is to the true set.

[image: image]

ROC Curve is the rate of true positives against false negatives describing how well a binary classifier can classify between two classes. The area of the region under the ROC curve defines the performance of the binary classifier. The model performs better when it has a high AUC score (15) and performs the lowest when the AUC score is low.

[image: image]

Binary Crossentropy (3) is a cost function that gives the log distance between two probability distributions containing probabilities of an event occurring or not for any binary classification problem.

[image: image]
 

Model Comparison

The above models were tested on the test sets of CIC IDS 2017, CIC IDS 2018, and CIC IDS Bell DNS 2021 datasets, as mentioned in section Improving Class Balance. Table 8 contains the evaluation metrics of the algorithms' performance on the CIC IDS 2017 dataset. Figures 10, 11 display the confusion matrix and ROC curve of ImmuneNet on the CIC IDS 2017's test set.


Table 8. Comparison of models based on respective evaluation metrics for CIC IDS 2017.
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[image: Figure 10]
FIGURE 10. Confusion matrix on the CIC IDS 2017 test set for ImmuneNet.



[image: Figure 11]
FIGURE 11. Receiver operating characteristic (ROC) curve of ImmuneNet on CIC IDS 2017 dataset.


From Table 8, we can observe that the Immune Net algorithm performs the best, with an accuracy of 99.63%. Compared to the other algorithms like XGB (12) and Random Forests, ImmuneNet has better accuracy and minimum loss. From the Confusion Matrix represented in Figure 10, we can also see that only 1,229 benign samples were flagged as malicious in total, implying a less false positive rate. On the other hand, XGB (12) and Random Forest perform better when compared to Decision Trees and Logistic Regression with an accuracy of 99.09 and 98.81 %.

The Receiver Operating Characteristic curve for ImmuneNet, as seen in Figure 11, has an AUC score of 99.6% for the CIC DIS 2017 test set. This makes it evident that the algorithm's true positive rate against the false positive rate is better and is almost a typically perfect binary classifier.

Table 9 comprises the evaluation metrics of the five machine learning algorithms on the CIC IDS 2018 dataset. The confusion matrix and ROC curve of ImmuneNet are represented by Figures 12, 13 for the CIC IDS 2018's test set.


Table 9. Comparison of models based on respective evaluation metrics for CIC IDS 2018.
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[image: Figure 12]
FIGURE 12. Confusion matrix on the CIC IDS 2018 test set for ImmuneNet.



[image: Figure 13]
FIGURE 13. Receiver operating characteristic (ROC) curve of ImmuneNet on CIC IDS 2018 dataset.


ImmuneNet has an accuracy of 99.78, 99.77% precision score, 99.78% recall score, and a test loss of 0.0025, which is better when compared to the other algorithms. Logistic Regression had the lowest accuracy of 87.96% and had a high loss. Figure 12 depicts the Confusion Matrix, from which we can observe that the false positives and false negatives are very low, having only samples around 3,920 and 5,919, respectively.

From the ROC curve, as presented in Figure 13, we can observe that ImmuneNet's performance has a better True Positive rate against False Positive rate producing a ROC-AUC score of 99.78%. The obtained metrics are higher than other existing methods for CIC IDS 2018, such as the LighGBM and HBGB method proposed by Seth et al. (19).

Several evaluation metrics in Table 10 depict the algorithms' performance on the CIC Bell DNS 2021 dataset. ImmuneNet's confusion matrix and ROC curve on the CIC Bell DNS 2021's test set are represented by Figures 14, 15.


Table 10. Comparison of models based on respective evaluation metrics for CIC Bell DNS 2021.
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[image: Figure 14]
FIGURE 14. Confusion MATRIX on the CIC Bell DNS 2021 test set for ImmuneNet.



[image: Figure 15]
FIGURE 15. Receiver operating characteristic (ROC) curve of ImmuneNet on CIC Bell DNS 2021 dataset.


From Table 10, it is observed that the ImmuneNet has the highest accuracy of about 99.2% and a test loss of 0.00141. These metrics are much better when compared with the algorithms like Decision Trees, Random Forest and Logistic Regression, which have comparatively lower accuracies and higher losses.

From Figure 14, we can see that ImmuneNet has an excellent true positive rate against false positive rate, having a ROC-AUC score of 99.19%. It is evident that ImmuneNet is performing better on the CIC Bell DNS 2021 dataset from the metrics mentioned above compared to Mahdavifar et al. (8). They achieved about 94.8 and 99.4% accuracy on the 60/40% balanced dataset and the 97/3% balanced dataset. The discussion on the performance of the algorithms mentioned above for all three datasets with their advantages and limitations is elaborated under the next section.




DISCUSSION

Out of all the experiments run on the CIC IDS 2017 (6), CIC IDS 2018 (7), and CIC Bell DNS 2021 (8) datasets with over five types of machine learning algorithms, ImmuneNet performed the best for all three datasets. This is because the algorithms' training, validation, and testing phases were data-centric and highly dependent on the class balancing and feature engineering techniques we followed for the three datasets. ImmuneNet achieved ~99.2% accuracy for the CIC Bell DNS 2021 dataset, 99.8% accuracy for CIC IDS 2018 dataset, and 99.63% accuracy for the CIC IDS 2017 dataset during the testing phase. These metrics are better than the existing approaches that have been suggested for IDS in healthcare, such as methods proposed by Subasi et al. (4), Šabić et al. (15), Hady et al. (16) since the model has been trained on an extensive real-time dataset containing latest cyberattacks post multiple feature engineering and sampling techniques. The algorithm has also performed well-after performing a different sampling and preprocessing approach for the CIC Bell DNS 2021 dataset, achieving an accuracy of about 99.2%, which is comparatively better than the method proposed by Samaneh Mahdavifar et al. (8).

The four reasons behind ImmuneNet's good performance are the data preprocessing, residual operation (38), mish activation (25), and layer normalization (39). By adding the tensors from the first layer and the tensors from the last layer, we preserve features learned by the first layer even if the features learned by the last layer were terrible. This also makes a difference during backward propagation. Mish activation (25) is unbounded above, allowing positive values and slight negative values to flow through the network without any saturation caused by capping during the forward and backward propagation. Layer normalization (39) normalizes the input tensor to zero mean and unit variance along the feature direction. The feature selection, synthetic sampling techniques, and data standardization during preprocessing have led to well-balanced and processed data from which the model was able to learn better.

Apart from ImmuneNet, other algorithms like XGB (12) and Random Forest also performed competitively, having the best subsequent metrics for all three datasets. The learning algorithms must be trained on balanced datasets to achieve better performance and unbiased detection of malicious requests. The CIC Bell DNS 2021 had a heavy class imbalance, and the number of samples obtained after the data preparation was low compared to CIC IDS 2017 (6) and 2018 (7) datasets. The CIC Bell DNS dataset can be improved by including more real-time samples for the phishing, spam, and malware domains to make it more balanced, and the algorithm can be fine-tuned to improve its performance. The ImmuneNet model is very lightweight, containing <1 million parameters. Table 11 displays the parameters and size of the model's weight in megabytes for all three architectures. This makes it easy to deploy it on any medical device or healthcare system without occupying much memory and would also be fast during inference and fine-tuning. However, the model has to be fine-tuned to support new types of attacks in the future to keep it abreast and safeguard healthcare systems with high accuracy. The neural network's weights can be frozen except the final classification layer, and the framework can be trained again with new data to fine-tune the model. The training process can be done again with new data to retrain the model and improve its performance. Figure 16 displays the system architecture of the proposed intrusion detection system showing the typical deployment setting and entire process flow.


Table 11. ImmuneNet's model parameters and size for CIC IDS 2017–2018, and CIC Bell DNS 2021 datasets.
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[image: Figure 16]
FIGURE 16. System architecture diagram for the proposed intrusion detection system.




CONCLUSION

The proposed neural network model, ImmuneNet, has given the highest accuracy of over 99.2% on the class balance improved CIC Bell DNS 2021 dataset, 99.8 and 99.63% accuracy on the oversampled CIC IDS 2018 and 2017 datasets. The model obtained a ROC-AUC score of 99.19%, which is considerably better than the score achieved by the other approaches. We followed a data-centric approach and used several feature selection and sampling techniques to improve class balance and the pre-processing of the datasets, leading to these results. This architecture is the latest in terms of Intrusion Detection as it has been trained with three latest real-time and extensive datasets. It is deployment-friendly for medical devices and healthcare systems because of its lightweight and fast characteristics. This would help protect the patient records from any kind of cyber attack, leading to consistency in patients' medical data. It is also highly critical that the models are not biased toward specific attacks since bias can allow certain attacks to bypass the IDS and manipulate the patient records by entering into the system. ImmuneNet has an excellent true positive rate against false positive rate, implying it is not biased toward false positives and negatives. However, the CIC DNS 2021 dataset needs to be improved with more samples from phishing, spam, and malware domains to promote natural class balance and better benchmarking of the algorithms. The proposed system must also be frequently fine-tuned with new cyber attack data to protect patient records from cyber attacks that emerge in the future. Fine-tuning the model on the latest cyber-attack data from time to time would improve the model's performance and keep it up-to-date, but it is a time-consuming and tedious process. To overcome these disadvantages, our future work would include a self-supervised learning-based neural network architecture that can make systems like intrusion detection adapt by themselves to new attacks without any manual retraining or fine-tuning and focusing on the recent datasets with better class balance and adversarial reweighting strategies to improve the fairness of the model.
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Aiming to increase the shelf life of food, researchers are moving toward new methodologies to maintain the quality of food as food grains are susceptible to spoilage due to precipitation, humidity, temperature, and a variety of other influences. As a result, efficient food spoilage tracking schemes are required to sustain food quality levels. We have designed a prototype to track food quality and to manage storage systems at home. Initially, we have employed a Convolutional Neural Network (CNN) model to detect the type of fruit and veggies. Then the proposed system monitors the gas emission level, humidity level, and temperature of fruits and veggies by using sensors and actuators to check the food spoilage level. This would additionally control the environment and avoid food spoilage wherever possible. Additionally, the food spoilage level is informed to the customer by an alert message sent to their registered mobile numbers based on the freshness and condition of the food. The model employed proved to have an accuracy rate of 95%. Finally, the experiment is successful in increasing the shelf life of some categories of food by 2 days.

Keywords: machine learning for health, smart system, food spoilage detection, food spoilage prevention, sensors, IoMT


1. INTRODUCTION

Food wastage has been a topic of concern in recent years, and studies are being conducted to identify innovative ways to reduce it. It has been described as a major concern in the long-term sustainability of food production, demand, and food supply chains. Since meals are the essential source of diet for all living beings, the quality and security of meals have always been in high demand. The Internet of Things (IoT) links anything, everywhere, and at any time (1–4) and by incorporating the IoT into the Food Supply Chain (FSC) management, it is possible to improve food shelf life by measuring and monitoring the state of the food and exchanging data to and from customers. Currently, the whole use of IoT technologies in FSC is only in its early stages, with a long way to go (5, 6). To avoid food wastage, food sanitation and safety are of paramount importance. The consistency of meals should be regulated. As a result, wastage can be reduced by installing quality control systems in grocery stores. It will further help in controlling diseases (7). These types of quality control systems keep an eye on the environmental conditions that may maintain the food quality. Previously, atmospheric effects were monitored by procedures such as refrigeration, vacuum storage, and so on. Food pollution can occur during the manufacturing process, although it is most often caused by inefficient food handling activities due to unsuitable environmental conditions during food transportation and storage.


1.1. Food Spoilage Process

Food spoilage occurs when a food product becomes unfit for use by the customer. The factors of such a process are a result of a variety of external factors, including the type of food item, how it is packaged and processed. Every year, one-third of the world's melded are lost which is provided for human consumption due to meal wastage (8, 9). In Figure 1, it could be visualized that once the germs start attacking fresh apples, gas emission takes place and after few hours, the apple is spoiled completely.


[image: Figure 1]
FIGURE 1. Food spoilage process.


Bacteria, virus, protozoa, and fungi are factors of food spoilage. These factors can create harmful results for consumers, but we can apply prevention techniques to them to save the life and quality of food. Usually, bacteria can not cause food poisoning and most of the microorganisms that cause food borne illness are odorless and tasteless, otherwise owing to mycotoxins and microbial wastes. Therefore, eating spoiled food is never recommended. Two pathogenic bacteria Clostridium perfringens and Bacillus cereus can spoil the food.



1.2. Key Component of Food

There is a very important key component i.e., seed. If we want healthy fruits and veggies, that seed must be strong and healthy. The fruits and veggies completely depend on the seeds. There are two types of seeds:

• Hybrid seeds: Cross-pollinated plants produce hybrid seeds in cultivation and gardens. Hybrids are selected for their ability to enhance the characteristics of the resulting plants, such as yield, uniformity, color, and disease resistance.

• Non-hybrid seeds: These seeds are called heirloom seeds or free pollinated seeds. Non-hybrid seeds originate from naturally pollinated trees. Any of these cultivars have been around for millennia.

The hybrid seeds give hybrid fruits and vegetables and non-hybrid seeds give non-hybrid fruits and veggies. The lifetime of hybrid fruits and veggies is less than the non-hybrid fruits and veggies. But everyone cannot identify which fruit or vegetable is hybrid or not; that is why everybody needs to know the knowledge of their routine work.

Food poisoning can be caused by a variety of factors, including humidity and temperature fluctuations. As a result, it is important to provide a measurement device that can measure humidity and temperature differences during food preparation and transportation (10). Currently, nearly everyone is influenced by the foods they consume daily, not only because of junk food, but also because of canned vegetables and other food items eaten in daily life, which lack consistency because their oxygen, temperature, and moisture content differ from time to time. In the smart house, devices are installed which have the capacity to diagnose wastage of food and then alert caregivers. The study and execution of repetitive measurements, which are aimed at detecting improvements, do not guarantee the nutritional content of the food (11). The details gathered by tracking and monitoring should be reviewed and properly submitted to the administrator for purposes of policy research, pattern forecasting, program assessment, and planning.

The expanded use of smart phones, connected devices, and controllers in food production and other domains has wreaked havoc across the globe. The advantages of IoT technology are rapidly being tapped by the food industry and other sectors (12–14). It accesses via broadband (modem) and begins scanning input from the wired up to sensors, the heat, and humidity sensor until properly mounted and turned on. The temperature and moisture controller sensor is a wireless sensor with an active moisture controller sensor. We have employed this idea in the proposed scheme.

Again, the primary function of the proposed monitoring and control systems is to keep track of a certain operation and ensure that it continues as desired. The surveillance process can be accomplished using a variety of different types of sensors. The data collected from the Arduino-based sensors will be compared with the target values (15). If the reading value of the sensor is found to be different from the target values, the control circuit will intervene to affect the allocated operation to keep it at the desired level of quality. As a result, the Smart food spoilage monitoring system focuses primarily on healthy food storage by surveilling and regulating a variety of parameters that affect food products. This control system employs storage units that are equipped with a variety of sensors that read the parameters influencing food quality (16).



1.3. Reasons for Food Spoilage

The recycling bins and the waste made are evidence of the food spoilage circumstances. The big reason for food spoilage is that a larger portion of food waste occurs in office eateries, small and large roadside eateries, group get-together events, and wedding receptions. These food surpluses are not only a widespread indicator of toxicity to the earth's atmosphere, but they also pose a slew of economic problems. According to current calculations, half of all of these foods are lost globally; the global amount of meal wastage is estimated as 1.3 billion tons, and it is projected to rise even more in the upcoming year, which is a concerning problem (17).

Food spoilage can be caused by a variety of human, chemical, and biological causes, including plants, enzymes found in plant food tissues, insects, parasites, and microbes (18). The most common and serious cause of food spoilage is microbial degradation. Food will invariably be polluted by such forms and amounts of microorganisms when microbes are commonly spread in nature.

Figure 2 shows the factors that can destroy fruits and veggies. In terms of heat, humidity, moisture, temperature, and oxygen content they have a threshold value. If the threshold value crosses then food spoiling starts. If we maintain a threshold value then we can vary the life of fruits and vegetables.


[image: Figure 2]
FIGURE 2. Factors of food spoilage.




1.4. Motivation

The motivation behind Monitoring and analysis of food spoilage using Machine Learning is to keep track and manage food products in order to avoid spoilage caused by climatic and atmospheric changes. Food wastage concerns are focused on healthy eating habits and also concerns with the quality of food as there have been instances where poisonous chemicals have been discovered in fruits and veggies. Monitoring and analysis of food spoilage using Machine Learning saves time and provides accurate and consistent results.



1.5. Our Contribution

While reviewing the articles on food wastage, we have found that there are a few contributions to increasing the shelf life of food. To this end, we have found the research questions for this field. The major and novel contributions of this study are:

• Designing a smart system to keep track of the quality of food using gas, humidity, and temperature sensing mechanism.

• Designing an alert generation system to alert the user about the quality of food and the time spans of its deterioration.

• Development of a system to increase shelf life of food by maintaining the environment according to food.




2. LITERATURE REVIEW

Continuous sensing in a smart home is a unique sensor modality that has the ability to distinguish diverse everyday activities and indicate potentially dangerous situations for the person who lives there. One such situation is food rotting, which is the subject of this study (19). The authors have evaluated the smell signatures of two typical meals (milk and yogurt) that were kept at 25°C for a week using a metal-oxide sensor (MOS) based electronic nose. The highest absolute sensor responses were used to create feature vectors, and their components followed a smooth trajectory as the data aged. The two chemicals followed different trajectories during spoiling, according to principal component analysis (PCA).

Rajesh Megalingam et al. introduce a unique method for detecting food deterioration by combining picture classification with machine learning techniques and artificial intelligence (20). They have used AI, deep CNN networks, computer vision, and ML techniques such as the k clusters method for color classifications in pictures and its HSV values for spoiling detection to identify food rotting. The anaconda prompt is used to complete this project on the jupyter notebook platform. Also, Iwendi et al. employed an Artificial Intelligence approach for detecting and analyzing security levels on IoT using a network classifier. The study shows an impressive accuracy rate for the proposed application. In this view, we can say that AI is useful in almost every field nowadays.

Green et al. presented an electronic nose (e-nose) that consists of four gas sensors made of functionalized single-walled carbon nanotubes (f-SWNTs) and polymer nanocomposites, with the goal of becoming a simple monitoring device for microbiological spoilage and pollutants in canned food (21). The gas sensing signals were utilized as early indications of deterioration to assist in averting negative health impacts. In a static environment, the gas sensor array was tested to see how it responded to different volatile organic compounds (VOCs). Because they have an excellent sensing response to ammonia, which is one of the gases generated by microorganisms. These sensors are suitable for detecting microbial deterioration of canned food. The sample, which was canned tuna in mineral water, was opened and kept at room temperature (25°C). The odor linked with the deterioration of canned tuna was then monitored for 10 days using e-nose. PCA was also used to visualize the discrimination of microbial canned tuna spoilage status and analyze the smellprint of a specific level of ammonia contamination. PCA was found to be able to track changes in canned tuna deterioration, demonstrating its potential to be used for quality assurance of canned food in the daily life of a smart home resident.

When food is reversed in an inadvertent situation, such as an insufficient temperature, foodstuff rots as a result of the rapid breeding of food spoilage bacteria in warm and wet conditions where bacteria can easily be generated (22). The consequences can be even worse if humans eat those degenerative foodstuffs, as they may develop bromatoxism. The goal of this study is to design and simulate a wearable RFID patch for food spoilage monitoring with smart packaging that can be recognized and read temperature information by a device that supports near NFC technology via an attached circular antenna.

Everyone has a distinct opinion on whether or not a meal is rotten, which can lead to incorrect conclusions about the item's state (23). Foodborne sickness might result from a misinterpretation of the food condition. Due to this forecast ambiguity, there is still a desire for an electronic nose system to categorize if a meal is rotten. The goal of this study is to use an electronic nose to identify food deterioration in tomato-based Filipino cuisines. This study seeks to create a device with an array of sensors that can detect gases released by rotten tomato-based Filipino cuisines and to use an Artificial Neural Network as an algorithm to classify the sensor's data readings. The e-nose system's hardware includes a Gizduino 1281, a Raspberry Pi 3 Model B, a 20x4 LCD screen, seven MQ gas sensors, and one temperature/humidity sensor. The Artificial Neural Network data (24, 25) is trained using Stochastic Gradient Descent and the Back Propagation technique. The sensor chamber is positioned underneath the tomato-based Filipino food for simple detection of the gas sensors generated by the cuisine. The research might be beneficial in determining whether or not food has gone bad. This electronic nose device may detect the degree of rotting in a certain tomato-based Filipino dish. The researchers assigned rotting levels ranging from 0 to 12. Starting at 7:00 a.m. on Day 1, these levels correlate to the period when the meal is monitored every 4 h. As the trial progressed, the food deteriorated often between levels 5 and 6. The electronic nose system has a 3.85% mistake rate, according to the confusion matrix.

Benjamin et al. described a flexible UHF RFID sensor for detecting food quality (26). This sensor is based on inter-digital capacity found in an RFID antenna, onto which a coating of vegetal biopolymer has been placed. Electromagnetic coupling between the capacity and the biopolymer is, therefore, employed to vary the adaption coefficient between the chip and the antenna of the RFID tag based on food deterioration. Experimental measurements of an RFID-sensor exposed to a genuine food gas environment in the process of deterioration.

Food losses after harvest can range from 10 to 30%, owing to a variety of fungal and other microbes that degrade the food during transportation and storage (27). In addition to these direct losses due to spoiling, several bacteria generate natural poisons that make foods unsuitable for human ingestion. Other fruits and vegetables require waxes and water-loss barriers on the surface to retain quality and ideal sensory characteristics between farm and market. This study describes a study and development of an effective electrostatic spray application technology as well as a processing-line prototype designed particularly for food postharvest protection. The study provides experimental findings of comprehensive assessments of electrostatically applied protective sprays onto bananas for international transport, where both microbiological and mass-transfer data show usually 2.1–3.4-fold deposition benefits for food protection.

Microbial deterioration in milk is a major source of concern for those who want to eat healthily (28). The goal of this research is to use an electronic nose system (e-nose) with a variety of gas sensors as an initial tool for monitoring food deterioration in order to preserve food safety and human health. Nanoparticles gas sensors made of various polymers and f-SWCNTs are used in this device. When these gas sensors are exposed to the headspace of the milk, they respond to the VOCs present in the milk. Pasteurized milk was stored at 4 and 25°C for 9 days to monitor the development of spoiling. The odor pattern was examined using PCA to assess the capabilities of an electronic nose for freshness and milk spoiling detection. Monitoring the change in detecting responses revealed each sensor's capacity to identify the strength of the odor level. The findings of the discrimination demonstrate that the odor levels of samples maintained at 4°C do not change from the first to the ninth day, but the odor levels of samples held at ambient temperature increase with storage duration.

Food planning and quality assessments are becoming increasingly essential aspects of modern society (29). We may effectively analyze crop quality utilizing various learning approaches thanks to the scientific vision and agricultural advancements, which certainly replace inconsistent, unpredictable, and time-consuming human labor. The use of fuzzy logic to crop quality has effectively demonstrated its worth and established itself as a viable alternative to automation, indicating that it has a bright future ahead of it. This article examines some of the most important research findings on this subject.

Food safety is currently a key problem for the food business (30). Food businesses must develop quality monitoring systems in order to discover food quality issues early in the production process. Data manipulation and centralized storage, on the other hand, have become obstacles to dependability in a typical quality monitoring system. Furthermore, traditional quality monitoring techniques are typically ineffective due to a lack of effective automation. Fortunately, block-chain is a promising, tamper-proof, and decentralized technology. Furthermore, smart contracts, which are self-executing and self-verifying programs on the blockchain network, may execute transactions between mutually untrustworthy parties. This article offers an intelligent quality monitoring system for fruit juice manufacturing that combines smart contracts and quality rating algorithms. This system offers a high level of automation as well as a high level of dependability. Response surface models are created based on preproduction data in this system, and the best production condition for each step is determined. Smart contracts are used to capture production data on a blockchain during the actual production process.

Food is extremely essential in our day-to-day lives. The quality of food is deteriorating day by day as globalization progresses. To keep the food fresh, various food processing is done most of the time. Various preservatives or substances are added to the meal to give it a fresh or appealing appearance. The majority of food is now preserved using chemicals, resulting in food contamination. As a result of the pollution, numerous illnesses develop, prompting consumers to seek out healthier foods. Organic food is desired by the public in order to maintain a healthy lifestyle. So, in order to prevent difficulties linked with food that cannot be interpreted by humans, we need a gadget that can assist in determining the quality of food. There is a need for such a device that instructs us on how to eat sanitary meals. As a result, in order to meet this customer need, we created a gadget that determines if the food quality is good or terrible. This article examines the application of several sensors in the food business. Sensors such as pH sensors, gas sensors, and temperature sensors aid in determining the state of food. This system has a strong presence in restaurants, homes, and small businesses (31).



3. EXISTING METHODS AND SOLUTIONS

The goal of the smart meal tracking device is to track and regulate food products to avoid harm caused by atmospheric or climate variability. Food waste may also be caused by insufficient storage of foods. Through tracking and regulating different criteria concerning foodstuffs, the smart food monitoring system focuses on healthy food storage. This device employs storage units that have been implanted with a variety of electronic sensors that can interpret the parameters that affect foodstuffs.


3.1. Techniques for Food Preservation

Food preservation's main goal is to save food from spoiling so it can be eaten. Gardeners also grow too much food at once, much more than can be consumed until it spoils. Food preservation also allows you to enjoy a wide range of foods all year long. The four techniques for food preservation are shown in Figure 3 (32).


[image: Figure 3]
FIGURE 3. Food preservation techniques.




3.2. Alternatives of Artificial Preservatives

Various natural preservatives derived from plants, insects, fungi, and alloy have antioxidant, antimicrobial, and anti-enzymatic effects in studies. Neem, basil, rosemary, and clove take out are encouraging alternatives for their synthetic equivalent (33).

Studies show that manufacturing companies are using chemical antioxidants which is the cause of hyperactivity in previously non-hyperactive people. Natural compounds derived from plants, organisms, or alloy may be useful substitutes. They may even be found as preservatives in meats, cosmetics, and pharmaceuticals, where they could be used as flavoring, binding, disintegrating, gelling, thickening, or suspension agents, even as automobiles.Researchers also used extracts from natural sources such as green tea, grape seed, and nisin, a bacteriocin known as a nutritious food preservative, to make chicken and turkey hot dogs in a series of trials (34). Table 1 represents the information regarding various food preservatives used for different kinds of fruits and vegetables. Table 2 represents the diseases caused using preservatives.


Table 1. Different types of food containing various kinds of preservatives.

[image: Table 1]


Table 2. Dangerous food preservatives cause various diseases.

[image: Table 2]



3.3. Importance of Food Preservation

• Bacterial development and other forms of spoilage are inhibited by preservation processes, ensuring that the food is healthy enough to consume.

• Pickling competes with freezing, canning, and drying as a way to save produce from spoiling. Antioxidants, amino acids, and beneficial bacteria are commonly found in fermented foods.

• Food preservation delays the breakdown of rancid-causing fats while also inhibiting the development of microorganisms (such as yeasts) and other microorganisms.

• Feed storage expands the stock of food.

• Feed storage helps to reduce food waste. Excess foods that would have been discarded otherwise are processed and stored, adding to available stocks and reducing food waste (35).

• Dietary shortages can be reduced by storing food. Preserved foods help to bring diversity to the diet. In certain Middle East nations, there is a shortage of plantations due to arid environmental conditions. Importing new and dried fruits and veggies makes up for this shortcoming.



3.4. Reasons for Food Preservation

• The product could not be stored for a longer time as it could be spoiled.

• Using a new product that is in season and produced locally, remaking preserving jars, cutting food waste, and reducing food miles are all eco-friendly choices.

• Buy in bulk and seasonally to save costs.

• Artificial preservatives, BPA, and other artificial additives may not be used in home-prepared food.

• Convenience - in minutes, it is ready to eat.

• Both the canning process and sharing with families, colleagues, and neighbors need community participation. Teach the next generation how to do things.

• Have plans for unexpected events and/or injury.

• Personal fulfillment, we enjoy coming up with different flavor blends that you would not find in your grocery supermarket, as well as demonstrating how to use packaged foods in recipes.

• Learn new skills, such as how to use all of the fruit and how to cut down on food waste. Consider the following scenario: Apples - cut into slices (or use as pie filling) and squeeze the juice from the peels and cores.




4. ARCHITECTURE

The proposed solution includes new device architecture with few configuration modifications as per the requirement. The new device architecture includes a humidifier to maintain the humidity of the device and a cooling module that maintains the temperature for the food items. The prototype of the device is represented in Figure 4. Various electronic instruments have been used for monitoring. Furthermore, the registered values are used for monitoring purposes (36). The information gathered by various sensors can be correlated to the target values. The speed control kicks in and interprets the provided procedure to keep it running in the correct direction if the sensor readings do not match the key parameters. This theory can be used to create a method that can protect raw foods. This architecture consists of the following components:

• Controller: Arduino is used as a microcontroller.

• Gas detection sensor: A gas detector is a device that measures the number of gases in a given environment, and is often used as part of a protection system. Operators in the field where the leak is happening will be alerted by a gas detector (37, 38).

• Humidifier: A humidifier is a system that raises humidity (moisture) in a single room or a whole house. It is essentially an electrical appliance. Point-of-use humidifiers are widely used in the home to humidify a single room, and humidifiers are used in medical ventilators for greater patient convenience.

• Heat sensor: The key function of a heat sensor is to detect the heat that is present inside it. When the temperature around the heat sensor rises above its fixed point, it detects the heat and alerts us, allowing us to protect the devices from injury (39).

• Humidity sensor: A humidity sensor is a sensor that senses humidity and converts the information into an electrical current. Humidity sensors are available in a range of shapes and sizes, as well as with different features (40). The Humidity sensor first senses any humidity or moisture in the fruits or vegetables and it sends some value to the microcontroller if any moisture content is detected then an alert message sends to our mobile phone if the moisture content is not detected then again taking values from the microcontroller.

• Cooling module (TEC1-12715-Thermoelectric Cooler 15A Peltier Module): The heater, condenser, and fan device are all included in this element. A heater and a condenser are included in this module.

• Light sensor: Light sensors are electronic devices that monitor the intensity of natural or artificial light. Light energy is converted into an electrical signal by these devices. Light sensors are used in a variety of manufacturing application areas.


[image: Figure 4]
FIGURE 4. The architecture of Monitoring and analysis of food spoilage using Machine Learning.


In Figure 5, the Gas detection sensor senses any gas or air coming from the fruits or vegetables, and it sends some value to the microcontroller if any gas content is detected then it alerts the user. If gas content is not detected then again values are taken from the microcontroller.


[image: Figure 5]
FIGURE 5. Gas detection sensor.


In Figure 6, the Humidity sensor first senses any humidity or moisture in the fruits or vegetables, and it sends some value to the microcontroller. If any moisture content is detected then it alerts the user and if the moisture content is not detected then again values are read by the microcontroller. As shown in Figure 7, the heat sensor and cooling module senses any heat in the fruits or vegetables and it sends some value to the microcontroller. The complete process is given in Algorithm 1.


[image: Figure 6]
FIGURE 6. Humidity sensor.



[image: Figure 7]
FIGURE 7. Heat sensor and cooling module.
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Algorithm 1 : Process (object).




5. WORKING PRINCIPLE

We have different types of sensors that play a major role in the detection and monitoring of food spoilage. It includes the camera sensor, humidity sensor, gas sensor, and heat sensor. The camera sensor captures the image of fruit or vegetable. The humidity sensor senses the humidity of the environment. If it is below the threshold value then the humidifier increases the humidity up to the threshold value. The temperature sensor monitors the temperature for the predefined threshold value which is controlled by Arduino. Arduino is directly connected to the Raspberry pi, which acts as a mini computer having own processing unit and memory. Whenever temperature reaches above the value of the threshold, the cooling module gets turned on. The gas sensor detects early spoilage via detecting a little amount of gas emission of the food items. It sends the value to the Arduino, after receiving the values, Arduino pushes the values to the cloud. The web application notifies the user via a buzzer or voice-activated commands or through the display messages.



6. SMART FOOD LIFE PREDICTION

The food life cycle has different stages which include the following stages: Fresh Food; Food spoilage just started; Spoilage Food. For prediction, we have trained 50 types of fruits and vegetables over different three classes. We proposed a CNN for object detection and prediction model. This is trained over three different classes.

Object detection is a difficult task in the realm of computer vision. Machine learning models when trained on a large enough number of photos can be used to detect and distinguish objects. We will identify the fruit or vegetable by using the Convolutional Neural Network (CNN) to calculate the threshold values for different parameters e.g., gas, temperature, and heat as these values are different for a different type of food. The networks will be trained in a supervised way, with photos of the fruits serving as input and tags serving as a result. The CNN model will be able to correctly anticipate the fruit label after successful training.

We have utilized the deep learning approach to train our model on datasets of fruits and vegetables. We used the Fruits360 dataset, which is openly available and may be downloaded from GitHub or found on Kaggle (41). It has around 90,380 pictures in various categories. This dataset contains high-resolution pictures, which are required for a successful classifier.

In our model, there are a total of 11 layers. The output layer is SoftMax, and there are four convolutional layers, four max pooling layers, and two fully connected layers. The input layer is a convolutional layer with a 16, 5 x 5 x 4 filter and 2 x 2 max-pooling with stride = 2. Convolutional layer 4 has a parameter of (5 x 5 x 64) and a dimension of 128. The model has been trained on 50 different types of fruits and vegetables, and it is also capable of identifying multiclass images.



7. RESULTS AND DISCUSSION

Information gathering is an important and time-consuming task. Regardless of the field of study, precise data collection is crucial to maintaining cohesion. Food spoilage is a very concerning topic nowadays because this time is needed to have a strong immune system, and there is no existing solution that helps to prevent spoilage to some extent. The Fruit360 is the data set that was used in this study. We have to gather a dataset from the Kaggle dataset website. The dataset contains images of different fruits and vegetables. We have used this dataset for CNN model training and object detection.

Fruits and Veggies—We have created a dataset after careful research. The dataset contains 50 types of fruits and vegetables with their optimal storage temperature range, optimal humidity range, approximate storage life range, and freezing point are included in this collection (42). Dataset is used for spoilage alert generation messages in mobile. Table 3 describes the dataset attribute with its value, type, and description. All the value of each column represents numeric and floating point values except the first column.


Table 3. Description of the fruits and veggies dataset.

[image: Table 3]

Figure 8 represents the relation between attributes like minimum optimal storage temperature, maximum optimal storage temperature, Freezing Point, minimum optimal humidity, maximum optimal humidity, minimum approximate storage life, and maximum approximate storage life of 17 fruits and vegetables. We have selected 15 fruits or vegetables out of 50 fruits or vegetables for our experimental purpose. This figure represents the comparison among standard parameter settings of different food items. Then we put the food item in the proposed device, which further analyzes the item and sets the parameter values accordingly. Finally, the proposed approach is used to monitor the item and maintain the environment accordingly. In the end, we monitored the final shelf life of the food item. In this experiment, we try to extend the maximum approximate storage life of fruits and vegetables, which is represented in Table 4.


[image: Figure 8]
FIGURE 8. Comparison among different fruits and vegetables with respect to their various attributes.



Table 4. Experimental analysis of fruits and vegetables.

[image: Table 4]

The average shelf life of any fruit or vegetable is a time period in which fruits or vegetables are healthy for eating. After this period of time, it is harmful for health to consume this fruit or vegetable as spoilage may have taken place previously before the average shelf life. Every fruits or vegetables have a different minimum optimal storage temperature below which they started spoiling. So, careful minimum optimal storage temperature must be maintained.

The performance graph for our model is plotted for both the training and validation data. We show the training data loss vs. validation data loss graph, as well as the training data accuracy and validation data accuracy of the CNN model for fruits and vegetables, for object detection. The performance graph plot shows the improvement in accuracy as the number of epochs increases, as well as whether or not our model has been correctly trained. The CNN model's training data loss vs. validation data loss, as well as training data accuracy and validation data accuracy, are shown on the graph shown in Figures 9, 10. There are three different fit situations for the model: over fitting, under fitting, or perfect fit.

• Over fitting: When the Training loss is considerably less than the Validation loss, this scenario occurs.

• Under fitting: This situation occurs when the Training loss exceeds the Validation loss, i.e., Training loss > Validation loss.

• Perfect fit: This circumstance occurs when Training and Validation losses are approximately equal or converging over time, indicating that we are doing things correctly.


[image: Figure 9]
FIGURE 9. Performance graph of Training Loss vs. Validation Loss.



[image: Figure 10]
FIGURE 10. Performance graph of training accuracy vs. validation accuracy.


As seen in our graph of Figure 9, it is virtually converging to indicate that our model is free of over fitting and under fitting. The plot of training and validation accuracy after each epoch is shown in Figure 10, our model is virtually ideal in this case since the validation and training accuracy are nearly identical. So, our model has a 95% accuracy rate, which is excellent enough to recognize the kind of vegetable and fruit from a picture. It also works well for single items, such as single fruits or vegetables. It also has the ability to forecast the class of numerous objects. For 50 different sorts of categories, the approach works perfectly. It provides extremely precise results for the photos that are fed into the model.



8. CONCLUSION AND FUTURE SCOPE

This study presents a novel technique for Monitoring and analysis of food spoilage using a sensor bases system. The device proposed in this study is able to preserve food for more days. Additionally, food items can be prevented from getting spoiled by increasing their lifespan. It monitors the quality of food items and keeps notifying the user with voice-activated commands or via display, and it also generates alerts to the user with the predicted remaining time of the food spoilage. The proposed device shows an accuracy of 95%.

The proposed smart device can be improved by applying image processing and machine learning algorithms to detect early spoilage. This can be utilized in refrigeration systems for detecting food items, spoilage and monitoring for prevention of food spoilage. The device can be incorporated into food transportation containers which would allow tracking and detecting the spoilage if any during transportation. The device could also be tested for different variety of foods as well.
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Background: Hypopharyngeal squamous cell carcinomas (HPSCC) is one of the causes of death in elderly patients, an accurate prediction of survival can effectively improve the prognosis of patients. However, there is no accurate assessment of the survival prognosis of elderly patients with HPSCC. The purpose of this study is to establish a nomogram to predict the cancer-specific survival (CSS) of elderly patients with HPSCC.

Methods: The clinicopathological data of all patients from 2004 to 2018 were downloaded from the SEER database. These patients were randomly divided into a training set (70%) and a validation set (30%). The univariate and multivariate Cox regression analysis confirmed independent risk factors for the prognosis of elderly patients with HPSCC. A new nomogram was constructed to predict 1-, 3-, and 5-year CSS in elderly patients with HPSCC. Then used the consistency index (C-index), the calibration curve, and the area under the receiver operating curve (AUC) to evaluate the accuracy and discrimination of the prediction model. Decision curve analysis (DCA) was used to assess the clinical value of the model.

Results: A total of 3,172 patients were included in the study, and they were randomly divided into a training set (N = 2,219) and a validation set (N = 953). Univariate and multivariate analysis suggested that age, T stage, N stage, M stage, tumor size, surgery, radiotherapy, chemotherapy, and marriage were independent risk factors for patient prognosis. These nine variables are included in the nomogram to predict the CSS of patients. The C-index for the training set and validation was 0.713 (95% CI, 0.697–0.729) and 0.703 (95% CI, 0.678–0.729), respectively. The AUC results of the training and validation set indicate that this nomogram has good accuracy. The calibration curve indicates that the observed and predicted values are highly consistent. DCA indicated that the nomogram has a better clinical application value than the traditional TNM staging system.

Conclusion: This study identified risk factors for survival in elderly patients with HPSCC. We found that age, T stage, N stage, M stage, tumor size, surgery, radiotherapy, chemotherapy, and marriage are independent prognostic factors. A new nomogram for predicting the CSS of elderly HPSCC patients was established. This model has good clinical application value and can help patients and doctors make clinical decisions.

Keywords: nomogram, HPSCC, elderly patients, cancer-specific survival, online application


BACKGROUND

Hypopharyngeal carcinoma, which can occur in the pyriform sinuses bilaterally, the posterior and lateral pharyngeal walls, and the postcricoid region (1), accounts for approximately 3–5% of all head and neck carcinoma (2, 3). According to the Surveillance, Epidemiology, and End Results database (SEER), from 1973 to 2008, elderly over 65 years old with head and neck cancer accounted for about 47% of the total head and neck cancer in the United States (4). Most hypopharyngeal cancers are squamous cell carcinomas (HPSCC), which are less common than other head and neck malignancies and account for about 3–5% of squamous cell carcinomas of the head and neck. The incidence rate of cancer in the elderly increases with age and is higher in people over 65 (5, 6). So as aging intensifies, the number of elderly with HPSCC is expected to rise in the future. The prognosis of HPSCC is poor, with a 5-year survival rate being 25–47% (7, 8). Elderly patients are a heterogeneous population with their performance status (9). Comorbidity, organ dysfunction and immunosenescence as adverse factors affect the treatment options of elderly patients and let patients experience more treatment-related toxicity and poor prognosis (4, 9).

Gang et al. found that T3-4 stage, N2-3 stage, and poor tumor differentiation were risk factors for the Development of vascular invasion in HPSCC and reduced patients' overall survival (OS) and cancer-specific survival (CSS) (10). Iuchi et al. explored the modified Glasgow prognostic score as a beneficial prognostic factor for patients with HPSCC (11). Zhongyang et al. constructed a nomogram to predict survival in HPSCC and found that age, race, TNM stage, surgery, radiotherapy, chemotherapy, and marriage were independent risk factors for patients (12). Although there are nomograms to predict the prognosis of patients with head and neck cancer and even hypopharyngeal squamous cell carcinoma, there is no study to specifically construct the nomogram for elderly patients with HPSCC to predict the CSS. As a high-risk cancer population, the elderly have particular survival and prognostic factors. Therefore, a special nomogram can improve the accuracy and practical value of the prediction model.

Artificial intelligence has been widely used in human public health. Javed et al. applied Cognitive Assessment of Smart Home Resident to detect individuals with early cognitive impairment (13). Abbas et al. used a new machine-learning algorithm, BCD-WERT, to detect breast cancer, which has better accuracy than the traditional machine learning method (14).

At present, many prediction models are applied to human health, such as software metrics by Grey Wolf Optimization proposed by Yenduri et al. (15). The traditional line chart is also a commonly used prediction model. Nomogram is a visually reliable statistical tool to calculate conveniently and present the survival probability of a certain time-point for a particular patient based on risk factors included (16–18). However, there have been few Analyses of influencing factors and survival trends for hypopharyngeal cancer within the elderly population. Accurate prediction of the survival of elderly patients with HPSCC can help doctors answer patient inquiries. It also can help doctors and patients to develop treatment and follow-up strategies. We aim to explore the risk factors for CSS in elderly patients with HPSCC and construct a nomogram for predicting CSS to help doctors and patients make treatment and follow-up decisions.



PATIENTS AND METHODS


Data Source and Data Extraction

The clinicopathological data of all patients with HPSCC from 2004 to 2018 were downloaded from the SEER database. Including age, gender, race, year of diagnosis, marriage, tumor location, tumor size, histopathological grade, histological type, TNM stage, surgery, radiotherapy, chemotherapy, and other information. Since the information in the SEE database is public and anonymous, our study does not require ethical approval and patient informed consent. Our research methods follow the guidelines of the SEER database.



Inclusion Criteria

(1) age ≥ 60 years; (2)primary tumor site is hypopharynx; (3) histopathological type is squamous cell carcinoma.



Exclusion Criteria

(1) Survival time is <1 month; (2) tumor size is unknown; (3) TNM staging is unknown; (4) surgical method is unknown. The age of the patients was divided into three groups, including 60–69 years old, 70–79 years old, ≥80 years old. The race included white, black, and other races (American Indian/AK Indian, Asian/Pacific Islander). The tumor site was divided into the pyriform sinus and others, including the postcricoid region, aryepiglottic fold, hypopharyngeal, posterior wall of the hypopharynx. The histological grades of tumors were grade I-IV, well-differentiated, moderately differentiated, poorly differentiated, and undifferentiated. The tumor size is the most significant part of the tumor diameter, divided into ≤ 2 cm, 2–4 cm, ≥4 cm. The screening process for all patients is shown in Figure 1.


[image: Figure 1]
FIGURE 1. The flowchart of including and dividing patients.




Nomogram Construction and Validation

All patients were divided into a training set (70%) and a validation set (30%). The prognostic factors of patients need to be clarified. Cox proportional hazard regression model is the most commonly used regression model to explore the prognosis of cancer patients. The patients in the training set were subjected to univariate Cox regression analysis to screen out the prognostic factors of HPSCC. The confirmed related elements were included in the multivariate Cox regression analysis to screen out independent risk factors for HPSCC. A new nomogram was constructed to predict 1-, 3-, and 5-year CSS in elderly patients with HPSCC. Then, the consistency index (C-index) and the area under the receiver operating curve (AUC) were used to evaluate the accuracy and discrimination of the prediction model. The calibration curve of 1000 bootstrap weight samples was used to verify the accuracy of the nomogram.



Clinical Utility

Decision curve analysis (DCA) was used to evaluate the clinical value of the nomogram. It is a new algorithm to consider the application value of the model based on various risk thresholds (19). At the same time, the clinical significance of nomogram and traditional TNM staging system was compared based on DCA. Subsequently, the patient's survival risk value was calculated based on the nomogram, and then the patients were divided into high-risk and low-risk groups based on the cut-off value. Kaplan-Meier (K-M) curve and log-rank test were used to compare the difference in survival of patients in each group.



Statistical Analysis

All statistics were performed using SPSS 26.0 and R software 4.1.0. The count data were described by frequency (%) and analyzed by chi-square and non-parametric U-test. Univariate and multivariate Cox regression analyses were used to analyze the prognostic factors of patient survival. Kaplan-Meier curve and log-rank test were used to compare the survival differences of patients. A P < 0.05 was considered statistically significant.




RESULTS


Clinical features

A total of 3,172 elderly patients with HPSCC were included. These patients were randomly divided into a training set (N = 2,219) and a validation set (N = 953). The clinicopathological information of the patients is shown in Table 1. Among them, 1,578 cases (49.7%) were 60–69 years old, 1,122 cases (35.4%) were 70–79 years old, and 472 cases (14.9%) were ≥80 years old. There were 2,513 whites (79.2%), 2,558 men (80.6%), and 1,590 married (50.1%). The histological tumor grades were 124 (3.91%), 1,259 (39.7%), 1,063 (33.5%), and 29 (0.91%) patients with tumor histological grades I, II, III, and IV, respectively. There were 1,635 cases (51.5%) whose tumor site was pyriform sinus. There were 747 cases (23.5%), 1,547 cases (48.8%), and 878 cases (27.7%) with tumor sizes of ≤ 2 cm, 2–4 cm, and ≥4 cm, respectively. There were 2,336 cases (73.6%) that underwent surgery, 2,393 cases (75.4%) underwent radiotherapy, and 1,863 cases (58.7%) underwent chemotherapy. There is no significant difference between the clinical-pathological information of the training set and the validation set.


Table 1. Clinicopathological characteristics of children with HPSCC.

[image: Table 1]



Univariate and Multivariate Cox Regression Analysis

Univariate Cox regression analysis was used to screen the prognostic factors of HPSCC in elderly patients, including age, race, T stage, N stage, M stage, surgery, radiotherapy, chemotherapy, tumor size, and marriage. Multivariate analysis found that age, T stage, N stage, M stage, surgery, radiotherapy, chemotherapy, tumor size, and marriage were independent risk factors for the prognosis of patients. The results of univariate and multivariate factors are shown in Table 2. The results showed that older patients had a worse prognosis. The higher the TNM stage, the worse prognosis. In addition, patients with larger tumors have a worse prognosis. Patients have higher survival rates after surgery, radiotherapy, and chemotherapy. Marital status is a favorable factor for the survival of patients.


Table 2. Univariate and multivariate analyses of CSS in training set.
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Nomogram Construction and Validation

The multivariate Cox regression analysis identified the independent risk factors used to construct a nomogram to predict elderly swallowing at 1-, 3-, and 5-year CSS (Figure 2). The nomogram indicated that TNM staging is still the most significant factor affecting the prognosis of patients. In addition, surgery and radiotherapy are the most important prognostic factors among other variables. They are then followed by age, tumor size, chemotherapy, and marriage. The C-index of the training set and the validation set were 0.713 (95% CI, 0.697–0.729) and 0.703 (95% CI, 0.678–0.729), respectively, indicating that the nomogram has good accuracy. The calibration curves of the training and validation sets are consistent with the 45° diagonal, meaning that the observed value is consistent with the predicted value (Figure 3). The 1-, 3-, 5-year AUC of the training set and validation set indicates that the nomogram has better accuracy than TNM staging (Figure 4).


[image: Figure 2]
FIGURE 2. Nomogram for 1-, 3-, and 5-year CSS of elderly patients with HPSCC.



[image: Figure 3]
FIGURE 3. Calibration curves of the nomogram. (A–C) For 1-, 3-, and 5-year CSS in the training set; (D–F) For 1-, 3-, and 5-year CSS in the validation set.



[image: Figure 4]
FIGURE 4. The AUC of nomogram and TNM stage of 1-, 3- and 5-year in the training set (A–C) and validation set (D–F).




Clinical Application of the Nomogram

The DCA of the training set and the validation set still suggested that the nomogram has a better clinical application value than the traditional TNM staging (Figure 5). According to the constructed nomogram, each patient received a risk score. According to the score, patients were divided into high-risk groups (total score ≥198.9) and low-risk groups (total score ≤ 198.9). The K-M curves of the validation set and the training set proved that the survival of patients in each risk group is significantly different (Figure 6). The K-M curve result proved the discriminative power of the nomogram prediction model. We analyzed the difference in survival of patients in other risk groups under different treatments. In the low-risk group, we found no significant difference in survival between patients with and without surgery (Figure 7A). Similarly, there was no difference in survival between patients who have been treated with radiation and those who have not (Figure 7C). However, patients in the low-risk group who received chemotherapy had a lower survival rate than those who did not (Figure 7B). In the high-risk group, patients with surgery have a higher survival rate than patients without surgery (Figure 7D). Patients with radiation therapy had a higher survival rate than patients without radiation therapy (Figure 7F). Patients with chemotherapy had a higher survival rate than patients without chemotherapy (Figure 7E).


[image: Figure 5]
FIGURE 5. Decision curves of the nomogram predicting CSS in the training set (A) and validation set (B). The Y-axis represents net income, and the X-axis represents threshold probability. The green line means no patients died, and the dark green line means all patients died. When the threshold probability is between 25 and 90%, the net benefit of the model exceeds all deaths or none.
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FIGURE 6. Kaplan–Meier curves of CSS for patients in the low- and high-risk groups in the training set (A) and validation set (B).



[image: Figure 7]
FIGURE 7. Comparison of different surgical methods of Kaplan–Meier curves. Patients with or without surgery, chemotherapy, and radiation in the low-risk group (A–C) and high-risk group (D–F).




Online Application for CSS Prediction

Based on this nomogram, we developed a network calculator at https://prediction-app.shinyapps.io/DynNomapp/. Enter the clinicopathological characteristics of the patient on this website to get the patient's predictive CSS. This website is straightforward and practical, convenient for patients and patients.




DISCUSSION

HPSCC is one of the most malignant head and neck carcinomas with a poor prognosis (1, 20). More than 50% of patients with HPSCC were usually diagnosed at a more advanced stage (21). Various factors lead to this result, such as minor symptoms in the early stages, early nodal metastasis, and poor differentiation (22, 23). The prognosis of HPSCC is one of the worst for head and neck tumors. The reason for this is that the hypopharynx has a rich lymphatic network, and cancer cells can metastasize through the lymphatic system at a very early stage of the disease (24, 25). Also, early diagnosis of HPSCC is often tricky as there are almost no specific clinical symptoms in the early stages. As a result, most patients are already in the advanced stages of cancer by the time the disease is diagnosed (26, 27). Elderly patients with HPSCC are a high-risk group and should receive special attention. An accurate predictive assessment can provide advice to patients and provide a basis for individualized treatment.

TNM staging is the primary tumor staging system, which is an essential factor in evaluating cancer prognosis (28). However, precise evaluation of TNM staging can only be obtained after surgery (29), and prognostic heterogeneity generally exists among patients with the same TNM stage (30). Hypopharynx is rich in lymphoid tissue and prone to mucosal infiltrative metastases (31). Sometimes, physical examination of lymph nodes is inaccurate, and small metastases cannot be detected by imaging (32), limiting prognostic evaluation accuracy by TNM staging. It should be noted that the prognosis of cancer is affected by many factors, especially in the elderly. Previous studies showed that demographics, clinicopathological parameters, and treatment factors determine survival outcomes for hypopharyngeal carcinoma (33). In our research, the multivariable Cox regression analysis revealed that age at diagnosis, marital status, tumor size, TNM stage, surgery, radiotherapy, and chemotherapy is associated with the prognosis of HPSCC.

This study found that age was still a prognostic factor for patients and that survival was lower in patients of higher age. Age as a prognostic factor is consistent with previous findings (34, 35). It is worth noting that married patients have a higher survival rate than those who are not married. Not surprisingly, marriage gives patients more emotional comfort and better financial support (36). In addition, various treatments have been shown to impact the survival of elderly patients with HPSCC significantly. Currently, radical laryngectomy is gradually becoming laryngeal preservation surgery as the procedure improves (37). Our study found that patients who had surgery still had a higher survival rate than those who did not have surgery. In addition, radiotherapy and chemotherapy offer patients the option of laryngeal preservation surgery (38). Our study showed that patients had significantly better survival rates with radiotherapy and chemotherapy.

In addition, patients were divided into high-risk and low-risk groups based on the scores of the line graphs. We found that surgery and radiotherapy for patients in the low-risk group did not significantly improve patient survival. However, chemotherapy appeared to improve the survival prognosis of elderly patients significantly. Therefore, chemotherapy should be routinely recommended for elderly patients with HPSCC in the low-risk group. For patients in the high-risk group, surgery, radiotherapy, and chemotherapy are all necessary as they effectively improve patient survival.

Although nomograms have been constructed to predict OS and CSS in hypopharyngeal cancer, no nomograms have been explicitly built to expect CSS in elderly patients with HPSCC (39, 40). Due to the population-specific nature of the elderly, there may be prognostic factors that differ from those of other populations. Therefore, based on these factors, we developed a nomogram to predict the prognosis of the elderly with HPSCC. The calibration curve and C-index of the prediction model suggest good accuracy and reliability. Based on the AUC and DCA results, this new nomogram is superior to conventional TNM staging.

Our research also has some defects. First, there is no information about the comorbidity of the elderly in the SEER database, such as coronary heart disease, hypertension, and diabetes. These complications affect the choice of treatment options. We cannot incorporate these factors into the prognosis analysis, so the accuracy is limited. However, we included essential patient factors such as age, TNM stage, surgery, radiotherapy, chemotherapy, etc. These factors are critical determinants of patient survival. Second, as this study was a retrospective case study, a selection bias was difficult to adjust for and may have contributed to some errors in the results. Finally, although we have conducted split internal validation on the SEER database, we lack multi-center external validation, especially data validation from China. This limits the application of the nomogram in areas other than the United States. We intend to further validate the accuracy of the prediction model through external patient data. The data were collected prospectively according to the variables of this model, and the patients were further followed up. Then the patients were included in the model for external validation.



CONCLUSION

In conclusion, we established and validated a new nomogram to predict the prognosis of elderly patients with HPSCC. Through this model, clinicians can estimate the survival rate of elderly patients with HPSCC more accurately, which plays an essential role in guiding the choice of clinical treatment.
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The coronavirus disease 2019 (COVID-19) pandemic has influenced the everyday life of people around the globe. In general and during lockdown phases, people worldwide use social media network to state their viewpoints and general feelings concerning the pandemic that has hampered their daily lives. Twitter is one of the most commonly used social media platforms, and it showed a massive increase in tweets related to coronavirus, including positive, negative, and neutral tweets, in a minimal period. The researchers move toward the sentiment analysis and analyze the various emotions of the public toward COVID-19 due to the diverse nature of tweets. Meanwhile, people have expressed their feelings regarding the vaccinations' safety and effectiveness on social networking sites such as Twitter. As an advanced step, in this paper, our proposed approach analyzes COVID-19 by focusing on Twitter users who share their opinions on this social media networking site. The proposed approach analyzes collected tweets' sentiments for sentiment classification using various feature sets and classifiers. The early detection of COVID-19 sentiments from collected tweets allow for a better understanding and handling of the pandemic. Tweets are categorized into positive, negative, and neutral sentiment classes. We evaluate the performance of machine learning (ML) and deep learning (DL) classifiers using evaluation metrics (i.e., accuracy, precision, recall, and F1-score). Experiments prove that the proposed approach provides better accuracy of 96.66, 95.22, 94.33, and 93.88% for COVISenti, COVIDSenti_A, COVIDSenti_B, and COVIDSenti_C, respectively, compared to all other methods used in this study as well as compared to the existing approaches and traditional ML and DL algorithms.

Keywords: healthcare, COVID-19, pandemic, sentiment analysis, Twitter, internet of things


1. INTRODUCTION

Coronavirus disease 2019 (COVID-19) has severely impacted the daily lives of individuals across the globe (1). People worldwide use online media to state their viewpoints and general feelings concerning this phenomenon that has assumed control over the world by storm (2, 3). Social media platforms like Twitter have experienced exponential growth in tweets related to the pandemic in a short period (4, 5). The social networking site Twitter is a commonly used online media platform. It provides real-time information related to ongoing events concisely and captures the emotions and thoughts of the people. During this pandemic, people use the online media platform Twitter to express their feelings, opinions, emotions, and thoughts related to the worldwide pandemic (6, 7). It rapidly spread throughout the world by an increasing number of corona cases in a short time (8). This disease has affected many countries, even the countries with hardly any or no infections because if someone is in close proximity to other people and one of them becomes affected, they will undoubtedly be impacted (9). According to Naseem et al. (1), the World Health Organization (WHO) declared COVID-19 a pandemic on January 30, 2020. All the biomedical experts worldwide are relentlessly trying to control the disease and find possible cures for this viral infection. To control this pandemic situation, vaccination is the most effective strategy to prevent the spread of COVID-19 disease all around the world (10, 11). Vaccination is the first and crucial step to stop the coronavirus outbreak. People with COVID-19 symptoms must isolate themselves and get examined, and all must get vaccinated.

During the isolation process, people express their feelings on social media; however, social media contains real-time and valuable information about COVID-19; still, data from social media might be useless or misleading at times. Sufferings get multiplied if they find misleading and depressing information on social media. With a new normal of “staying at home,” “work from home,” and “isolation time,” social networking media has been extensively used to share news, opinions, emotions and advice. Misinformation information is defined as trying to mystify/mislead others with false or irrelevant information, such as “eating bananas is a preventative against the COVID-19 coronavirus disease.” A person going through this disease passed through several physical and mental. This brings about the need to quickly apply logical strategies to comprehend informative data streams. Online Social media platforms such as Twitter and Facebook contain a lot of noisy data, so identifying informative content from large and noisy data is a challenging task, but after cleaning it, this noisy data captures human feelings and emotions, expression, and thoughts. When analyzed carefully, it conveys a lot about the present mood, attitude, and nature of a large human community.

The social media users are increasing with time because they depend on social media for informative content, and the volume of data is also increasing; this focused on the use of Natural Language Processing (NLP) with different algorithms of Artificial intelligence (AI) to extract meaningful information efficiently (12). NLP and its applications have had a significant impact on social media text analysis and classification; however, the challenges of determining a content's inherent importance using NLP-strategies, such as contextual phrases and words, ambiguity in text or speech, necessitate the use of ML-based algorithms (13–15).

In this study, we use Twitter data for sentiment analysis to identify public sentiments to investigate the increased fear associated with coronavirus. Many traditional approaches have been used to identify human behavior and nature, which presents the possibility of increasing analyses by quickly doing sentiment classification using NLP techniques. Sentiment analysis and classification of COVID-19 and other disaster-associated scenarios and keywords associated with the Twitter data analysis are essentially analyzed using the proposed methodology presented in this study outlines. This study focused on the tweets analysis and identified global people sentiments from February 2020 to March 2020. We use machine learning (ML) and deep learning (DL)-based classification methods primarily used in AI applications; however, the discussion and the comparison of tweets' sentiment classification mechanisms is one of the essential contributions of this research. Various studies in the past focused on the identification of sentiment from COVID-19 tweets but, less work is available for the identification of both the topic and sentiment considered together (16).

The tweets from February 2020 to March 2020 are collected using the Twitter API. The tweets' sentiments are categorized into three classes (positive, negative, and neutral) (1). This article focused on creating a new dataset rather than efficient categorization of users' sentiment. Therefore, we propose a new model to categorize the user's sentiments about COVID-19.

The main contributions of this study are as follows:

• Design a Transformation-based Multi-depth DistilBERT model for sentiment analysis of tweets to identify sentiments concerning coronavirus from tweets.

• Extract sentiment-related concise information from tweets to automatically learn features without human intervention.

• Present a broad comparison between existing ML and DL text classification methods and discuss the given baseline results. The proposed model outperformed on real-life datasets compared to all previously used methods.

The remainder of this article is organized as follows. Existing work related to COVID-19 sentiment analysis is presented in section 2. Section 3 provides a detailed explanation of the selected dataset. The proposed methodology is described in section 4. Experimental analysis and results are explained in section 5, and finally, the conclusion of this study is presented in section 6.



2. LITERATURE REVIEW

Since the outbreak of the coronavirus pandemic, researchers have discussed its origin, effects, and trends. This section presents the tweet sentiment analysis using different ML, DL, and NLP methods. Extracting meaningful information from noisy data is a challenging task. ML and DL techniques are necessary tools (17) to do this task. Twitter is one of the finest social media platforms for news collection (18). For sentiment analysis on India, 24,000 tweets regarding COVID-19 were crawled from Twitter (19). They just extracted the tweets related to COVID-19 and visualized the sentiments of people regarding this pandemic, and they did not perform experiments using ML techniques.

Another research focused on the topics and sentiments of people expressed on Twitter about COVID-19. They collected tweets about COVID-19 and labeled them as positive, negative, and neutral, then analyzed these tweets for sentiment classification using different feature sets and classifiers. This work used only one evaluation metric, which is accurate, and obtained the highest accuracy using the Bidirectional Encoder Representations from Transformers (BERT) model, which is 94.80%. Sometimes, we utilize only classification accuracy to assess our model's performance; nevertheless, this is insufficient to evaluate our model. We need to testify the model's performance using precision, recall, and F1-score along with accuracy (1).

Another research work focused on the psychological effect of COVID-19 to analyze the nature and prevailing mood of human behavior (20). It analyzed that people are in crisis due to coronavirus and increased anxiety levels because of COVID-19 news. Multiple studies show analysis about the industrial crisis and economic impact of the COVID-19 crisis across industries and countries (21). Over the past few years, sentiment analysis based on tweets has been utilized in numerous applications due to the large amount of data collected from various social media platforms (22). It includes Twitter, Facebook, Reddit, and YouTube. The analysis shows flaws in the collected information (23). Different ML and DL classifiers test the short and long text information. For evaluation of a short text, logistic regression, and Naive Bayes give average results of 74 and 91%, respectively, but in the case of long text testing, both the models performed very poorly (24). Recently, people have been heavily dependent on social media news, and they are conveying their viewpoints, emotion, and feelings about this novel virus via social media posting (25).

The recent COVID-19 studies rely on public opinion, emotion, and sentiment analysis in English social media posts from various social Critical Legal Studies (CLS). This study uses RNN models such as LSTM, BiLSTM, and SAB-LSTM to train and test the dataset. They have used the F1-score performance measure; based on this performance measure, SAB-LSTM achieved a higher F1-score when compared to LSTM, and BiLSTM Model for COVID-19 sentiment detection (26). Social media platforms such as Reddit allows healthcare service providers to collect data related to public opinions, which can be used for human behavior analysis and knowledge discovery. This study presents a generic approach based on NLP, which can extract the most critical topics about COVID-19 related comments (27). Zhang et al. (28) proposed a sentiment classification system to classify the text not at document level only at a sentence level. This approach extracts features related to public opinions and uses WordNet lexical method dataset to organize the opinion words. So this method categorized the elements under the relevant opinion sentences. The extracted features are scored according to the frequency in the reviews. The authors provide a summary based on features. They identified the most important features from the dataset and achieved the best F1-score of 83.6% using the BILSTM model. Mukherjee et al. (29) used the RNN model (bidirectional long short-term memory) to use NLP methods and utilize a bidirectional RNN to learn patterns of relations from textual data for sentiment analysis. There is much work done in tweet sentiment analysis using different DL and NLP approaches as mentioned in the study (30, 31). This study proposed a sentiment classification approach using DL and NLP models (12). NLP techniques are used for topic modeling to identify valuable topics related to coronavirus, while the LSTM model is used for classification using the sentiment-140 dataset (32). Another research gathered 1 million tweets to capture people's sentiments toward mask usage as a preventative strategy in the COVID-19 pandemic (33). They also utilized NLP to analyze the growth in the frequency of positive tweets. Our analysis finds the most common topics the public addresses in their posts concerning all preceding works. We also reported benchmarked findings for identifying tweet sentiments using NLP approaches. We compare the performance of COVID-19 tweet sentiment analysis using several ML and DL algorithms. We propose a valuable feature set with the goal of improving accuracy. The suggested system examines the sentiments of collected tweets for sentiment classification and extracts the most significant feature sets, which aids in improving classification outcomes when compared to the baseline technique. Table 1 presents the summary of the existing work.


Table 1. Summary of the existing work.
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3. DATASET SELECTION

We used four real-world datasets for experimental analysis. The dataset is obtained through the Github repository (1) shown below to assess the classifier's classification performance. Table 2 provides an overview of the datasets utilized in this study.


Table 2. Overview of datasets.
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The social media users indicate more negative sentiments than the positive sentiments corresponding to the COVID-19. The trend of negative sentiments concerning time shows that people using the Twitter platform are more intended toward negative sentiments than positive sentiments during the lockdown session from February 2020 to mid of March 2020. After mid of March 2020, the negative sentiment curve dropped because people followed SOP's and kept social distancing policies applied by the Government authorities. Naseem et al. (1) divided the COVIDSenti dataset into three parts for evaluation and generalization purposes: COVIDSenti_A, COVIDSenti_B, and COVIDSenti_C, which have three sentiments, positive, negative, and neutral for classification purposes. They labeled tweets as positive, negative, and neutral by following the Fellah and Bandi guidelines (35). The COVIDSenti dataset consists of two months of tweets fetch from Twitter using Tweepy, Python Twitter API library. Figure 1 represents the sentiment tweets in the COVIDSenti dataset.


[image: Figure 1]
FIGURE 1. Representation of sentiment tweets in COVIDSenti.


Selection Criteria: COVIDSENTI is a two-month archive of tweets. Only English-language tweets were included in our search. The keywords guaranteed that the literary corpus focused on COVID-19 and related issues. Section 4.2 presents the keywords that are used to collect the tweets.

COVIDSenti: The COVIDSenti dataset consists of 90,000 unique tweets. These tweets are collected from 70,000 users from Twitter. A total of 2.1 million sentiment tweets from 2 months (February 2020 to March 2020) are collected. From these 90,000 unique instances, we have 6,280 positive sentiments, 16,335 negative sentiments, and 67,835 neutral sentiments for the classification task. The COVISenti dataset is further divided into three sub-datasets.

COVISenti_A: The COVIDSenti_A dataset consists of 30,000 tweets instances. From these 30,000 unique tweets, we have 1,968 positive sentiments, 5,083 negative sentiments, and 22,949 neutral sentiments for the classification task of the COVIDSent_A dataset. The COVIDSenti_A dataset contains tweets relevant to the action taken by government authorities to protect people from COVID-19. For example, “Coronavirus warning: UK threat increases as chief medical officers urge Government action.”

COVIDSenti_B: The COVIDSenti_B dataset consists of 2,033 positive sentiments, 5,471 negative sentiments and 22,496 neutral sentiments with overall 30,000 unique instances. COVIDSENTI-B dataset tweets mainly relate to four topics (COVID-19 disasters, keep social distancing, lockdown, and stay at home). COVISenti_B dataset shows tweets related to lockdown and stay at home even if one suffers from the disease. For example, “Stay Home If You Are Sick, or If you are sick stay home regardless of what you have.”

COVIDSenti_C: This dataset contains 2,279 positive sentiments, 5,781 negative sentiments, and 21,940 neutral sentiments, collectively 30,000 tweets from the Twitter platform related to three different topics (COVID-19 cases, stay at home, and outbreak). The COVIDSenti_C is a collection of tweets on COVID-19 cases, outbreaks, and stay-at-home advice. We find people's behavior from these topics and analyze that COVID-19 cases are increasing daily. For example, “Airport screenings for the Wuhan coronavirus increase around the world.”



4. PROPOSED APPROACH

The proposed approach is divided into four phases: 1) pre-processing, 2) keyword trend analysis, 3) word embeddings for feature extraction, and 4) classification methods. The CovidSenti dataset is divided into two chunks, training and testing. We take care of the various factors of the dataset, such as over-fitting, noisy or small and large datasets. The main objective of this study is to evaluate the classification performance of state-of-the-art classifiers on the COVIDSenti dataset and then attempt to improve performance by extracting key features of tweets. The proposed technique classifies the CovidSenti dataset with higher accuracy and competently for the COVIDSenti dataset containing COVID-19 associated Twitter posts. Figure 2 demonstrates our proposed approach with each of the methods explained in the following figure.
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FIGURE 2. Overview of the proposed approach.



4.1. Data Pre-processing

Information gathered from social networking media platforms is more often noisy and heterogeneous. We make the Twitter stream ready for exploratory analysis; the pre-processing step first changes the uppercase letters to lower case, then removes all the special characters, stop words, mentions, and URLs from the dataset tweets. For hashtag, first, it separates the total hashtags into tiny fragments as divided hashtags that positively affect the data clusters. A few hashtags are written using camel case, for example, “#StayHome,” which are easy to convert into the segment. Still, on the other hand, some hashtags that do not involve any camel case, e.g., “#stayhome,” a vast vocabulary is needed to discover the longest string suits in the hashtag. The pre-processing step uses a set of vocabulary of almost 70,000 English words to handle these challenges. Identifying informative content from a large and noisy dataset such as tweets is a challenging task. To achieve this, the following techniques are carried out inside the given order to enhance the text.

1. One common way to analyze COVIDSenti data is to calculate word frequencies to understand how often words are used in tweets. So, the first step is lemmatization that processes with the use of a vocabulary and morphological analysis of phrases and returns root words. We used lemmatization with the nltk method that converts a phrase to its base form, for example, “deaths” to “death” or “caring” to “care”).

2. The second step is to remove the stop words. It is the most suitable technique to overcome the noise from the textual tweets (such as “the,” “a,” “an,” “in”). Stop words can be filtered from the text to be processed, and it does no longer affect understanding of a tweet sentence's valence. We removed the most common stop-words that are present in a text, for example, “a,” “an,” “in,” and “the.”

3. Some time model understand the actual word as two different words because words are taken as case sensitive (i.e., COVID, covid). To avoid it, we convert all capital letters or words into the lower case. This method does not change the word's actual meaning or original word.

4. Contraction is a process of shortening the by through replacing or dropping letters with the aid of an apostrophe. Nowadays, people move to online media to connect with others via textual content or posts like Facebook, WhatsApp, Instagram, and Twitter. Many people communicate with each other; people mostly use shortened forms and abbreviations of words in their text. We used the contraction mapping method that drops the vowels from the words. Removal of contraction mapping is related to text standardization, and it is helpful while working with Twitter data in sentiment analysis.

The main advantage of using textblob is its many capabilities like noun phrase extraction, pos-tagging, and sentiment analysis.

5. Part of speech is the essential step of pre-processing. It is essential to build parse trees, which might be utilized in constructing “most named entities are nouns” (NERS). It is also used to extract relations among words. Part of speech tagging is essential for building lemmatizers to return a phrase to its root form.

6. Twitter data is noisy, which affects the performance of a classifier, so the pre-processor eliminates URLs, @user_mentions. We remove alphanumeric or special characters and remove non-ASCII characters and numbers from our dataset because they do not help us detect sentiment. We also replace emojis with their corresponding reaction in text.

7. For hashtags, we eliminate the “#” symbol from the start of the phrase. We used tokenizer to split hashtags into appropriate words, for example, “#stayhomestaysafe,” tokenizer converted it into “stay,” “home,” “stay,” “safe.” Many words are concatenated in other words, and we also performed word-segmentation to achieve this.



4.2. Keyword Trend Analysis

We performed keyword trend analysis on our pre-processed corpus to find the most frequent words. The top 10 most commonly used keywords are “Coronavirus”, “Corona”, “COVID-19”, “Virus”, “Coronavirus Cases”, “Cases”, “Social distance”, “Coronavirus pandemic”, “Coronavirus Crisis”, and “Stay home” with 156,668, 87,661, 26,239, 22,289, 16,638, 10,269, 5,768, 3,125, 1,981 and 1,181 number of frequencies, respectively. We conclude that most people talk about coronavirus cases, the social distancing, COVID-19 outbreak, the coronavirus crisis, and stay-home.

To analyze the main topics across the dataset, we discover the topic distributions using Glove embeddings. We used Glove embeddings because it has an extensive vocabulary size. We can also find the words from COVIDSenti data that are not present in the Glove embeddings, such as contractions, misspelled words, concerted words, or emojis, which can decrease our model's performance. We discovered that most social media users discuss coronavirus cases, the coronavirus epidemic, social distance, the need to stay at home, the coronavirus crisis, and the crises caused by the coronavirus. Based on this analysis, we examine the distribution of the 15 topics across the corpora, in which topics 1 (“coronavirus”), 2 (“virus”), and 3 (“corona”) were the top three in the entire corpora.



4.3. Feature Extraction

In this study, count vectorizer, TF-IDF, and word embeddings techniques are used for feature extraction. The count vectorizer feature extraction technique is used to convert given tweets into a vector space, and it covers the tweets based on the most commonly used words (count) that frequently occur in the tweets. The count vectorizer creates a word matrix where every unique word represents the column of the matrix, and the selected text from the document represents the row of the matrix. In this way, we count the word in that particular text sample. We also used the term frequency-inverse document frequency (TF-IDF) feature extraction technique along with a count vectorizer. In this study, the TF-IDF is used for tweet analysis, and it has weighted features for execution boosting. The TF-IDF takes the TF and its corresponding IDF as a product to get the weights of features in a document. The length determines the TF of features in a single document. It is defined in Equation (1).

[image: image]

In equation 1, the number of TF t in document d is represented by countt, d, while the overall number of terms in that document is represented by totalcountd. IDF thinks that the text's increase in term t will be more informative for model training. It can be defined as in equation 2.
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Where i′ is the total number of documents, and [image: image] is the number of documents that include the phrase t. When a term t frequently appears in many documents, IDF computes the weights of a phrase t low. For example, stop words have a lower IDF value. So finally, the TF-IDF can be defined as in equation 3.
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We also employed the word embeddings model for feature extraction, such as pre-trained models Word2Vec, Glove, and fastText embeddings with 300-D vectors. Furthermore, we used RCNN hybrid models for better sentiment classification tasks and reduced the over-fitting by decreasing bias because there are many variances. We also used transformer-based language models that have been widely used in the NLP research area. We used Multi-depth DistilBERT transformer-based model to pre-train a smaller general-purpose language representation model. We fine-tuned the Multi-depth DistilBERT model to achieve high performance on multiple tasks like better sentiment classification. Most of the previous work investigated that the used-ability of the distillation is only for building task-specific models. Still, the primary purpose is to decrease the size of the BERT transformer model. We decreased the BERT transformer model by 40% and retained its actual language understanding capabilities by 97%, and it was 60% faster than BERT.

These transformer-based language models (LMS) show how the training methods are used. We used unsupervised learning in the training process to generate an LM. The NLP models are trained on extensive data; these models attain more improved context word representations than conventional and non-contextual word representation methods because of the large data size.



4.4. Classification Methods

To analyze the classification performance on the COVIDSenti dataset, we used different ML and DL-based classifiers to measure the performance in the sentiment classification tasks.

We used XGBoost (eXtreme Gradient Boosting) in our analysis. XGB classifier is similar to the Gradient Boosting classifier. It consists of multiple trees, and it is a tree base model which is why it has gained lots of attention in the past few years. Many weak learners are working parallelly distinct to Gradient Boosting; XGboost gives a speed boost because of this technique. XGboost uses L1 and L2 regularization methods to control over-fitting, which are not present in Adaboost and Gradient Boosting techniques. XGBoost has a new feature of scalability so that it performs better in the distributed environment than a single system. At every iteration of XGBoost, we calculate some errors. We used this error to correct the previous prediction and optimize the loss function. Regularizer is utilized in the loss function to evaluate the classifier performance, which is defined by
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In equation (4), we train the parameters using ⊗, for the training Loss function, we used L′, and to measure the model's complexity, we used ω regularization. In this study, we set different parameters for the proposed XGBoost classifier. The XGB classifier is composed of 1,000 n_estimators with a 0.1 learning rate. Learning rate (LR) is used to handle the over-fitting. The XGB used a minimum of one child weight and a maximum depth of 6.

For DL-based models, we used the Conv1D-LSTM model. While using the DL classifier, we used Adam optimizer and L2 regularization. We trained the model on 50 epochs. Our Conv1D-LSTM consisted of four layers: the embedding layer with weights and vocab_size as input, then the Conv1D layer with a relu activation function. Next, we used the LSTM layer, and then at the end, the dense layer is used, also called an output layer. The softmax is employed as an activation function. In the experiments, we used a hybrid model named RCNN. We used this hybrid model for the sentiment classification task. RCNN model consisted of six layers in which one CNN layer with relu activation function, and then we used BiLSTM, an LSTM layer. After that, we used a dropout of 0.4 to control over-fitting; finally, we used a dense layer with softmax as an activation function. The RCNN uses Adam optimizer with verbose = None. We used the Multi-depth DistilBERT transformation model at the end of our experiments. The parameters of the Multi-depth DistilBERT model are presented in Table 3.


Table 3. The parameter settings of multi-depth DistilBERT.
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5. EXPERIMENTAL ANALYSIS AND RESULTS

The main aim of this study is to evaluate the classification performance on COVIDSenti datasets and provide benchmarked results. This paper applies ML, DL, and hybrid methods to COVIDSenti datasets and examines their performance using several evaluation measures. The performance assessment metrics in this study include accuracy, precision, recall, and F1-score. These standard performance indicators have been carefully chosen to attest to the model's capacity to generate the best categorization performance. Following the experimentation procedure, the experimental outcomes are compared to state-of-art-methodologies.


5.1. Results

This work consists of different ML, DL, hybrid-based, and transformer-based models on four COVIDSenti datasets and analyzes their performance using the defined evaluation metrics. The proposed approach is used to gauge the performance in the sentiment classification task. The highlighted results in Tables 4–9 represent the highest achieved accuracy as compared to baseline results.


Table 4. Machine learning (ML) classifiers accuracy using count vectorizers.
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Table 5. Comparison of proposed deep learning (DL) Classifiers accuracy with baseline using word embeddings.
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Table 6. Comparison of proposed hybrid model accuracy with baseline.
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Table 7. Comparison of proposed ML classifiers accuracy with baseline using term frequency-inverse document frequency (TF-IDF).
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Table 8. Comparison of proposed ML classifiers accuracy with baseline using word embeddings.
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Table 9. Comparison of proposed transformer based model accuracy with baseline models.
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5.1.1. COVIDSenti

Figure 3 and Tables 4–9 present the results achieved on the COVIDSenti dataset for tweet sentiment classification. In the case of the count vectorizer feature extraction technique, for sentiment classification on the COVIDSenti dataset, the XGB model attains the best accuracy of 89.81%, other ML techniques, such as KNN, LR, and Ensemble model, achieve the accuracy of 79.21, 89.03, and 88.75%, respectively. The xgb model achieves the highest accuracy of 89.81% with 89% precision, 90% recall, and 89% F1-score compared to KNN, LR, and Ensemble model.


[image: Figure 3]
FIGURE 3. Precision, Recall, and F1-score of classifiers used in proposed approach (percentage results).


While using the TF-IDF feature extraction technique for sentiment classification again, the xgb model outperforms other ML models, such as SVM, RF, NB, and DT with the highest accuracy of 88.46% with 88% precision, 88% recall, and 88% F1-score. We also used different word embedding techniques, such as FastText, Word2Vec, and Glove with different ML classifiers. We fine-tuned FastText with a Glove, resulting in 80% accuracy on the COVIDSenti dataset. We also measure other evaluation metrics like precision, recall, F1-score, 79% precision for the COVIDSenti dataset, 79% recall, and 73% F1-score. While working with the Word2Vec word embedding technique, we used the xgb model and achieved an accuracy of 79.71% which is the highest accuracy compared to other Word2Vec models (RF with 79.09% and DT with 76.06%). Along with the accuracy, we measure the precision, recall, and F1-score of the xgb model, which is 79, 79, and 74%, respectively. Finally, we employ the Glove word embedding technique with the ML model. We fine-tuned Glove with the xgb model and gained an accuracy of 79.19% with the precision of 79%, recall of 79%, and F1-score of 74%. After ML with word embeddings, we employ DL with word embeddings. The proposed model Conv1D-LSTM with Glove gains an accuracy of 87.60%. The best precision, recall, and F1-score were gained from the Conv1D-LSTM classifier, 87, 87, and 88%, respectively.

We used the RCNN hybrid model for the sentiment classification task, and it performs very well on the COVIDSenti dataset. The best accuracy of hybrid models is achieved from the RCNN model, which is 95.40%. RCNN model shows a better 95, 96, and 95% in terms of precision, recall, and F1-score. Finally, we used a transformer-based language classifier which shows the overall highest accuracy of 96.66% with the highest precision of 96% also with 96% recall and 95% accuracy.



5.1.2. COVIDSenti_A

The results achieved on the COVIDSenti_A dataset are presented in Tables 4–9 and plotted in Figure 3.

We used the count vectorizer feature extraction technique to classify sentiments first. The highlighted XGB model gains the highest accuracy of 88.71% compared to other ML models: KNN, LR, and Ensemble, 79.65, 87.75, and 88.51%, respectively. We also measure the other evaluation metrics (precision, recall, and F1-score) for the XGB classifier. The precision score of the XGB model for the COVIDSenti_A dataset is 88%, recall score is 89%, and the F1-score score is 88%. We also used different ML classifiers with the TF-IDF feature extraction technique. The XGB classifier on the COVIDSenti_A dataset exhibits the highest accuracy of 88.31% with 88% precision, 88% recall, and also 88% F1-score as compared to other ML models such as SVM, RF, NB, and DT. We also apply different word embedding techniques (FastText, Word2Vec, and Glove) on the COVIDSenti_A dataset.

In the case of FastText word embedding with XGB classifier on COVIDSenti_A, we achieve 78.33% accuracy with 77% precision, 79% recall, and 73% F1-score. We also used Word2Vec embedding with XGB classifier on COVIDSenti_A dataset. XGB classifier with Word2vec word embedding achieves an accuracy of 78.33% which is the highest accuracy compared to other word2vec techniques with ML classifiers. The XGB classifier with Word2Vec gains a precision score of 77%, recall score of 78%, and F1-score of 73%. Finally, we used Fine-tuned Glove word embedding with XGB classifier, which achieves the highest accuracy compared to Word2vec and Glove word embeddings with ML. The fine-tuned Glove with XGB classifier achieves an accuracy of 78.39% on the COVIDSenti_A dataset. We also measure other performance metrics to testify to the model's capability. Other performance metrics are precision with 77%, recall with 79%, and F1-score with 73%.

After ML word embedding, we move on to DL word embedding for better sentiment classification. While working with DL classifiers with word embeddings, we apply Conv1D-LSTM with the Glove word embedding technique. Conv1D-LSTM with Glove word embedding achieves the best accuracy of 86.10% with other performance metrics such as precision, recall, and F1-score. The Conv1D-LSTM model observes the maximum F1-Score, precision, and recall, i.e., 86%, 86%, 87%, respectively, while having a maximum accuracy of 86.10%. We propose a hybrid model named RCNN. The best performance is achieved on the COVIDSenti_A dataset in terms of accuracy, precision, recall, and F1-score by the RCNN model with a maximum accuracy of 92.90% and maximum precision-recall, and F1-score of 92, 92, and 92%, respectively, as compared to other hybrid models. Finally, we proposed a Multi-depth DistilBERT transformer-based model, which performed very well on the COVIDSenti_A dataset and all other methods on the COVIDSenti_A dataset. The maximum accuracy on COVIDSenti_A using Multi-depth DistilBERT is 95.22% with precision, recall, and F1-score of 95%, 96%, 95%, respectively.



5.1.3. COVIDSenti_B

Figure 3 and Tables 4–9 depict the sentiment classificaition results in the COVIDSenti_B dataset by different ML, DL, Hybrid models, and transformer based models. First, we used the count vectorizer feature extraction technique to extract useful features and pass them to models for sentiment classification tasks. We used the XGB model for sentiment classification on the COVIDSenti_B dataset. The XGB model obtains the maximum accuracy of 88.03% compared to other ML models such as KNN, LR, and Ensemble, which acquire 79.65, 87.75, and 88.51% accuracy. The best precision, recall, and F1-score on COVIDSenti_B are gained from the XGB classifier, 88, 89, and 88%, respectively.

Another feature extraction technique is used with ML classifiers for sentiment classification. Features are extracted using TF-IDF, and then we apply ML classifiers on these features for COVIDSenti_B dataset sentiment classification. We pass these TF-IDF features to the XGB model for better classification results, and XGB shows the accuracy of 87.41% on the COVIDSenti_B dataset with better precision, recall, and F1-score of 87, 87, and 86%, respectively. We used three different word embedding techniques with ML models to reduce the computational cost. First, we used Fine-tuned Glove with XGB ML model, which obtains an accuracy of 78.23% which is quite well as compared to other Word2Vec and Glove word embedding in Table 8. With the best accuracy of 78.23%, the Fine-tuned Glove with the XGB ML model gets the precision, recall, and F1-score of 77, 78, and 73%, respectively.

Second, we used the Word2Vec word embedding technique using the XGB ML model. The fine-tuned Word2Vec with XGB model gets the accuracy of 77.85% on the COVIDSenti_B dataset with a precision score of 76%, recall 78%, and F1-score of 72%. In the end, we used fine-tuned FastText word embedding with an XGB ML classifier. The fine-tuned FastText word embedding with XGB ML classifier gains less accuracy of 77.61% compared to proposed Glove and Word2Vec embeddings methods. The precision, recall, and F1-score of fine-tuned FastText word embedding with XGB ML classifier is 76, 78, and 72%, respectively.

We used Conv1D-LSTM with Glove word embedding for better results, so we used DL with word embeddings to achieve the highest results for sentiment classification. For this purpose, we train the Conv1D-LSTM model on the COVIDSenti_B dataset and get the evaluation result of 84.44% with other different performance metrics. The other performance metrics are precision, recall, and F1-score with 84, 84, and 86%, respectively. We also proposed a hybrid model by adding multiple layers of LSTM, BiLSTM, and CNN for better classification on the COVIDSenti_B dataset. To achieve better classification on the COVIDSenti_B dataset, RCNN hybrid model gets 92.93% with better precision, recall, and F1-score. The precision, recall, and F1-score of the RCNN model are 94, 94, and 93%, respectively. Finally, we apply a transformer-based model named Multi-depth DistilBERT on the COVIDSenti_B dataset, which gives an accuracy of 94.33% with 94% precision, 94% recall, and 94% F1-score. F1-score of 94% shows that this model performed very well on the COVIDSenti_B dataset.



5.1.4. COVIDSenti_C

The results of the COVIDSenti_C dataset are shown in Tables 4–9 and plotted in Figure 3. We used different ML, DL, hybrid models, and transformer-based models for COVIDSenti_C dataset classification. We used the count vectorizer technique to extract essential features from the COVIDSenti_C dataset as shown in Table 4. When we extract essential features, we send these features to ML models to perform sentiment classification tasks. We used KNN, LR, Ensemble, and XGB models for sentiment classification on the COVIDSenti_C dataset. For sentiment classification in the COVIDSenti_C dataset, the XGB model obtains the best accuracy of 87.07%. Other conventional techniques, KNN classifier, LR classifier, and Ensemble classifier, get the accuracy of 77.75, 86.04, and 86.36%, respectively. XGB classifier shows a proficient gain of 88, 89, and 88% in terms of precision, recall, and F1-score, respectively, compared to other models.

Furthermore, we apply another technique to extract important features for better results. We extract important features using TF-IDF and send those features to multiple ML classifiers for classification purposes. Finally, the XGB classifier using these TF-IDF features delivers the best accuracy of 88.31% on the COVIDSenti_C dataset. The precision, recall, and F1-score of the XGB model with 88.31% accuracy are 88, 88, and 88%, as shown in Figure 3. The computational time plays an important role during the model's training process, so to reduce computational time, we apply different word embeddings to ML and DL models. For ML, first, we apply FastText with the XGB model. We fine-tuned FastText word embedding and passed this word embedding to the XGB model to reduce computational time, which results in 76.30% accuracy, 76% precision, 76% recall, and 70% F1-score. Less F1-score indicates that we need to improve the classification result. The second embedding technique to reduce computational time is Word2Vec. While using fine-tuned Word2Vec embeddings with the XGB model, we achieved better accuracy, 76.05%, and quite well precision, recall, and F1-score, which is 76, 77, and 71%. The last and essential word embedding technique we used in this study is Glove. While using fine-tuned Glove with the XGB classifier again, we obtained an accuracy of 76.05% with the same precision, recall, and F1-score of 76, 77, and 71%. We moved to DL with word embeddings; first, we used Conv1D with LSTM and Glove. This proposed model worked very well on the COVIDSenti_C dataset and gave the accuracy of 86.91% which is the highest accuracy of the COVIDSenti_C dataset as shown in Table 5 and also gives the best precision, recall, and F1-score of 83, 83, and 85% shown in Figure 3.

Furthermore, we propose our hybrid model, which performed very well on the COVIDSenti_C dataset. The proposed RCNN model achieves the best accuracy of 93.27% which is the highest accuracy in the COVIDSenti_C dataset is shown in Table 6. The evaluation metrics include precision, recall, and F1-score with 93% precision, 93% recall, and 93% F1-score. To cover all the methods with better classification results, we proposed a transformer-based language model that achieves the highest accuracy compared to all other methods used with COVIDSenti_C. The Multi-depth DistilBERT gives the highest accuracy of 93.88%, which is the highest accuracy of the COVIDSenti_C dataset compared to all other methods applied on the COVIDSenti_C dataset. It also gives the highest precision, recall, and F1-score of 93%, 94%, and 93% on the COVIDSent_C dataset.




5.2. Comparative Analysis With Baseline Approach

To assess the performance of the suggested strategy, we compare our experimental findings to those of the state-of-the-art approach (1), whose experimental circumstances are identical to those used in our work. The baseline approach used only accuracy as an evaluation metric to testify classifier's ability. As compared to baseline proposed approach used precision, recall, and F1-score along with accuracy metric. The proposed framework analyzes tweets' sentiments for sentiment classification and extracts the most important features that help increase the classification results compared to the baseline approach. Furthermore, we proposed a fine-tuned transformer-based Multi-depth DistilBERT model that achieved the highest results in terms of accuracy as compared to all the baseline results. The comparative results are reported in Tables 4–9. To achieve the higher performance for ML classifiers, we used different conventional methods: count-vectorizer, TF-IDF, different word embeddings based models like Word2Vec, fastText, and Glove. The results of count-vectorizer-based classification are shown in Table 4.

When using count vectorizer with KNN, logistic regression, ensemble method, and XGB ML classifiers on COVIDSenti datasets, the count vectorizer with XGB classifier exhibited better performance on the COVIDSENTI dataset than other ML classifiers(KNN, LR, and Ensemble). The classification accuracy of the XGB model using the count vectorizer method is 89.81% on COVIDSenti, 88.71% on COVIDSenit_A, 88.03% on COVIDSenit_B, and 87.07% on COVIDSenti_C, respectively.

In addition, we conducted a comparison using TF-IDF-based classification. The obtained results are shown in Table 7. On all COVIDSenti datasets, the TF-IDF was used in conjunction with the SVM, RF, NB, DT, and XGB models. Compared to other baseline ML classifiers, the TF-IDF approach with XGB classifier performs better on the COVIDSENTI-A dataset, COVIDSENTI-B dataset, COVIDSENTI-C dataset, and COVIDSENTI dataset. The classification accuracy of the XGB model using the TF-IDF method is 88.46% with 4.41% gain on COVIDSenti, 88.31% accuracy with 5.22% gain on COVIDSenit_A, 87.41% accuracy with 4.41% gain on COVIDSenit_B, and 86.03% accuracy with 3.95% gain on COVIDSenti_C, respectively. For the comparison of ML with word embeddings, we employed different word embeddings techniques like FastText, Glove, and Word2Vec with various ML classifiers: RF, DT, SVM, NB, and XGB as shown in Table 8. In the case of word2vec embedding, we fine-tuned word2vec with an XGB classifier, which shows better performance (79.17, 78.33, 77.85, and 76.07% on COVIDSENTI, COVIDSENTI-A, COVIDSENTI-B, and COVIDSENTI-C, respectively) as compared to baseline ML models with word2vec embeddings.

Furthermore, we fine-tuned the Glove with an xgb classifier for Glove word embedding, which outperforms the baseline Glove embedding with different ML classifiers. The xgb model achieves the highest accuracy of 79.19% on COVIDSenti, 78.39% on COVIDSenti_A, 78.23% on COVIDSenti_B, and 76.05% on COVIDSentiC as compared to baseline ML models. We detect a decrease in accuracy for the proposed FastText embedding model that is minor when compared to the yield inaccuracy for other word embedding techniques. We get the loss in terms of accuracy while comparing the proposed DL classifier with the word embedding approach to the baseline FastText approach, which is 4.05% for COVIDSenti, 3.64% for COVIDSenti_A, 5.78% for COVIDSenti_B, and 3.97% for COVIDSenti_C datasets. To compare DL-based classifiers, we apply various word embeddings models like Glove and 1D convolutional neural network (1DCNN) with LSTM, where Glove is utilized for word representations. The comparative results of DL-based classifiers are presented in Table 5 with baseline, Word2Vec, and Glove with DL classifiers on all three COVIDSenti datasets. Compared to baseline word embedding-based classifiers, our proposed approach Conv1D-LSTM with Glove showed better performance (87.60% with 0.97% gain, 86.10% with 3.06% gain, 86.44% with 1.42%, and 86.90% with 0.86% accuracy gain on COVIDSenti, COVIDSenti_A, COVIDSenti_B, and COVIDSenti_C).

In Table 6, we also compare hybrid models to baseline models such as the hybrid ranking model and IWV model. The baseline approach used a hybrid ranking model that includes sentiments and context of Twitter posts for Twitter sentiment analysis (36). The comparative results with baseline Hybrid ranking and IWV model are shown in Table 6. Notice that the proposed hybrid model (RCNN) outperforms the baseline Hybrid ranking model and IWV model with the performance score of 95.40% with 7.39% accuracy gain, 92.90% with 7.86% accuracy gain, 92.93% with 6.88% accuracy gain, and 93.27% with 6.20% accuracy gain on COVIDSenit, COVIDSenti_A, COVIDSenti_B, and COVIDSenti_C, respectively.

Table 9 shows the final comparison of transformer-based models. The previous study fine tuned the transformer-based models such as BERT, DistilBERT, XLNET, and ALBERT. Compared to previously fine-tuned transformer-based models, we fine-tuned the Multi-depth DistilBERT model that performed very well compared to all other transformer-based models and all the other approaches used before in this study. Experiments prove that the proposed Multi-depth DistilBERT model achieves better accuracy of 96.66% with 2.58% gain on COVIDSenti, 95.22% with 1.21% gain on COVIDSenti_A, 94.33% with 1.26% gain on COVIDSenti_B, and 93.88% with 1.82% gain on COVIDSenti_C, respectively.




6. CONCLUSION

Since the outbreak of the COVID-19 pandemic and with a new normal of staying at home, working from home, and “isolation time,” social networking media has been extensively used to share news, opinions, emotions, advice; however, most of the data on social media are irrelevant and do not belong to the actual scenario. This study proposed an approach to deal with the Twitter sentiment using the COVIDSenti dataset. We evaluate ML and DL classifiers using novel feature extracting methods that automatically learn features without human interference. We observed that people follow government policies and Standard Operating Procedures (SOPs) and began to favor lockdown and keep social distancing in March 2020, but the order by the government is in February 2020. There is much misinformation on social media; therefore, health organizations need to develop a stable system for detecting coronavirus precisely to preclude the spread of fake news. The proposed approach performed very well on the given dataset and showed higher accuracy when compared to similar state-of-the-art studies. In future work, we plan to analyze public sentiments toward other essential topics, such as government response to the pandemic situation, healthcare facilities by government, offline examination, and mental health by using DL algorithms to increase their performance on the dataset. One limitation of this work is that it is specific and does not look at the mood and emotions of the people. Further work can be done on the detection of mood-based sentiment analysis.
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The proliferation of wearable sensors that record physiological signals has resulted in an exponential growth of data on digital health. To select the appropriate repository for the increasing amount of collected data, intelligent procedures are becoming increasingly necessary. However, allocating storage space is a nuanced process. Generally, patients have some input in choosing which repository to use, although they are not always responsible for this decision. Patients are likely to have idiosyncratic storage preferences based on their unique circumstances. The purpose of the current study is to develop a new predictive model of health data storage to meet the needs of patients while ensuring rapid storage decisions, even when data is streaming from wearable devices. To create the machine learning classifier, we used a training set synthesized from small samples of experts who exhibited correlations between health data and storage features. The results confirm the validity of the machine learning methodology.
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INTRODUCTION

In the modern era, clinicians no longer manage health data exclusively, but are increasingly responsible for obtaining consent from patients (1). The rights of patient's access to, analysis of, and exchange of their health information have evolved dramatically (2). The majority of patients are dissatisfied with their health care providers after sharing self-tracking data (3). It is still possible to enhance patient health care by incorporating patient health data into the current health data systems. Literature has identified various categories of patient health information (4). These categories include information about medications, biometrics, behavioral information, data about social interactions, genetics, psychological data, data about symptoms, and reports. Blockchain-based interplanetary file system secondary storage of health data has been implemented to safeguard the privacy and security of patient health information (5). Yet very few studies have evaluated how patients' health data is stored. A key component of the proper management of health data is protecting the privacy and confidentiality of the patient while maintaining data accessibility for relevant stakeholders. Studies indicate that health data security poses a massive threat. This is evidenced by the proliferation of medical devices with limited memory and power (6, 7) and substantial medical data repositories (8). Many types of organizations are responsible for managing the massive amount of health data.

Health data is often portrayed as being sensitive to all patients with the same level of privacy and confidentiality; however, this is not true in practice because it is not equally sensitive to everyone at the same time. When a patient reaches a high level of public prominence, she may surrender the ECG data she generated on her own and to her cardiologist. This data can be accessed by other healthcare providers through an electronic health record. A patient who wishes to keep her pregnancy test results private may be forced to allow her provider to store her pregnancy test results. The dissemination of health data between multiple providers who manage data repositories now enables the storage medium to be customized based on patient needs. This includes the cost, size, security, confidentiality, and privacy of each chunk of data. Hybrid execution models, such as those described by the author (9), allow sensitive data to be stored in private clouds while no sensitive data is maintained in public clouds. Nevertheless, it does not specifically address health data processing. Communication between the two cloud platforms also takes time, and computations that rely on bandwidth use a lot of resources. A hybrid cloud platform was developed by (10) for solving this problem. Medical sensors, apps, and devices provide data to artificial intelligence, which enables the automatic diagnosis of health conditions. Health data, including ECG, blood pressure, and pulse rate, can be classified as normal or abnormal by algorithms based on a range of conditions and thresholds set by healthcare professionals. Clinical research and clinical care are usually aided by abnormal data. Using the Body Area Sensor Network, (8) developed an agent-based system developed for elderly people to preserve abnormal data. Health information is generated in enormous quantities nowadays, so a diverse storage solution is needed (11). Several researchers have examined the performance and cost parameters of various Cloud Service Providers (CSPs) to design methods for selecting suitable CSPs for storing consumers' data (12–14). High-performance cloud services minimize the time spent in operations but incur high costs. Additionally, researchers are investigating blockchain technology for its promise of security and privacy for health data management. Combining blockchain-based eHealth with traditional health databases is possible, which can be arranged based on users' preferences and the possibility of utilizing the data in the future. However, due to the design of blockchains, they are not suitable for hosting large amounts of health data. A software agent that knows the patient's preferences is inserted inside the application in (15). Nonetheless, they never described a way to make this decision. To assist in choosing storage repositories, we developed a model that incorporated not only (8)'s criteria, but also aspects like data confidentiality, privacy, and quality of performance.


Motivation

Every Blockchain miner owns a local ledger, so this technology allows transactions to be verified and processed without the need for third parties. Verifying transactions does not require a centralized server. Document alterations cannot be guaranteed through conventional database storage and blockchain-based hash management. Data is only detectable in a blockchain if a hash pointer holds a pointer to it. Depending on the patient, personal preferences, and other factors, the sensitivity and significance of the health information are also different from repository to repository. Choosing the right repository is extremely crucial. As wearable sensors continuously stream health data, the challenges are exacerbated. In (16), the author has surveyed the importance of artificial intelligence in healthcare. The prediction of COVID-19 infected patients using artificial intelligence has been implemented in (17), but there is a need for an appropriate repository to store the data.



Contribution

In our research, we considered the variation in data sensitivity, volume, and other factors to locate the appropriate system to manage health records. The flow diagram of the paper contribution is shown in Figure 1. Collect the health data and health repository parameters. Evaluations of both health information and health repository parameters are given a score. The machine learning-based recommendation model for health data storage proposes a way to distribute health data among multiple repositories. A model for automated health data storage recommendation is being developed to determine appropriate storage repositories. Through correlation analysis, user preferences, and clinical heuristics, a machine learning-based classifier is used to map health data characteristics to each repository. Patients' security and privacy preferences are taken into account as well as the sensitivity of health data.


[image: Figure 1]
FIGURE 1. Paper contribution flow diagram.




Organization

Following are the sections of the paper: section Background addresses related work. In section Model for Recommendation of Health Repositories, we present the proposal for a recommendation model for a health repository. Section Implementation describes how the system will be implemented. The results and evaluation of performance will be discussed in section Results and Discussion. Conclusions and future work will be discussed in section Conclusion.




BACKGROUND

Big Data cannot be stored, accessed, or analyzed with a single health record system. Patients can lose medical information when their electronic health records are malfunctioning (18). Due to the manual uploading of data generated by wearable sensors to personal health records, caregiver responses were delayed. For this reason, (19) developed methods for storing patient-generated health information on commercial blood glucose monitors. The electronic health record system could be made to fit the streamed data if it is filtered or compressed (20). In (21–24), a number of action plans and standards were advocated for the adoption of an electronic health record system. A selection of an electronic health record should take into account functional requirements, troubleshooting, and optimization features (22). The author provides a list of steps to follow before buying an electronic health record system. Checklists mostly cover client meetings on site, site visits, and maintaining live workflows. Health data sources such as hospitals, clinics, insurers, and patients should be integrated into centralized databases, according to the author (25). In particular, patient-centered health data with high degrees of structural heterogeneity must be stored and processed quickly because of their high volume and rate. For health data, to provide useful insights, precision is essential, but some sources produce vague and inaccurate information. Distributed data storage systems do offer some relief to these issues (26). Various cloud storage mediums have been examined. A machine learning and deep learning model is used to predict the thermal sensation vote system (27). Utilization of a compression algorithm to retrieve the health repository data as fast as possible using blockchain and interplanetary file systems (IPFS) without data loss (28). Diabetic Retinopathy is efficiently classified using a deep learning and machine learning algorithm (29). Genetic algorithm with fuzzy logic is a tool to help medical practitioners diagnose heart disease at an early stage using adaptive genetic algorithm with fuzzy logic (AGAFL) (30). Health data storage systems and data properties were not considered in the selection of repositories. Furthermore, no machine learning mechanisms were developed to cater to user preferences.

In the next section, we describe how we facilitate distributed health data management.



MODEL FOR RECOMMENDATION OF HEALTH REPOSITORIES

As data streams increase, the need for storage decisions becomes more frequent, making manual consultation with patients an inefficient process that requires an automated solution. It is, however, impossible to prespecify the data storage requirements for each patient that will apply to all possible future contexts. The learning classifier may generalize to a broader range of mappings based on a manual mapping specification by an expert.

The following sections explain in detail the overall approach described in Figures 2, 3. Data storage requirements - an illustration of which is displayed in layer 1 of Figure 2, consists of a set of variables or features that characterize the requirements for storing a chunk of data. Some of the attributes' values have been shown to be numerical [1–10] and others to be qualitative. Secondly, each instance of the dataset contains the specifications required to store each chunk of data as shown in Figure 2.


[image: Figure 2]
FIGURE 2. Proposed system architecture.
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FIGURE 3. Proposed health repository recommendation system.


Health Repository Evaluation Criteria are calculated in layer 3 by adding a rating provided by an expert group. These criteria reflect the characteristics of storage repositories as shown in Figure 2. Three standards apply to rank five storage repositories. Medical professionals and patients themselves may create clinical heuristic rules in layer-3 of Figure 2 and each instance in the dataset is categorized according to the preferences of the users. A storage repository can be assigned to an instance based on heuristic rules in a real-world situation. The correlation coefficient offers an inference of a class label when preferences and heuristics do not match well. The health repository requirements can be mapped to layer-4 (user and expert expectations) by a machine learning classifier, as shown in Figure 2. In Figure 3, a recommendation framework for health repositories is illustrated. There are two parts to the framework: determining which standards should be used for the storage and assessment of data and implementing machine learning.



IMPLEMENTATION

This recommendation system assumes that a patient is in full control of his or her decision regarding storage. It is impossible to make decisions manually in many cases because they are made so frequently. Hence, automated processes are essential. In the mapping process, the characteristics of a repository managed by an agent group are matched with the characteristics of data about the storage requirements of patients. Because patients' storage requirements vary so much, it is impossible to predetermine every possible scenario. By utilizing a set of mappings that is specified manually by experts, machine learning is used to generalize a mapping over a wide range of patient contexts. This methodology involves defining a set of attributes that describe what chunk of data needs to be stored. There are numerical values and categorical values assigned to those attributes. Thus, a dataset containing these attributes will be created, with each instance representing a different set of storage requirements. A group of experts' ratings are then used to determine the characteristics of the available storage mediums. To determine what class each instance falls into, statistical correlation and heuristic rules are employed. Based on the training datasets, the supervised machine learning classifier maps the data into a storage repository. Figure 3 illustrates two components of the recommendation system: Data Pre-processing and Supervised Machine Learning. According to Figure 3, the upper portion of the framework contains the characteristics of the data storage requirements. There are a number of features that demonstrate the characteristics of health repositories. A number of associations were found between the two groups of features.


Data Preprocessing

The data collected from hospitals and patients undergoes a preprocessing process, which includes analyzing data storage requirements, identifying sensitive data areas, analyzing the volume of each record, analyzing the patient health profile, determining the demographics of patients, and analyzing health repository parameters as well as storage, cost, security, privacy, and performance.


Characteristics of Data Storage Requirements

To determine which repository is the best option, consideration is given to the sensitivity of the data, the volume of the data, medical care context, and demographics of the patient.


Sensitivity of the Data

It is imperative to prevent unauthorized access to all health-related data. Depending on the data type, some breaches are more likely than others. Depending on the individual's preferences and context, the level of data sensitivity may vary.



The Volume of the Data

Reports, medical diagnoses, and medication summaries are not frequently created, which means that their storage needs are less than those of health data sets.



Context of Medical Care

The context may be palliative care, critical care, chronic illness, or no chronic illness. The context may also differ based on the country.



Demographics of Patients

Several factors can play a significant role in determining which storage medium to use, such as socioeconomic status, occupation, education, and nationality.




Health Repository Evaluation Parameters

Evaluation parameters for health repository such as security, privacy, cost, storage capacity, and performance. Table 1 shows the parameters and criteria of the health repository evaluation.


Table 1. Health repository evaluation.

[image: Table 1]



The Relationship Between Repository Evaluation Standards and Data Features

Medical records, in particular those generated by patients, are to be transferred to a health record system that reflects the preferences of the user and the data requirements. Health data requirements and criteria for evaluating storage are correlated in a one-to–to-many fashion as implemented in Algorithm 1. Some associations are strong, and some are weak. To facilitate the rapid processing of highly confidential data, a health record system may accept data blocks in plaintext format. Data with relatively low confidentiality can be highly sensitive due to the demographic characteristics of patients. Data about a patient's demographics, such as their educational background and professional experience, may affect their privacy concerns. Users can then choose from a variety of storage repositories that protect their confidentiality. The sample association mapping as shown in Table 2.


Algorithm 1: Association mapping ().

[image: Algorithm 1]


Table 2. Association mapping.

[image: Table 2]




Supervised Machine Learning Algorithm

Dynamically suggest health repositories based on supervised learning for particular data blocks, which is implemented using Algorithm 2. A training dataset must be generated for every instance of the dataset in addition to the labeled training datasets. Health repositories will be assigned data blocks that have a number of attributes. Among the attributes are some that are directly linked to the data block and others that are directly linked to the patient. Attributes include data sensitivity, volume, context of care, and demographics of the patients. The health repository should consider for evaluation such as electronic health records, cloud based electronic health records, blockchain based electronic health records, patient health record, and Electronic Medical Records. We considered the following health repository parameters in this study: security, privacy, cost, storage capacity, and performance. Each repository has been assigned a rating value ranging from 1 to 10.Whenever other attributes are not significant in determining the health repository, a linear regression Y (1) is calculated to label the instance as shown in Equation 1.
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Where R is the Coefficient which contains R1,R2,R3,R4,R5,R6,R7,R8,R9,R10 are calculated between the set of data storage requirements(DR) as shown in equation 2. Here are the evaluation criteria for Electronic health record (D1), Patient health record (D2), Cloud-based electronic health record (D3), Blockchain-based electronic health records (D4), and Electronic Medical records (D5). The calculation of health repository recommendation Di is estimated using the equation:
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M is the number of health repositories and n is the rating criteria. Secondly, the choice of a health data repository can be influenced by the decision of the healthcare professional, the preferences of the user, and a variety of factors such as normal or abnormal behavior patterns and patient health status, as well as other demographic factors. Patients with unusual health patterns should store their health records in a repository that health care professionals can access quickly. A less secured and less expensive repository can be used to store data which is hardly ever accessed by health care professionals. Different users may have different privacy preferences, and those preferences may change over time based on different contexts (31). The health record system for a patient should take into account a variety of factors. There are several factors involved, such as medical conditions, personal characteristics, socioeconomic status, as well as the type and significance of data. The level of privacy and security preferences of individuals may change over time as well. In contrast to patients with terminal illnesses, young individuals may be more concerned with privacy and security. By considering author preference, some of the sample user preference and health professional preference heuristic rules were implemented, as shown below:

1. If (Data= standard && volume=large)

Then

Storage Repository=Cloud based Health Record Management System

2. If (Data= standard && volume=low)

Then

Storage Repository=Blockchain enabled Personal Health Record System

3. If (Data=Unusual patterns && volume=low)

Then

Storage Repository=Blockchain based Electronic Medical Record

4. If (Patient= Famous Personality && health condition = Good)

Then

Storage Repository=Blockchain based Electronic Health Record

5. If (Patient= Famous Personality && health condition = Serious)

Then

Storage Repository=Blockchain based Electronic Medical Record

6. If (Data of type Disease)

Then

Store data in Disease Registry


Algorithm 2: Health repository recommendation system ().
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RESULTS AND DISCUSSION

Research was conducted on supervised machine learning classification techniques. Using the WEKA tool, different classification algorithms were tested. The study used an Intel Core i7 6700H processor with up to 3.5 GHz and 16 GB of RAM. The dataset was divided into training and test sets. Data preprocessing is performed prior to analysis. To train the data in the recommended health repository, linear regression data blocks and user and health professional preference rules have been used. During this experiment, we determine whether the classifiers can learn how to classify data distributions. The training datasets each contain 400, 800, 1200, and 2000 instances. Table 3 shows the mapped sample training dataset.


Table 3. Mapped sample training data set.

[image: Table 3]

Four different classifiers were run on four datasets to test whether a machine learning algorithm could choose an appropriate storage medium, NaïveBayesSimple, Multilayer Perceptron, Random Forest Classifier, Random Tree and the IB1 algorithm are four different types of classifiers trained here. Several classification techniques were compared using Python to determine their accuracy scores (32).


Classification Model Accuracy

1. Confusion matrix.

2. Classification measure.


Confusion Matrix

In the confusion matrix, N is the number of target classes, and N is the number of rows. It is used to evaluate the performance of a classification model. Machine learning is used to predict target values from the actual values in the matrix. True Positive (TP) and True Negative (TN) rates should be high and False Positive (FP) and False Negative (FN) rates are low for a successful model. A confusion matrix as is always more appropriate as a machine learning model evaluation criterion when working with an imbalanced dataset.



Classification Measure

As an evaluation measure, the classification measure is used in addition to the confusion matrix. They are:

1. Accuracy.

[image: image]

2. Precision.

[image: image]

3. Recall.

[image: image]

4. F1-Score.

[image: image]

5. Sensitivity and specificity.
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6. Root mean square error.

Modified Mean Square Error (MSE) is a variation of Root Mean Square Error (RMSE). Measuring the mean square error squared is equivalent to this metric. The RMSE of an ideal model is zero, just as the MSE and MAE are zero.

[image: image]




Result Analysis

As illustrated by the graph in Figure 4, Random Forest classifiers become more accurate as the number of instances increases, as shown by a 10-fold cross-validation analysis. A balanced ratio of each class was found in the dataset of 1,200 records, thus all classifiers performed better. The Random Forest performed best, with 98.21% accuracy. On the 2,000-record dataset, however, all classifiers had lower accuracy, largely because the dataset was skewed. Compared to other classifiers, Random Forest exhibits lower root mean square error in Figure 5. Figure 6 illustrates the percentage split results, which are less accurate than the cross-validation results presented in 10-fold cross-validation.


[image: Figure 4]
FIGURE 4. Accuracy using 10-fold cross validation.



[image: Figure 5]
FIGURE 5. RMSE using 10-fold cross validation.



[image: Figure 6]
FIGURE 6. Accuracy of percentage split dataset.


By using a percentage split, 80% of the data were used for training and 20% for testing. The classifier is trained only once, as seen in Figure 7, which demonstrates low accuracy and large RMSE. Artificial intelligence is a technique for deep learning.


[image: Figure 7]
FIGURE 7. RMSE of percentage split dataset.


Using deep learning networks, unstructured or unlabeled data can be learned unsupervised. Real-world health repositories are usually recommended based on unstructured and unlabeled datasets. For our synthetic dataset, we analyzed the accuracy using a deep learning algorithm. A deep learning model is run on the synthetic dataset, and it shows 88.70 percent accuracy. It is implemented in Python. There are three hidden layers in the model; the first of these layers has 100 output nodes, while the second and third have five output nodes each. Training is done with 100 iterations and eight batches are used. The training dataset is shown in Figures 8, 9, with a Y-axis showing the loss and X-axis showing the number of iterations. A deep learning classifier and a machine learning classifier are displayed in Figures 10–12 for the classification. With reference to recall, F1-measure, and precision, the Random Forest classifier outperformed the other tested classifiers. Classes that were allowed and those that were not were included in the experiment. In terms of recall, precision, and F1-measure, the Random classifier scored 93, 100, and 96% for cloud electronic health records, 100, 92, and 96 for blockchain-based electronic health records, and 85, 96, and 90 for electronic medical records. In terms of the allowed class, the rest of the experimented models perform well. In terms of the disallowed class, they did not perform well.


[image: Figure 8]
FIGURE 8. Performance loss of training and test set.



[image: Figure 9]
FIGURE 9. Performance accuracy of training and test set.



[image: Figure 10]
FIGURE 10. Deep learning results for cloud electronic health record.



[image: Figure 11]
FIGURE 11. Deep learning results for blockchain based electronic health record.



[image: Figure 12]
FIGURE 12. Deep learning results for electronic medical record.


The accuracy of the classifier supports the use of machine learning to map the health storage mediums to health data blocks. Given the growing volume of health data that will need to be stored and accessed globally, this machine learning model may play a crucial role in improving storage and access arrangements in the future. This will make health data storage easy and straightforward for consumers. In addition, they would be able to ensure that the size of the data store is manageable. It can help to determine which storage solution best fits the requirements of different data assets using a machine learning model.



Mapping of Health Data Parameters to Repositories

Medical technology is expected to develop health record systems in the future. Health records are taking on novel forms as a result of the expansion of medical data. As described below, the proposed system will support various data variations and health records. First, the system requests the ratings for the latest health record on the basis of health parameters from the IT staff and healthcare professionals. Second, the system relabels instances from the entire training dataset. As soon as a new instance is created, the old instances' labels do not change.




CONCLUSION

Health data will increasingly be preserved in a variety of repositories, so patients can select the repository that best meets their needs. Patients are realistically expected to avoid using a single repository for all their health data because the context of treatment, patterns of data, and legal constraints may change. To automate the storage decision, a selection algorithm must be developed. This is especially relevant in the case of constantly streaming health data. The process of choosing the right repository is complicated. In addition to knowledge of storage features used for interoperability, data security, and privacy, regulatory concerns must also be considered. To preserve confidentiality, we propose distributing health data among various vendors. By keeping medical records together, confidentiality will also be preserved. Based on factors like data type, sensitivity level, significance, patient safety, and privacy requirements, this model can recommend which health data blocks should be stored on which storage medium. When applied to the dataset generated, random forest yielded the highest accuracy of 96.4%. Accuracy of algorithms depends on the dimension, origin, and nature of the data. As a result, we intend to evaluate these various algorithms with different characteristic datasets in the near future. In the future, we will implement a role-based access control system to store medical record information by integrating the health repository recommendation system to allow access to the health records based on the permission of patients.
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Today, disease detection automation is widespread in healthcare systems. The diabetic disease is a significant problem that has spread widely all over the world. It is a genetic disease that causes trouble for human life throughout the lifespan. Every year the number of people with diabetes rises by millions, and this affects children too. The disease identification involves manual checking so far, and automation is a current trend in the medical field. Existing methods use a single algorithm for the prediction of diabetes. For complex problems, a single model is not enough because it may not be suitable for the input data or the parameters used in the approach. To solve complex problems, multiple algorithms are used. These multiple algorithms follow a homogeneous model or heterogeneous model. The homogeneous model means the same algorithm, but the model has been used multiple times. In the heterogeneous model, different algorithms are used. This paper adopts a heterogeneous ensemble model called the stacked ensemble model to predict whether a person has diabetes positively or negatively. This stacked ensemble model is advantageous in the prediction. Compared to other existing models such as logistic regression Naïve Bayes (72), (74.4), and LDA (81%), the proposed stacked ensemble model has achieved 93.1% accuracy in predicting blood sugar disease.

Keywords: random forest, KNN classifier, decision tree, gradient boosting, SVM and Gaussian Naïve Bayes, PIMA dataset, healthcare systems


INTRODUCTION

People's regular foods contain a vast amount of carbohydrates and calories. Three primary reasons that a person may suffer from diabetes are genetics, lifestyle, and environment. The first reason for diabetic positivity is genetics. Family studies proved that the children whose parents are type 2 [Muoio and Newgard (1)] diabetic have three times more chances to develop diabetic positive than the parents who don't have diabetic positive. Lifestyle is the second reason for the diabetic positive because proven studies show that the individual lifestyle causes diabetic positive even though their ancestors are not diabetic positive. The third reason for the diabetic positive is adopting intricate weight loss mechanisms. It causes kidney failure or heart issues that lead to diabetes positive in the future.

The symptoms for the diabetic positive are eye powerlessness, sudden weight loss, frequent urination, frequent hunger, and thirst. Due to these types of factors, diabetes (sugar patients) risk has increased worldwide. The diabetic disease has become a significant issue in the world. This disease is categorized into two types: type 1 and type 2. According to the International Diabetes Federation (IDF), 463 million people worldwide will have diabetes in 2019 and by 2045, this will rise to 700 million. Early detection of diabetic positives helps reduce patients' medical expenditure, death rate, and risk because they may not have proper health care facilities nearby.

The diabetic patient is categorized into two categories, namely type 1 and type 2. Type 1 diabetic patients are dependent on insulin to control the disease. Type 2 diabetic patients are non-dependent on insulin to control the disease. The diabetic-positive patient has a high risk of several problems such as cardiac arrest, kidney failure, dry skin, paralysis, eye problems, etc. Rural area people are unaware of early-stage symptoms to prevent this diabetic disease, and they are unaware of early-stage symptoms to prevent this diabetic disease.

Diabetes patients increase irrespective of age across all regions of the world, and there is no medicine (vaccine) to prevent it. The diabetic positive type 2 patient body makes gradually used insulin. The insulin increases the blood sugar to save energy into the cells for later usage. The diabetic positive diagnosis or confirmation is made at the hospital through conducting various lab/clinical tests. In this modern life, people are interested in saving their time to save money. It leads to many health complications; one of these is diabetic disease. The proposed system is one of the automated processes of early prediction of diabetic positives. There are several machine learning models were proposed for predicting the person with diabetes positively. The proposed model has outperformed in terms of prediction of diabetic positive compared to other existing models and has achieved 93% accuracy as a detection rate.


Limitations on Existing Works

The existing approaches in the prediction of diabetic positive are discussed in the next section. Most of the existing works use only a single algorithm, which is used to predict whether the patient is diabetic positive. There are two problems if one algorithm is used for predicting the output. The first problem is that a single algorithm is not sufficient for prediction. Also, the selected dataset may not fit that algorithm. These problems lead to less accuracy in output prediction. The proposed system has used multiple machine-learning algorithms to predict whether the patient has a diabetic positive or not.



Main Contributions of the Current Work

The proposed system has considered the increasing number of diabetic-positive patients, one of the common problems of all countries globally. Every country has suffered from two main problems without solutions. One is climate change and increasing diabetic positive patients. Thus this paper has investigated the common health issue, diabetic positive, which has no proper software system to predict with high accuracy. This paper has adopted several machine learning algorithms for automating the prediction of diabetic positives. Since the proposed system is a generic model for diabetic prediction, this software system can be used in any region in the world.




LITERATURE REVIEW

Dhomse Kanchan and Mahale Kishor (2) used multiple machine learning algorithms for rare disease prediction. Kavakiotis et al. (3) proposed multiple machine learning models for the diabetic positive prediction. Kononenko (4) surveyed various medical diagnoses using several artificial intelligent approaches. Kandhasamy and Balamurali (5) used various data mining models such as J48, KNN, and Random Forest, SVM, to predict diabetes mellitus under two different situations (one is before pre-processing and another is after pre-processing). Iyer et al. (6) employed two techniques, namely J48 and Naïve Bayes, to classify diabetic patients. The model J48 approach has achieved 74.87% and Naïve Bayes algorithm has obtained 76.96% accuracy in analyzing diabetes. Ashiquzzaman et al. (7) proposed a Deep Neural Network (DNN) to predict the diabetic positive. The DNN model is also adopted to reduce data overfitting.

Yuvaraj and SriPreethaa (8) adopted Hadoop clustering model for prediction of diabetic positive on big data. Sisodia and Sisodia (9) used Decision Tree, SVM, and Naive Bayes to predict diabetes. The SVM has obtained 65.10% of accuracy using SVM, and Naïve Bayes classifier has obtained 73.82%. Negi and Jaiswal (10) developed a machine learning model for diabetic prediction on different global datasets. This approach is a first attempt of diabetic prediction on global datasets. Soltani and Jafarian (11) proposed a Probabilistic Neural Network (PNN) model for diagnosing diabetes type 2 using the PIMA Indians Diabetes data set. This PNN approach has achieved 90% accuracy in analyzing diabetes. Rakshit et al. (12) used a Two-Class Neural Network to predict diabetes. This model has achieved an 83.3% detection rate of type 2 diabetes. Mamuda and Sathasivam (13) compared four machine learning approaches, Naïve Bayes, Quadratic Discriminant Analysis, Linear Discriminant Analysis, and Gaussian Process Classifier, and obtained the accuracy as 81.97% with respect to cross validation of 10.

Farran et al. (14) proposed several prediction models to predict the risk factor of diabetic two positive patients. Anand and Shakti (15) combined multiple machine learning models to predict the diabetic based on personal lifestyle indicators. Malik et al. (16) proposed a non-invasive detection model for blood glucose level using saliva. Mirshahvalad and Zanjani (17) proposed multiple ensemble techniques for diabetes prediction. Mohebbi et al. (18) developed a deep learning model to detect type 2 diabetics. Pham et al. (19) developed a deep learning model for analyzing medical records to predict the trajectories. Askarzadeh and Rezazadeh (20) proposed a neural network model to achieve an effective training novel optimization algorithm for the clinical data analysis. Rao et al. (21) developed a combined classifiers for disease diagnosis. Kopitar et al. (22) employed three techniques, namely Random Forest algorithm, Naïve Bayes classifier, and KNN, for predicting the diabetic. Apart from these machine learning algorithms for predicting diabetic positive, they also applied XGBOOST, Glmnet, and LightGBM methods for diabetic prediction. Among these methods, the XGBOOST outperformed in diabetic prediction. It has obtained 88% accuracy. Naveen et al. (23) adopted five different machine learning algorithms, SVM, selection Tree, Naive Bayes, Logistic Regression, and KNN, to predict the diabetic positive in the PIMA dataset. This combined machine learning algorithm has obtained 75% accuracy in diabetic prediction.

Butt et al. (24) adopted LSTM to predict the diabetic positive in the PIMA dataset. The machine learning models played a major role in data analysis particularly in clinical data analysis. Thus, the proposed work has adopted machine leaning models for the diabetic positive prediction. Apart from this diabetic positive prediction, the machine learning models are also helpful in other clinical data analysis such as heart disease, cancer tumor, and COVID-19 predictions. The following recent research is evidence for the above statement. Jain et al. (25) proposed several machine learning models to predict COVID-19 positive from B-cell dataset. Shubham et al. (26) proposed deep learning based for identification of glomeruli in the human kidney. Mohan et al. (27) employed two techniques, namely Decision Tree and Gradient Boosting machine, to predict heart disease. Kumar et al. (28) developed popular RNN model and Reinforcement learning model for COVID-19 prediction. Ngabo et al. (29) proposed several machine learning models and Reinforcement Learning Model for COVID-19 prediction. Iwendi et al. (30) proposed boosted random forest algorithm for COVID-19 disease prediction. Deepa et al. (31) developed an intelligent system based on AI with GDM approaches for healthcare analysis. Dhanamjayulu et al. (32) proposed an image processing technique to identify malnutrition from facial images.

Iwendi et al. (33) proposed a model called N-sanitization, which is used to analyse the unstructured medical datasets for various disease diagnosis. Ahmed et al. (34) used multiple machine-learning models, namely J48, Logistic Regression (LR), and Naïve Bayes (NB). The model of J48 achieved 73.5%, Logistic Regression gained 74.4%, and Naïve Bayes achieved 74.2% with 10-fold cross-validation. Kalra et al. (35) performed a detailed study on diabetic type 1 patients' medical records. Table 1 shows the accuracy details of diabetic positive prediction with respect to existing works.


Table 1. Summary of the existing work.
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METHOD AND TECHNIQUES


Ensemble Techniques

In the conventional approach, only one machine algorithm is used for problem-solving. But the single algorithm is not enough for the complex problems. That algorithm may not fit to the input data due to parameter constraints, input data format constraints, and so on. That is the reason that combining more than two machine algorithms, called an “ensemble model,” becomes popular. But the popular question on the ensemble technique is, “How do ensemble models achieve better performance than single approach?” The answer is simple. Just as diversity in nature contributes to more robust biological systems, ensembles of ML models produce stronger results by combining the strengths (and compensating for the weaknesses) of multiple sub models. The proposed system adopts multiple machine learning algorithms (ensemble) to predict the diabetic.

The Ensemble technique has three categories, bagging, boosting, shown in Figure 1. Each model has its merit and demerits. Among these three, the proposed system has used stacked ensemble modeling for predicting diabetic positive. Table 2 shows the performance analysis of three ensemble models. From Table 2, the stacking is better compared to the other two models in improving the accuracy. In the healthcare system, prediction accuracy is a significant feature to evaluate the system. Since diabetic positive or negative prediction is under the healthcare system, the stacked ensemble approach is used in the proposed model.


[image: Figure 1]
FIGURE 1. Ensemble techniques.



Table 2. Ensemble techniques comparisons.
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Stacking

Stacking is a two-level classification technique, namely level-0, level-1, or Meta classifier. Unless conventional bagging and boosting, the stacking creates a new training dataset for the final prediction. This approach is entirely different from other multi-classifier algorithms because other multi-classifier approaches use the averaging or voting for the final prediction. But the stacking relays on the predicted probability set, which is generated from all the classifiers. In level 0, more than one algorithm is used. Level 0 works in either a homogeneous or heterogeneous algorithm set. In homogeneous, the same algorithm is used with different parameters, whereas different algorithms are used in heterogeneous. These level-0 algorithms are trained from the original dataset. After the training, the algorithms do not predict the final output. Instead, the probabilities of each class are predicted. Each algorithm predicted the probability of each class and finally generated the predicted probability set. This set will be given as the input to the level-1 algorithm. The level-1 algorithm is trained from the predicted probability set for the final prediction.

The generic model of the proposed stacked ensemble model is shown in Figure 2. In Figure 2, the base learners 1, 2… N are level-0 classifiers, also called as weak learners. The base learners are trained from the dataset to construct the new training set. Meta learner is the level-1 classifier, and it will be trained with the newly created set. After training, the level-1 classifier will predict the test set.


[image: Figure 2]
FIGURE 2. Stacked ensemble model.




Level-0 Classifier

Figure 3 depicts the proposed system architecture. The proposed system has selected six different type of machine learning models as level-0 classifiers.


[image: Figure 3]
FIGURE 3. Proposed system: Stacked ensemble model architecture.


The selected level-0 classifiers are Random Forest, KNN classifier, Decision tree, Gradient Boosting, SVM, and Gaussian Naïve Bayes added as base classifiers. These base classifiers are trained with the original dataset and output a new training dataset for the level-1 classifier.

The advantage of a level-0 classifier in the stacked ensemble technique is two-level classification. In the conventional approach, only one machine algorithm is used for problem-solving. The stacked ensemble learning model is called a multiple classifier system that uses base classifiers to build new training data to classify unknown data. In Figure 3, the level-1 classifier logistic regression is represented as a Meta classifier. The level-0 classifier predicted probability output is given as input to the logistic regression Meta classifier.



Level-0 Classifier Input

For the level-0 classifiers, the input is the original dataset. The dataset consists of an input vector set (AttrVec1, AttrVec2… AttrVecn) and the output attribute is (y1, y2, …, yn). The format for the level-0 input is given in Table 3.


Table 3. Level-0 Input Set.
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Proposed System Level-0 Classifiers
 
Random Forest

This is one of the supervised machine learning algorithms. It is used to solve classification and regression problems. The random forest builds the forest from decision trees to solve the problem and improve its performance. The decision tree consists of branches, internal nodes, and leaves. Leaf node represents the final result or class label. Internal nodes are evaluators which decide the branch selection on an attribute (e.g., whether age is eligible to vote or not). The following hyperparameters are used to build the random forest. The number of the estimator is assigned as n_estimators, maximum depth of the tree is assigned as max_depth, minimum number of the split is assigned as min_samples_split, a number of maximum features is assigned as max_features, and the number of a maximum leaf node is assigned as max_leaf_nodes. In addition, n_estimators is a hyperparameter, which indicates the number of decision trees to be generated for the prediction. A higher number of trees is recommended for better prediction, but it may increase the execution time. The default value of n_estimators is 10, and it can be increased up to 500 based on the problem. For the proposed system, the n_estimators is set to 10. That is, every attribute must have min_samples_split samples to divide into two splits. For the proposed method, min_samples_split is set as 2.

Gini index is used to generate the decision tree based on the input dataset. The equation for the Gini index is given below.

[image: image]

C is the total number of classes in the dataset. For our problem, c is assigned as 2. In our Pima dataset, there are a total of eight input attributes and one output class label. The class labels are 1 and 0; 1 indicates the patient has diabetes, and 0 indicates that the patient has not diabetic. pi is the probability of selecting the branch among the branches in the ith level for the next level prediction. The proposed system algorithm is shown below.




K Neighbors Classifier

KNN is one of the supervised machine learning algorithms used for classification and regression problems. KNN finds the relationship between the sets X and Y, where X is the input attribute set and Y is the output data. In the KNN, similar training data points are grouped by capturing the distance between the data points. The lesser distance data points are closer than the broader distance data points. Euclidean distance method is used to compute the distance between the data. The following equation is used to calculate Euclidean distance method.

[image: image]



Decision Tree Classifier

This is a supervised machine learning model that is used for classification. It is a rule-based approach to solve the classification problem. Decision tree is built from the attribute set by applying the if-else pattern set. To create an if-else pattern set or rule set from the attribute, any one of the Gini index, entropy, or misclassification error methods is followed. The most popular approach is the Gini index. These methods are used to create the decision on the internal node and split the samples for the next level in the tree.

[image: image]
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Gradient Boosting

Gradient boosting is a tree-based machine learning algorithm. Boosting is a method that converts weak learners into strong learners. Initially, a tree is built with the dataset attributes and evaluates the model. In evaluation, the error is calculated by original error minus predicted error. This error is also called a classification error. That is, the rate of misclassification is high. This error is minimized or eliminated by building new trees in the subsequent iterations. The error and the first built tree are considered to build the second tree. The second tree is the improved version of the first model, where the misclassification is reduced while compared to the first model. The new tree is built in every iteration using the previous tree classification error and the previous three. This new tree construction is continued until the error becomes negligible or no changes in the error. The following steps are followed for the classification in the gradient boosting approach.

1. Fit a decision tree to the data: F1(x)

2. Fit the following decision tree to the residuals of the previous: h1(x) = y–F1(x),

3. Add this new tree to our algorithm: F2(x) = F1(x) + h1(x),

4. Fit the next decision tree to the residuals of F2: h2(x) = y–F2(x),

5. Add this new tree to our algorithm: F3(x) = F2(x)+h1(x),

6. Continue this process until the desired output is reached.

The generic formula of GBM is given in Equation 6.

[image: image]



Support Vector Machine (SVM)

SVM is a supervised machine learning approach used for both classification and regression problems. SVM is best suited for classification-related problem-solving approaches. In this approach, the data points are placed in the n-dimensional space, where n is the output classes or features. The SVM is well-suited for binary classification than multiclass classification. Equations 7 and 8 are used for computing classification output.

[image: image]
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If the weight matrix and input vector result are higher than c, then the classification output is y1; otherwise, the classification output is y2. Here y1 and y2 are the output class labels.



Gaussian Naïve Bayes

This is a special type of Naïve Bayes approach and suitable for classification problems. It is a supervised machine learning algorithm. It works under the principle of Bayes theorem. The conditional probability calculation is shown in Equation 9.

[image: image]


Level-1 Classifier or Meta Classifier

Figure 4 shows the level-1 classifier input set. For level 1, the logistic regression model is used for the final prediction; this model is trained with a new training dataset generated in level-0 classifiers. The flow chart for the proposed system is shown in Figure 5.


[image: Figure 4]
FIGURE 4. Level-1 classifier input set.



[image: Figure 5]
FIGURE 5. Proposed system flow chart.


This dataset consists of set predicted probabilities of each class of each classifier. A row ri is the predicted probabilities base classifiers of each class of ith row of the original dataset. The formula for the final prediction is done by using Equation 10.

[image: image]

b0, b1 are the constants, and x is the input vector. p is the final prediction, which is >0.5, then the patient has diabetic positive; otherwise, the patient has diabetic negative.





PIMA DATASET DESCRIPTION

Table 4 shows the Pima dataset attributes description. This dataset consists of 768 rows and nine columns. The last column is the output class, containing 1 and 0; 1 indicates diabetic positive, and 0 indicates diabetic negative.


Table 4. Attribute details of Pima Indian Diabetes dataset (PIDD).

[image: Table 4]


Algorithm 1. Algorithm Stacked Ensemble.

[image: Algorithm 1]

Figure 6 shows the correlation between the attributes in the dataset. The proposed method used Pearson's correlation method, which finds the relationship between the variables in the Pima dataset. This correlation says how strong an association or correlation of two attributes. Pearson, correlation coefficient formula, returns a value between −1 and 1. The correlation coefficient between two attributes (X, Y) is 1; then, Y's positive value will also increase for every X positive value increase. If the correlation coefficient between two attributes is negative, then any positive value increase of X, Y's negative value will also decrease. If the correlation coefficient is 0, then there is no relation between X and Y. In Figure 6, for every attribute pair, the Pima dataset correlation is displayed as a scatterplot. In Figure 7, the coefficient value of every two attributes of the Pima dataset is displayed. These two figures depict that most of the attributes in the Pima dataset are independent. The prediction result depends on all the attributes in the dataset.


[image: Figure 6]
FIGURE 6. Pearson correlation coefficient of Pima dataset input attributes.



[image: Figure 7]
FIGURE 7. Pearson correlation coefficient result of Pima input attribute set.




EXPERIMENTAL RESULTS AND ANALYSIS

The Pima Indians Diabetes (PID) Data Set is applied in the experimental purpose. The whole experiment is done in an Intel Core i5- 6200U CPU @ 2.30GHz 4 cores with 4 Gigabytes of DDR4 RAM with the help of python programming language (32, 33, 37). Figure 8 shows that the proposed system stacked ensemble model obtained higher accuracy, around 93%, compared to all other existing models.

True Positive (TP) measures correctly predicted the diabetic patients.

True Negative (TN) measures correctly predicted the non-diabetic patients.

False Negative (FN) measures incorrectly predicted the non-diabetic patients.

False Positive (FP) measures incorrectly predicted the diabetic patients.
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[image: image]

[image: image]

[image: image]

A Precision-Recall Curve (PRC) is a metric used to compute the quality of the classifier model. The PRC curve is represented in a graph, where X-axis contains recall values Y-axis contains precision values. This curve depicts the compromise between precision and recall. In a graph, the PRC curve occupies a high area, which means that the obtained recall and precision rates are high. High precision leads to a less false positive rate, and high precision leads to a less false-negative rate. Figure 9 shows that the proposed stacked ensemble model curve has occupied a higher area than other machine learning models such as KNN, Random Forest, and Gradient Boosting. The curve values are represented as TP/ (TP+FN) on the Y-axis.


[image: Figure 8]
FIGURE 8. Accuracy chart of various models and proposed model comparison chart.



[image: Figure 9]
FIGURE 9. Precision-Recall Curve of the proposed system and various machine learning models.


The proposed system is compared with other machine learning models by quality metrics such as precision, recall, accuracy, and F1-score. These values are plotted in Figure 10. The proposed stacked ensemble model obtained higher results compare to all other methods. Table 5 shows the quality metrics results. The proposed method is combination of machine learning algorithms. Generally multiple algorithms for a single problem shows better performance. Each machine learning model has its own strengths and weaknesses. If more than one model is combined, then the weakness may be averaged and strength will be increased for many problems, but not all problems. Thus the ensemble techniques such as bagging, boosting, and stacking are popular. Processing time can be higher than single algorithms. The proposed work is also tested with fewer than 6 machine learning approaches with different combination in ensemble technique and obtained lesser than 93% of accuracy of proposed approach.


[image: Figure 10]
FIGURE 10. Precision, Recall, F1-Score, and Accuracy results of the proposed system and various machine learning models.



Table 5. Quality metrics results.

[image: Table 5]



COMPARED WITH EXISTING WORKS

The proposed stacking ensemble model is compared with other machine learning models. The python language is used to implement the proposed model. And the popular machine learning algorithms such as Random Forest, KNN, Logistic Regression, GBM, etc., are implemented and tested with the PIMA dataset. The obtained result is given in Table 5. Compared to the existing models such as Aishwarya et al. (49), Singh et al. (22), and Mamuda and Sathasivam (13), the proposed stacking method has obtained a higher detection rate in detecting the diabetic positive patients.



CONCLUSIONS AND FUTURE WORKS

One of the essential approaches in the medical field is the detection of diseases in the initial stage. Today, diabetes patient increase rates are high irrespective of age across all regions of the world, and there is no medicine (vaccine) to prevent it. The diabetic disease is a big challenge throughout the world, as it affects irrespective of age. Early detection of diabetic positive helps to reduce the medical expenditure, death rate, and risk of patients. As long as the early prediction on this disease is not famous, the proposed system initiated the prediction of diabetic positive. Experiments are carried out on the Pima Indians Diabetes Database (PIDD). A stacked ensemble model has been adopted in the proposed work and obtained 93% accuracy for a highly categorical dataset.

The existing models in the diabetic prediction used a single algorithm. But the single algorithm will not be suitable for the unstructured and large datasets. Thus, the proposed system has adopted multiple machine learning models called stacked ensemble models. The proposed prediction model has predicted diabetic patients accurately about 93% of the time. In the future, the designed system with the used stacked ensemble method can predict other diseases. The work can be extended and improved for the automation of diabetes analysis, including machine learning and deep learning algorithms.
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In the pandemic of COVID-19, it is crucial to consider the hygiene of the edible and nonedible things as it could be dangerous for our health to consume infected things. Furthermore, everything cannot be boiled before eating as it can destroy fruits and essential minerals and proteins. So, there is a dire need for a smart device that could sanitize edible items. The Germicidal Ultraviolet C (UVC) has proved the capabilities of destroying viruses and pathogens found on the surface of any objects. Although, a few minutes exposure to the UVC can destroy or inactivate the viruses and the pathogens, few doses of UVC light may damage the proteins of edible items and can affect the fruits and vegetables. To this end, we have proposed a novel design of a device that is employed with Artificial Intelligence along with UVC to auto detect the edible items and act accordingly. This causes limited UVC doses to be applied on different items as detected by proposed model according to their permissible limit. Additionally, the device is employed with a smart architecture which leads to consistent distribution of UVC light on the complete surface of the edible items. This results in saving the health as well as nutrition of edible items.

Keywords: food sanitization, smart sanitization, UVC, germicidal, food safety, machine learning for health, smart system


1. INTRODUCTION

Health is the most critical factor in our life and majorly depends upon what we eat and what is the quality of our daily intake which includes fruits and vegetables having essential minerals, vitamins, and proteins (1). The raw vegetables and fruits may have viruses or pathogens on their surfaces even if some of them are removed by a wash. Due to the COVID-19 pandemic, this becomes essential that the things we are intaking are pathogens free and are virus-free whether it is edible items or our daily usable items. There are many products available in the market for sanitizing edible and non-edible items e.g., UVC rays (2–4). It is already proven that germicidal UVC has properties that deactivate the pathogens by exposing the surface of fruits and vegetables for a few minutes (5–8).

In recent times, it is seen that researchers are widely using UVC to perform complex operations such as scientific applications for deactivating viruses; water purification to remove viruses and bacteria from the water; air purification which deactivates the viruses and germs present in the air of the atmosphere (9); sanitizing a room. Additionally, UVC has many applications for deactivating pathogens over different surfaces and mediums. It is also being used with fluorescent which makes the viruses glow when it is seen by microscopes in presence of the UVC rays. UVC is cheap and easily available in the market which further increases its usage.

In the existing solution, there is a limitation that it damages approximately 30% of the edible items especially fruits and vegetables as its being used by industries for decades for removing the pathogens present on the surface of these items (10–12). So, the existing solution does not have an automated system that can identify the object and make optimal configuration accordingly and an existing solution does not have any filter which prevents the damage done by the exposure of the direct UVC to this item.

We have designed an Artificial Intelligence employed device to provide an automated self-learning process in which the object is identified by the device itself by using machine learning and make optimal configurations as per the class of the object classified by the object detection model. So, AI enables automation (13) with the optimal setting configuration and makes the device smarter than the existing solutions.



2. OUR CONTRIBUTION

In the view of limitations of existing solutions, we have incorporated certain changes in the proposed device so that edible items do not loose its nutrient values.

• We have used an AI-Enabled UVC sanitization device powered by raspberry pi 4, UVC light 254 nm with polarizing filters for the limited dose to the fruits and vegetables, and a camera sensor for object detection.

• We have used the rotating base to apply UVC light uniformly throughout the object.

• The vacuum pump is used to remove dust particles from inside the box which further maintains the uniform intensity of UVC.

• Inside the box, the mirror is presented on each side so total light reflection occurred when the rays from the UVC lamp strikes the mirrors at different angles.

• The aluminum sheet is also sandwiched between the outer shell and the mirror for maximum heat dissipation when the heavy dose is required by the objects.

• Bipolar fans are also present to cool down the aluminum sheets and can dissipate the heat properly out of the box.

We have used machine learning models for automated UVC sanitization. There are many different objects like vegetables and fruits which vary with proteins structure and have different molecules. It is necessary to detect the object placed inside the box so a camera sensor is used to capture the image of the object placed. This object image is passed to the machine learning model which detects the class of the object and then this class is passed to another classifier which classifies the rotation angle and the safe exposure time for that object based on the similarity.



3. LITERATURE REVIEW

UVC Sanitation is being used for many decades in the industry (14). It is not a new thing that is used for sanitizing the different edible and non-edible items. The industry is using germicidal UVC for raw fruits and vegetables to deactivate the pathogens present on the surface of vegetables and fruits (8). Germicidal UVC of 254 nm has the capability of deactivating pathogens as well as air-born virus-like h1n1 flu and also COVID-19 virus (2, 3, 6, 15). Recently, many devices have come into the market which claims that their devices can sanitize any object. There are many products available in the market like air purifiers using the germicidal UVC.

UVC Sanitization box is available in the market in different sizes which can sanitize the items using the germicidal UVC of 254 nm. There is also a UVC device available that can be used for sanitizing small electronic devices and non-electronics devices (5). These devices are good enough for sanitizing the electronic device and the non-edible items but they are not much effective for edible items like raw vegetables and fruits (3).

Some of the findings were provided in Table 1. As discussed in existing literature, there is a limitation that a few minutes of doses can lead to damage to edible items like fruits and vegetables. So, we proposed a novel idea to overcome this limitation.


Table 1. Existing findings.

[image: Table 1]



4. METHODOLOGY: SYSTEM ARCHITECTURE OVERVIEW


4.1. Architecture

The newly built proposed design of the AI-enabled UV sanitization box, as shown in Figures 1, 2, depicts the proposed architecture with the following units:

• Processing unit: Raspberry pie 4 would be used as a processing unit.

• Object detection unit: This is the unit where all the images captured by the image sensor are pre-processed and then the image of the object is passed to the AI trained model which detects the category of object and results in the category of the object. Here, we have created a machine learning model using the CNN and we trained the model with training images of the different fruits and vegetables.

• Sensors: We have used a camera module as an image sensor and temperature sensor along with a cooling module.

• Alarm unit: We have used speakers and voice enable system to alert the user.

• Cooling unit: The same purpose is solved with heat sink and cooling fans.

• UVC rays filter unit: UVC 254 nm is very harmful to the human skin as well as it can damage fruits and vegetables. So, to avoid that damage to the vegetables and fruits, the intensity of the light is controlled using the two polarized sheets (23– 26). One sheet is fixed and one sheet is made to rotate on both sides directly with the help of a stepper motor. The range of the rotation varies from 0 to 1800. Intensity can be controlled between 0 and 1800 from total light pass to total blockage of the light through the polarizing filter (27).

- Parallel axis: When two sheets are placed parallelly, they allowed the total light to passed through it.

- In between axis: If one sheet is fixed and rotation of the sheet is started in either direction, it will start blocking the light as the sheets are getting crossed to each other. If further rotated, it starts allowing the light through it.

- Crossed axis: If two sheets are crossed then it blocks the light passing through it.

• Rotating base unit: A rotating base is used for the even distribution of the UVC rays to the object which is placed on the rotating base. It also prevents the direct penetration of the UVC. The base starts rotating with the start of the sanitization process.

• Display unit: The display unit displays all events that occurred at the device. It starts from the device start message and mode selected and then displaying the timer set for the UVC sanitization up to the end of the sanitization process.


[image: Figure 1]
FIGURE 1. Top view of the UVC device.



[image: Figure 2]
FIGURE 2. Front view of the UVC device.




4.2. Mechanism of Sanitization

Smart UVC Sterilization has a special mechanism of sanitization. It is operated from 230-volt AC. There are two shields: one is the outer shell and one is the inner shell. The opening door consists of an auto cut UVC power supply mechanism which is operated using a switch. It will auto cut the power source to UVC when we open the door and a visible lamp will glow to put the objects inside the UVC box. It has a rotating plate that carries the objects. We have a few pre-set items on the operational menu. We can use those pre-sets if we know the edible item otherwise the auto mode is selected.

When the pre-set mode is selected, the UVC Box is set to the predefined fixed mode where the UVC box works on the predefined values for the UVC exposure times and the UVC box runs for the predefined time and set its polarized angle as defined for that mode (ref Figure 3). In the Auto mode, the UVC box uses the AI model to detect the object inside the box. The process is shown in Figure 4.


[image: Figure 3]
FIGURE 3. Pre-set mode operation of UVC sanitization.



[image: Figure 4]
FIGURE 4. Auto mode operation of UVC sanitization.





5. CONTROL DESIGN

Control design process of the AI-enabled UVC device consists of different process flows and control structures used in building the device and process description which defines the different sequences of processes held in the device.


5.1. Main Process Building Block

This section defines the process of the overall workflow of the AI-Enabled device (28). It defines the overall process of the device from the start to the end of the sanitization process. The main process block is defined in Figure 5. The process starts from inputting the edible or non-edible object inside the device and then needs to select the mode of operation of sanitization.


[image: Figure 5]
FIGURE 5. Main process flow diagram.


There are two modes: one is manual which can be used directly for the non-edible items; second mode is auto mode which once selected, it starts capturing the images of the object inserted inside the object. After successfully capturing the image, these images are passed to the object detection model which detects the class of the object and the required UVC exposure time is stored using the UVC dosage calculation formula given in equation 1. According to equation 1, we can easily determine that the total UVC dose time is calculated on the basis of the intensity of light dropped for the particular amount of time.

[image: image]

On the basis of Table 2, we have calculated the expected doses for the predicted item class. If the class of the object is detected to edible items, then the safe exposure parameters are set according to the detected object, and the rotation angle of the polarizing filter and time of UVC rays exposure is measured and stored using another classifier that classifies the edible item based on the few parameters. Finally, the sanitization process gets started. The procedure is provided in Algorithm 1.


Table 2. UV-C doses for SARS-CoV-2.

[image: Table 2]


Algorithm 1. UVC_Process.

[image: Algorithm 1]



5.2. Control Process Flow of Camera Sensor

The Camera Sensor is used for capturing the images of the inserted object whenever the auto mode is selected. AI comes into the picture when auto mode is selected and there is a need to classify the class of the object inserted inside the device. Image captured by the camera sensor is saved to the raspberry pi and then it is transferred to the machine learning model which is already trained over the 131 classes of fruits and vegetables. The camera sensor helps to detect the class of the object inserted inside the device.



5.3. Object Detection Process Flow

The object detection process flow is the process that defines the classification of the input Image via a pre-trained model loaded to the raspberry pi. The object detection model is trained over 65,000 images with 131 classes. Image is passed to the model and the model predicts the class and returns the class of the object if it is predicted otherwise return nonedible.



5.4. Polarizer Filter Process Flow

The Polarizer filter process depicts the process of principle used for controlling the intensity of the UVC rays via changing the angle between two polarized sheets. One sheet is mounted with the stepper motor which rotates the motor in both directions. When two sheets are crossed to each other it is 180 degrees angle and zero for full light pass through the polarized sheet. The process starts with the configuration settings from the detected object class and starts rotating to the set angle for the detected class.



5.5. Cooling System Process Flow

The cooling system is an essential part of the device as it takes care of the heat generated inside the device and prevents the excessive heat generated by the UVC rays. To avoid damage from the heat generated by the UVC rays, the cooling system helps the aluminum covering to act as the heat dissipation heat sink (26, 29).

The process of the cooling system consists of a heat sensor module where the auto cut relay is programmed with a temperature setting. The cooling fans control the temperature of the device. The temperature is set to the desired value. The threshold value for the temperature is set to 300C. Whenever the temperature reaches above 300C, it turns on all fans connected to the temperature module. If the temperature goes below 300C, it stops all the fans. This process continues whenever there is a temperature rise and down.




6. CIRCUIT DESIGN

The Circuit design includes the interfacing of the different hardwares. This section depicts the interfacing of the different hardwares used in this device.


6.1. 2004a LCD Display Interfacing

LCD 2004 is a parallel LCD display which is simple and a cost effective solution for adding display characters on a 20 ×4 white and high contrast white text upon a blue background/backlight. The display has 20 characters and 4 lines. It requires 6 data pins to be interfaced with the raspberry pi GPIO pins and other 6 pins with the ground and 5 volts.

The 2004a LCD is interfaced using the i2c adapter which reduces the connection wires from 16 to only a two-wire connection to the I2C adapter. I2C adapter supports many connections to be handled at a time as defined in Figure 6. So, it is used here to reduce the complexity of the raspberry pi. It reduces the number of GPIO pins used by the LCD.


[image: Figure 6]
FIGURE 6. Interfacing of 2004a display LCD with Raspberry Pi.




6.2. NEMA 17 Stepper Motor Interfacing

The Nema17 stepper motor is used for rotating the object holding base. It has high torque which can rotate weight up to 4 kgs. The L298N stepper driver is interfaced with the Nema17 stepper motor and with a raspberry pi to drive the NEMA as shown in Figure 7. Stepper motor drivers need to be powered with 12 volts to drive the NEMA motor.


[image: Figure 7]
FIGURE 7. Interfacing of NEMA 17 stepper motor with Raspberry Pi.




6.3. RJ2003 Stepper Motor Interfacing

It is a stepper motor that consists of 4 coils which allow it to take very precise steps and very accurately it can rotate up to specific angles rotations. It is used for the rotation of the polarizer filter. It makes the filter from a 0-degree angle to 180-degree angle, which means from a total block of light to the total pass of the light through the polarizer filter. It is interfaced with the raspberry pi. In Figure 8, a stepper driver is used to drive the stepper motor that is ULN2003 which is interfaced with both the raspberry pi and stepper motor 28BY-J-48y.


[image: Figure 8]
FIGURE 8. Interfacing of RJ2003 stepper motor with Raspberry Pi.





7. PROPOSED TECHNIQUE


7.1. Proposed Object Detection Model

We have used the deep learning method to train the model against the fruits and vegetable dataset of images. We obtained the dataset which is freely available named Fruits-360 which can be downloaded from GitHub or available at Kaggle. It includes about 130,000 images of different categories. This dataset includes high-definition images which are essential to obtain a good classifier (30–33).

The structure of the model we used is defined in Figure 9. There are a total of 11 layers used in our model. There are four convolutional layers, 4max pooling layers and 2 fully connected layers, and the output layer is the SoftMax layer. The input layer is a convolutional layer where the filter of 16, 5 x 5 x 4 filter is applied and the max-pooling of 2 x 2 is used with stride=2. Convolutional layer 4 is with parameter (5 x 5 x 64) with dimension 128. The model is trained with the 131 classes of fruits and vegetables and it can be capable of detecting the multiclass of the image also.


[image: Figure 9]
FIGURE 9. CNN model layers.




7.2. Optimal Configuration Prediction Model

This is the model proposed to predict the optimal configuration for the detected object. This model makes a prediction based on the data collected through the experimentations. This collected dataset includes the entity name, its features and configuration such as time of UVC exposure and the angle of rotation of the polarizer.

The model used is a decision tree classifier and it works fine as per the requirement. We can classify the UVC exposure time and the angle of rotation of the polarizer and be able to detect the required configuration of the UVC sanitization process. This classifier gives an accuracy score of the 96.33%.



7.3. Smart Device Control

The device is controllable through a mobile app (android). There are two interface screens of the app. The use of the mobile app is to control the device using the Bluetooth communication channel and can be operatable using the mobile app interfaces (34–40). The wireless channel enables the message transfer from mobile to operate the device using the host program running on the raspberry pi and client program on the android app.



7.4. Control Screen

The device is configured for the following operations:


7.4.1. Mode Selection

There are two select modes

• Auto mode

• Default mode

The two modes can be selected from app as shown in the app screen in Figure 10. One of the mode is the auto mode where the AI comes into the picture and takes care of the rest of the process of the sanitization. The other mode is the default mode operating normally for non-edible items. Its configuration is fixed and loaded on the selection.


[image: Figure 10]
FIGURE 10. Mobile app main screen with controls.






8. RESULTS AND DISCUSSION

The code is implemented two times, one experiment is done with 20 items with 20 iterations, another one is done with the 25 items with 20 iterations. The goal is to create an optimal configuration for the discovered items.


8.1. Data Set

In this research realm, the two data sets taken are listed below:

• Fruits 360: This dataset includes the 131 classes of images of both fruits and vegetables (41).

• Configuration mapping: This dataset is made from the experiments performed by us for optimal configuration for the different objects.



8.2. System Requirements

The code of the proposed object detection and training model is written in Python and TensorFlow libraries. The code has been implemented to detect the object class and make optimal configuration using the classification model on experiments results to assess the performance of the UVC process algorithm. The following specifications are used to implement the algorithm:

• Processor - Intel(R) i7-8750H CPU @ 2.40GHz 2.40 GHz

• GPU - NVIDIA-GeForce GTX-1050

• RAM - 8 GB DDR4

• Hard disk drive - 256 SSD

• Operating System - Windows 10 Pro x64-bit




9. RESULTS

The machine learning model used is CNN for object detection and we have used the fruits360 dataset (41) and 50 epochs for training the model which gives an accuracy of 96.2% without overfitting and underfitting as we have provided enough training data for training the model. We have trained the model on an i7 intel processor with Nvidia graphics as it is not possible to train a model over the raspberry pi. Due to limited hardware configuration, we trained it over the system and used the trained model in raspberry pi. So, the trained model gives a good result on the raspberry pi as it is trained over 131 classes of the fruits and vegetables of 65,000 images. We have run the device for the different configurations and the different filter parameters. We have run the machine for the following angle of filters as follows:

• 00 angle filter rotation: Here, the light passes through the filters as the normal light passes as it permits the whole rays to pass through the filters.

• 450 angle filter rotation: This angle of rotation allows lights to pass through the filter but with limitations as it does not allow the whole UVC light to get pass through it. It allows 75% of UVC light through.

• 900 angle filter rotation: At this angle of rotation of the filter, 50% of rays are blocked and 50% of rays get passed through the filters.

• 1350 angle filter rotation: At this angle of rotation of the filter, 70% of rays are blocked and 25% of rays get passed through the filters.

• 1800 angle filter rotation: At this angle of rotation of the filter, 100% rays are blocked and 0% rays get passed through the filters.

So, we have used the 45-degree, 90-degree, and 135-degree rotations for our experiments and get the following results for a few of the fruits as shown in Table 3. We have calculated the UVC dose time using equation 1. As our UVC lamp has a UVC intensity of 300 μW/cm2 and the length we have to use is 15 cm. As represented in Table 3, the edible items (especially raw fruits and vegetables) can be sanitized without losing their quality and without any damage to the cell body of the edible item using the proposed system architecture.


Table 3. Experimental results.

[image: Table 3]


9.1. Performance Plot

We have plotted the performance graph for our model for the training data and the validation data. We plot the graph between training data loss vs. validation data loss and training data accuracy and validation data accuracy (Figure 11) of the CNN model for object detection. The performance graph plot tells the increase in accuracy with the increase in the epochs and it also describes whether the model is trained properly or not. Figure 11 is the graph plotted between the loss at training and loss at Validation time. As portrayed in the graph, it is nearly converging so there is no overfitting and underfitting in our model. Training accuracy vs. validation accuracy performance graph shows that the model is trained nearly perfect as there is very little difference between the validation and the training accuracy. So, our model gives an accuracy of the 96.2% which is good enough to detect the type of vegetable and fruits from an image and it works fine for the single item or single fruit or vegetable image. It is also capable of predicting the class of multiple objects too. The model works fine for 131 types of categories. It gives very accurate results for the images input to the model. Finally, Figures 12–16 provide some additional images of the device under testing. These images are for illustration purposes only.


[image: Figure 11]
FIGURE 11. Training accuracy vs. validation accuracy (Left) training loss vs. validation loss (Right) performance graph.



[image: Figure 12]
FIGURE 12. Device front view.



[image: Figure 13]
FIGURE 13. Device internal view.



[image: Figure 14]
FIGURE 14. Device internal view - rotating base.



[image: Figure 15]
FIGURE 15. Device internal view - processing unit and cooling fans.



[image: Figure 16]
FIGURE 16. Device connectivity.





10. CONCLUSION AND FUTURE SCOPE

With the proposed system architecture, the edible items (especially raw fruits and vegetables) can be sanitized without losing their quality and without any damage to the cell body of the edible item. The AI-enabled device sanitizes the edible items with different optimal configurations made using object detection and automated configuration detection based on the detected class. The optimal configurations utilize the phenomenon of polarization filters which limits the expose of rays due to which the edible items get sanitized without losing their nutrition. Limited filter UVC doses are exposed uniformly throughout the surface of the item with different configurations with the optimal time.

In future, some points need to be considered to enhance the research work. The developed prototype is smart enough to detect the object inserted inside the box but the UVC 254 nm is not safe for humans as well as for edible items. So, 222 nm Germicidal UVC light can be used instead of 254 nm if it is available. Smart Home integration and API could be done to control the device using IoT, e.g., google assistant. Simultaneous sanitization could be performed for multiple items using optimal parameters.
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Background: Renal cell carcinoma (RCC) is the most common renal malignant tumor in elderly patients. The prognosis of renal cell carcinoma with distant metastasis is poor. We aim to construct a nomogram to predict the risk of distant metastasis in elderly patients with RCC to help doctors and patients with early intervention and improve the survival rate.

Methods: The clinicopathological information of patients was downloaded from SEER to identify all elderly patients with RCC over 65 years old from 2010 to 2018. Univariate and multivariate logistic regression analyzed the training cohort's independent risk factors for distant metastasis. A nomogram was established to predict the distant metastasis of elderly patients with RCC based on these risk factors. We used the consistency index (C-index), calibration curve, and area under the receiver operating curve (AUC) to evaluate the accuracy and discrimination of the prediction model. Decision curve analysis (DCA) was used to assess the clinical application value of the model.

Results: A total of 36,365 elderly patients with RCC were included in the study. They were randomly divided into the training cohort (N = 25,321) and the validation cohort (N = 11,044). In the training cohort, univariate and multivariate logistic regression analysis suggested that race, tumor histological type, histological grade, T stage, N stage, tumor size, surgery, radiotherapy, and chemotherapy were independent risk factors for distant metastasis elderly patients with RCC. A nomogram was constructed to predict the risk of distant metastasis in elderly patients with RCC. The training and validation cohort's C-indexes are 0.949 and 0.954, respectively, indicating that the nomogram has excellent accuracy. AUC of the training and validation cohorts indicated excellent predictive ability. DCA suggested that the nomogram had a better clinical application value than the traditional TN staging.

Conclusion: This study constructed a new nomogram to predict the risk of distant metastasis in elderly patients with RCC. The nomogram has excellent accuracy and reliability, which can help doctors and patients actively monitor and follow up patients to prevent distant metastasis of tumors.

Keywords: nomogram, renal cell carcinoma, risk, distant metastasis, SEER


BACKGROUND

Renal cell carcinoma (RCC) is the most common renal malignant tumor in adults, accounting for about 3% of all human tumors (1), with more than 400,000 newly diagnosed patients each year (2). The proportion of elderly patients over 65 years old in RCC is more than 70% (3). Moreover, due to the increase of population aging and the extension of life expectancy caused by improved medical levels, the proportion is still rising (1).

According to the tumor metastasis, RCC is divided into metastatic RCC (mRCC) and non-metastatic RCC (nmRCC). Tumor metastasis is the critical factor to determine the prognosis of RCC patients. The prognosis of patients with mRCC is poor, and the median survival time is only 10.2 months (4), while the prognosis of nmRCC is good, and it is even considered to be cured entirely (5). Studies have shown that 18–30% of RCC patients have distant metastasis at the first diagnosis (6). In comparison, 33% of patients have recurrence and metastasis after surgical excision of the tumor, and it is unclear which patients are prone to metastasis (7).

The main sites of RCC metastasis were lung and bone, accounting for 43.6 and 27.6% of mRCC, respectively. Brain and liver metastasis accounted for 4.4%, respectively (8). Data processing technology has been continuously improved by continuously updating databases such as surveillance, epidemiology, and final results (SEER) of the National Cancer Institute of the United States. The nomograms prediction model represented by UISS (9), SSIGN (10), Leibovich (11) was born and provided treatment suggestions for clinicians. In terms of the RCC transfer prediction model, we found that the prediction models for each leading transfer site of RCC were reported (12–14), but the C-index of the model was 0.714–0.803, and the area under the curve (AUC) was 0.767–0.780, indicating that the relative accuracy was insufficient. And the distant metastasis prediction model for the overall large sample of the elderly has not been reported.

At present, artificial intelligence has been widely used in human health. Dhanamjayulu et al. (15) used real-time image processing and machine learning to identify malnutrition, predict BMI from facial images, and identify unhealthy people quickly. Gadekallu et al. (16, 17) used the deep learning model for the early detection of diabetic retinopathy. And the nomogram is the most commonly used prediction model. To improve the prognosis of elderly patients with RCC, we developed a risk prediction model for distant metastasis of elderly RCC. We validated its accuracy to provide treatment guidance for clinical work.



METHOD


Data Source and Data Extraction

The patient information was extracted from the Surveillance, Epidemiology, and End Results (SEER) project of the National Cancer Institute in the United States to include all elderly patients with RCC from 2010 to 2018. SEER database is the National Cancer Database of the United States, including 18 cancer registration centers, covering about 28% of the national population (18). Demographic information, clinicopathological information, and follow-up data of cancer patients can be downloaded from the SEER database. Access to http://seer.cancer.gov/ provides all the data for this study. Since the patient information in the SEER database is public and anonymous, our research does not require ethical approval and patients' informed consent. Our research method conforms to the research criteria of SEER data release.

We collected patient information, including age, sex, race, year of diagnosis, marital status, tumor histological type, histological grade, tumor side, tumor size, T stage, N stage, surgical method, radiotherapy, and chemotherapy. Inclusion criteria: (1) pathological diagnosis of RCC (ICD-O-3 code 8260, 8310, 8312, 8317); (2) Aged 65 or above; (3) The years of diagnosis were 2010–2018. Exclusion criteria: (1) the race of the patient is unknown; (2) bilateral or unilateral renal tumor; (3) TN staging is unknown; (4) incomplete follow-up information; (5) tumor size is unknown; (6) unknown surgical method; (7) survival time <1 month. The patient screening flow chart is shown in Figure 1.


[image: Figure 1]
FIGURE 1. The flowchart of including and dividing patients.


Patients' race was divided into three categories: white, black, and others (American Indian/AK Native, Asian/Pacific Islander). The patients' years of diagnosis were divided into 2010–2014, 2015–2018. Marital status is divided into married and unmarried (including single, divorced, and widowed). Histological tumors include renal clear cell carcinoma, renal papillary cell carcinoma, chromophobe cell carcinoma, and some unclassified RCC. The histological grading of tumors is classified as grades I–IV, which are well-differentiated, moderately differentiated, poorly differentiated, and undifferentiated. Surgical procedures were classified as local excision of tumor (SEER codes 10–27), partial nephrectomy (SEER codes 30), and radical nephrectomy (SEER codes 40–80).



Construction and Validation of the Nomogram

All patients enrolled were randomly assigned to either the training cohort (70%) or the validation cohort (30%). In the training cohort, univariate, and multivariate logistic regression models were used to analyze the independent risk factors for patient metastasis, and hazard ratio (HR) and 95% confidence interval (CI) were recorded simultaneously. The independent risk factors screened were used to establish a nomogram to predict the risk of distant metastasis in elderly patients with RCC. We validated the accuracy of the prediction model of the training cohort and the validation cohort by the calibration curve. We used the consistency index (C-index) to demonstrate the discrimination ability of the model. Meanwhile, We used the area under the receiver operating curve (AUC) to validate the model's accuracy.



Clinical Utility

Decision curve analysis (DCA) was used to validate the clinical value of the model. DCA is a new algorithm to evaluate the net benefit value of the model under different thresholds (19). We also used DCA to compare the ability of the nomogram and TN staging to predict patients' risk of distant metastasis. In addition, we used a risk stratification system to divide all patients into high-risk and low-risk groups based on their nomogram scores. Log-rank test and Kaplan-Meier (K-M) curve were used to compare the survival and prognosis of patients in different risk groups.



Statistical Analysis

Frequency description (%) was used for counting data, and the chi-square test or non-parametric U-test was used to compare groups. Measurement data (age, tumor size) were described using mean and standard deviation, and non-parametric U-tests were used to compare groups. Univariate and multivariate logistic regression models analyzed the risk factors of distant metastasis. The K-M curve and log-rank test compared the survival differences between groups. All statistical analyses were performed using R software 4.1.0 (http://www.Rproject.org) and SPSS 26.0 (IBM, Chicago, IL, USA). P < 0.05 was considered statistically significant.




RESULTS


Clinical Features

we enrolled 36,365 elderly patients with RCC based on inclusion and exclusion criteria. The mean age of the patients was 73.4 ± 6.58 years, and 29,891 (82.2%) were white, 22,760 (62.6%) were male, and 21,817 (60.0%) were married. There were 2,772 patients (7.62%), 12,432 patients (34.2%), 7,630 patients (21.0%), and 1,778 patients (4.89%) of histological tumor grade I-IV, and 20,279 patients (55.8%) of tumor histological type RCC. Papillary cell carcinoma was 5,207 (14.3%), and chromophobe cell carcinoma was 1,855 (5.10%). The mean tumor size was 49.7 ± 34.5 mm. T stage included 17,089 (47.0%) T1a, 8,320 (22.9%) T1b, 3,475 (9.56%) T2, 7,287 (20.0%) T3, and 194 (0.53%) T4. Thirty-four thousand seven hundred and fifteen (95.5%) patients had stage N0. There were 7,254 (19.9%) patients without surgery, 3,083 (8.48%) patients with local tumor excision, 3,083 (8.48%) patients with partial nephrectomy, and 16,266 (44.7%) patients with radical nephrectomy. There were 2,269 (6.24%) patients who received chemotherapy and 1,105 (3.04%) patients who received radiotherapy. The clinicopathological information of all patients is shown in Table 1. There was no significant difference between the training cohort and the validation cohort.


Table 1. Clinicopathological information in elderly patients with renal cell carcinoma.
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Univariate and Multivariate Logistic Regression Analysis

In the training cohort, using the univariate logistic regression model to screen a risk factor for distant metastasis, the results showed that age, gender, race, year of diagnosis, marriage, tumor histologic type, histologic grade, T stage, N stage, tumor size, surgery, radiation therapy, chemotherapy is a risk factor for RCC distant metastases. The multivariate logistic regression model analyzed these variables. The results showed that race, tumor histological type, histological grade, T stage, N stage, tumor size, surgery, radiotherapy, and chemotherapy were independent risk factors for distant metastasis in elderly patients with RCC (Table 2). We can incorporate these risk factors into a nomogram to predict the risk of distant metastasis.


Table 2. Univariate and multivariate analyses of CSS in training set.
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Construction and Validation of the Nomogram

Based on independent risk factors derived from univariate and multivariate screening, we constructed a new nomogram to predict the risk of distant metastasis in elderly patients with RCC (Figure 2). Tumor size was the most significant risk factor for distant metastasis, followed by radiotherapy, surgery, T stage, chemotherapy, histological grade, histological type, N stage, and race. Subsequently, calibration curves were used to validate the accuracy of the nomogram in the training cohort and the validation cohort, respectively. The results showed that the model's predicted values were consistent with the actual observed values (Figure 3). In the training and validation cohorts, the C-index was 0.949 (95% CI, 0.945–0.953) and 0.954 (95% CI, 0.947–0.960), respectively, indicating excellent accuracy. The AUC of the training cohort and the validation cohort also suggested excellent predictive power, with 0.95 (95%CI, 0.945–0.954) and 0.954 (95%CI, 0.947–0.96), respectively (Figure 4).


[image: Figure 2]
FIGURE 2. Nomogram for distant metastasis of elderly patients with RCC.



[image: Figure 3]
FIGURE 3. The nomogram's calibration curve in the training cohort (A) and the validation cohort (B).



[image: Figure 4]
FIGURE 4. The ROC of the nomogram of training cohort (A) and validation cohort (B).




Clinical Application of Nomogram

DCA showed good clinical utility in training and validation cohorts (Figure 5). In addition, the nomogram has an obvious predictive advantage over TN staging. Patients in the training cohort and validation cohort were divided into the high-risk group (total score > 99.7) and low-risk group ( ≤ 99.7 overall). The K-M curve indicated that the 1-, 3-, and 5-year survival rates in the high-risk group were 0.627 (95% CI, 0.613–0.642), 0.406 (95% CI, 0.389–0.423), and 0.300 (95% CI, 0.282–0.320), respectively. The 1-, 3- and 5-year survival rates of patients in the low-risk group were 0.967 (95% CI, 0.964–0.969), 0.922 (95% CI, 0.919–0.926), and 0.880 (95% CI, 0.876–0.885), respectively (Figure 6). The results showed that patients in the high-risk group had a higher risk of distant metastasis and a worse prognosis. We analyzed surgical procedures in the high-risk and low-risk groups. In the low-risk group, patients with partial nephrectomy had the highest survival rate, followed by local tumor excision and radical nephrectomy. Patients without surgery had the worst survival rate (Figure 7A). In the high-risk group, where most patients did not undergo surgery or underwent radical nephrectomy, survival was significantly higher among patients undergoing surgery than among patients who did not undergo surgery (Figure 7B).


[image: Figure 5]
FIGURE 5. (A) Decision curves of the nomogram predicting distant metastasis in the training cohort and (B) the validation cohort. The x-axis is the risk threshold, and the y-axis is the net benefit. The purple line indicates no distant metastasis of the patient, and the blue line shows that all patients have metastasis. When the threshold probability is between 0 and 100%, the net benefit of the model is the largest.
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FIGURE 6. Kaplan–Meier curves of CSS for patients in the low-risk and high-risk groups.



[image: Figure 7]
FIGURE 7. (A) Kaplan–Meier curves of CSS for patients with different surgery in the low-risk group and (B) the high-risk group.





DISCUSSION

RCC is a high incidence tumor, with an estimated 330,000 patients worldwide every year (20), and RCC is still a severe problem that needs to be addressed in the United States (21). Non-metastatic RCC has a good prognosis after surgical treatment, including partial nephrectomy or radical nephrectomy (22). However, 30% of patients eventually develop metastatic RCC after surgical treatment, which is incurable (23). Currently, treatment for patients with metastatic RCC is minimal, including the use of cancer-targeted surgery and immune checkpoint inhibitor drugs to treat metastatic RCC. Still, the effect is inferior (24, 25). At present, CT is mainly used to detect the metastasis of RCC. Still, CT also has its inherent limitations, and its prediction of the risk of cancer metastasis is minimal (26). Therefore, it is necessary to accurately predict the risk of metastasis in patients, strengthening doctors' active monitoring of patients and preventing distant metastasis early.

At present, it is very limited in predicting distant metastasis of RCC. Hutterer et al. (27) collected renal cell carcinoma patients in 12 medical centers and established rosettes to predict distant lymph node metastasis, with an accuracy of 78.4%. Capitanio et al. (28) also established a prediction model to predict lymph node metastasis in RCC patients, with an accuracy of 86.9%. Marconi et al. (29) established a prediction model to predict the survival rate of patients with distant metastasis. Bai et al. (30) used MRI radiomic-based nomogram to predict distant metastasis of patients. Similarly, Zhao et al. (31) used CT radiomics to predict distant metastasis of patients. In addition, Li et al. (32) used patients in the SEER database to predict distant metastasis in RCC patients, but the C index was only 0.863. As far as we know, the current prediction model for distant metastases in RCC patients using nomograms has defects of a small number of patients and low prediction accuracy (Supplementary Table 1). Therefore, we aim to construct a highly accurate predictive model to predict distant metastases in elderly patients with RCC. The C-index of our prediction model is 0.949, which is much higher than the previous prediction models.

This study explored the risk factors for distant metastasis of elderly patients with RCC. We found that tumor size is the leading risk factor for distant metastasis of RCC, and the larger the tumor, the higher the risk of distant metastasis. Our results are similar to previous studies. Hutterer et al. (33) previously established a nomogram to predict distant metastasis of RCC and found that tumor size was a significant risk factor. Zastrow et al. (34) also found that tumor size was a risk factor for distant metastasis of renal cells. The risk of distant metastasis was significantly increased when tumor size was more significant than 3 cm. Li et al. constructed a nomogram to predict distant metastasis of RCC and found that tumors larger than 3 cm would increase the risk of metastasis (32).

Our study also found that tumor histological type and grade are important risk factors for distant metastasis. Patients with clear cell carcinoma of the kidney had the highest risk of distant metastasis, followed by papillary cell carcinoma of the kidney, and chromophobe cell carcinoma had the lowest risk of metastasis. Our results were similar to those of Zastrow et al. (34), who found that the risk of distant metastasis of renal clear cell carcinoma was the highest. In addition, we found that the degree of differentiation of RCC was associated with distant metastasis. The worse the differentiation, the higher the risk of metastasis. Previous studies have also found this phenomenon (34, 35). Because less differentiated tumors represent more aggressive biological behavior, which means they are more likely to metastasize far away.

In addition, the T stage and N stage are also crucial factors for tumor metastasis. Our study found that the higher the T stage, the greater the risk of tumor metastasis. This is understandable because the tumor invades the blood vessels and causes cancer cells to enter the bloodstream and metastasize. Lymph node metastasis is also a risk factor for distant metastasis of tumors. Previous studies have proved that regional lymph node involvement can lead to distant metastasis of tumors (6). They confirmed that regional lymph node involvement could increase the risk of distant metastasis by 50%.

In addition, surgery is also a key factor for distant metastasis of tumors. Patients without surgery are more likely to have distant metastasis than those with surgery because surgery can effectively remove or destroy cancer, thus reducing the chance of tumor metastasis. We divided patients into the high-risk metastatic and low-risk groups, and in the high-risk group, patients who underwent surgery had significantly improved survival outcomes. Patients with partial nephrectomy had the highest survival rate in the low-risk group. Because there are many complications in elderly patients, partial nephrectomy can remove the tumor with enough nephron remaining, resulting in a higher survival rate (36). Therefore, in the absence of contraindications, surgical treatment is still recommended to achieve a better outcome for patients at high risk of metastasis. For low-risk patients, partial nephrectomy is the best option.

This study explored the risk factors for distant metastasis in elderly patients with RCC. We used these risk factors to construct a graph to predict distant metastasis. After internal validation, the C-index could reach 0.95, and both the calibration curve and DCA showed the excellent accuracy of the prediction model. This prediction model can provide a practical, theoretical basis for patients' clinical decision-making and postoperative follow-up. To improve the survival rate and quality of life of elderly patients with RCC, we can better monitor the population at high risk of distant metastasis.

However, there are still some limitations to this study. First of all, this study is a retrospective study, so it is challenging to avoid selection bias. Therefore, prospective clinical trials are necessary to test the accuracy of the prediction model. Secondly, the SEER database lacks many related risk factors, such as comorbidity information, smoking, hypertension, BMI, etc. However, we included essential determinants such as tumor stage, histological type, and size so that our prediction model could achieve remarkably high accuracy. Finally, our prediction model is only validated internally, and further external validation is necessary to validate the accuracy and reliability of the model. Next, we plan to conduct a multi-center prospective clinical study to verify the accuracy of this prediction model.



CONCLUSION

This study explored the risk factors for distant metastasis in elderly patients with RCC and found that race, tumor histological type, histological grade, T stage, N stage, tumor size, surgery, radiotherapy, and chemotherapy were independent risk factors for distant metastasis. We constructed a new nomogram to predict the risk of distant metastasis in elderly patients with RCC. With good accuracy and reliability, this nomogram can help doctors and patients to carry out active monitoring and follow-up of patients to prevent distant metastasis of tumors.
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Background: Osteosarcoma (OSC) and Ewing's sarcoma (EWS) are children's most common primary bone tumors. The purpose of the study is to develop and validate a new nomogram to predict the cancer-specific survival (CSS) of childhood OSC and EWS.

Methods: The clinicopathological information of all children with OSC and EWS from 2004 to 2018 was downloaded from the Surveillance, Epidemiology, and End Results (SEER) database. Univariate and multivariate Cox regression analyses were used to screen children's independent risk factors for CSS. These risk factors were used to construct a nomogram to predict the CSS of children with OSC and EWS. A series of validation methods, including calibration plots, consistency index (C-index), and area under the receiver operating characteristic curve (AUC), were used to validate the accuracy and reliability of the prediction model. Decision curve analysis (DCA) was used to validate the clinical application efficacy of predictive models. All patients were divided into low- and high-risk groups based on the nomogram score. Kaplan-Meier curve and log-rank test were used to compare survival differences between the two groups.

Results: A total of 2059 children with OSC and EWS were included. All patients were randomly divided into training cohort 60% (N = 1215) and validation cohort 40% (N = 844). Univariate and multivariate analysis suggested that age, surgery, stage, primary site, tumor size, and histological type were independent risk factors. Nomograms were established based on these factors to predict 3-, 5-, and 8-years CSS of children with OSC and EWS. The calibration plots showed that the predicted value was highly consistent with the actual value. In the training cohort and validation cohort, the C-index was 0.729 (0.702–0.756) and 0.735 (0.702–0.768), respectively. The AUC of the training cohort and the validation cohort also showed similar results. The DCA showed that the nomogram had good clinical value.

Conclusion: We constructed a new nomogram to predict the CSS of OSC and EWS in children. This predictive model has good accuracy and reliability and can help doctors and patients develop clinical strategies.

Keywords: nomogram, cancer-specific survival, Osteosarcoma, Ewing's sarcoma, children


INTRODUCTION

Osteosarcoma (OSC) and Ewing sarcoma (EWS) are the most common primary malignant bone tumors in children and young people (1–3). OSC is the most common tumor in children and adolescence, and its peak incidence occurs in adolescence. The annual incidence rate for children under 10 years old is 1.7 per 100,000, while the yearly incidence rate for patients between 10 and 19 is 8.2 per 100,000 (4). Although various treatments are used to improve the prognosis, the survival rate of OSC is still shallow (5–7), the 5-year survival rate of patients with localized OSC can reach 65–70% (8). In comparison, the survival rate of patients with metastatic OSC is only 19–30% (9, 10). EWS is a malignant bone tumor commonly seen in children and adolescents. Its incidence is second only to OSC, accounting for 3% of solid malignant tumors in children (2, 3). In recent years, with the improvement of treatment technology, the 5-year survival rate of EWS has reached 60% to 70%, but the prognosis of patients with metastasis and recurrence is still poor (11).

Yang et al. (12) established a nomogram to predict the cancer-specific survival (CSS) and overall survival rate of OSC. It showed that age, stage, grade, surgery, primary site, and tumor size were independent risk factors for OSC. Lu et al. (13) established a nomogram to predict the risk of distant metastasis of OSC. We found that age, tumor location, tumor grade, T stage, and surgical method were risk factors for metastasis and suggested a worse prognosis. Zhou et al. (14) established a nomogram to predict the overall survival of EWS, revealing that age, N stage and bone metastasis are independent risk factors for prognosis. However, as far as we know, no nomogram has been established for children with OSC and EWS to predict tumor-specific survival.

At present, artificial intelligence has been widely used in human health. Dhanamjayulu et al. (15) used machine learning to identify malnourished people. Gadekallu et al. (16) used a neural network to predict retinopathy in diabetic patients. Reddy et al. (17) used an artificial intelligence algorithm to diagnose heart disease. Abbas et al. (18) used a new algorithm to monitor breast cancer. Mubashar et al. (19) use artificial intelligence to manage personal health records.

The nomogram is a way to estimate the occurrence of a given event by generating corresponding values from the clinical-pathological information of the patient. At present, nomograms have been widely used in the clinical prediction of liver cancer, lung cancer, and breast cancer (20–22). As the two most common bone malignancies in children, OSC and EWS seriously endanger children's health. Revealing the prognostic factors of childhood OSC and EWS can help doctors and patients choose appropriate treatment measures, which is conducive to prolonging the survival time of patients and improving the quality of life. In other words, accurately predicting the prognosis of malignant tumors can help patients and doctors formulate treatment plans and follow-up strategies.

However, the prediction models for OSC and EWS in children are still not well established. No studies have precisely predicted CSS in pediatric OSC and EWS patients. Bone tumor in children is an essential factor endangering children's health. Accurate prediction of the survival of bone tumors in children can enhance the population's health and improve people's overall quality of life and life span. Therefore, it is necessary to construct a nomogram to predict the survival prognosis of childhood OSC and EWS.



PATIENTS AND METHODS


Data Source and Data Extraction

Patient data are downloaded from the Surveillance, Epidemiology, and End Results (SEER) project of the National Cancer Institute. From 2004 to 2018, all children under 18 diagnosed with OSC and EWS were collected. The SEER database is a cancer database in the United States, covering about 28% of Americans, and contains 18 cancer registries (23). The SEER database discloses patient demographic information, clinicopathological characteristics, and survival status. The clinicopathological information we used is public and anonymous, so our study does not require ethical approval and patient consent. Our study method complies with the regulations of the SEER database.

We collected patient demographic information (age, sex, race), tumor characteristics (tumor grade, size, primary location, pathological type), treatment (surgery, radiotherapy, chemotherapy), follow-up information (survival status, survival time). The selection criteria are: (1) age less than 18 years old; (2) diagnosed as OSC and EWS. The exclusion criteria are: (1) the surgical method is unknown; (2) non-primary tumor; (3) the tumor size is unknown; (4) The location of the tumor is not precise; (5) Survival time less than 1 month. The flowchart of patient screening is shown in Figure 1.


[image: Figure 1]
FIGURE 1. The flowchart of including and dividing patients.


The race of all children was divided into white, black, and other (American Indian/AK Indian, Asian/Pacific Islander). The tumor grade was split into I (well-differentiated), II (medium differentiated), III (poorly differentiated), IV (undifferentiated). According to the SEER surgery code, the surgery methods were divided into four groups: no surgery, partial resection, radical excision, and amputation. The primary site of the tumor was divided into the limb, cranial, spine, thoracic, and pelvic.



Univariate and Multivariate Cox Regression Analysis

All patients were randomly divided into a training set (60%) and a validation set (40%). Univariate Cox regression screened out related prognostic factors. Then multivariate Cox regression analysis was used to analyse the independent risk factors of the training set. And we recorded the hazard ratio (HR) and 95% confidence interval (CI) simultaneously.



Nomogram Construction

Based on the independent risk factors obtained by univariate and multivariate Cox regression, a nomogram was constructed to predict the 3-, 5-, 8-year CSS of children with OSC and EWS. Each variable is distributed on the nomogram according to its weight to get different lines, and the points of each variable correspond to a point. The sum of the points of all the variables in the nomogram can equal an overall points, thus obtaining survival rates at different points in time.



Nomogram Validation

Then a series of validation methods were used, including the consistency index (C-index), the calibration curve, and the area under the receiver operating characteristic curve (AUC). The accuracy of the nomogram was tested mainly by the calibration curve, which was used to compare the relationship between the observed value and the actual value through 1,000 bootstrap sampling. The results of the calibration curve are dotted in the Figure 3. If they are close to the diagonal, the model has good accuracy. Both the C-index and the AUC are used to assess the discrimination of the model.



Clinical Utility

Decision curve analysis (DCA) is a new algorithm to evaluate the clinical value of the model based on the net benefit under each risk threshold (24). DCA was used to assess the clinical potential application value of the new nomogram. Subsequently, we divided the patients into a low-risk group and a high-risk group through the nomogram score of each patient. The Kaplan-Meier curve and log-rank test were used to compare the survival differences of different risk groups. At the same time, we analyzed the surgical methods of patients in other risk groups.



Statistical Analysis

All statistics were performed using SPSS23.0 (IBM, Chicago, IL, USA) and R software (version 3.4.1; http://www.Rproject.org). Age and tumor size were continuous variables and did not follow a normal distribution; median and the inter-quartile range was used for description. All possible prognostic factors were confirmed using univariate Cox regression. Then, the relevant variables were included in the multivariate analysis and the stepwise regression method was used to select the best Cox regression model. A p < 0.05 was considered statistically significant.




RESULTS


Clinical Features

A total of 2,059 children with OSC and EWS were included in our study. They were divided into a training set (N = 1215) and a validation set (N = 844). The clinicopathological characteristics are shown in Table 1. There was no significant difference between the training set and the validation set. The median age of all children was 13 years old (interquartile range, 10–15 years old), including 1,179 males (57.3%) and 1,624 whites (78.9%). One thousand three hundred eighty-five cases (67.3%) were OSC, and 674 cases (32.7%) were EWS. Children whose primary tumors were located in limb, cranial, spine, thoracic and pelvic were 1,576 cases (76.5%), 93 cases (4.52%), 56 cases (2.72%), 118 cases (5.73%), and 216 cases (10.5%), respectively. Children with tumor grades I, II, III, and IV was 23 (1.12%), 48 (2.33%), 419 (20.3%), and 747 (36.3%), respectively. There were 673 cases (32.7%), 842 cases (40.9%), and 531 cases (25.8%) of children whose tumor stages were localized, regional and distant, respectively. The median tumor size was 90 mm (interquartile range, 62–125 mm). Most children have performed chemotherapy (1,978, 96.1%), and most have not completed radiotherapy (1,674, 81.3%). Partial resection, radical excision and amputation were performed in 230 cases (11.2%), 1,166 cases (56.6%), and 342 cases (16.6%). A total of 474 patients (23.0%) had distant metastases.


Table 1. Clinicopathological characteristics of children with bone tumor.
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Univariate and Multivariate Cox Regression Analysis

We first established a univariate Cox regression model to screen possible prognostic factors. Then we established a Cox multivariate model to identify independent risk factors affecting OS in children. Univariate and multivariate Cox regression results are shown in Table 2. Finally, we found age (HR 1.030; 95% CI 1.006–1.055), tumor size (HR 1.002; 95% CI 1.001–1.003), histological type (HR 0.563; 95% CI 0.434–0.73), surgery, stage, and primary site were independent risk factors. In other words, these six factors can be used to establish a nomogram to predict the CSS of OSC and EWS in children.


Table 2. Univariate and multivariate analyses of CSS in bone tumor.
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Nomogram Construction for 3-Year, 5-Year, and 8-Year CCS

The six independent risk factors above were used to construct a nomogram to predict CSS in children with OSC and EWS (Figure 2). The nomogram accurately listed the impact of each factor on CSS. We found that tumor size was the most significant influencing factor, and a large tumor meant a higher risk of death. The second was the staging of tumors. There was no doubt that distantly metastatic tumors had a higher risk of death than in localized or regional tumors. The location of the primary tumor was also a significant risk factor. We found that tumors in the spine, pelvis, and thorax have a significantly higher risk of death than tumors in the limbs and skull. In addition, the children with radical resection of the tumor, the younger children and the children with EWS had the lowest mortality.


[image: Figure 2]
FIGURE 2. Nomogram for 3-, 5-, and 8-year CSS of children with OSC and EWS.




Validation of the Nomogram

The C-index of the training set and the validation set were 0.729 (95% CI 0.702–0.756) and 0.735 (95% CI 0.702–0.768), respectively. This showed that the nomogram has good discrimination. The calibration curves of the training set and the validation set showed that the predicted value of the nomogram is highly consistent with the observed value (Figures 3A–F), which proved that the nomogram has good accuracy. In the training set, the 3-, 5-, 8-year AUC of the nomogram were 74.7 (95% CI 71–78.4), 72.5 (95% CI 68.9–76.1), 68.7 (95% CI 64.5–73.0), respectively. In the validation set, the 3-, 5-, 8-year AUC of the nomogram were 73.6 (95% CI 69.0–78.2), 71.2 (95% CI 66.5–75.9), and 72.3 (95% CI 67.3–77.3), respectively (Figures 4A,B). The AUC results once again proved the accuracy and discrimination of the nomogram. These validations showed that the nomogram was at least 70% accurate, especially for predicting medium-term survival.


[image: Figure 3]
FIGURE 3. Calibration curve of the nomogram. (A–C) For 3-, 5-, and 8-year CSS in the training set; (D–F) for 3-, 5-, and 8-year in the validation set.
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FIGURE 4. The ROC of 3-, 5-, and 8-year of the training (A) and validation (B) sets.




Clinical Application of the Nomogram

The DCA of the training set and the validation set showed that the clinical value of the nomogram is higher than that of the tumor stage (Figures 5A,B). According to the score of the nomogram, the patients were divided into two groups: low-risk group (total score <75.46) and high-risk group (total score ≥75.46). The Kaplan-Meier curve showed that high-risk patients have lower survival rates than low-risk patients (Figures 6A,B). In the total set, the low-risk group's 3-year, 5-year, and 8-year CSS rates were 92.2, 89.7, and 81.5%, the high-risk group were 75.7, 67.5, and 63.3%, respectively. In addition, we analyzed the impact of surgical methods in different risk groups on the survival probability of patients. In the low-risk group, radical resection was the primary surgical method, and there was no significant difference in the survival rate of various surgical methods (Figure 7A). In the high-risk group, patients with radical resection had the highest survival rate, followed by partial resection, amputation and no surgery (Figure 7B).


[image: Figure 5]
FIGURE 5. Decision curves of the nomogram predicting CSS in the training set (A) and the validation set (B). The x-axis is the threshold probability, and the y-axis is the net benefit. The green line indicates that no patients have died, and the dark green line indicates that all patients have died. When the threshold probability is between 10 and 50%, the net benefit of the model exceeds all deaths or no deaths.
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FIGURE 6. Kaplan–Meier curves of CSS for children in the low- and high-risk groups in the training set (A) and validation set (B).



[image: Figure 7]
FIGURE 7. Kaplan–Meier curves of CSS for children with different surgery in the low- (A) and high-risk (B) groups in total set.





DISCUSSION

OSC is the most common malignant bone tumor in children. The application of neoadjuvant chemotherapy has increased the survival rate of patients with OSC from 15 to 17% of surgical treatment alone to 70% (25). However, the survival rate of patients with OSC has not improved significantly in the past 30 years. As the second most common bone tumor in children, EWS has a lower mortality rate than OSC, but metastatic EWS is still a fundamental cause of harm to children's health (26). Because it is a highly aggressive cancer, it can metastasise to bone marrow, lung and other tissues in the early stage of the disease (27–29): children's malignant bone tumors, especially OSC, hurt patients. Accurately assessing prognostic factors can improve the prognosis and help clinicians effectively evaluate survival and make treatment decisions.

We collected 2,059 children with OSC and EWS from the SEER database. The results showed that the survival rate of children with EWS was significantly higher than that of OSC. More whites than blacks and other races and more boys than girls in all children. The median age of all children was 13 years old, and the peak incidence was 12–15 years old. This study found six independent risk factors through univariate and multivariate Cox regression models, including age, surgery, stage, primary site, tumor size, and histological type. The nomogram includes these factors to establish a predictive model to predict the 3-, 5-, 8-year CSS of childhood OSC and EWS. We first use a nomogram to predict and validate CSS in childhood OSC and EWS. This nomogram has good accuracy and reliability and is of great significance to clinical patients. The nomogram is user-friendly and can be applied to everyone with simple learning.

Previous studies have found prognostic factors for OSC and EWS. However, no study has used these influencing factors to construct a prediction model for survival prediction of children with a bone tumor. Although the influencing factors we identified have previously been shown to be independent risk factors, we integrated these risk factors to construct a nomogram predicting long-term survival in children with OSC and EWS.

Previous studies have shown that various prognostic factors (age, tumor location, type of surgery, local recurrence) will affect the survival of patients (30–32). Our study found that age is an independent risk factor for malignant bone tumors in children, and the survival rate of older children is lower, the same as previous research results (33, 34). Lee et al. (35) found that fewer adult patients receive chemotherapy, which may also be a reason. In addition, we found that the tumor's location near the central axis (spine, pelvis, thorax) has a significantly higher risk of death than the limbs. Like previous studies, axial tumor location predicts the worst prognosis (36, 37). Wan et al. (38) also found that the survival rate of EWS of the spine and pelvis was lower. Because the tumors in the axial position are easier to infiltrate vital organs and metastases far away than the tumors of the limbs. Oberlin et al. (39) believe that bone tumors of the limbs can be removed by surgery, but it is more difficult to remove the axial bone's tumors. Similarly, as in a previous report (40), our study found that tumor size is also a significant risk factor. Large tumors are prone to metastasis, indicating a worse prognosis.

In addition, surgical treatment of bone tumors in children, especially in extremity tumors, is still an important issue. With the widespread development of neoadjuvant chemotherapy and standardized surgery, the survival rate of patients with malignant bone tumors has improved significantly, and limb salvage has become the primary surgical method in treating malignant bone tumors. This treatment model can preserve the function of the limbs and joints and effectively reduce the metastasis and recurrence of OSC (41). Whether it is the low-risk or high-risk group, radical salvage resection has the highest survival rate in our study. However, overall, patients with surgery have a higher survival rate than those without surgery.

Chemotherapy and surgery are still the main treatments for OSC (1). In our study, almost all patients received chemotherapy. In addition, radiotherapy seems to be controversial for treating bone tumors in children. Because surgery is still a radical cure for malignant bone tumors, it will only be considered if cancer cannot be removed entirely (42). For children, radiotherapy may cause developmental delay of bones or organs. Even if it has a therapeutic effect on tumors, it will also seriously affect the quality of life in the future. Our research also found that only a few patients received radiotherapy, similar to previous studies (43).

It is worth mentioning that our analysis found that sex, race, and tumor grade are not independent risk factors. Previous studies have found that they are indeed related to the patient's survival prognosis (44–46). Regarding the grade of the tumor, it may be related to too many cases of unclear grades. Whether race and sex factors affect, the prognosis needs further research.

However, our research still has certain limitations. First, because our study is a retrospective case study based on the SEER database, some possible variables such as surgical margins, tumor recurrence, genetic factors, etc., are not available. However, we have included essential variables such as tumor size, tumor location, pathological type and other vital elements that determine the prognosis and will not cause devastating deviations. Second, we included patients from 2004 to 2018. With the improvement of treatment methods, the survival rate of patients in different years should be different. However, we stratified by the year of diagnosis and found no significant difference, indicating that it did not affect the results. Finally, all the data used in our study were downloaded from the SEER database, and the constructed nomogram lacks external data to validate. Therefore, it is necessary to use external validation further to test the accuracy and reliability of the prediction model. Next, we will conduct further prospective studies in our hospital to externally validate the accuracy of this prediction model further to promote the clinical application.



CONCLUSION

We constructed a new nomogram to predict the CSS of children with OSC and EWS. In addition, we found that age, surgery, stage, primary site, tumor size, and histological type are important risk factors affecting children with OSC and EWS. The discovery of risk factors and the Construction of nomograms can help doctors accurately grasp the prognosis of patients, answer patient consultations and help patients make clinical decisions.
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Alzheimer's Disease (AD) is a progressive, neurodegenerative brain disease and is an incurable ailment. No drug exists for AD, but its progression can be delayed if the disorder is identified at its initial stage. Therefore, an early analysis of AD is of fundamental importance for patient care and efficient treatment. Neuroimaging techniques aim to assist the physician in the diagnosis of brain disorders by using images. Positron emission tomography (PET) is a kind of neuroimaging technique employed to create 3D images of the brain. Due to many PET images, researchers attempted to develop computer-aided diagnosis (CAD) to differentiate normal control from AD. Most of the earlier methods used image processing techniques for preprocessing and attributes extraction and then developed a model or classifier to classify the brain images. As a result, the retrieved features had a significant impact on the recognition rate of previous techniques. A novel and enhanced CAD system based on a convolutional neural network (CNN) is formulated to address this issue, capable of discriminating normal control from Alzheimer's disease patients. The proposed approach is evaluated using the 18FDG-PET images of 855 patients, including 635 normal control and 220 Alzheimer's disease patients from the ADNI database. The result showed that the proposed CAD system yields an accuracy of 96%, a sensitivity of 96%, and a specificity of 94%, leading to splendid performance when related to the methods already in use that are specified in the literature.

Keywords: Alzheimer's disease, accuracy, convolutional neural network, deep learning, feature extraction, image analysis, image classification and positron emission tomography


1. INTRODUCTION

Alzheimer's disease (AD) is a type of brain disease which regularly affects people over 65 years old. It is a progressive and neurodegenerative disorder, meaning that, it becomes worse with time. According to an Alzheimer's Association report, around 55 million people are living with AD worldwide and it is envisioned that the number of AD patients will reach 152 million by 2,050. The number of people with AD is progressively increasing worldwide. The prime objective of this paper is to develop a robust classification system for AD diagnosis using a convolutional neural network (CNN). In this approach, the 3D image classification problem is completely solved by converting them into 2D images. The proposed system uses whole brain images for AD diagnosis instead of region of interest. Thus, there is no need for a segmentation algorithm. Furthermore, the proposed system uses CNN for classification. CNN learns the features from images. Pre-processing like noise removal, enhancement, and feature extraction are not needed. AD starts with impairment of memory functions followed by cognitive functions with behavioral impairments (1). Some common symptoms of AD are: memory loss, a lack of initiative, difficulty in expressing thoughts and recognizing people or relations, personality changes, and poor judgement, etc. AD is an incurable brain disorder. Currently, no effective treatment has yet been fully discovered, but it is possible to slow down the progression of AD if the disorder is identified at its initial stage. Therefore, it is of primary significance to identify AD at an early stage for patient care, as well as effective treatment. Furthermore, if the condition is diagnosed early on, some of the changes induced by AD can be reversed, allowing patients to keep their everyday lives. However, diagnosis of AD still remains a highly complicated task, especially at an early stage while the disorder offers greater opportunities to be treated (2).

Over the past few years, several neuro imaging modalities which include magnetic resonance imaging (MRI), positron emission tomography (PET) (3), and single-photon emission computerized tomography (SPECT) have been confirmed to be very powerful within the diagnosis of AD. PET is a non-invasive neuro imaging technique that uses an imaging agent like 18FDG-PET to monitor the brain's glucose intake. Brain activity is related to glucose consumption. During PET scanning, a position emitting radionuclide tracer with 18FDG is delivered in the body. The glucose uptake shows tissue enzymatic reactions when the quantities of these traces are scanned with a camera. In seriously damaged AD patients, particular brain areas showed reduced glucose intake, together with bilateral areas inside the temporal and partial lobes, posterior cingulate, frontal lobes, and entire brain (4). Research studies proved that FDG-PET is a good candidate for AD diagnosis and can be used to assist the physicians or an expert to analyze and diagnosis AD in early stages. Consequently, this paper proposes an automated computer-aided design (CAD) system for the diagnosis of AD using 18FDG-PET images. The foremost awareness of this research work is to distinguish AD patients from normal control (NC) employing CNN (5).

Classification of medical images via visual examination by an expert or a physician can be subjective and prone to errors. As a result, researchers attempted to create an automatic CAD system that could distinguish AD from NC participants using picture data attributes. Over the past few years, numerous machine learning models have evolved and are being used for examining neuro reading that allows researchers to capture the structure or functional changes related to AD including support vector machine (SVM) (6) classification in SPECT and learning vector quantization-SVM (LVQ-SVM) classification in structural MRI (7).

Wysoczánski et al. (1) investigated the strength of random forest (RF) for diagnosing AD. The authors used partial least square (PLS) for extracting features from the image. This method is tested on SPECT images downloaded from the ADNI dataset. A new CAD system for differentiating AD from NC based on PET image features was developed by Cabral and, Silveria (4). Garali et al. (8) proposed a classification system using favorite class ensembles for differentiating AD and MCI from NC using PET images. Each classifier in the ensemble uses a different set of brain voxels. Two base classifiers SVM and random forest are employed to create the ensemble classifier. Results showed that this ensemble classifier outperforms the corresponding single classifier. However, higher computational cost is the drawback of this system. Markiewicz et al. (9) presented a region-based method to classify AD from NC using 16 anatomical regions of interest (ROIs), and the first four times, as well as their entropy, are computed and used as feature vectors. The capacity of ROIs to discriminate PET images is then ranked using ROC curves. Finally, 21 capabilities are selected and fed as an input to both SVM and RF classifiers. Results proved that this method achieved high classification accuracy using 166 anatomical ROIs when compared to other methods. Poongodi and Bose (10) proposed a deep learning model for AD diagnosis from MRI images. A deep neural network is designed with a convolution layer, normalization layer, and pooling layer. The effectiveness of this method is validated on the OASIS dataset. Results showed improved performance of this particular method when compared to other methods. A boosting classifier to classify PET images was developed by Poongodi and Bose (11). It is the combination of simple classifiers, which performs segmentation, feature extraction, and feature selection in order to make the input image fit for the classification task. This classifier was validated on the ADNI dataset and achieved an accuracy of 90.97%.



2. DISTINCT FEATURES OF THE PROPOSED METHOD

In the literature, researchers have developed an automated CAD system using various soft computing models (12). Most of the researchers have used either full brain images or set features for diagnosing AD. Each method has its own merits and demerits. However, none of the methods offer a consistent outcome. Keeping this in mind, this research work intends to design and render a CAD system for discriminating AD from NC with the help of CNN. In the proposed CAD system, the first 15 slices and last 15 slices are discarded to remove unwanted regions. Dimension-reduced 18FDG-PET images are fed as input into the deep neural network. CNN is used for classifying FDG-PET snapshots into NC and AD. The efficacy of CNN is evaluated by measuring accuracy, sensitivity, and specificity, and is compared with the existing methods (13–16).

For solving the shortcomings of the methods elaborated in the literature, this paper presents a novel computer diagnosis system using a deep convolutional neural network. The conventional neural network has the potential of recognizing images with minimal processing. The novel features of the proposed system are: 3D images are transformed into 2D images so as to reduce the computational time, 2D images are further grouped at specific intervals for reducing the dimension, image segmentation is not required in this proposed approach, and no image processing techniques are needed to extract features from the images.

From the existing literature survey, it could be seen that, in existing computer-aided diagnosis systems, in those intended to classify the brain images (5), it was observed that most of the systems employ image processing methods to classify the data, therefore, a machine learning model was designed to obtain the features. Also, few methods use only the information from regions of interest (17). However, these methods require increased computational time. In addition, the classification accuracy depends mainly upon the selected features. Researchers developed hybrid models by combining a deep learning neural network and machine learning model to increase the classification accuracy, but these models required increased memory usage and increased time (18).

To overcome these issues, the proposed CAD system employs the consideration of entire brain images instead of regions of interest. The 3D picture type problem is completely solved with the aid of converting them into 2D images. Venugopalan et al. (19) proposed a set of rules that might help in robot surgical treatment. To run on such soft tissues, software program-driven techniques and algorithms have to be extra particular in choosing the highest quality direction for attaining the procedural region. Statistical analysis has determined whether the proposed approach might be outperforming under the favorable learning rate, discount factor, and the exploration factor (20). The network is built with multiple layers to learn features through a training process, which eliminates the need for extracting the features, resulting in higher prediction performance when compared to other approaches. Reddy et al. (21) focused on classifying tomato disease with a machine learning model used to predict agricultural disaster. The features were extracted from the dataset using the hybrid-predominant element evaluation-whale optimization algorithm and the extracted features were fed into a deep neural network for classification of tomato diseases. Srinivasu et al. (22) focused on improving quality, a preprocessing technique was implemented in a multimodal stroke dataset from the Kaggle repository. To achieve homogeneity, a label encoder technique was used and dataset missing values were replaced with attribute means. Resampling techniques were used to balance the dataset and to obtain accurate results. The following is how the rest of the paper is organized: The demographic details of the dataset utilized in this work are presented in section 2. Section 3 formulates the unique features of the proposed CAD device for AD prognosis. Section 4 presents the unique evaluation of numerical results and evaluation of the results. Finally, section 5 concludes the paper with few suggestions toward future research in closer vicinity of this study.



3. DATASET DETAIL

The neuroimaging dataset that was used in this study is presented in this section.

The visual dataset used in this study was acquired from ADNI, which is publicly available (http://adni.loni.usc.edu/methods/pet-analysis-methods). The ADNI database was released in 2003 by the NIA, NIBIB, and FDA. The ADNI was designed for the diagnosis of AD at the earliest stage and tracking of progression of AD with several biomarkers such as MRI, PET, and SPECT. ADNI helps researchers to gather, collect, and use the image data including PET to measure and track the progression of AD.

18FDG-PET images of 855 patients and their final diagnosis were collected from ADNI. The detailed procedure for 18FDG-PET scanning can be found on the website (http://adni.loni.usc.edu/methods/pet-analysis-methods). The total data have 855 samples including 635 NC and 220 AD subjects. The dataset is split into two categories: training data and validation data. Around 90% of the data, referred to as training data, was used to construct the model, while the remaining 10%, referred to as validation data, was used to validate the model. Description of 18FDG-PET images investigated in this work is provided in Table 1. Only subjects with CDR of 0.5 or 1 for AD and 0 for NC were chosen. Classification was based on MMSE (Mini Mental State Examination) scores of 24 to 30 for NC and 22 to 26 for AD. The resulting volumes of images have been represented by means of a matrix of size 256x256x96 yielding a total of 6291456 voxels. The values are denoted as mean plus or minus std deviation.


Table 1. Demographic details of 18FDG-PET image dataset.

[image: Table 1]



4. PROPOSED CAD SYSTEM


4.1. In-linestyle

The capture of 18FDG-PET images in ADNI followed a conventional methodology. The pictures were co-registered, averaged, aligned, normalized, and smoothed to a similar resolution of 8 mm FWHM 30–60 min after injection. Each image was examined for artifacts and, if needed, its orientation was changed.

Subsequently, the FDG-PET images have been normalized through an affine model with 12 parameters using SPM12 software, normalized in intensity, and converted to a uniform isotropic resolution of 8 mm FWHM. All the images were reduced to a size of 160 x 160 x 96 for analysis. Figure 1 shows the sample of co-registration using SPM12.


[image: Figure 1]
FIGURE 1. Outcome of co-registration.




4.2. Classification

Numerous methods have been proposed for AD diagnosis using various approaches like RF, SVM, and ANN. Each method has its own characteristics. In recent years, deep learning neural networks were used for medical photo evaluation and computer vision problems due to its ability to capture the features from 2D images. Additionally, CNN has the potential to recognize visual patterns with minimal preprocessing. CNN is robust to spatial and geometric transformations. In this paper, a 2D CNN is built to differentiate AD from NC. Figure 2 depicts the suggested CAD system's framework. Each 3D FDG-PET image is transformed into multiple 2D images along the coronal (axial) direction, as shown in Figure 2. The initial 15 and closing 15 slices are discarded to do away with skull and other undesirable regions. Subsequently, the 2D slices are arranged into groups at particular intervals with some overlaps and averaged to reduce the dimension and computational overhead. CNN is developed with many layers and trained to capture useful features. The features generated by convolution layers are implemented to absolutely connected layers followed by means of a smooth max to make the final decision.


[image: Figure 2]
FIGURE 2. Framework of the proposed CAD system.


The convolution layer, pooling or subsampling layer, fully connected layer, and soft max classification layer are the layers that make up a CNN. The designed 2D CNN is composed of an input layer, three convolutional layers, two subsampling or pooling layers, a drop out layer, a fully connected layer, and a smooth max layer as shown in Figure 3. Parameters employed for constructing the CNN are tabulated in Table 2. The hyper parameters are tuned by experimentation. After many trails, the values are fixed. The designed CNN has an input layer size of 160 x 160. The sizes of receptive fields or filters for convolutional layers are set to 3 x 3 and kernel numbers are 8, 16, and 32 for C1, C2, and C3, respectively. Convolutional layers are used for extracting features from the image. The first C1 generates low level features with a size of 158 x 158. The pooling layer is used to reduce the dimension of the features. Max pooling function is adopted. Subsequent to P1, these features are reduced into 79 x 79. Then, C2 generates mid-level features with a size of 39 x 39 and these features are down-sampled into 20 x 20. Finally, C3 generates high-level features with a size of 10 x 10. These features are concatenated and taken as the feature vector. The obtained feature vector is fed to FC followed by the soft max layer. In this work, the rectified linear unit (ReLU) activation function is adopted to introduce non-linearity. SGDM is used to train the network by minimizing the cross entropy loss, and maximum iteration is set to 500. The drop out layer is utilized to improve the generalization ability and to prevent the overfitting problem.


[image: Figure 3]
FIGURE 3. Convolutional neural network.



Table 2. CNN parameters employed.
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5. NUMERICAL RESULTS AND DISCUSSION

This section depicts the numerical results of the proposed CAD system for AD diagnosis from FDG-PET images. It also goes through the simulation environment and performance measures that were used to compare the proposed system to other existing approaches.


5.1. Simulation Platform

The main objective of simulation platform is to provide better results for visualization and interpretation. The developed CAD system is implemented on the MATLAB 2018a platform using the deep learning toolbox and executed in an Intel core i5 processor with 2.5 GHz speed and 12 GB of RAM.



5.2. Performance Indicators

To estimate the efficacy of the proposed CAD system, this paper evaluates some widely used performance indicators, such as confusion matrix, region of curve (ROC), classification accuracy, sensitivity, and specificity. Accuracy calculates the proportion between true positive (correctly classified data) and total data, and shall be mathematically represented as given in Equation (1).

Specificity is the percentage of normal control patients who are identified as not having AD, and can be expressed as mentioned in Equation (2).

[image: image]
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Sensitivity computes the percentage of AD patients who are diagnosed and as such sensitivity is calculated as expressed in Equation (3).

[image: image]

True positive is represented by TP, true negative is represented by TN, false negative is represented by FN, and false positive is represented by FP.



5.3. Experimental Treatment

In this work, an automated CAD system for the diagnosis of brain disorders is developed and implemented accordingly. The proposed system was employed to differentiate AD patients from NC. The FDG-PET image dataset was utilized in the simulation and was gathered from the ADNI database. The FDG-PET images were acquired from 855 patients including 635 NC and 220 AD patients.

The collected images are preprocessed using SPM12. The samples of preprocessed images of NC and AD patients are given in Figures 4, 5, respectively. It is obvious that hypometabolism is visible in AD patients. Moreover, the first 15 and last 15 slices have redundant information. Slices of these regions of AD and NC patients are demonstrated in Figures 6, 7, respectively. These slices are discarded to remove unwanted regions and make the image fit for further processing. Preprocessed and dimension-reduced images are fed as input into the designed system. CNNs are a kind of deep learning neural network that have proven to be very effective in image classification recognition problems. The CNN learns features from the images acquired using its own convolutional layer. Additionally, CNNs can recognize patterns with extreme variability and some geometric transformations such as scaling, rotation, translation, and noise.


[image: Figure 4]
FIGURE 4. Sample of preprocessed NC images.



[image: Figure 5]
FIGURE 5. Sample of preprocessed AD images.



[image: Figure 6]
FIGURE 6. Sample slices of NC patient.



[image: Figure 7]
FIGURE 7. Sample slices of AD patient.


Figure 8 shows the training plot of the CNN. The outcome of the proposed CAD system is demonstrated in the form of a confusion matrix as detailed in Figure 9. The total number of images is 855 including 635 NC and 220 AD patients.


[image: Figure 8]
FIGURE 8. CNN training process.



[image: Figure 9]
FIGURE 9. Confusion matrix.


To demonstrate the superior performance, the developed system was repeated five times and the mean values were reported. Efficacy of the developed system is evaluated by computing evaluation parameters which are given in section 2. The outcome of the proposed CAD system for the testing sample is demonstrated in the form of a confusion matrix as detailed in Figure 9.

In Figure 9, 42 images are correctly diagnosed as NC patients and 41 images are correctly classified as AD patients. A total of 2 images out 43 images are mistakenly identified as AD (2.3%). Similarly, one image is misdiagnosed as NC (1.2%). For NC patients, out of 43 patients, 48.8% are correctly diagnosed as NC and 2.3% are wrongly diagnosed. For AD patients, out of 43 patients, 47.7% are correctly classified as AD and 1.2% are wrongly classified. Overall, 96.5% of the photos are correctly classified, whereas 4.5% are incorrectly categorized. ROC is a mathematical tool used to assess the separation ability of the classification system. The true positive rate is compared against the false positive rate in a ROC chart. It is investigated by adjusting the threshold value. Figure 10 shows the ROC of the proposed system. The area under the curve (AUC) of the proposed system is 0.95.


[image: Figure 10]
FIGURE 10. ROC curve of the proposed system.




5.4. Effect Analysis

In terms of accuracy, sensitivity, and specificity, this section compares the efficacy of the proposed CAD system to that of existing approaches. In particular, the experimental consequences reported in state-of-the-art methods such as Cabral and Silveria (4), Liu et al. (23), Islam and Zhang (24), Silveira and Marques (25), and Poongodi and Bose (26) are compared with the proposed system, as given in Table 3.


Table 3. Performance comparison of the proposed system with existing systems.

[image: Table 3]

Cabral and Silveria (4) proposed a method to differentiate NC from AD using PET images. Input images were preprocessed using SPM. Feature vectors were extracted with PCA. SVM classifier discriminated NC from AD based on the feature vectors. Regional analysis-based classification system was proposed by Liu et al. (23). In this approach, the PET image was preprocessed using SPM. SVM classifier was used to carry out the classification process. Islam and Zhang (24) investigated the strength of CNN for diagnosing AD. They converted the 3D MRI images into 2D images. To increase the image's quality, a few preprocessing techniques, such as noise reduction, edge recognition, and segmentation were used. The preprocessed image was fed as an input to the CNN. The deep learning neural network provided a better result compared to the existing methods.

Silveira and Marques (25) presented a classification system based on a CNN and extreme machine learning classifier. CNN was utilized to extract characteristics from MRI images in this system. Then, with the help of free surfer, the features were mined. Extreme machine learning classifier performed the classification task. The drawback of the system is high computational overhead. A hybrid method of CNN and RNN for AD diagnosis was presented by Poongodi and Bose (26). In this method, 3D PET images were transformed into 2D slices along axial, coronal, and sagittal directions to reduce the computation time. At regular intervals, the transformed slices were divided into a number of groups. The resultant groups were fed as input to the CNN. To extract inter slice features, RNN was used. Prediction score was calculated using the weighted averaging method. However, this method needs more memory and time. Figure 11 shows a graphic comparison of the suggested CAD system's classification with the current approaches.


[image: Figure 11]
FIGURE 11. Performance comparisons in terms of accuracy.





6. CONCLUSION AND FUTURE WORKS

In this paper, a CAD device for discriminating AD from NC patients based on features from 18FDG-PET images was proposed and investigated properly. The proposed CAD system was designed by using a convolutional neural network. The FDG-PET images were decomposed into several 2D slices for extracting the features. Subsequently, the slices were grouped at some intervals without overlaps. The proposed CAD machine was confirmed on the ADNI dataset. The obtained simulation results showed that the proposed system provided exceptional performance when compared to the existing methods. Simulation results clearly demonstrated that the proposed CNN possessed higher potential to differentiate AD from NC with better classification accuracy and robustness. Future study will focus on improving the classification accuracy by extending the suggested CAD system to incorporate data from other sources. The overall performance of the suggested CAD system will be evaluated using a large number of samples. In addition, the potential of using different deep learning neural networks will be explored in a wider scenario.
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Tabata training plays an important role in health promotion. Effective monitoring of exercise energy expenditure is an important basis for exercisers to adjust their physical activities to achieve exercise goals. The input of acceleration combined with heart rate data and the application of machine learning algorithm are expected to improve the accuracy of EE prediction. This study is based on acceleration and heart rate to build linear regression and back propagate neural network prediction model of Tabata energy expenditure, and compare the accuracy of the two models. Participants (n = 45; Mean age: 21.04 ± 2.39 years) were randomly assigned to the modeling and validation data set in a 3:1 ratio. Each participant simultaneously wore four accelerometers (dominant hand, non-dominant hand, right hip, right ankle), a heart rate band and a metabolic measurement system to complete Tabata exercise test. After obtaining the test data, the correlation of the variables is calculated and passed to linear regression and back propagate neural network algorithms to predict energy expenditure during exercise and interval period. The validation group was entered into the model to obtain the predicted value and the prediction effect was tested. Bland-Alterman test showed two models fell within the consistency interval. The mean absolute percentage error of back propagate neural network was 12.6%, and linear regression was 14.7%. Using both acceleration and heart rate for estimation of Tabata energy expenditure is effective, and the prediction effect of back propagate neural network algorithm is better than linear regression, which is more suitable for Tabata energy expenditure monitoring.

Keywords: Tabata training, machine learning, heart rate, acceleration, energy expenditure


INTRODUCTION

According to the recently published World Wide Survey of Fitness Trends, high-intensity interval training (HIIT) has become increasingly popular modes of physical exercise (1). Tabata training is one of the most energetically effective high-intensity intermittent training methods (2).This exercise is relatively inexpensive, usually requires very little equipment, and is effective in promoting physical fitness. Tabata is not only useful to promote fat loss, improve blood pressure, insulin sensitivity, and glucose regulation in a relatively short time, but also enhance sports performances that depend on both the aerobic and anaerobic energy exependiture systems (2, 3). Being able to monitor energy expenditure (EE) portable and accurately during these activities is critical for weight control, physical activity adjustment and fitness goals achievement.

At present, the methods that produce the most accurate measurement of EE is direct calorimetry, indirect calorimetry and doubly labeled water (4), however, one limitation of all three methods is that they are expensive to test, which is not suitable for mass measurement of daily physical activity (5). Both accelerometer and heart rate sensor have long been recognized as the common and cheap wearable devices used for monitoring EE (6, 7). In 2001, Strath et al. (8) proposed a method for predicting EE using accelerated combined heart rate (ACC-HR), and believed that this method is better than the single acceleration (ACC) or heart rate (HR) measurement. So far, other authors have verified that this method predict the EE of some Physical activity (PA) more accurately, such as flat running and uphill running with different intensity (9, 10). In the era of big data, machine learning (ML) has been widely used in people's production and life (11–14). In terms of EE prediction algorithm, back propagate neural network (BPNN) is one of the most common used in machine learning algorithms (15), which has been applied and has significantly improved EE prediction performance in some exercises compared with linear regression (LR).

The main contributions of this paper are:

(1) We analyzed the correlation between ACC and EE, HR and EE in Tabata training.

(2) We established linear regression and back propagate neural network model based on ACC-HR to predict the EE of Tabata training during exercise and intervals.

(3) We evaluate and compare the predictive effectiveness of linear regression and back propagate neural network model.

The rest of the paper is organized as follows. Section 2 gives literature review. Section 3 describes our proposed method in detail. Section 4 presents the test results and analysis. Section 5 discuss the result. Section 6 gives conclusions and Future work.



LITERATURE REVIEW


Existing Wearable Devices

Currently, wearable devices that monitor EE can be divided into five categories: pedometer, accelerometer, heart rate sensor and multi-sensor combination (16). Pedometer is the most convenient motion sensor, and converts the PA of exercisers through the number of walking steps. However, there are significant limitations in EE predicting for slow walking, non-walking, and running (17). The accelerometer can calculate the rate of change of speed within a certain time, and the PA parameters was obtained through body acceleration, then EE is calculated based on the relationship between the known ACC and EE. Unfortunately, the accuracy of energy monitoring is limited by different acceleration wearing positions, additional load on the user and the change of moving surface (18). Heart rate sensor was estimated based on the correlation between HR and oxygen consumption (VO2) of some physical activities of exercisers, and then the EE was reflected by oxygen intake. But the accuracy of HR monitoring was affected by exercise action, mood and health status (19). A potential and powerful energy expenditure prediction approach is to use ACC and HR simultaneously. ACC values confirm that increased HR is caused by physical activity, which is the basic principle behind the combination of these techniques (16). In addition, the heart rate is linear with the EE of medium and high intensity exercise, which can quantify the daily EE of most people, but it cannot quantify the low intensity physical activity. The deficiency is compensated by acceleration data, which can effectively predict low intensity physical activity (16). In this study, Tabata exercise EE was monitored, including high-intensity exercise and intermittent exercise. The ACC-HR measurements may improve the EE monitoring effect.



Estimation Algorithm

Most of the early research and monitoring EE models are LR models, and the most classical EE linear regression model is Freedsom regression with acceleration parameters (20). Later studies confirmed that a single variable regression could not fit all physical activities, and then some studies developed linear regression models with multiple variables such as acceleration combined with body weight and heart rate combined with body weight for achieving better prediction results (10, 21). However, the ACC, HR, and EE used for some workouts are not linearly or highly correlated. Recently, Morris et al. have shown that ACC is not effective in predicting high-intensity intermittent exercise using the previous LR model (22). Recent sudden developments in the field of machine learning has increased the potential for remote monitoring and diagnostics using data obtained from wearable devices (23). Such as standing balance estimation (24), ECG signal classification (25), and EE prediction (26), etc. Some studies have achieved good accuracy by using BPNN, random forest (RF) and other machine learning algorithms to build models (23, 27). In addition, Montoye et al. (15) has proved that BPNN is better than linear regression for predicting EE in daily physical activity and partial sports. In terms of variable selection, there is inconsistency between machine learning and traditional regression model in the selection of input variables, as shown in Table 1. Recently, the researchers verified that BPNN model was constructed with ACC, HR and morphological indicators as input variables, which had high accuracy in predicting walking, running and resistance movement in EE (23). BPNN is the most popularly used Artificial neural network at present, which make up for the difficulty of linear regression in modeling non-linear data or polynomial regression with correlation between data features. For EE prediction of Tabata training, BPNN model may provide a new prediction idea. In this study, acceleration and heart rate data were selected as input variables, and the EE prediction was used by LR and BPNN model.


Table 1. Summary of an existing model in EE prediction.
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METHOD


Participants

A sample of 45 participants were included [Female = 23, Age (AG) = 21.04 ± 2.39 years, body height (BH) = 1.67 ± 0.75 m, body weight (BW) = 59.61 ± 8.27 kg, body mass index (BMI) = 21.17 ± 2.16 kg/m2, body fat rate (BFR) = 18.46 ± 5.47%]. Participants were primary recruited from Si Chuan Normal University. Exclusion criteria included the following: (1) Participants had a history of respiratory, cardiovascular, neurobiological, metabolic, or lower extremity related diseases, (2) Participants were given hypnotic drugs, alcohol, caffeine, or nicotine. This study was approved by the Si Chuan Normal University institutional Research Board before participant recruitment. Immediately upon arrival at the exercise research lab, the researchers described the study details to each participant and obtained written informed consent before proceeding with the protocol.



Instrumentation

EE was measured by indirect calorimetry method with gas metabolism analyzer as calibration, and collects data in kilocalorie as the basic unit. During the Tabata test, participants wore a portable gas metabolism analyzer, four wear site accelerometer (dominant hand, non-dominant hand, right hip, right ankle), and a chest strap heart rate band, all set up according to the manufacturer's instructions. The portable gas metabolism analyzer (K4b2, Cosmed) was used as a calibration to measure the EE of Tabata motion, it was calibrated according to the manufacturer's instructions before test. HR was recorded by chest strap heart rate band (Polar wearlink) during exercise, because K4b2 comes with a synchronization sensor from Polar's heart rate band, the heart rate band synchronizes with K42b measurements. ACC was acquired from four accelerometer (Actigraph GT3X+), which is initialized to set the sampling frequency to 30HZ. Prior to the test, participants identified their dominant hand (defined as the hand with which they wrote), and GT3X + was placed on the dominant hand, non-dominant hand, right hip, right ankle for all tests, the instruments was worn as shown in the Figure 1. In order to ensure the synchronization of the accelerometer with k4b2 and Polar heart rate band test, calibrate the computer time of the two devices and set the acceleration start time in advance.


[image: Figure 1]
FIGURE 1. Position of instrument wearing (A) Front view and (B) Lateral view.




Procedure

Each participant reported to the Sports Research Laboratory for one visit. To avoid discomfort and errors in EE measurement during the test, participants were forbidden to eat 2 h before the test. The testers explained the details of the test to each participant and obtained written informed consent. A PA preparation questionnaire was conducted prior to the test to ensure that participants were healthy and not participating in MVPA contraindications. If the participant answered “yes” to any of the questions on the PA questionnaire, they would have been asked to obtain physician approval before being able to participate in the study; however, whether there are rules in the questionnaire will not be tested. Next, trained research assistants measured height, weight, body fat percentage, and BMI using a human morphological indicator meter (InBody J30). In addition, the age shall be calculated in years according to the date of birth of the resident identity card. The classic Tabata training mode is 20–10 mode (20s-exercise, 10s-interval). In consideration of the simplicity of the exercise movements and the comprehensiveness of the exercise parts, this study adopts the classic Tabata training mode with multiple movement combinations. Participants were asked to learn how to perform the Tabata movements (Jumping jack, Burpees, Running in place high-knees, Side Skaters) and complete each movement 5 times after learning to get familiar with the movements, the exercise process is shown in Figure 2, eight movement stages were tested, each consisting of a exercise and an interval. These exercise movements not only can be full-body exercise and follow the principle of simplicity, but also have been proved by studies to achieve high intensity (28), and the intermittent movements are also common. After getting familiar with the action, participants warmed up with a 5-min warm-up in the Keep APP. Once the participant completes warm-up, Polar wearlink, Cosmed K4b2, and Actigraph GT3X fitted to the participant. Sit still for at least 15 min until heart rate stabilizes. At the beginning of the test, participants performed the maximum number of reps prompted by a Tabata video played on a computer. Relax and stretch after completing the test.


[image: Figure 2]
FIGURE 2. Tabata exercise process.




Data Processing
 
Tabata Exercise Intensity Monitoring

To ensure that participants reach the high intensity during the Tabata exercise test, the heart rate of participants and metabolic equivalent (METs) during each stage (exercise + interval) were collected during the test (Figure 3). In this study, the average HR of exercise was 165.46 ± 5.39 for men and 163.88 ± 6.88 for women, reaching 80% of the maximum heart rate. As the same time, the average of METs was 8.84 ± 0.89 for men and 8.39 ± 0.93 for women. Refer to ACSM for exercise categories and physical activity intensity (29), the exercise intensity of this test reached high intensity, Maximum heart rate 183.43 ± 7.09, almost 90% of maximum heart rate, which was in line with the exercise intensity required by Tabata exercise.


[image: Figure 3]
FIGURE 3. Exercise intensity test.




Variable Selection

The triaxial acceleration values are combined into vector acceleration, the vector magnitude (VM) can been seen in Equation 1 (the X, Y, Z is the acceleration of the three axes, N means in unit time interval). Data of acceleration, heart rate and EE are intercepted in 10 and 30s.

[image: image]

Given the difference in EE predictions between exercise and interval, the selection of linear regression and neural network variables was based on previous studies (20, 23). EE is predicted in kcal/10s. Pre-selected variables during exercise included: human morphological index, the unit of 10s corresponds to heart rate during the exercise and the unit of count/10s corresponds to the VM value of each wearing part during the exercise. Since the interval is 10 s, the VM value is the minimum or “0” during the standing interval, and the heart rate during exercise is related to the EE during the interval (31). The pre-selected variable for predicting the intermittent EE includes: human morphological, VM value during 0–10s exercise, VM value during 10–20s exercise, VM value during 0–20s exercise, VM value during entire stage, HR value during 0–10s exercise, HR value during 10–20s exercise, HR value during 0–20s exercise, HR value during entire stage, HR value in Intermittent. Pearson correlation analysis was conducted between pre-selected variables and EE in exercise and interval period, respectively. The absolute value of correlation coefficient (|r|) compared the correlation between each variable and EE.



Model Development

In order to build LR model, the pre-selected variables of the exercise period and the intermittent period were put into stepwise linear regression, respectively. Then the equations with significance P-value of variables < 0.05 were selected. Finally, LR model of exercise period and intermittent period were constructed.

BP neural network is a multi-layer error feedback neural network, which consists of input layer, hidden layer and output layer. Each node represents a neuron, the upper node and the lower node are connected by weight, and the nodes between layers are fully interconnected. Before input variable selection, the temporal characteristics of the four accelerometers were extracted in the non-overlapping windows of 10 and 30 s, and the heart rate (HR) in units of 10 and 30 s was obtained. Input layer variables are selected based on the degree of correlation between EE and the variable, which can include gender, age, weight, height, average heart rate, mean, standard deviation, cova-riance of adjacent windows of data, minimum, maximum, the 10, 25, 50, 75, and 90th percentiles of the vectorial magnitude acceleration. And these variables have been proved to be effective machine learning EE prediction model can be built method (27). In order to improve the speed of convergence, in this study, momentum—learning rate adaptive adjustment algorithm was used to optimize BPNN. The number of hidden nodes was determined by trial and error method. The formula of hidden layer (32) used the Equation 2, “ni” is the number of hidden nodes, “no” is the number of input nodes, and “c” is the number of output nodes. After the number of hidden node is determined, the number of nodes is increased step by step until the number of nodes with the lowest Root mean square error (RMSE) is found. The activation functions of the hidden layer and output layer are determined as logsig logs-type transfer functions. Sigmoid type differentiable function is strictly incremental, with solid theoretical basis, rigorous derivation process, beautiful symmetry of the obtained formula, and strong non-linear fitting ability (33), the formula is the Equation 3. The BPNN model was constructed by the variables of neural network model through Matlab software (R2018b).
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Statistical Analysis

Random grouping was used in which all available data are split into training and testing, at a ratio of 3:1. After grouping, the predicted values were obtained by substituting the test group data into the prediction model constructed by the training. Using Bland-Altman plot to verify the difference between the predicted and measured values, the model is effective when 95% points fall between ± 1.96 SD of the difference between predicted value and measured value. Mean percentage absolute error (MAPE) and RMSE was used to compare the accuracy of prediction between models, the specific formula is the Equations 4 and 5, “ŷi” is the actual measured value, “yi” is the predicted value.

[image: image]




RESULT


Correlation Analysis

According to Pearson correlation analysis, we compared the correlation between each variables and EE (Figure 4). The heart rate band data is the significant correlated with exercise and interval EE. In the various indicators of heart rate, the highest correlation with EE during exercise period is HR value during exercise (r = 0.758), the highest correlation with EE during intermittent period is HR value during 0–10s exercise (r = 0.655). All the morphologic indicators are significantly correlated with EE, and the highest correlation between anthropometric index and EE in all stages is body weight (r = 0.331, r = 0.581). Although, the correlation between EE and ACC of multiple wear sites in all stages is significant, the highest correlation variables with EE during exercise and interval period is only moderately correlated, they are right ankle VM value during exercise and right ankle VM value during entire stage (r = 0.352, r = 0.308). Only the right ankle and hand acceleration are more than 0.300 correlated with EE during the interval. The correlation between the four wearing parts ACC and EE is different in both the exercise and the interval period, and the correlation of ankle is the largest. The measurement indexes of wearable devices with the greatest correlation were analyzed, as shown in Figure 5. There are linear correlation between heart rate measurement indexes and EE in the whole Tabata training, while all the accelerometer indexes are weakly linear correlated with EE.


[image: Figure 4]
FIGURE 4. (A) Correlation analysis of exercise period; (B) Correlation analysis of interval period.



[image: Figure 5]
FIGURE 5. Variables and EE scatter diagram. (A) the unit of 10s corresponds to VM during the exercise and EEExe; (B) the unit of 10s corresponds to HR during the exercise and EEExe; (C) VM value during 30s exercise and EEInt; (D) HR value during 0–10s exercise and EEInt.




Linear Regression

The variables were put into linear stepwise regression, and the LR model was established as shown in Table 2. right ankle VM value during exercise, HR value during exercise and body weight were took as independent variables to build LR model of EE during exercise period. VM value during entire stage, HR value during 0–10s exercise and body weight were took as independent variables to build LR model of EE during interval period. The significance P-values of these independent variables in the LR model are all < 0.05, and they are all valid variables. The r2 value of the EE prediction model in exercise period is 0.710, and the r2 value of the EE prediction model in interval period is 0.730. The significance of the model is < 0.05, indicating that the model is valid.


Table 2. EE prediction model of Tabata linear regression.
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BP Neural Network

Based on the correlation between the acceleration data of each position and EE during all stages, this study decided to take the right ankle VM value during exercise as the input variable of the BPNN model during the exercise period, and the right ankle VM value during entire stage was input as the input variable of the BPNN model in intermittent period. HR in exercise period was selected as the input variable value of the neural network model during the exercise period, and HR value during 0–10s exercise was taken as the input variable of the BPNN model during the exercise period. Height, weight and gender were input into the two models as the anthropometric index and basic information of participants. After using trial and error method, we determined 4–15 hidden layers as an attempt, and finally got the hidden layers of the neural network as shown in Figure 6. The number of hidden layers of model in exercise period was 6, and that of model in intermittent period was 10.


[image: Figure 6]
FIGURE 6. The prediction error of model of each hidden node. (A) Exercise period; (B) Interval period.


Finally, the neural network model was determined as 14-6-1 in the exercise period and 14-10-1 in the interval period. The upper limit of network iteration of neural network model is 5,000 times, initial learning rate is 0.05, momentum constant is 0.9 and error rate is 0.001, as shown in Figure 7. “w1” and “w2” in turn represent input and sum weight vectors, “Si” means the sum of the input layers in the implicit cell, “U” indicates that the input activation function is hidden. The training group was substituted into the model for training and BPNN was finally obtained. After calculation, the time complexity of BPNN model during exercise and interval period is 20139840 and 27643680, respectively. The r2 value of the exercise model is 0.813, the r2 value of the intermittent model is 0.816, which indicates the model is valid.


[image: Figure 7]
FIGURE 7. Model structure. (A) BP neural network during exercise; (B) BP neural network during exercise.




Predictive Accuracy of Models

The variable data of the test group was substituted into each prediction model and the predicted values of each model were obtained. Then the predicted EE values and measured EE values of 15 subjects in the validation group were intercepted in 10-s increments, each subject will have 24 predicted values. The whole verification group was substituted into each model to obtain 24*15 predicted values. The forecast and measured graph was presented in Figure 8.


[image: Figure 8]
FIGURE 8. Predicted values and Measured values.


Bland-Altman Plot statistical method with MedCalc software was used to analyze the consistency of model prediction effect, as shown in Figure 7. The difference between the measured EE value of K4b2 and the predicted EE value of each model was used as the Y-axis, and the mean value of the predicted EE value of each model and the measured K4b2 was used as the X-axis. Figure 9 showed that 95% of the scatter points of the two prediction models were within the range of ± 1.96 SD during the exercise period and interval period, they all have good consistency.


[image: Figure 9]
FIGURE 9. Bland Altman plot for models. (A) Linear regression during Exercise. (B) Linear regression during interval. (C) BP neural network during Exercise (D) BP neural network during interval.


The predicted and measured values of the validation group were substituted into the MAPE formula for calculation, and the MAPE of the two models in the exercise period and the intermittent period were compared. The MAPE of LR model is 16.95% in EE prediction during exercise period, which is 2.65% higher than BPNN model. In the intermittent EE prediction, the MAPE of BPNN model is 9.28%, which is lower than LR model. At the same time, the error dispersion degree of LR model is larger, and its standard error of MAPE is 1.70% and 1.22%, which proves that the stability of LR prediction effect is lower than that of BPNN (Figure 10).


[image: Figure 10]
FIGURE 10. Prediction error of EE during exercise and interval period.


In order to compare the prediction effect of the Tabata training during each movement stage, the two models were compared in each exercise stage, as shown in Figure 11. In the LR model, the MAPE of three exercise stages is >15%, while the BPNN model has two. In addition, the MAPE and RMSE predicted by tow EE model in entire Tabata training was calculated. The MAPE of BPNN model was 12.6%, which is 2% lower than that of LR model, and the RMSE of LR model was 0.238, which is 0.011 higher than that of BPNN model. Both LR and BPNN models can effectively predict the EE of Tabata, but BPNN model has better prediction performance than the LR model regardless of the comparison of each part or the whole movement.


[image: Figure 11]
FIGURE 11. MAPE comparison of the EE of total exercise.





DISCUSSION

In this study, the correlation of pre-selected variables was analyzed. The highest correlation with the EE in the exercise and the intermittent period is HR, which basically shows a linear relationship with the EE. The linear correlation between HR and EE in high-intensity exercise can also be confirmed in Tabata training (16). Bazuelo et al. (30) has shown that intermittent heart rate is related to intermittent EE. But this study found that intermittent EE not only correlate with intermittent heart rate, but also with exercise heart rate, the highest correlation with intermittent EE was the HR value during 0–10s exercise, and the correlation was basically linear. Meanwhile Dugas et al. show the similar result (31), the exercise they tested was set-up exercise (45s-exercise, 15s-interval), the significant correlation of intermittent EE is exercise HR 1 min before the interval. Due to a temporal dissociation be-tween HR and VO2 (EE) during intermittent-type activity, the relationship between resting heart rate and oxygen uptake was not strong during partial exercise intervals (34), Therefore, the HR value during 0–10s exercise was selected as the input variable in this study. At present, there are few studies on the correlation between exercise heart rate and intermittent energy, and the correlation between other exercises and intermittent energy expenditure is not clear, which needs to be verified in the future.

Throughout the Tabata training, the ACC has a moderate correlation with EE, showing a weak linear correlation with EE, and the ankle ACC is the highest correlation among all the wearing parts. Tabata tested in this study included high-intensity and complex movements. In this exercise mode, the ACC values of each part of the body are vary a lot and do not show periodic changes, and the different parts of the body show different physical activity. This is similar to the study by Morris et al. (22), who validated smart devices with built-in accelerometers worn on the hip and wrist. The high intensity intermittent motion was carried out, the prediction efficiency of the acceleration values of the two wear parts is not good after substituting into the existing linear model. Although some studies suggest that accelerometers worn on the hip can better predict EE, most of these studies tested continuous periodic motion (35). Some studies have also suggested that ankle is the most suitable wearing part for sports with high speed and intensity, because the acceleration signal vector of human motion changes with different postures (36). Therefore, the ankle acceleration can be used as a prediction variable in EE prediction in this study.

Some studies have also shown the correlation between EE and anthropometric indexes (37). In this study, the correlation between body weight and EE was the highest among anthropometric indexes. Therefore, body weight is also considered a variable of EE prediction.

After the correlation analysis of the pre-selected variables, the LR model was constructed with the heart rate, the right ankle VM value and body weight as independent variables through stepwise regression of the predictive variables. Referring to input variables selected in past studies, BPNN is constructed by combining relevant variables significantly related to EE with subject characteristics information.

In terms of model establishment, Bland-Altman method is used to test that LR and BPNN model are consistent. The feasibility of predicting EE with heart rate combined accelerometer was confirmed, which was consistent with the results of previous studies by Brage and Crouter (38, 39). A recent study evaluated the effectiveness of accelerometers in predicting the EE of High Intensity Functional interval Training (HIFT), which is similar to the Tabata model. But, the effect of accelerometer alone on the EE prediction by linear regression model is not ideal, and the MAPE of energy expenditure in the whole movement process is more than 15%, and the errors in predicting EE during exercise and interval period have not been specifically evaluated (22). In accordance to the statement made by Lee et al. (40) that the reasonable error of energy expenditure prediction is 10–15%. Compared with the recent study, the overall prediction errors of the two ACC-HR models constructed in this study are both lower than 15%, which has improved the prediction effect in EE prediction of high intensity intermittent exercise. By comparing LR and BPNN model, the MAPE of BPNN model is higher than 15% in two stages, while the MAPE in LR model is higher than 15% in three stages. In addition, the RMSE and MAPE predicted by BPNN in the whole exercise process were lower than those predicted by LR model (0.227 and 12.6%), which proved that BPNN model based on machine learning algorithm in the era of big data could provide exercisers with more accurate prediction of EE than LR, which was similar with the result of Montoya et al. (15).



LIMITATION

Firstly, Limitations of test contents, this study selected classic and representative Tabata exercise pattern and movement for testing. Although the model cannot predict the EE of all Tabata exercises, it can be used to predict EE in the classical pattern. Future research can further enrich the testing of Tabata exercises and modes, so as to improve the accuracy of Tabata EE prediction. In addition, Limitations of the applicability, the subjects selected were 45 young adults. Therefore, the generalization of the models established in this study to other age group further research and confirmation.



CONCLUSION AND FUTURE WORK

In this paper, a linear regression and neural network model were constructed to predict the EE of Tabata training using accelerometer combined with heart rate data. The two models have good consistency by bland-Alterman test, and the prediction performance is evaluated by MAPE and RMSE, which proves that the error of back propagate neural network is lower than linear regression. Overall, the empirical results showed that: (i) the effectiveness of acceleration combined with heart rate data in predicting Tabata exercise EE. (ii) Back propagate neural network model constructed by acceleration combined with heart rate has higher prediction accuracy than linear regression model, reflecting the feasibility of machine learning algorithm in predicting EE of complex intermittent exercise. The ACC-HR Back propagate neural network model provides exercisers with a portable and more accurate tool for predicting Tabata EE, so as to help exercisers adjust their physical activities and set up their exercise plans, thus improving their exercise benefits. In the future, more novel and useful machine learning algorithms will be used to predict the EE of high intensity interval exercise. In addition, this study will test more Tabata exercise patterns and movements to more fully and accurately predict Tabata exercise EE.
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Diabetes has been recognized as a global medical problem for more than half a century. Patients with diabetes can benefit from the Internet of Things (IoT) devices such as continuous glucose monitoring (CGM), intelligent pens, and similar devices. Smart devices generate continuous data streams that must be processed in real-time to benefit the users. The amount of medical data collected is vast and heterogeneous since it is gathered from various sources. An accurate diagnosis can be achieved through a variety of scientific and medical techniques. It is necessary to process this streaming data faster to obtain relevant and significant knowledge. Recently, the research has concentrated on improving the prediction model's performance by using ensemble-based and Deep Learning (DL) approaches. However, the performance of the DL model can degrade due to overfitting. This paper proposes the Extra-Tree Ensemble feature selection technique to reduce the input feature space with DL (ETEODL), a predictive framework to predict the likelihood of diabetes. In the proposed work, dropout layers follow the hidden layers of the DL model to prevent overfitting. This research utilized a dataset from the UCI Machine learning (ML) repository for an Early-stage prediction of diabetes. The proposed scheme results have been compared with state-of-the-art ML algorithms, and the comparison validates the effectiveness of the predictive framework. This proposed work, which outperforms the other selected classifiers, achieves a 97.38 per cent accuracy rate. F1-Score, precision, and recall percent are 96, 97.7, and 97.7, respectively. The comparison unveils the superiority of the suggested approach. Thus, the proposed method effectively improves the performance against the earlier ML techniques and recent DL approaches and avoids overfitting.

Keywords: data stream classification, deep learning, diabetes detection, ensemble technique, extra tree ensemble, machine learning, overfitting, feature selection


INTRODUCTION

In a survey made by IDF and WHO, nearly half a billion of the population worldwide have diabetes and posing about $13,700 financial burden per year. Moreover, the statistics increasing in years to come. Diabetes is a persistent disease caused when the blood sugar level crosses certain levels and can have adverse consequences on other organs of the human body and severely affect the entire body. If it is not diagnosed at the right time and remains untreated, it can increase the risk of other disorders. In addition, diabetes may lead to other problems like kidney failure, weak eyesight and heart problem.

Furthermore, diabetic persons are at higher risk of infection and death from COVID-19 (1). Hence, concerning its severe complications, prior diagnosis of the disease is very significant to take timely steps to avoid other health risks and complications. Patients with diabetes can benefit from the Internet of Things devices such as CGM, intelligent pens, and other similar devices, according to the American Diabetes Association (ADA). These devices help in collecting medical data in real-time. Data collected from the smart devices needs to be processed immediately for dissemination of information to practitioners to provide prompt medical attention. Health care data comes from various sources, including medical history and records of patients in hospitals, medical diagnosis reports, medical examination reports by doctors, real-time data from multiple IoT devices and health-related Apps, and data streams from social networking sites. Dealing with such heterogeneous healthcare data has become increasingly difficult in recent years, owing to the large volume of data, security issues, incompetence in wireless network application development, and the rapidity with which it is being generated. As a result, to improve the healthcare industry's efficiency, accuracy, and workflow, data analytics tools are required to manage such complex data (2). Therefore, it is necessary to process this streaming data faster to obtain relevant and significant knowledge using an adaptive model. In the recent past, many algorithms have been employed in handling the classification of real-time data streams. Gaining insights and knowledge from such streaming data is a crucial challenge. Machine Learning (ML) is an analytical method for mechanized learning. It learns from knowledge and skill gained during the training process and applies the experience to improve the performance to make more accurate predictions. ML plays a significant role in discovering hidden and new patterns in the medical data stream. These patterns provide fascinating insights into the knowledge gained.

Further, researchers and medical practitioners use it for assistance in various ailment diagnoses and treatments. Latest advances in this field can also be applied for discovering unknown and latent patterns for detecting diabetes in prior stages. The advancement in ML techniques resolves this censorious problem of an early diabetes diagnosis.

Only health professionals are permitted to process health data because it is sensitive and not readily available. In addition, it is subject to strict usage rules due to the obligation of medical secrecy. As a result, only health professionals are permitted to process it. ML algorithms frequently underperform in prediction accuracy when there is insufficient data to train the model. The data obtained from heterogeneous sources can be either structured or unstructured, depending on the source. Conventional ML techniques cannot process unstructured data; on the other hand, DL can analyze images, videos, and unstructured data in ways that traditional ML techniques cannot. Deep understanding, as opposed to ML, typically necessitates less ongoing human intervention. DL models for prediction and classification are becoming increasingly popular as a means of avoiding these pitfalls.

DL is a subset of Artificial Intelligence with similar architecture as a neural network but has extra hidden layers. The extra layers, therefore, make DL more powerful in data processing than shallow architecture. DL methods showed more accuracy in results than traditional rule-based methods in various domains, including eHealth systems (3–5). A study proposed a hypothesis that further improving the accuracy of DNN feature selection techniques can be used (6, 7). Feature selection is the process of acquiring relevant information and discarding irrelevant ones (8). The feature selection methods can be either supervised or unsupervised, and the supervised method can be divided into the wrapper, filter or intrinsic methods.

Furthermore, a single feature selection method may produce a local optimal or sub-optimal feature subset for which a learning method's performance is compromised. Therefore, multiple feature subsets are combined in the ensemble-based feature selection method to select an optimal subset of features using a combination of feature ranking that improves classification accuracy. The normalized total reduction is the mathematical criteria used in the split decision during the forest construction when the extra tree ensemble method performs feature selection. In addition, in the proposed work Gini Index is computed for each feature known as the Gini Importance of the feature. Then, each feature is ordered in descending order based on its Gini Importance, and the user selects the top k features based on the preferences to perform feature selection. This process selects the optimal feature subset from the high dimensional feature space.

However, the DNN has a disadvantage because it overfits small data sets (9, 10). Overfitting occurs when the accuracy with the training dataset is greater than the accuracy with the testing data set, and the model is not generalized. Dropouts can avoid this problem where a certain number of neurons at a layer are deactivated from firing during training. This deactivation of neurons prevents overfitting, and the network's performance on test data improves (11).

The novelty of the proposed work is as follows:

(i) The Extra tree ensemble feature selection technique reduces the feature space by selecting the optimal feature subset. Thus, improving the prediction accuracy and reducing model complexity.

(ii) When presented to the DL network, the optimal feature subset further enhances its performance and prevents overfitting.

(iii) Previous works are either complex or prone to overfitting. Both these issues are fixed in the proposed work.

Following are the key contributions of the Novel ETEODL framework.

(i) The proposed algorithm predicts diabetes at a very early stage using a framework that combines an extra-tree ensemble feature extraction technique used to extract relevant features and a deep neural network to improve prediction accuracy.

(ii) Valuable metrics: prediction accuracy, Precision, Recall, F1-score, and computation time are evaluated for performance comparison.

(iii) The proposed algorithm is compared with state-of-the-art techniques.

(iv) The proposed algorithm shows no instances of overfitting or underfitting.



LITERATURE REVIEW

Alić et al. (12) studied several diverse ML techniques to detect diabetes and concluded that the most common type of ANN used is multilayered feed-forward and the Naïve Bayesian network, which shows higher possibilities of get-ting accurate predictions. In their work, Sisodia and Sisodia (13) experimented with Decision Tree, SVM, and Naive Bayes and concluded that Naive Bayes has the highest accuracy compared to other algorithms and verified it using ROC metrics. Maniruzzaman et al. (14) used Gaussian process classification (GPC) to diagnose diabetes and concluded that the model's performance is comparatively better than other models. In their work, Kaur and Kumari (15) analyzed different models for the detection of diabetes. Wei et al. (16) explored the popular techniques to detect diabetes and data pre-processing techniques. Kamble et al. (47) proposed a DL-based Restricted Boltzmann machine approach for detecting diabetes. Swapna et al. (17) used DL-based methods to classify diabetic and HRV signals by extracting dynamic features from HRV data using a combination of LSTM and CNN. However, LSTM has high computational complexity and is prone to overfitting (18). Yahyaoui et al. (19) compared traditional classifiers with DL-based classifiers, Random Forest (RF) shows more accurate results in predicting diabetes than DL and SVM methods. DL (DL) techniques like CNN and RNN improve performance compared with classic designs (20). Naz and Ahuja (21), in their work, concluded that DL approaches perform better for early detection of diabetes as compared to Artificial Neural Network (ANN), Naive Bayes (NB), and Decision Tree (DT). The DL techniques also facilitate the latest trending techniques like Edge AI applications (22). A regularization layer called dropout can be used in fully connected layers of DNN to address the problem of overfitting (23). Rubaiyat et al. (24) used feature selection and used the selected features with traditional ML techniques like Random Forest, Logistic Regression, and MLP neural network classifier. Iwendi et al. (25) proposed a system to improve intrusion detection using a combination of correlation-based feature selection techniques and machine learning ensemble models. Reddy et al. (26) proposed ensemble-based ML algorithms, compared the proposed performance against the individual ML algorithms and concluded their superiority over the unique ML algorithms. Bashir et al. (27) used ensemble techniques for diabetes detection and inferred that the Bagging ensemble outperforms other ensemble techniques.

Similarly, Tama and Rhee (28) concluded that a tree-based classifier is better than other approaches. Recent research has been concentrated on enhancing the performance of ensemble-based methods for the prediction of disease. In addition, the neural network-based models can further reduce the cost (29). Deepa et al. (30) proposed RASGD to improve the regularization of the classification model. It is done by employing weight decay methods, such as the least absolute shrinkage and selection operator. In addition, ridge regression methods are used to achieve better regularization. Gadekallu et al. (31) were motivated by the fact that previous work had neglected the aspects of data pre-processing and dimensionality reduction, which had resulted in skewed results. Consequently, in their work, the raw dataset is normalized using the Standardscalar technique and Principal Component Analysis (PCA) is used to extract the most significant features from the dataset. In addition, the Firefly algorithm is used to reduce the dimensionality of the data. Finally, this condensed dataset is fed into a Deep Neural Network Model, used to classify the data. Gadekallu et al. (32), in their work, use a principal component analysis-based deep neural network model with the Gray Wolf Optimization (GWO) algorithm. The application of GWO allows for the selection of the most optimal parameters for training the DNN model.



RESEARCH MOTIVATION

In this era of big data, various types of biomedical data for early detection of diabetes have been emerging from electronically generated health records, medical images, IoT sensor data, and simple text data. This streaming data is intricate, diverse, appallingly annotated, and commonly not structured. Early detection of the disease is significant to take timely steps to avoid other health risks and complications. However, the earlier studies depict that the ML algorithms need structured data for classification, have less prediction accuracy, prone to overfitting, and require more computational time to predict the disease. While DL models are more promising, as DL networks are flexible, making them suitable for structured and unstructured data (33), they can process the data than the shallow architecture.

Further, their accuracy can be improved by appropriate feature selection techniques (34, 35). Thus, DL approaches could employ big biomedical data to improve human health (36). For example, most of the recent research (20) concluded that DL performs better for early detection of diabetes as compared to Artificial Neural Network (ANN), Naive Bayes (NB), and Decision Tree (DT).

In literature, various techniques like linear regression feature selection, logistic regression feature selection, Correlation-value based feature selection, Chi- square-based feature selection, F-score based feature selection, decision tree feature selection and random forest feature selection are used for selecting relevant features.

Table 1 below summarizes the methodology used and the limitations of some of the pertinent recent works.


Table 1. Methodology and limitations of recent relevant work.

[image: Table 1]

Chen et al. (42) concluded that feature extraction might improve the performance of deep neural networks. In their work, Motwani et al. (43) suggested a framework based on a deep neural network for intelligent patient monitoring. Motwani et al. (44) used DL with cost optimization for remote patient monitoring and recommendation. Authors in (45) compared various feature selection techniques and concluded that the random forest algorithm performs better than the other algorithms. Trapping this advantage of the tree-based technique for selecting relevant features based on feature importance, the proposed approach uses the Extra tree ensemble feature selection technique to retrieve the optimal feature set. Furthermore, a single feature selection method may produce a local optimal or sub-optimal feature subset for which a learning method's performance is compromised. Therefore, multiple feature subsets are combined in the ensemble-based feature selection method to select an optimal subset of features using a combination of feature ranking that improves classification accuracy.

Thrust by these facts, this paper proposed an Extra-Tree Ensemble optimized DL framework (ETEODL) to predict the likelihood of diabetes. This approach is a combination DL approach for prediction and an Extra Tree ensemble technique for selecting the best features based on feature importance. The DL approach extracts lower-level information and feeds them to the next higher layer. The dropout technique is used with hidden layers of DNN to prevent the overfitting of the model.

The proposed model performs better in the following aspects:

(1) Prediction accuracy and computational time

(2) Prevent overfitting.

The framework is compared with traditional ML techniques and recent works for various parameters like Accuracy, F1-Score, Precision, Recall, and Computation time and thus concluded that the efficiency of the proposed framework is better than the compared works.

The paper has the following sections. First, in section Methodology and Algorithm of the proposed framework are discussed. Then, in section 5, Experimental Setup, including Dataset description, Experiment Environment setup, Experiments, and results, has been discussed. In the last, the proposed work is concluded, and directions for future research are suggested.



METHODOLOGY AND ALGORITHM

The DL framework used in this paper for the early prediction of diabetes is called ETEODL. The framework is divided into two segments. The first segment performs the data acquisition, pre-processing, and feature extraction, while the second segment performs the prediction using a DL model. First, data is acquired from the UCI repository. The acquired data is pre-processed to make it ready for further processing. Next, the data set is split for training and testing purposes. It is followed by feature extraction, where relevant features are extracted to reduce the data set's feature space and prevent model overfitting. The extra tree feature extraction technique is used in the proposed work. The output of the first segment is fed in a DL model for classification and prediction. The functions of the two segments are explained in detail in the following section.


Segment-1
 
Data Acquisition and Data Pre-processing

Data is acquired and pre-processed in the first phase of the framework to clean, transform, and reduce the dimensions. Then, the missing values are discarded. Finally, the normalization process does data transformation. The dataset is divided in a ratio of 80:20 for training and testing purposes for ensuring the learning process only from the training data. After training the model, the performance is tested using testing data.



Data Feature Selection Using Extra Tree Ensemble

After data pre-processing, feature selection is made using Extra Tree Ensemble technique. In this step, the subset of the most relevant features is selected. The choice of the most pertinent features influences the model performance greatly. In the proposed framework, feature importance property is utilized for feature selection. In this method, each feature is given a score. The score ranges from zero and one. The leading score indicates more relevancy of the feature toward the targeted output. These relevant features are thus chosen for model building with improved predictive accuracy and controlled over-fitting. A subset of randomly selected n features is supplied to each test node of the tree. Further, the best feature is chosen by the decision tree from this subset to split the data based on Gini Index. The output features of segment one are used as input in segment 2.




Segment-2
 
DL Model With Dropouts

The DL model consists of three types of layers:

The Input layer is where the selected features are passed. No computation occurs in this layer. The Hidden layers are present between the input and output layers. For choosing the number of Hidden Layers following basic rules are followed;

(1) If the data is linearly separable, then no hidden layers are required.

(2) Using neural networks with one to two hidden layers would be appropriate if the data is less complex and has fewer dimensions or features.

(3) If the data has many dimensions or features, it is possible to use three to five hidden layers to achieve the best possible result.

The input data is not linearly separable and is complex as obtained from various heterogeneous sources; the proposed model consists of three hidden layers. The hidden layers one and two utilize the Rectified Linear Unit (ReLU) as activation.

Mathematically, it is defined as

[image: image]

And at hidden layer three uses the sigmoid as an activation function. The sigmoid is mathematically represented as:

[image: image]

These hidden layers perform the computation and pass the information to the output layer in the end.

The output layer is responsible for producing the out variable and giving the result.

The cost or loss function is binary cross-entropy/log loss represented using E(W).

[image: image]

A dropout layer is added to the model after each hidden layer to prevent overfitting. During the training phase, the dropout layer deactivates a random set of fractions “i” neurons. The value of p is set to 0.8, where p is the probability of retention used in the input layers and is set to 0.5 in the hidden layers. The value of c is set to 4 in all the layers, where c is the Max-norm constraint. The step-wise methodology of the framework is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Flowchart for the proposed framework.


The algorithm of the proposed framework is given in below.


[image: Algorithm 1]
Algorithm 1. Extra Tree Ensemble Optimized DL Algorithm
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Algorithm 2. ETE
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Algorithm 3. Rand_Split(s,f)






EXPERIMENTAL SETUP AND RESULTS


Data Set

The dataset used in the research is taken from the UCI repository (34). It contains 520 instances and 16 attributes. The missing values have been pre-processed by discarding the tuples with incomplete values.



Experiment Environment Setup

The experimental setup includes an Intel Core i5 processor with 16 GB RAM. The software configuration includes Keras, Google Tensorflow, and other required libraries such as Scikit-Learn, Numpy, and Pandas installed over Python.



Results and Discussion

The proposed ETEODL model was implemented over Python. The parameters to evaluate the model. The model efficiency was evaluated based on essential metrics like prediction accuracy, precision, recall, f1-measure, ROC, and RMS Error (14). The proposed model is compared with conventional techniques (13) like Naïve Bayes, Decision Tree, Random-forest, Hoeffding tree, and ensemble classifier-like stacking and also with the recent three related works (17, 18, 46). The comparisons are with conventional work is summarized in Table 2, and comparison with recent existing work is summarized in Table 3.


Table 2. Comparison of proposed model with conventional ML algorithms.
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Table 3. Comparison of the proposed model with recent works.
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Table 2 shows the comparison of the proposed framework and conventional ML algorithms.

The outcome of the comparison in Table 2 can be concluded as follows:

(i) The DL-based framework outperforms traditional algorithms for the early detection of diabetes (21).

(ii) The Extra-Tree ensemble feature extraction technique prevents the overfitting of the DL model (28).

The graph in Figure 2 compares the prediction accuracy of conventional ML algorithms with the ETEODL (proposed).


[image: Figure 2]
FIGURE 2. Accuracy (%) comparison with existing methods.


Figure 3 represents the graphs comparing the computation time of conventional ML algorithms with the ETEODL (proposed).


[image: Figure 3]
FIGURE 3. Comparison of computation time (in sec).


Figure 4 represents the graphs comparing the precision, recall, and F1 score.


[image: Figure 4]
FIGURE 4. Comparison of precision, recall, F1-score, and ROC area.


Table 3 shows the performance comparison of the proposed framework with Recent work.

The proposed work is less computationally complex and requires less computation time than previous related work while improving performance.

Figure 5 represents the graph comparing the accuracy of the proposed model with Recent works (17, 46, 47).


[image: Figure 5]
FIGURE 5. Comparison of prediction accuracy.


Figure 6 represents the graph Comparing the computation time of the Proposed model with three Recent works.


[image: Figure 6]
FIGURE 6. Comparison of computation time.


Figure 7 represents the graph Comparing the proposed model's Precision, Recall, and F1 score with Recent works.


[image: Figure 7]
FIGURE 7. Comparison of precision, recall, f1-score, and roc area.


Table 4 compares the training and testing accuracy of ETEODL over hundred epochs.


Table 4. Comparison of training and testing accuracy of ETEODL over 100 epochs.

[image: Table 4]

The graph in Figure 8 shows the comparison of training and testing accuracies.


[image: Figure 8]
FIGURE 8. Comparison of training and testing accuracy.


The comparison graph shows that the proposed work prevents overfitting as it maintains good training and testing accuracies.




CONCLUSION

Detecting diabetes at an early stage is very consequential to take well-timed steps to avoid other health risks and complications. The proposed work demonstrates the application of the Extra Tree ensemble for optimization and DL for classification and prediction for diabetes. The proposed ETEODL is compared against the conventional ML techniques and ensemble algorithms and similar recent works. The accuracy obtained using ETEDOL was approximately 97.38% which is better than contemporary and traditional techniques. The information thus predicted can provide a caution signal for the patient and the doctor to take precautions and control measures. The proposed method is limited to numerical and categorical data and can also be developed for image data. In the future, the proposed model can be extended as an integral part of an automated system for diabetes prediction.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary materials, further inquiries can be directed to the corresponding author.



AUTHOR CONTRIBUTIONS

MA and HS developed and implemented algorithm. AM, SK, and MA evaluated the performance of the algorithm and created the first draft. AZ further evaluated and benchmarked the work. HS and AZ finalized the manuscript. All authors contributed to the article and approved the submitted version.



FUNDING

This work was supported by Taif University Researchers Supporting Project Number (TURSP-2020/114), Taif University, Taif, Saudi Arabia.



ACKNOWLEDGMENTS

This work was supported by Taif University Researchers Supporting Project Number (TURSP-2020/114), Taif University, Taif, Saudi Arabia. Authors express thanks to University of Petroleum and Energy Studies, India, Taif Univerisity, Saudi Arabia and Bhilai Institute of Technology, India for Providing the state of art research facilities.



REFERENCES

 1. Uddin S, Khan A, Hossain ME, Moni MA. Comparing different supervised machine learning algorithms for disease prediction. BMC Med Inform Decis Mak. (2019) 19:281. doi: 10.1186/s12911-019-1004-8

 2. Iwendi C, Bashir AK, Peshkar A, Sujatha R, Chatterjee JM, Pasupuleti S, et al. COVID-19 patient health prediction using boosted random forest algorithm. Front Public Health. (2020) 8:357. doi: 10.3389/fpubh.2020.00357

 3. Stephen O, Sain M, Maduh UJ, Jeong DU. An efficient deep learning approach to pneumonia classification in healthcare. J Healthc Eng. (2019) 2019:4180949. doi: 10.1155/2019/4180949

 4. Tomov NS, Tomov S. On Deep Neural Networks for Detecting Heart Disease. (2018). Available online at: http://arxiv.org/abs/1808.07168 (accessed November 11, 2021). 

 5. Kutia S, Chauhdary SH, Iwendi C, Liu L, Wang Y, Bashira AK. Socio-technological factors affecting user's adoption of eHealth functionalities: a case study of China and Ukraine eHealth systems. IEEE Access. (2019) 7:90777–88. doi: 10.1109/ACCESS.2019.2924584

 6. Liu Y, Yu Z, Sun H. Prediction method of gestational diabetes based on electronic medical record data. J Healthc Eng. (2021) 2021:6672072. doi: 10.1155/2021/6672072

 7. Huang M, Huang C, Yuan J, Kong D. A semiautomated deep learning approach for pancreas segmentation. J Healthc Eng. (2021):3284493. doi: 10.1155/2021/3284493

 8. Bourouis S, Alroobaea R, Rubaiee S, Andejany M, Bouguila N. Nonparametric bayesian learning of infinite multivariate generalized normal mixture models and its applications. Appl Sci. (2021) 11:5798. doi: 10.3390/app11135798 

 9. Cogswell M, Ahmed F, Girshick R, Zitnick L, Batra D. Reducing overfitting in deep networks by decorrelating representations. arXiv preprint arXiv:1511.06068. (2015). 

 10. Salman S, Liu X. Overfitting Mechanism Avoidance in Deep Neural Networks. (2019). Available online at: http://arxiv.org/abs/1901.06566 (accessed November 11, 2021). 

 11. Mele B, Altarelli G. Lepton spectra as a measure of b quark polarization at LEP. Phys Lett B. (1993) 299:345–50. doi: 10.1016/0370-2693(93)90272-J 

 12. Alić B, Gurbeta L, Badnjević A. Machine learning techniques for classification of diabetes and cardiovascular diseases. In: 2017 6th Mediterranean Conference on Embedded Computing (MECO). IEEE (2017). p. 1–4. 

 13. Sisodia D, Sisodia DS. Prediction of diabetes using classification algorithms. Procedia Comput. Sci. (2018) 132:1578–85. doi: 10.1016/j.procs.2018.05.122 

 14. Maniruzzaman M, Kumar N, Menhazul Abedin M, Shaykhul Islam M, Suri HS, El-Baz AS, et al. Comparative approaches for classification of diabetes mellitus data: machine learning paradigm. Comput Methods Programs Biomed. (2017) 152:23–34. doi: 10.1016/j.cmpb.2017.09.004

 15. Kaur H, Kumari V. Predictive modelling and analytics for diabetes using a machine learning approach. Appl Comput Informatics. (2020). doi: 10.1016/j.aci.2018.12.004. [Epub ahead of print]. 

 16. Wei S, Zhao X, Miao C. A comprehensive exploration to the machine learning techniques for diabetes identification. In; 2018 IEEE 4th World Forum on Internet of Things (WF-IoT). IEEE (2018). p. 291–5.

 17. Swapna G, Vinayakumar R, Soman KP. Diabetes detection using deep learning algorithms. ICT Express. (2018) 4:243–6. doi: 10.1016/j.icte.2018.10.005 

 18. Duc TN, Minh CT, Xuan TP, Kamioka E. Convolutional neural networks for continuous QoE prediction in video streaming services. IEEE Access. (2020) 8:116268–78. doi: 10.1109/ACCESS.2020.3004125

 19. Yahyaoui, Jamil A, Rasheed J, Yesiltepe M. A decision support system for diabetes prediction using machine learning and deep learning techniques. In; 2019 1st International Informatics and Software Engineering Conference (UBMYK). IEEE (2019). p. 1–4. 

 20. Almulihi S, Alharithi AH, Mechti FS, Alroobaea S, Rubaiee R. A software for thorax images analysis based on deep learning. Int J Open Source Softw Process. (2021) 12:60–71. doi: 10.4018/IJOSSP.2021010104 

 21. Naz H, Ahuja S. Deep learning approach for diabetes prediction using PIMA Indian dataset. J Diabetes Metab Disord. (2020) 19:391–403. doi: 10.1007/s40200-020-00520-5

 22. Masud M, Singh P, Gaba GS, Kaur A, Alghamdi RA, Alrashoud M et al. CROWD: crow search and deep learning based feature extractor for classification of parkinson's disease. ACM Tran Internet Technol. (2021) 21:1–18. doi: 10.1145/3418500 

 23. Ashiquzzaman A, Tushar AK, Islam MR, Shon S, Im K, Park JH, et al. Reduction of overfitting in diabetes prediction using deep learning neural network. Lect Notes Electr Eng. (2017) 449:35–43. doi: 10.1007/978-981-10-6451-7_5 

 24. Rubaiat SY, Rahman MM, Hasan MK. Important feature selection accuracy comparisons of different machine learning models for early diabetes detection. In; 2018 International Conference on Innovation in Engineering and Technology (ICIET). IEEE (2018). p. 1–6. 

 25. Iwendi C, Khan S, Anajemba JH, Mittal M, Alenezi M, Alazab M. The use of ensemble models for multiple class and binary class classification for improving intrusion detection systems. Sensors. (2020) 20:1–37. doi: 10.3390/s20092559

 26. Reddy GT, Bhattacharya S, Sivaramakrishnan S, Chowdhary CL, Hakak S, Kaluri R, et al. An ensemble based machine learning model for diabetic retinopathy classification. In; Int Conf Emerg Trends Inf Techno. Eng. ic-ETITE 2020 (2020). 

 27. Bashir S, Qamar U, Khan FH, Javed MY. An efficient rule-based classification of diabetes using ID3, C4.5, & CART ensembles. In; 2014 12th International Conference on Frontiers of Information Technology. IEEE (2014). p. 226–31. 

 28. Tama BA, Rhee KH. Tree-based classifier ensembles for early detection method of diabetes: an exploratory study. Artif. Intell. Rev. (2019) 51:355–70. doi: 10.1007/s10462-017-9565-3 

 29. Liu H, Yue K, Cheng S, Pan C, Sun J, Li W. Hybrid model structure for diabetic retinopathy classification. J Healthc Eng. (2020) 2020:8840174. doi: 10.1155/2020/8840174

 30. Deepa N, Prabadevi B, Maddikunta PK, Gadekallu TR, Baker T, Khan MA, et al. An AI-based intelligent system for healthcare analysis using Ridge-adaline stochastic gradient descent classifier. J Supercomput. (2021) 77:1998–2017. doi: 10.1007/s11227-020-03347-2 

 31. Gadekallu TR, Khare N, Bhattacharya S, Singh S, Reddy P, Ra IH, et al. Early detection of diabetic retinopathy using pca-firefly based deep learning model. Electron. (2020) 9:274. doi: 10.3390/electronics9020274

 32. Gadekallu TR, Khare N, Bhattacharya S, Singh S, Maddikunta PKR, Srivastava G. Deep neural networks to predict diabetic retinopathy. J Ambient Intell Humaniz Comput. (2020) 24:1–4. doi: 10.1007/s12652-020-01963-7 

 33. Zhang D, Yin C, Zeng J, Yuan X, Zhang P. Combining structured and unstructured data for predictive models : a deep learning approach. BMC Med Inform Decis Mak. (2020) 20:280. doi: 10.1186/s12911-020-01297-6

 34. Gupta M, Konar D, Bhattacharyya S, Biswas S. Computer Vision and Machine Intelligence in Medical Image Analysis. Singapore: Springer (2020). 

 35. Rathi T. Variable Weights Neural Network For Diabetes Classification. arXiv preprint arXiv:2102.12984. (2021). 

 36. Miotto R, Wang F, Wang S, Jiang X, Dudley JT. Deep learning for healthcare : review , opportunities and challenges. Brief Bioinform. (2018) 19:1236–46. doi: 10.1093/bib/bbx044

 37. Cho BH, Yu H, Kim KW, Kim TH, Kim IY, Kim SI. Application of irregular and unbalanced data to predict diabetic nephropathy using visualization and feature selection methods. Artif Intell Med. (2008) 42:37–53. doi: 10.1016/j.artmed.2007.09.005

 38. Le TM, Vo TM, Pham TM, Svt DAO. A novel wrapper — based feature selection for early diabetes prediction enhanced with a metaheuristic. IEEE Access. (2021) 9:7869–84. doi: 10.1109/ACCESS.2020.3047942

 39. Lukmanto RB, Suharjito D, Nugroho A, Akbar H. Sciencedirect sciencedirect early detection of diabetes mellitus using feature selection and fuzzy support vector machine. Procedia Comput Sci. (2019) 157:46–54. doi: 10.1016/j.procs.2019.08.140 

 40. Putri NK, Rustam Z, Sarwinda D. Learning vector quantization for diabetes data classification with chi-square feature selection. IOP Conference Series: Mat Sci Eng. (2019) 546:052059. doi: 10.1088/1757-899X/546/5/052059 

 41. Sneha N, Gangil T. Analysis of diabetes mellitus for early prediction using optimal features selection. J Big Data. (2019) 6:13. doi: 10.1186/s40537-019-0175-6

 42. Chen Z, Pang M, Zhao Z, Li S, Miao R, Zhang Y, et al. Data and text mining feature selection may improve deep neural networks for the bioinformatics problems. Bioinformatics. (2020) 36:1542–52. doi: 10.1093/bioinformatics/btz763

 43. Motwani A, Shukla PK, Pawar M. Novel framework based on deep learning and cloud analytics for smart patient monitoring and recommendation (SPMR). J Ambient Intell Humaniz Comput. (2021) 2:1–6. doi: 10.1007/s12652-020-02790-6 

 44. Motwani M, Shukla A, Pawar PK. Smart predictive healthcare framework for remote patient monitoring and recommendation using DL with novel cost optimization. In; International Conference on Information and Communication Technology for Intelligent Systems. Singapore: Springer (2020). 

 45. Oladimeji OO. Classification models for likelihood prediction of diabetes at early stage using feature selection. Appl Comput Inform. (2021). doi: 10.1108/ACI-01-2021-0022. [Epub ahead of print]. 

 46. Ramana D. Health care system : stream machine learning classifier for features prediction in diabetes therapy. Int J Appl Eng Res. (2018)13:59–65. Available online at: https://www.ripublication.com/ijaer18/ijaerv13n1_09.pdf 

 47. Kamble ST, Patil MTP. Diabetes detection using deep learning approach. Int J Innov Res Sci Technol. (2016) 2:342–9. 

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

The reviewer PK has declared a shared parent affiliation with the author AM at the time of review.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Arya, Sastry G, Motwani, Kumar and Zaguia. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 22 February 2022
doi: 10.3389/fpubh.2022.840525






[image: image2]

Development and Validation of a Competitive Risk Model in Elderly Patients With Chromophobe Cell Renal Carcinoma: A Population-Based Study

Jinkui Wang1,2,3,4,5,6,7†, Chenghao Zhanghuang1,2,3,4,5,6,7,8,9†, Xiaojun Tan1,2,3,4,5,6,7, Tao Mi1,2,3,4,5,6,7, Jiayan Liu1,2,3,4,5,6,7, Liming Jin1,2,3,4,5,6,7, Mujie Li1,2,3,4,5,6,7, Zhaoxia Zhang1,2,3,4,5,6,7 and Dawei He1,2,3,4,5,6,7*


1Department of Urology, Children's Hospital of Chongqing Medical University, Chongqing, China

2Chongqing Key Laboratory of Children Urogenital Development and Tissue Engineering, Chongqing, China

3Chongqing Key Laboratory of Pediatrics, Chongqing, China

4Ministry of Education Key Laboratory of Child Development and Disorders, Chongqing, China

5National Clinical Research Center for Child Health and Disorders, Chongqing, China

6China International Science and Technology Cooperation Base of Child Development and Critical Disorders, Chongqing, China

7Children's Hospital of Chongqing Medical University, Chongqing, China

8Department of Urology, Kunming Children's Hospital, Kunming, China

9Yunnan Provincial Key Research Laboratory of Pediatric Major Diseases, Kunming, China

Edited by:
Celestine Iwendi, University of Bolton, United Kingdom

Reviewed by:
Praveen Kumar, VIT University, India
 Ebuka Ibeke, Robert Gordon University, United Kingdom

*Correspondence: Dawei He, hedawei@hospital.cqmu.edu.cn

†These authors have contributed equally to this work and share first authorship

Specialty section: This article was submitted to Digital Public Health, a section of the journal Frontiers in Public Health

Received: 21 December 2021
 Accepted: 11 January 2022
 Published: 22 February 2022

Citation: Wang J, Zhanghuang C, Tan X, Mi T, Liu J, Jin L, Li M, Zhang Z and He D (2022) Development and Validation of a Competitive Risk Model in Elderly Patients With Chromophobe Cell Renal Carcinoma: A Population-Based Study. Front. Public Health 10:840525. doi: 10.3389/fpubh.2022.840525



Background: Renal cell carcinoma (RCC) is the most common renal malignancy in adults, and chromophobe renal cell carcinoma (chRCC) is the third most common subtype of RCC. We aimed to construct a competitive risk model to predict cancer-specific survival (CSS) in elderly patients with chRCC.

Methods: The clinicopathological information of the patients was downloaded from the SEER database, and the patients were randomly divided into the training and validation cohorts. Patients' risk factors for cancer-specific death (CSM) were analyzed using proportional subdistribution hazard (SH). We constructed a competitive risk model to predict the CSS of elderly chRCC patients. Consistency index (C-index), the area under receiver operating curve (AUC), and a calibration curve were used to validate the model's accuracy. Decision curve analysis (DCA) was used to test the clinical value of the model.

Results: A total of 3,522 elderly patients with chRCC were included in the analysis. Patients were randomly assigned to either the training cohort (N = 2,474) or the validation cohort (N = 1,048). SH analysis found that age, race, T, N, and M stage, tumor size, and surgery were risk factors for CSM. We constructed a competitive risk model to predict patients' CSS. In the training set, the model predicted patients' 1-, 3-, and 5-year CSS with C-indices of 82.2, 80.8, and 78.2, respectively. The model predicted patient 1-, 3-, and 5-year CSS in the validation cohort with C-indices of 84.7, 83.4, and 76.9, respectively. The calibration curve showed that the model's predicted value is almost consistent with the observed value, which indicated that the model has good accuracy. The AUC of the training set and validation queue also suggested that the model has good discrimination. The clinical utility of the DCA model in predicting patients' CSS is higher than that of traditional TNM staging.

Conclusions: We constructed a competitive risk model to predict CSS in elderly patients with chRCC. The model has good accuracy and reliability, which can help doctors and patients to make clinical decisions and follow-up strategies.

Keywords: competitive risk model, nomogram, elderly, chromophobe cell renal carcinoma, SEER


INTRODUCTION

Renal cell carcinoma (RCC) is the most common renal malignancy in adults, with more than 400,000 cases diagnosed each year (1). According to its pathological classification, it is mainly divided into clear cell renal cell carcinoma (ccRCC), papillary renal cell carcinoma (pRCC) and chromophobe cell renal cell carcinoma (chRCC), etc. In 2016, The World Health Organization (WHO) defined chRCC as the third common subtype of RCC (2). ChRCC accounts for about 5–7% of RCC, with the same proportion in males and females, and the first diagnosis age of most cases is after 65 years old (3). Most patients are sporadic, and a few are hereditary, including BIRt-Hogg-Dube (BHD) syndrome (4) and tuberous sclerosis (TSC) (5). Comprehensive genomic analysis of chRCC showed a low mutation rate in its somatic cells, and the most common mutated genes were identified as TP53 and PTEN (6). ChRCC originates from the epithelial cells of the distal renal tubules, especially the α-intercalated cells of the renal collecting tubules. CcRCC derived from proximal renal tubular epithelial cells, which provided evidence for the heterogenesis of the two. ChRCC has a good prognosis, with a 5-year survival rate of 78–100% and a 10-year survival rate of 80–90% (7), which is significantly better than other RCCs, including ccRCC. So to this day, research on chRCC remains extremely rare. However, it is worth noting that 5% of chRCC patients are complicated with severe renal venous carcinoma thrombi (8), while nearly 10% of patients develop metastasis (9). The prognosis of these patients is similar to that of clear metastatic renal cell carcinoma, and the 5-year survival rate is only 14% (10). In addition, according to previous reports, factors determining the survival of chRCC patients also vary greatly (11, 12). Therefore, it is of great significance for the treatment and prognosis of chRCC patients to study influential prognostic factors, establish a high-precision prediction model and improve clinical treatment strategies for the particular group of the elderly, the central disease.

In recent years, with the broad application of the nomogram prediction model, traditional TNM staging has been gradually replaced. The prognosis of patients is also affected by many non-anatomic factors, such as age, gender, race, marital status, surgical methods, etc. (13). Nomogram is a data-based graphical computing tool that can estimate the risk of a disease based on staging systems such as the American Joint Commission on Cancer (AJCC) and other key risk factors related to prognosis (14). Today, many nomograms have been developed and applied to RCC, but mainly for patients with ccRCC and pRCC (15–18). However, there is still a lack of adequate and reliable nomograms to predict the prognosis of elderly patients with chRCC.

At present, artificial intelligence has been widely used in human health. Gadekallu et al. (19, 20) used deep learning to detect diabetic retinopathy. Kutia et al. (21) also discussed the great convenience that e-health systems bring to people. Kumar et al. (22) used neural networks to predict COVID-19. Iwendi et al. (23) use machine learning model for product recommendation. At present, there is no survival prediction model for chromophobe cell carcinoma in elderly patients. The existing prediction models are suitable for most of the population, but their accuracy is low.

Based on the above situation, we developed a competitive risk prediction model. We validated its accuracy in evaluating the cancer-specific survival rate (CSS) of elderly chRCC patients, providing a reference for clinical diagnosis and treatment.



METHODS


Data Source and Data Extraction

We collected clinicopathological data from patients in the Surveillance, Epidemiology, and End Results (SEER) program of the National Cancer Institute. The SEER database is the national cancer database of the United States, covering ~28% of the US population and containing 18 cancer registries. Patient demographic information, clinicopathological information, and follow-up data can be obtained from the SEER database. Because the SEER database is a public database, we cannot identify patients' data, so our study does not require ethical approval and informed consent. Our methodology follows the rules of the SEER database.

We collected clinicopathological information for all chRCC patients, including age, sex, year of diagnosis, race, marital status, tumor size, laterality, histological tumor grade, TNM stage, surgical method, radiotherapy, chemotherapy, survival status, and cause of death. Inclusion criteria: (1) Pathological diagnosis of chromophobe renal cell carcinoma (ICD-O-3 code: 8317); (2) Age ≥ 65; (3) Unilateral renal tumor. Exclusion criteria; (1) TNM staging is unknown; (2) Unknown tumor size; (3) Unknown surgical method; (4) Survival time <1 month. The screening process for all patients is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Flow chart of patient screening.


Patients were divided into years of diagnosis from 2004 to 2010 and 2011 to 2018. Patients were categorized as white, black, and other (American Indian /AK Native, Asian/Pacific Islander). Histological grades of tumors include grade I (highly differentiated), grade II (moderately differentiated), grade III (poorly differentiated), and grade IV (undifferentiated). Patients' surgeries were classified into three categories, including local tumor excision (codes 10–27), partial nephrectomy (codes 30), and radical nephrectomy (codes 40–80).



Construction and Validation of the Competitive Risk Model

At present, the main research methods of competitive risk include cause-specific risk model and cumulative risk model. The cumulative risk model takes into account other competing endpoint events when calculating a related endpoint event, which is closer to reality (24). All patients were randomly assigned to a training cohort (70%) or a validation cohort (30%). In the training cohort, the primary outcome was cancer-specific mortality (CSM), and the competing risk event was other causes of mortality (OCM). In the case of competition risk, the cumulative risk model is used to estimate the cumulative occurrence rate of interest events. Based on the proportional sub-distribution hazard model proposed by Fine and Gray, the influencing factors of cancer-specific death in patients were analyzed. At the same time, we used the risk factors of CSM to construct a competitive risk model to predict CSS. Consistency index (C-index), the area under the receiver operating curve (AUC), calibration curve were used to validate the accuracy and discrimination of the model.



Clinical Utility

Decision curve analysis (DCA) was used to validate the clinical value of the model. We compared it with traditional TNM staging. All patients were divided into high-risk and low-risk groups based on competitive risk model scores. Log-rank test and Kaplan-Meier (K-M) curve were used to analyze survival differences between groups.



Statistical Analysis

Measurement data (age and tumor size) were described by mean and standard deviation, and a non-parametric U-test analyzed differences. Count data were characterized by frequency (%), and the Chi-square test performed difference analysis or non-parametric U-test. We analyzed risk factors for CSM and death from other causes with proportional subdistribution hazard (SH). Log-rank test and Kaplan-Meier curve were used to analyze the difference in survival between groups. All statistical methods were analyzed by R software 4.1.0 and SPSS 26.0. A P-value < 0.05 was considered statistically significant.




RESULTS


Clinical Features

A total of 3,522 elderly patients with chRCC were included in the analysis. Patients were randomly assigned to either the training cohort (N = 2,474) or the validation cohort (N = 1,048). The average age of the patients was 73.2 ± 6.11 years, and 2,907 (82.5%) were white, 2,035 (57.8%) were male, and 2,185 (62.0%) were married. There were 1,749 (49.7%) patients with tumors at the left side, and histological grades included 192 (5.45%) of grade I, 1,097 (31.1%) of grade II, 617 (17.5%) of Grade III, and 110 (3.12%) of grade IV. There were 2,974 (84.4%) patients in T1-T2, 3,470 (98.5%) patients in N0, and 3,452 (98.0%) patients in M0. The mean tumor size was 49.2 ± 35.0 mm. Local tumor excision was performed in 214 (6.08%) patients, partial nephrectomy was performed in 1,264 (35.9%) patients, and radical nephrectomy was performed in 1,903 (54.0%) patients. Fifty-five (1.56%) patients received chemotherapy and 23 (0.65%) received radiotherapy. The clinicopathological information of all patients is shown in Table 1. There was no significant difference between the training cohort and the validation cohort.


Table 1. Clinicopathological characteristics of elderly patients with chRCC.
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Construction of the Competing Risk Model

The training set analyzed the risk factors of CSM and OCM using SH and cumulative survival rate. The results showed that the risk factors of CSM in patients included age and race, T stage, N stage, M stage, tumor size, operation. Risk factors for OCM were age, sex, marital status, year of diagnosis, and tumor size (Table 2). We used patient risk factors for a cancer-specific end to construct a competitive risk model that predicted patient CSS (Figure 2). We developed a web page utility to calculate a patient's probability of CSS. Visit https://chenghao.shinyapps.io/DynNomapp/ to enter the site and a patient's clinicopathological features to obtain a CSS rate.


Table 2. Multivariate cox regression models predict cancer-specific mortality and other causes mortality in elderly patients with chRCC.
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FIGURE 2. The competitive risk model nomogram of CSS in elderly patients with chRCC at 1-, 3-, and 5-year.




Validation of the Competitive Risk Model

We use the C-index to validate the model's training and validation set accuracy. In the training set, the model predicted patients' 1-, 3-, and 5-year CSS with C-indices of 82.2, 80.8, and 78.2, respectively. The model predicted patient 1-, 3-, and 5-year CSS in the validation cohort with C-indices of 84.7, 83.4, and 76.9, respectively. The results show that the model has good discrimination. In addition, the model's calibration curve showed that the model's predicted value is almost consistent with the actual observed value, indicating that the model has good accuracy (Figure 3). The AUC of the training set and validation cohort also suggested that the model has good discrimination (Figure 4).


[image: Figure 3]
FIGURE 3. Calibration curve of the nomogram in training cohort (A) and validation cohort (B).



[image: Figure 4]
FIGURE 4. AUC for predicting 1-, 3-, and 5-year CSS in training cohort (A) and validation cohort (B).




Clinical Application of the Competitive Risk Model

DCA showed that in both the training and validation set, the clinical utility of the model in predicting patients' 1-, 3-, and 5-year CSS was higher than that of traditional TNM staging (Figure 5). We classified patients into the high-risk group based on their competitive risk model score (total > 54.1) and low-risk group (total score ≤ 54.1). K-M curve showed that the 1-, 3- and 5-year survival rates of patients in the high-risk group were 96.1, 92.3, and 88.2%, respectively, while the 1-, 3-, and 5-year survival rates of patients in the low-risk group were 99.1, 97.3, and 95.0%, respectively. In the training and validation sets, survival was significantly higher in the low-risk group than in the high-risk group (Figure 6). In addition, we analyzed surgical procedures in the high-risk and low-risk groups. In the low-risk group, all patients underwent surgery, and there were no significant differences in CSS between the types of surgery (Figure 7A). Most patients chose radical nephrectomy in the high-risk group, and patients with a partial nephrectomy and local tumor excision had significantly higher survival rates (Figure 7B).


[image: Figure 5]
FIGURE 5. DCA of the nomogram in training cohort (A) and validation cohort (B). The Y-axis represents a net benefit and the X-axis represents threshold probability. The green line means no patients died and the dark green line means all patients died. When the threshold probability is between 20 and 100%, the net benefit of the model exceeds all deaths or none.
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FIGURE 6. Kaplan-Meier curves of patients in the low-risk and high-risk groups in training cohort (A) and validation cohort (B).



[image: Figure 7]
FIGURE 7. Kaplan-Meier curves of patients with different surgical procedures in the low-risk group (A) and high-risk group (B).





DISCUSSION

chRCC is a new type of renal cell carcinoma (RCC) discovered by Thoenes et al. (25). The etiology of ChRCC is not clear yet, and some studies have claimed that it is closely related to chromosome variation. All chromosome loss is common in chRCCs, especially chromatids 1, 2, 6, 10, 13, and 17 (26). The inactivation of the TSC2 gene and the activation of MTOR is the most critical molecular changes (6). Under the pathological microscope, chRCC is characterized by large polygonal cells, pale cytoplasm, protruding cell membrane accompanied by raisin-like shrinkage (27). Ultrastructural analysis showed many abnormal mitochondria in the chRCC cytoplasm, with different sizes and shapes, accompanied by external swelling (28). In immunohistochemistry, CK7 is an important marker, expressed in more than 75% of chRCC, which can be preliminarily diagnosed by combining the diffuse positive expression of CD117 and KSP-cadherin (29). However, it still needs to be differentiated from eosinophilic carcinoma. ChRCC has a clear boundary and no capsule, only occurs in the kidney, and the section is gray or light brown. Eosinophilic carcinoma can occur in any part of the body, and the cut surface is peach-red (30, 31). ChRCC lacks typical clinical manifestations. A characteristic triad of low back pain, hematuria and abdominal mass rarely occurs in the early stage of ChRCC and is considered a marker of disease progression (32).

At present, the nomogram of renal cell carcinoma has been widely established. For example, Wang et al. (15) established a nomogram to predict the medium- and long-term prognosis of patients with papillary cell carcinoma. Peng et al. (16) established a nomogram to predict the prognosis of patients with clear cell carcinoma and renal cell carcinoma. Yan et al. (17) established a nomogram to predict cancer-specific survival in patients with papillary renal cell carcinoma. Chen et al. established a nomogram to predict the prognosis of chromophobe RCC patients, but did not involve competitive risk. Although these nomgorams can be used to predict survival in patients with renal cell carcinoma, they are not accurate enough. The competitive risk of survival in elderly patients with chRCC requires a more accurate prediction model.

The arrival of artificial intelligence makes big data medical care a reality. Maddikunta et al. (33) explore the potential application of artificial intelligence in industry 5.0. Healthcare 5.0 aims to use medical big data combined with artificial intelligence to assist human health. This study is to use the big data of cancer patients to establish a prediction model to predict the survival of patients.

Age is a critical factor in developing all cancers, and as we age, the risk of genetic mutations that could trigger cancer increases. Somatic mutations are generally considered the first step in the occurrence of cancer. They are associated with aging and highly reproducible DNA methylation changes, which help explain the higher prevalence of malignant tumors in the elderly (34). There is no consensus on defining the age of elderly patients, but more than 60% of initial cancer diagnoses and more than 70% of cancer deaths occur in patients over 65 years old (35). To improve the accuracy and representativeness of the prediction model, chRCC patients over 65 years old were included in this study. Escudier et al. (36) found that under the condition of the same stage and grade, there was a massive difference in the survival rate of patients and believed that clinical factors such as age were more critical than pathological and metastatic factors. Dias-Santos et al. (37) also showed that age is closely related to the survival rate of various cancers.

Surgery is a crucial measure for the treatment of chRCC, and tumor size based on clinical T-stage directly affects the choice of surgery and surgical method. Currently, the primary surgical procedures for chRCC include radical nephrectomy, partial nephrectomy, and local tumor excision represented by thermal ablation (TA), radiofrequency ablation (RFA), and cryoablation (CA). Current guidelines indicate that PN is still the standard recommended procedure for stage cT1a tumors, while there is controversy for stage cT1b, and RN is recommended for stage cT2 (38). However, with the increasing reports of chronic kidney disease (CKD) induced by RN and PN surgery, more and more attention has been paid to the requirement of nephron preservation, and tumor resection represented by TA is recommended to be used in cT1a stage RCC (39). TA is theoretically feasible for tumors larger than 4 cm, but it requires multiple puncture operations at various sites, and the probability of bleeding and other complications is significantly increased (40). At the same time, based on the solid support of extensive sample prospective studies, active surveillance (AS) is recommended for renal tumor patients with cT1 stage (41), with metastasis rates of 0–6% and CSS of 0–18% (42). It is worth noting that Huang et al. (43) found that in elderly chRCC patients over 65 years old, the mortality rate of the RN group was significantly higher than the PN group, which was presumed to be due to the risk of surgery and anesthesia caused by cardiovascular and cerebrovascular diseases and chronic kidney disease. Thompson et al. (44) also found a significant positive correlation between RN and mortality; therefore, AS has particular advantages in elderly patients.

In addition, the mean tumor size of ChRCC was 6.0 cm, which was significantly more significant than the other subtypes of RCC. However, the degree of malignancy was not higher than that of other RCCS, indicating no correlation between tumor growth and malignancy among different RCC subtypes (45). However, for the chRCC subtype, there was a linear relationship between tumor size and recurrence (46), which was consistent with this study. This study showed that the larger the tumor, the lower the patient's survival rate and could affect death from other causes.

This study is the first to construct a competitive risk model to predict cancer-specific survival in elderly patients with chromophobe cell carcinoma. This model has good accuracy and reliability through internal verification. However, there are still some shortcomings in our research. First of all, this study is a retrospective study, so it is challenging to avoid selection differences, which may cause a particular bias. Secondly, we did not include some key variables, such as BMI, smoking, drinking, hypertension, etc., which could improve the model's accuracy. Finally, our model has only undergone internal validation, and further external proof and future clinical application are necessary. Next, we will conduct the next prospective study to validate our prediction model.



CONCLUSION

We identified age, race, TNM stage, tumor size, and surgery as risk factors based on competitive risk in elderly patients with chRCC. We constructed a competitive risk model to predict CSS in elderly patients with chRCC. The model has good accuracy and reliability, which can help doctors and patients to make clinical decisions and follow-up strategies.
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Background: Hepatocellular carcinoma is a common cause of death in middle-aged patients. We aimed to construct a new nomogram to predict cancer-specific survival (CSS) in middle-aged patients with hepatocellular carcinoma at an early stage.

Method: We collected clinicopathological information on early middle-aged patients with hepatocellular carcinoma from the SEER database. Univariate and multivariate Cox regression models were used to screen the independent risk factors for prognosis. These risk factors were used to construct predictions of CSS in patients with hepatocellular carcinoma. Consistency index (C- index), calibration curve, area under the receiver operating curve (AUC) were used. A decision analysis curve (DCA) was used to evaluate the clinical utility of the predictive model.

Results: A total of 6,286 patients with hepatocellular carcinoma in early middle age were enrolled. Univariate and multivariate Cox regression analysis showed that sex, marriage, race, histological tumor grade, T stage, surgery, chemotherapy, AFP, and tumor size were independent risk factors for prognosis. All independent risk factors were included in the nomogram to predict CSS at 1-, 3-, and 5-years in early middle age patients with hepatocellular carcinoma. In the training cohort and validation cohort, the C-index of the prediction model was 0.728 (95%CI: 0.716–0.740) and 0.733 (95%CI: 0.715–0.751), respectively. The calibration curve showed that the predicted value of the prediction model is highly consistent with the observed value. AUC also suggested that the model has good discrimination. DCA suggested that the nomogram had better predictive power than T staging.

Conclusion: We constructed a new nomogram to predict CSS in middle-aged patients with early-stage hepatocellular carcinoma. This prediction model has good accuracy and reliability, which can help patients and doctors to judge prognosis and make clinical decisions.

Keywords: nomogram, cancer-specific survival, middle-aged patients, hepatocellular carcinoma, SEER


INTRODUCTION

Primary liver cancer is the sixth most commonly diagnosed cancer and the third leading cause of cancer-related death worldwide, with ~906,000 new cases and deaths in 2020, and hepatocellular carcinoma (HCC) accounts for the vast majority (75–85%) of primary liver cancers (1). Although some risk factors such as hepatitis B virus (HBV) and aflatoxin B1 (AFB1) are declining in many regions due to public health measures, the incidence of liver cancer is still rising, possibly because of the increasing prevalence of obesity and diabetes (2). Due to a variety of diagnostic methods, including ultrasonography, serum alpha-fetoprotein (AFP), computed tomography (CT), and magnetic resonance imaging (MRI) being widely used, a more significant proportion of early HCC patients are diagnosed (3). Besides, a majority of HCC patients are aged between 40 and 60. Hence, the survival prognosis of this group of patients with early HCC remains a significant concern.

Many risk factors are affecting the survival prognosis in patients with HCC, including age (4), race (5), histological grade (6), chemotherapy (7), surgery (8), tumor size (9), and so on. To the best of our knowledge, numerous nomogram prediction models based upon the above factors for HCC have been constructed (10–12), as well as prognostic nomogram for early-stage HCC (13). However, there have been no clinical studies and statistical tools that evaluated the predictive factors for early-stage HCC patients aged between 40 and 60. Considering the earlier the stage and the younger the patient, the better the prognosis and the more meaningful the prediction, we aim to extract data from the Surveillance, Epidemiology, and End Results (SEER) database to develop and validate a practical nomogram for predicting the cancer-specific survival (CSS) of patients with early HCC aged between 40 and 60 by integrating some significant variables so that clinicians can make better decisions.

At present, artificial intelligence has been widely used in human health care. Shubham et al. (14) used deep learning methods to identify glomerulus in human kidney tissue images. Movassagh et al. (15) used a new method to train neural networks. Mohan et al. (16) used machine learning to predict heart disease. Iwendi et al. (17, 18) used machine learning to classify COVID-19 patients and make health predictions. Kumar et al. (19) used neural networks to predict COVID-19. Ngabo et al. (20) use machine learning architectures to tackle urban pandemics. In this study, we used conventional nomogram to construct a new predictive model to predict the survival of middle-aged HCC patients. This prediction model can help HCC patients and doctors to develop clinical and follow-up strategies.



PATIENTS AND METHODS


Data Source and Data Extraction

We downloaded clinicopathological information of all patients with HCC from 2010 to 2018 from the SEER database. We collected social and demographic information (age, sex, race, year of diagnosis, and marriage), tumor information (tumor stage, tumor profile, tumor size, and histological grade), and treatment information (radiation, chemotherapy, and surgery). Because SEER is a public database, patient information is not identifiable, so our study does not require ethical approval and patients' informed consent. Our analysis follows the data usage rules of the SEER database.

Inclusion criteria: (1) Pathological diagnosis of HCC; (2) Aged 40–60; (3) The years of diagnosis were 2010–2018. Exclusion criteria: (1) Surgical method unknown; (2) Unknown tumor size; (3) The cause of death is unknown; (4) Survival time <1 month. The patient inclusion and exclusion procedures are shown in Figure 1.


[image: Figure 1]
FIGURE 1. Flow chart of patient screening.


Patients were categorized as white, black, and others (American Indian/AK Native, Asian/Pacific Islander). The histological tumor grading of the patients was divided into grades I to IV, which were highly differentiated, moderately differentiated, poorly differentiated, and undifferentiated. The surgical methods of patients are divided into three categories: local tumor destruction, lobectomy, and transplant. AFP can be positive or negative.



Construction and Validation of the Nomogram

All patients were randomly assigned to a training cohort (70%) or a validation cohort (30%). Univariate Cox regression analysis was used to identify prognostic risk factors in middle-aged patients with early-stage HCC in the training cohort. Multivariate Cox regression analysis analyzed the independent risk factors for prognosis. All independent risk factors were included in a nomogram to predict patients' CSS. A series of validation methods were used to validate the accuracy and discrimination of the prediction model, including Consistency index (C-index), calibration curve, area under the receiver operating curve (AUC).



Clinical Utility

A decision analysis curve (DCA) is a method to evaluate the practical value of the model by calculating the net income under different thresholds. We used DCA to assess the clinical utility of the nomogram prediction model and compared it with conventional T staging. At the same time, we divided all patients into low-risk and high-risk groups based on each patient's nomogram score. Log-rank test and Kaplan-Meier (K-M) curve were used to compare survival differences among patients in different groups.



Statistical Analysis

Counting data were expressed as frequency (%), and differences between groups were analyzed by Chi-square or non-parametric U-tests. Measurement data (age and tumor size) were described using mean and standard deviation, and differences between groups were analyzed using non-parametric U-tests. Univariate and multivariate Cox regression models examined the survival and prognostic factors of the patients. Log-rank test and Kaplan-Meier (K-M) curve were used to compare survival differences between groups. R software 4.1.0 and SPSS 26.0 were used for statistical analysis. A P-value < 0.05 was considered statistically significant.




RESULTS


Clinical Features

A total of 6,286 patients with early-stage HCC aged between 40 and 60 were included in the study. The mean age of all patients was 54.4 ± 4.1 years, 4,298 (68.4%) patients were white, 5,005 (79.6%) patients were male, 2,799 (44.5%) patients were married, and 3,386 (53.9%) patients were AFP positive. The histological grades were 666 (10.6%) in grade I, 1,050 (16.7%) in grade II, 309 (4.92%) in grade III, and 16 (0.25%) in grade IV. There were 3,976 patients (63.3%) with stage T1 tumors, with a mean tumor size of 35.5 ± 32.2 mm. Partial tumor destruction was performed in 1,183 (18.8%) patients, lobectomy was performed in 702 (11.2%) patients, and liver transplantation was performed in 769 (12.2%) patients. Two thousand nine hundred and fourteen (46.4%) patients received chemotherapy, and 507 (8.07%) received radiotherapy. The clinicopathological information of all patients is shown in Table 1. There was no significant difference between the training cohort and the validation cohort.


Table 1. Clinicopathological characteristics of patients with HCC.
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Univariate and Multivariate Cox Regression Analysis

In the training cohort, univariate Cox regression analysis suggested that sex, marriage, year of diagnosis, race, histological tumor grade, T stage, surgery, chemotherapy, AFP, and tumor size were correlated with prognosis. All related risk factors were included in multivariate Cox regression analysis. The results showed that sex, marriage, race, histological tumor grade, T stage, surgery, chemotherapy, AFP, and tumor size were independent risk factors for patient prognosis. The univariate and multivariate results are shown in Table 2.


Table 2. Univariate and multivariate analyses of CSS in training cohort.
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Construction and Validation of the Nomogram

All independent risk factors were included in the nomogram to predict 1-, 3-, and 5-year CSS in early middle-aged HCC patients (Figure 2). Tumor size and operation were the most important factors influencing patient survival, followed by histological tumor grade, AFP, and T stage. In addition, race, marriage, and sex also influenced the prognosis of patients. In the training and validation cohort, the C-index of the prediction model was 0.728 (95%CI, 0.716–0.740) and 0.733 (95%CI, 0.715–0.751), respectively, indicating that the model had good discrimination. Calibration curves of the training cohort and validation cohort showed that the predicted value of the prediction model is highly consistent with the actual observed value (Figure 3), indicating that the model has good accuracy. In addition, the AUC of the training cohort and validation cohort also suggested that the model had good discrimination (Figure 4).


[image: Figure 2]
FIGURE 2. The nomogram of CSS in middle-aged patients with HCC at 1-, 3-, and 5-year.



[image: Figure 3]
FIGURE 3. Calibration curve of the nomogram. (A) Calibration curves of 1-, 3-, and 5-year CSS in training cohort; (B) calibration curves of 1-, 3-, and 5-year CSS in the validation cohort.



[image: Figure 4]
FIGURE 4. AUC for predicting 1-, 3-, and 5-year CSS in training cohort (A) and validation cohort (B).




Clinical Application of the Nomogram

DCA suggested that the nomogram had better predictive power than the T-staging (Figure 5). All patients were assigned to the high-risk group based on their nomogram scores (total >133.2) and low-risk group (total ≤ 133.2). In the training and validation cohort, patients in the low-risk group had significantly higher survival rates than those in the high-risk group (Figure 6). In the high-risk group, the 1-, 3-, and 5-year survival rates were 78.2, 53.5, and 43.3%, respectively. In the low-risk group, the 1-, 3-, and 5-year survival rates were 84.7, 67.9, and 59.8%, respectively. In the low-risk group, survival was highest among patients who received liver transplantation and lobectomy (Figure 7A). Survival of patients who received liver transplantation was highest in the high-risk group (Figure 7B).


[image: Figure 5]
FIGURE 5. DCA of the nomogram in training cohort (A) and validation cohort (B). The Y-axis represents a net benefit, and the X-axis represents threshold probability. The green line means no patients died, and the dark green line means all patients died. When the threshold probability is between 0 and 75%, the net benefit of the model exceeds all deaths or none.
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FIGURE 6. Kaplan-Meier curves of patients in the low-risk and high-risk groups in training cohort (A) and validation cohort (B).



[image: Figure 7]
FIGURE 7. Kaplan-Meier curves of patients with different surgical procedures in the low-risk group (A) and high-risk group (B).





DISCUSSION

Predictive models for cancer patients have been widely established, including nomograms for predicting survival in HCC patients. Yan et al. (13) constructed a nomogram to predict cancer-specific survival in early hepatocellular patients. Kong et al. (21) constructed a nomogram to predict survival in young patients with hepatocellular carcinoma. Hu et al. (22) developed a nomogram to predict survival in bone metastatic hepatocellular carcinoma patients. Liu et al. (23) constructed a nomogram to predict cancer-specific survival in all patients with hepatocellular carcinoma. Similarly, Ni et al. (24) constructed nomograms to predict survival in all hepatocellular patients. Nevertheless, prognosis and risk of death in HCC patients vary greatly with age. Middle-aged people have a high incidence of hepatocellular carcinoma, and their prognostic survival factors are different from those of other age groups. For example, marriage and race can affect the survival of patients, so a special nomogram is needed to predict patient survival.

Our study extracted information on early-stage HCC patients aged between 40 and 60 from the SEER database. We split the entire cohort into training and validation groups. Differences between the two groups regarding various essential variables such as marriage status, AFP level, grade, stage, and treatments were tested. All tests showed p-values > 0.05, indicating no significant difference between the training and validation groups. Univariate and multivariate Cox analysis found that numerous factors significantly affected CSS, including sex, race, marital status, AFP level, grade, T stage, tumor size, surgery, and chemotherapy. At the same time, other variables such as age and year of diagnosis were not identified as prognostic significance. That is partly because the population we selected is strictly defined, and there was so little difference between patients about age and year of diagnosis.

Social and demographic variables (age, race, and marital status) were identified as prognosticators of HCC. In our study, marital status is a relatively important factor for survival prediction, parallel to many previous studies (13, 25). This is partly because most single, separated, and divorced cancer patients experience more stress and pain than married patients (26). Besides, married patients have better adherence to prescribed treatments than unmarried patients, leading to better cancer control (27). Furthermore, several biological, psychological, and social theories can also explain this phenomenon. A systematic review and meta-analysis indicated significant racial disparities in HCC prognosis in the United States, with Black patients having worse overall survival and Hispanic and Asian patients having better overall survival than White patients (28). Nikita Sandeep Wagle et al. found that Black patients receive curative treatment more minor than White because of social and economic situations (29), which may partly explain this phenomenon. Consistently, we found Black patients having worse CSS, closely followed by the White (P = 0.589), and other races having better CSS (P < 0.001; Table 2).

As for the tumor features (pathological grade, T stage, and tumor size) variables included in the nomogram, the tumor size has the most significant effect for CSS. A retrospective study suggests that tumor size is a vital independent prognostic factor in T2 solitary HCC after curative liver resection (30). In addition, the Milan criteria of liver transplantation strictly limited tumor size, which means that tumors with smaller diameters can be treated in more ways and get better treatment (31). Our results consistently reflected the relationship between tumor size and CSS and quantified its impact on CSS of a specified population compared with previous studies.

There are several kinds of treatment methods for patients with early-stage HCC, including liver resection (LR), ablation, and orthotopic liver transplantation (OLT) (32). Liver transplantation is considered an ideal treatment for selected patients with HCC, as it removes both the tumor and potential cirrhosis, with a 5-year survival rate exceeding 70% (33). Our results once again confirmed its superiority in the treatment of early-stage HCC, and its score is the lowest in the nomogram, which indicated the best outcome. However, the shortage of donor organs has severely limited the utilization of liver transplantation (34). In our results, lobectomy is inferior to liver transplantation but superior to local tumor destruction such as ablation. A systematic review of randomized controlled trials with Meta-analysis and sequential trial analysis found no statistical difference between radiofrequency ablation (RFA) and hepatic resection (HR) in overall survival at 1 and 3 years. Still, RFA is resulted in decreased overall survival compared with HR at 5 years (35). A retrospective study showed that lobectomy has better overall survival and higher cancer-specific survival than thermal ablation (36). Moreover, chemotherapy such as sorafenib and lenvatinib is also an effective treatment for HCC (32). Therefore, it is suggested that surgery (OLT, LR, or RFA) combined with chemotherapy is an ideal choice for early-stage HCC patients aged between 40 and 60.

In our prediction model, the AUC of 1-, 3-, 5-year CSS is 0.747 (95%CI: 72.9–76.5), 77.2 (95%CI: 75.4–78.9), and 78.4 (95%CI: 76.2–80.7), respectively, in the training cohort. In the validation cohort, the AUC of 1-, 3-, 5-year CSS is 0.752 (95%CI: 72.3–78.0), 77.5 (95%CI: 75.0–79.9), and 76.6 (95%CI: 73.5–79.7), respectively (Figure 4). It indicates that our nomogram has relatively high accuracy in predicting CSS of early-stage HCC patients aged between 40 and 60. In addition, we also drew DCA curves to assess the clinical practicability of the nomogram, which suggested that the prediction model has better clinical application value than the traditional TNM staging system and can more accurately predict the 1-, 3-, 5-year CSS of early-stage HCC patients aged between 40 and 60.

However, our study has limitations. First of all, the nomogram was constructed based on the SEER database. It neither necessarily represents the rest of the world nor includes important factors such as alcohol intake, viral infection, cirrhosis, and liver function. Besides, our study was performed by retrospective analysis, which inevitably has a selection bias that is difficult to adjust. Moreover, our prediction model has only been validated internally, and external validation or further prospective studies are necessary. It is suggested that a multicenter study including more liver function variables be conducted.



CONCLUSION

We explored cancer-specific survival factors in early middle-aged patients with HCC. We found that sex, marriage, race, histological tumor grade, T stage, surgery, chemotherapy, AFP, and tumor size were independent risk factors for patient prognosis. We constructed a new nomogram to predict CSS in patients with early-stage HCC in middle age using these risk factors. This prediction model has good accuracy and reliability, which can help patients and doctors to judge prognosis and clinical decisions.
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Alzheimer's disease (AD) is the leading cause of dementia in older adults. There is currently a lot of interest in applying machine learning to find out metabolic diseases like Alzheimer's and Diabetes that affect a large population of people around the world. Their incidence rates are increasing at an alarming rate every year. In Alzheimer's disease, the brain is affected by neurodegenerative changes. As our aging population increases, more and more individuals, their families, and healthcare will experience diseases that affect memory and functioning. These effects will be profound on the social, financial, and economic fronts. In its early stages, Alzheimer's disease is hard to predict. A treatment given at an early stage of AD is more effective, and it causes fewer minor damage than a treatment done at a later stage. Several techniques such as Decision Tree, Random Forest, Support Vector Machine, Gradient Boosting, and Voting classifiers have been employed to identify the best parameters for Alzheimer's disease prediction. Predictions of Alzheimer's disease are based on Open Access Series of Imaging Studies (OASIS) data, and performance is measured with parameters like Precision, Recall, Accuracy, and F1-score for ML models. The proposed classification scheme can be used by clinicians to make diagnoses of these diseases. It is highly beneficial to lower annual mortality rates of Alzheimer's disease in early diagnosis with these ML algorithms. The proposed work shows better results with the best validation average accuracy of 83% on the test data of AD. This test accuracy score is significantly higher in comparison with existing works.

Keywords: healthcare, prediction, Alzheimer's disease (AD), machine learning, feature selection


INTRODUCTION

Alzheimer's Disease (AD) is a progressive neurological condition that leads to short-term memory loss, paranoia, and delusional ideas that are mistaken for the effects of stress or aging. In the United States, this Disease affects about 5.1 million people. AD does not have proper medical treatment. In order to control AD, continuous medication is necessary. AD (1) is chronic so that it can last for years or the rest of your life. Therefore, it is most important to prescribe medication at the appropriate stage so that the brain is not damaged to a great extent. Early detection of this Disease is a tedious and costly process since we must collect a lot of data and use sophisticated tools for prediction and have an experienced doctor involved. Automated systems are more accurate than human assessment and can be used in medical decision support systems because they are not subject to human errors. Based on previous research on AD, researchers have applied images (MRI scans), biomarkers (chemicals, blood flow), and numerical data extracted from the MRI scans to study this Disease. As such, they were able to determine whether a person was demented or not. In addition to shortening diagnosis time, more human interaction will be reduced by automating Alzheimer's diagnosis. In addition, automation reduces overall costs and provides more accurate results. For example, we can predict whether a patient is demented by analyzing MRI scans and applying prediction techniques. If a person has early-stage Alzheimer's Disease, they are considered demented. By doing so, we can achieve better accuracy.

When a person has Alzheimer's Disease in the early stages, they can usually function without any assistance. In some cases, the person can still work, drive, and partake in social activities. Although this is the case, the person may still feel uneasy or suffer from memory loss, such as not remembering familiar words and locations. People close to the individual notice that they have difficulty remembering their names. By conducting a detailed medical interview, a doctor may identify problems with memory and concentration in the patient. Common challenges in early stage of Alzheimer's Disease include,

• It's hard to remember the right word or name.

• Having difficulty remembering names when meeting new people.

• Working in social settings or the workplace every day can be challenging.

• Having forgotten something that you have just read in a book or something else.

• Having trouble finding or misplacing a valuable object.

• Tasks and activities are becoming increasingly difficult to plan or organize.

Alzheimer's symptoms become more persistent as the Disease progresses. When people suffer from dementia, their ability to communicate, adapt to their environment, and eventually move is lost. It becomes much more difficult for them to communicate pain through words or phrases. Individuals may need substantial assistance with daily activities as their memory, and cognitive skills continue to decline. At this stage, individuals may:

• Personal care and daily activities require 24/7 assistance.

• The consciousness of their surroundings, as well as recent experiences, is lost.

• As you age, you may experience changes in your physical abilities and walking, sitting, and eventually swallowing.

• Communication with others is becoming increasingly difficult.

• Infections, specifically pneumonia, become more prevalent.


Motivation

Under the current conditions, human instinct and standard measurements do not often coincide. In order to solve this problem, we need to leverage innovative approaches such as machine learning, which are computationally intensive and non-traditional. Machine learning techniques are increasingly being used in disease prediction and visualization to offer prescient and customized prescriptions. In addition to improving patients' quality of life, this drift aids physicians in making treatment decisions and health economists in making their analyses. Viewing medical reports may lead radiologists to miss other disease conditions. As a result, it only considers a few causes and conditions. The goal here is to identify the knowledge gaps and potential opportunities associated with ML frameworks and EHR derived data.



Contribution

In our research work, people affected by Alzheimer's Disease are identified and we aims at finding individuals who potentially have Alzheimer's at an early stage. The datasets for Alzheimer's Disease is available on both OASIS and Kaggle which is used for training all patient's data using various machine learning algorithms such as SVM, Random Forest classifier, Decision tree classifier, XGBoost and Voting classifier to effectively distinguish the affected individuals with high degree of efficiency and speed. Finally, an overview of how the Disease has affected the population according to various criteria is analyzed.



Organization

Following are the different sections of our work: Section Related Works address the recent papers on detecting Alzheimer's Disease using Machine learning and Deep learning models. Section Materials and Methods discusses the exploratory data analysis, and different Machine learning classifier models. Results and Discussion section address the performance measures of different Machine Learning models. Finally Section Conclusion concludes the work and discusses the future work.




RELATED WORKS

Alzheimer's Disease is predicted using ML algorithms by using a feature selection and extraction technique, and the classification is conducted based on the oasis longitudinal dataset. The different techniques (2) involved in analyzing brain images for diagnosing diseases of the brain to provide a brief overview. Several major issues are discussed in this article relating to machine learning and deep learning-based brain disease diagnostics based on the results of the reviewed articles. The most accurate method of detecting brain disorders was found in this study and can be used to improve future techniques. Using machine learning and deep learning platforms, this study aims to combine recent research on four brain diseases: Alzheimer's disease, brain tumors, epilepsy, and Parkinson's disease. By using 22 brain disease databases that are used most during the reviews, the authors can determine the most accurate diagnostic method.

Martinez-Murcia et al. (3) uses deep convolutional autoencoders to explore data analysis of AD. Data-driven decomposition of MRI images allows us to extract MRI features that represent an individual's cognitive symptoms as well as the underlying neurodegeneration process. A regression and classification analysis are then performed to examine the distribution of the extracted features in a wide variety of combinations, and the influence of each coordinate of the autoencoder manifold on the brain is calculated. MMSE or ADAS11 scores, along with imaging-derived markers, can be used for over 80% accuracy to predict AD diagnosis.

A deep neural network is used with layers (4, 5)) that are all connected to perform binary classification. Each hidden layer is activated by a different activation function. A model with the best performance is chosen after k-folds validation Researchers at the Lancet Commission found that about 35% of Alzheimer's risk factors can be modified. The following factors can contribute to these risks: a lack of education, hypertension, obesity, hearing loss, depression, diabetes, lack of physical activity, smoking, and social isolation. Regardless of the impact of these factors at any stage of life, it is beneficial to eliminate them. Studies have suggested (6) that early intervention and treatment of modifiable Alzheimer's risk factors can prevent or delay 30% of cases of Alzheimer's (7). According to the Innovative Midlife Intervention for Alzheimer's Deterrence (In-MINDD) project (8) one way to calculate Alzheimer's risk based on risk factors is by using the Lifestyle for Brain Health (LIBRA) index (9–12). According to the National Academy of Medicine (13, 14) cognitive training, hypertension management, and increased physical activity were the three main categories of dementia intervention. The most common type of Alzheimer's is Alzheimer's Disease (AD). Among the types of Alzheimer's, Vascular Alzheimer's (VaD) is the second most common, followed by Alzheimer's with Lewy bodies. A few other types of Alzheimer's are associated with brain injuries, infections, and alcohol abuse. Tatiq and Barber (15) in their study suggested that Alzheimer's can be prevented by targeting modifiable vascular risk factors because these two types often co-exist in the brain and share some modifiable risk factors. Williams et al. (16) obtained predictions of cognitive functioning based on neuropsychological and demographic data using four different models: SVM, Decision Tree, NN, and Naïve-Bayes. In this case, average values were substituted for the missing values; the accuracy of Naive Bayes was the highest. Data from ADNI study are applied using ten-fold cross-validation (17, 18) and show high correlation between genetic, imaging, biomarker, and neuropsychological outcomes. MRI images from the OASIS dataset (19, 20) are analyzed using voxel-based morphometry. Table 1 summarizes the recent work on prediction of Alzheimer's disease.


Table 1. Summary of recent work related to AD.

[image: Table 1]



MATERIALS AND METHODS

The proposed approach consists of three basic steps. Firstly, the Alzheimer's disease dataset (24–26) was loaded into pandas for data preprocessing. This study utilized a longitudinal dataset, so a timeline of the study was necessary to gain further insight into the data. Our first step was to determine how cross-sectional the data appear to be, if either at a baseline or at a particular time. A complete analysis of the data was then conducted, including a comparison of the main study parts and the corresponding data collected during each visit. In this work, longitudinal MRI data is our primary data source. MRI data from 150 patients aged from 60 to 96 were included in the study. We scanned each patient at least once. Everyone is right-handed. Throughout the study, 72 of the patients were classified as “non-demented”. At the time of their initial visits, 64 patients were classified as being “Demented,” and they remained in this category throughout the study. Table 2 shows the dataset description of MRI data.


Table 2. Dataset description.

[image: Table 2]

The Machine Learning techniques (26, 27) were applied to Alzheimer's disease datasets to bring a new dimension to predict Disease at an early stage. The raw Alzheimer's disease datasets are inconsistent and redundant, which affects the accuracy of algorithms (28, 29). Before evaluating machine-learning algorithms, data must be effectively prepared for analysis by removing unwanted attributes, missing values, and redundant records. Building a machine-learning model requires splitting the data into training and testing sets. In the following data preparation step, the training data were used to create a model, which was then applied to test data to predict Alzheimer's Disease (28, 30, 31). The model was trained from training set data, and test set data were used to test unseen data. Cross-validation was carried out by dividing the dataset into three subsets. Model predictions are made using one subset of the data (test data) and model performance is evaluated using the other subsets (training and validation) of the data. The data had been preprocessed, and we randomly divided it into an 80:20 ratio, with 80% going to training and 20% gone to testing. Figure 1 describes the system workflow for predicting the Alzheimer's Disease at early stage (32, 33).


[image: Figure 1]
FIGURE 1. Proposed workflow.



Data Preparation

Various data-mining techniques were used to clean and preprocess the data in this phase. As part of this, missing values are handled, features are extracted, and features are transformed, and so on. In the SES column, we identified 9 rows with missing values (34, 35). This issue is addressed in two ways. The simplest solution is to drop the rows with missing values. The other way to fill in missing values is by Imputation (21), which refers to replacing them with their corresponding values. The model should perform better if we impute since we only have 140 measurements. The 9 rows with missing values are removed in the SES attribute and the median value is used for the imputation.



Data Analysis

We have discussed the relationships between each feature of an MRI test and dementia in this section. In order to formulate the relationship of data explicitly using a graph, we conducted this Exploratory Data Analysis process (36, 37) to estimate the correlations before extracting data or analyzing it. The information could be used to interpret the nature of the data later on and to determine what method to use to analyze it. Table 3 shows the Min, Max and median values of each attribute.


Table 3. Min, max, and median values of each attribute.

[image: Table 3]



Feature Selection

Feature selection is very important in machine learning. In this work, feature selection is applied to the clinical data of Alzheimer's disease where we have thousands of samples. Feature selection (22) has three methods such as: Filter methods, Wrapper methods, and embedded methods. Filter method is a common method used in the stage of pre-processing. Wrapper methods is another method which core the feature subset. Finally, Embedded method combines the filter and wrapper methods.

The most common and popular feature selection methods are chosen in this work are Correlation coefficient, Information gain, and Chi-Square.



Correlation Coefficient

The covariance between the two variables X and Y is defined as

[image: image]

The covariance between two variables measures the linear relationship between them. Using correlation coefficients, it is easy to find a correlation between the various stages of Alzheimer's. The problem with this method is that the data is collected from a broad range of sources, so it becomes very sensitive to outliers.



Information Gain

The entropy of the lower node is subtracted from the entropy of upper node to obtain the Information gain value when the attribute D is selected.

[image: image]

Chi-Square: Using this method, we can examine categorical variables such as the relationship between food and obesity.

[image: image]
 

Preparation and Splitting the Data

Figure 2 shows the schematic representation of data splitting stage

1. Select Data: M.F, Age, EDUC, SES, MMSE, eTIV, nWBV, ASF, CDR

2. Train_Data < - round(0.8 * nrow(data)) #Select 80% of train data

3. TrainData_indices < - sample(1:nrow(data), Train_Data). #Vector is created with random indeces

4. TrainML < - data[TrainData_indices, ] #Training dataset is generated

5. SplitFormula < - CDR ~ M.F + Age + EDUC + SES + MMSE + eTIV + nWBV

6. N = 5

7. Split < - nWayCrossValidation(nrow(data), n). #5-fold cross validation is generated


[image: Figure 2]
FIGURE 2. Representation of data splitting.




Classifier Models
 
Decision Tree (DT)

An overview of the decision tree gives a tree-based model for dividing the data repeatedly based on the cutoff values of the features. Splitting creates subsets by separating instances into subsets. Intermediate subsets are referred to as internal nodes, while leaves are referred to as leaf nodes. A decision tree is most useful when there is significant interaction between the features and the target.



Random Forest (RF)

A random forest model performs better than a decision tree because it avoids the problem of overfitting. Models based on random forests consist of various decision trees, each slightly different from the others. Using the majority voting algorithm, the ensemble makes predictions based on each individual decision tree model (bagging). As a result, the amount of overfitting is reduced while maintaining the predictive ability of each tree.



Support Vector Machine (SVM)

This method involves determining the class of data points by appropriate hyper planes in a multidimensional space. By using SVM (25), we aim to find a hyperplane that separates cases of two categories of variables that take up neighboring clusters of vectors, one on one side, the other on the other side. Support vectors are those that are closer to the hyperplane. Training and test data are used in SVM. Training data is broken up into target values and attributes. SVM produces a model for predicting target values for test data.



XGBoost

XGBoost stands for eXtreme Gradient BOOSTting. It refers to the process of implementing gradient-boosted decision trees for maximum speed and performance. Due to the sequential nature of model training, gradient boosting machines are generally slow in implementation and not very scalable. XGBoost is focused on speed and performance.



Voting

Voting is one of the simplest ways of combining the predictions from multiple earning algorithms. Voting classifiers aren't actually classifiers but are more like wrappers for multiple ones that are trained and evaluated concurrently in order to benefit from their specific characteristics. We can train data sets using different algorithms and ensembles then to predict the final output. There are two ways to reach a majority vote on a prediction:

Hard voting: The simplest form of majority voting is hard voting. The class with the most votes (Nc) will be chosen in this case. Our prediction is based on the majority vote of each classifier.

Soft voting: This involves adding up the probability vectors for each predicted class (for all classifiers) and choosing the one that represents the highest value (recommended only when the classifiers are well calibrated).




Model Validation

Model validation reduces the overfitting problem. Cross Validation is done to train the ML model and are used to calculate the accuracy of the model. It is a challenging task to make the ML model from noise free. Hence, in this research work, Cross validation is performed which divides the whole dataset into n divisions which is of equal in size. The ML model is trained for every iteration with the n-1 divisions. The performance of the method is analyzed by the mean of all n-folds. In this work, the ML model was trained and tested 10 times by applying ten-fold cross validation to the model.




RESULTS AND DISCUSSIONS

We evaluate various performance metrics like accuracy, precision, recall and F1 score. To determine the best parameters for each model, we perform 5-fold cross-validation: Decision Tree, SVM, Random Forests, XGBoost and Voting. Finally, we compare accuracy of each model. Several metrics and techniques were used to identify overfitting and parameter tuning issues after the models were developed. Performance evaluations can either be binary or multiclass and are described using the confusion matrix. A learning model was developed to distinguish true Alzheimer's disease affected people from a given population and a novel Machine Learning classifier was developed and validated to predict and separate true Alzheimer's disease affected people. The following evaluation measures were calculated using these components: precision, recall, accuracy, and F-score. Based on this study, recall (sensitivity) is the proportion of people accurately classified as having Alzheimer's. The precision of Alzheimer's diagnosis is the rate of people correctly classified as not having the disease. Alternatively, F1 represents the weighted average of recall and precision, while accuracy represents the proportion of people correctly classified. According to the results, the patient receives a report that tells him or her what stage of Alzheimer's Disease he or she is currently in. It is very important to detect the stages because the stages are based on the responses of the patients. In addition, knowing the stage helps doctors better understand how the Disease is affecting them. This research used these environments, tools, and libraries to conduct its experiments and analysis:

a) Environments Used: Python 3

b) Scikit-learn libraries for machine learning

The Figure 3 indicates that men are more likely than women to have dementia. Figure 4 that the non-demented group had much higher MMSE (Mini-Mental State Examination) scores than those with dementia.


[image: Figure 3]
FIGURE 3. Analysis of demented and non-demented rate based on gender, Gender group Female = 0, Male = 1.



[image: Figure 4]
FIGURE 4. Analysis of MMSE scores for demented and non-demented group of patients.


The Figures 5A–C shows the analyzed value of ASF, eTIV and nWBV for Demented and Non-demented group of people. As indicated by the graph in Figure 5, the Non-demented group has a higher brain volume ratio than the Demented group. The reason for this is that the diseases influence the brain tissues causing them to shrink. Figure 6 shows the analyzed results of EDUC for Demented and Non-demented people.


[image: Figure 5]
FIGURE 5. (A–C) Analysis of ASF, eTIV and nWBV for Demented and Non-demented group.



[image: Figure 6]
FIGURE 6. Analysis on years of education.


Figure 7 shows the analysis on age attribute to find the percentage of people affected based on the demented and non-demented group. It is observed that a higher percentage of Demented patients are 70-80 years old than non-demented patients. It is likely that people with that kind of Disease have a low survival rate. Only a few people are over 90 years old.


[image: Figure 7]
FIGURE 7. Analysis on people affected by demented and non-demented group based on age.


From the above all analysis on the attributes, the following are the summary on intermediate results.

1. It is more likely for men to have demented, or Alzheimer's Disease, than for women.

2. In terms of years of education, demented patients were less educated.

3. Brain volume in non-demented groups is greater than in demented groups.

4. Among the demented group there is a higher concentration of 70-80-year-olds than in the non-demented patients.

Table 4 shows the performance comparison of accuracy, precision, recall, and F1 score for different ML models. The performance measures are defined as,


Table 4. Performance comparison of different ML models.

[image: Table 4]

Accuracy: It is the measure of finding the proportion of correctly classified result from the total instances.

[image: image]

Precision: This measures the number of correctly predicted positive rate divided by the total predicted positive rates. If the Precision value is 1, it is meant as a good classifier.

[image: image]

Recall: Recall is a true positive rate. If the recall is 1, it is meant as a good classifier.

[image: image]

F1 Score: It is a measure which considers both Recall and Precision parameters. F1 score becomes 1 only when both the measure such as Recall and Precision is 1.

[image: image]

The most common metrics are the conversions of the True Positive (TP), the False Positive (FP), the True Negative (TN), and the False Negative (FN) metrics. Figures 8–13 shows the confusion matrix for Decision tree, Random Forest, SVM, XG boost, Soft, and Hard Voting classifier ML models.


[image: Figure 8]
FIGURE 8. Confusion matrix for decision tree.



[image: Figure 9]
FIGURE 9. Confusion matrix for random forest.



[image: Figure 10]
FIGURE 10. Confusion matrix for SVM.



[image: Figure 11]
FIGURE 11. Confusion matrix for XGBoost.



[image: Figure 12]
FIGURE 12. Confusion matrix for soft voting classifier.



[image: Figure 13]
FIGURE 13. Confusion matrix for hard voting classifier.


A comparison of training and testing accuracy has been conducted for each model to eliminate overfitting. For each model, precision, recall, accuracy, and F1-score are shown in Table 3. Based on the analysis showed in the Table 3, the results approved that the best and ideal techniques, which have a good performance, are random forest, and XGBoost. The accuracy value of Voting classifier model is also closer to the random forest, and XGBoost models. All the experimental results (the average accuracy, precision, recall, and F measure of each model) were collected for extra analysis. The comparative analyses among all the Machine Learning models in terms of accuracy, precision, recall, and F1 score are presented graphically in Figures 14–17 respectively.


[image: Figure 14]
FIGURE 14. Comparison of accuracy.



[image: Figure 15]
FIGURE 15. Comparison of precision.



[image: Figure 16]
FIGURE 16. Comparison of recall.



[image: Figure 17]
FIGURE 17. Comparison of F1 score.




CONCLUSIONS

Alzheimer's is a major health concern, and rather than offering a cure, it is more important to reduce risk, provide early intervention, and diagnose symptoms early and accurately. As seen in the literature survey there have been a lot of efforts made to detect Alzheimer's Disease with different machine learning algorithms and micro-simulation methods; however, it remains a challenging task to identify relevant attributes that can detect Alzheimer's very early. The future work will focus on the extraction and analysis of new features that will be more likely to aid in the detection of Alzheimer's Disease, and on eliminating redundant and irrelevant features from existing feature sets to improve the accuracy of detection techniques. By adding metrics like MMSE and Education to our model, we'll be able to train it to distinguish between healthy adults and those with Alzheimer's.
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In the last decade, smart computing has garnered much attention, particularly in ubiquitous environments, thus increasing the ease of everyday human life. Users can dynamically interact with the systems using different modalities in a smart computing environment. The literature discussed multiple mechanisms to enhance the modalities for communication using different knowledge sources. Among others, Multi-context System (MCS) has been proven quite significant to interlink various context domains dynamically to a distributed environment. MCS is a collection of different contexts (independent knowledge sources), and every context contains its own set of defined rules and facts and inference systems. These contexts are interlinked via bridge rules. However, the interaction among knowledge sources could have the consequences such as bringing out inconsistent results. These issues may report situations such as the system being unable to reach a conclusion or communication in different contexts becoming asynchronous. There is a need for a suitable framework to resolve inconsistencies. In this article, we provide a framework based on contextual defeasible reasoning and a formalism of multi-agent environment is to handle the issue of inconsistent information in MCS. Additionally, in this work, a prototypal simulation is designed using a simulation tool called NetLogo, and a formalism about a Parkinson's disease patient's case study is also developed. Both of these show the validity of the framework.

Keywords: healthcare system, NetLogo, web ontology, multi-agent system, medical internet of things (IoT)


1. INTRODUCTION

Ubiquitous computing deals with invisibly interweaving the real world with various agents embedded seamlessly in everyday objects of lives and connected through dedicated networks and media to make our everyday life easier and more efficient (1–3). When the agents were initially designed, they were used solely to detect user location, however, with technological advancements, they gradually were able to adapt to interfaces, increase the precision of information retrieval, discover services users may require, and most importantly build smart environments (4). Smart environments are the physical environments used in daily human life that are seamlessly embedded with tiny smart devices equipped with sensors, actuators, and computational elements (agents). These physically embedded devices are connected through a continuous data collection and processing network to enable various pervasive applications, services, and smart environments to perform efficiently. The usage of various connected agents for data retrieval, processing, and exchanging make up a system called Multi-Agent System (MAS) (5).

A multi-agent system is a computerized system comprising multiple interacting intelligent agents (6). These intelligent agents can collect data, process it, and then send it to the controller/central system for further analysis. While this level of intelligence and functionality is more than enough for some applications, for others, this is not. These are the applications or systems that needed information from multiple resources (domains) to execute their required operations (4). This problem leads to a solution termed Multi-Context Systems (MCS).

Equilibrium is defined as a belief state that comprises a belief set, consisting of beliefs of each context in the MCS, such that an MCS is said to be in equilibrium if all the heterogeneous contexts have consistent beliefs (7). Inconsistency is a significant concern depriving MCS of reaching its full potential. Inconsistency makes it impossible for the system to conclude from the provided data. Suppose a system cannot derive a decision, then it is considered a failure. This work tries to ensure that the system maintains its equilibria state. This is the state in which each element of the system has a single belief, i.e., the decision should be the same according to each element of the system. The equilibria are lost whenever the system receives contradictory or inconsistent information. This makes the overall system not provide a conclusion, causing it to become purposeless. This becomes a severe issue, especially in the safety-critical system dealing with life and death situations in healthcare systems (8).

The proposed system uses a case study about a Parkinsons' disease patient to show its correctness. The system includes a Multi-Context system (MCS) consisting of several heterogeneous contexts. Several agents acquire information, process data, and perform reasoning accordingly in each context in MCS. As physical implementation of such a system is not feasible due to financial and technological constraints, virtual agents model the proposed smart environment. It is assumed that these virtual agents are intelligent; thus, they are intelligent virtual agents. Virtual agents can also be considered a type of software that collects, processes, and shares data just like a physical sensor and agent. It is assumed that data is acquired from virtual sensors for data acquisition. In the proposed framework, intelligent agents acquire contextual information from the sensors and perform reasoning accordingly. For each domain, an ontology is developed using Protégé, a free, open-source ontology editor and management system. Each of these ontologies is connected using mapping rules. These ontologies are mapped on their corresponding description logic. These description logic-based ontologies are then linked together using distributed description logic (DDL) formalism. Once the system gets settled, the flow of information begins due to the communication between the heterogeneous contexts. After this, the system's conflicting information is dealt with using CDL (9). Contextual defeasible reasoning can handle inconsistencies occurring due to contradictory information (8).

The rest of this article is structured as follows. Section Related Work presents the related work. Section Contextual Defeasible Reasoning (CDL) Based Multi-Agent Formalism presents the extensive description of the architecture of the framework proposed and the inclusion of Contextual Defeasible Reasoning in it. Section Framework Development discusses the contexts developed for the framework and their corresponding ontologies. Section Temporal Logic Formalism covers the formalism of the proposed work using temporal logic. Section Simulation of Proposed System discusses the simulation of the system done using NetLogo. In section Algorithm the proposed algorithm for the system is discussed in detail. Finally, this work is discussed overall and concluded in sections Limitations and Future Scope and Conclusion, respectively.



2. RELATED WORK

Authors in (9) proposed a methodology for handling inconsistency produced in a Multi-Context System (MCS) by utilizing the consistency-based and abduction-based techniques. In the first approach, pairs of sets of mapping rules are considered, such that deactivating the rules in one set and forcing the rules in the other to be active allows to re-establish consistency. While in the second approach, a pair of rules were considered whose joint (de-)activation reproduced the observed inconsistency. In (8), the authors proposed a framework based on Contextual Defeasible Logic (CDL) for distributed MCS. The authors deployed the Meta-rules technique to perform reasoning on the system-acquired data.

In (10), the authors present a smart city ontology called KM4City (Knowledge Model for City). This ontology includes data coming from various heterogeneous sources and mapped onto it. Since ontologies are flexible, therefore, the addition of new information can easily be managed. Static and dynamic data from various heterogeneous sources is obtained and stored in RDF syntax, accessed using SPARQL queries. This data was from public and private sources, such as people sending information from their devices. The primary purpose of the author's KM4City is to help citizens on roads, mainly those stuck in traffic, and especially helping the ambulances find an optimal path to their destinations, be it the hospital or the location of a patient. The proposed work, according to the authors, overcomes the gap of combining public and private data from various heterogeneous sources. Various applications like those of public administrations and enterprises can be made using this framework. The information collected for the scope of the proposed paper was limited to road graphs, services available on the roads, and traffic sensors.

In (11), the authors have used an RPI-CAM-V2 pi camera, soil moisture sensor, and a temperature sensor and connected them to a Raspberry pi microcontroller. A raspberry pi is a circuit board that can be attached to a computer monitor through the USB port. This system has especially been developed for the farmers or the caretakers of agricultural lands to increase the efficiency of the agricultural systems by automating the irrigation process. It then sends the data to the Thingspeak mobile application (an android application available on the play store of all android devices), where the farmers can easily have access to the environmental conditions of the fields without being in the area. The authors have also used the Telegram mobile application for fetching data from raspberry pi when in remote locations. Telegram application is a messaging application similar to Whatsapp, except for creating bots that interact with both humans and machines.

In (12), the authors have presented a survey on the application of technologies of industry 5.0 in different domains. Industry 5.0 is mainly used to increase the efficiency and effectiveness of large-scale product manufacturing. However, like any other technology, this also comes with many drawbacks, mainly privacy and security dilemmas. In (13), the authors have presented a grid and place neuron model in cognitive tasks applications. The 2D virtual environment was created to deploy this system, which resulted in 92.27 % localization accuracy.

In (14), the authors have highlighted the usage of ML algorithms for the diagnosis, analysis, and prediction of stroke. Moreover, the authors used the Antlion optimization (ALO) algorithm using a deep learning model in minimal time consumption for optimal hyper-parameters selection. The training time for the proposed model is 38 % as a positive outcome considered for the experimental superiority results.

In (15), the authors have proposed a novel pairing-free certificateless scheme using blockchain technique and a CLS scheme using a smart contract. After this, they simulated the Type-I and Type-II adversaries to verify their scheme. After a thorough analysis, the authors deduced that their work reduced 40.0% computation cost and 94.7% communication cost. In (16), the authors have highlighted the emergence of heterogeneous Internet of Medical Things (IoMT) (e.g., for smart healthcare systems) that is used for sending huge bulk of patient's data for disease analysis to central cloud servers. However, it is prone to many security issues that can be overcome using AKA p. The authors have proposed an authentication protocol using blockchain technology and physically unclonable functions (PUF) in their work. In addition, biometric information is dealt with using a fuzzy extractor scheme. Their analysis proved that their work requires the most negligible computation and communication cost among the compared schemes.

This work is novel in the way that it proposes a smart decision-making healthcare system based on formalism technique that can help the medical professionals in their everyday routine and the patients living in far-off areas. The modeling of the system was done using ontologies so a clear picture of the system and the flow of information in it can be obtained. In order to check the validity of this work, a simulation was created using the NetLogo simulation tool. The existing approaches are summarized in Table 1. This work is different from others such that it uses contextual defeasible logic to resolve inconsistencies in multi-context systems. This technique is helpful when the entire system needs to be controlled automatically with the help of rule-based formalism in order to allow the system to reach a conclusion about the patient's health and provide the medical authority about the current situation.


Table 1. Analysis of related work.

[image: Table 1]



3. CONTEXTUAL DEFEASIBLE REASONING (CDL) BASED MULTI-AGENT FORMALISM

This section covers the CDL based on multi-agent formalism. In the context-aware MAS, every agent has a set of defeasible rules in their knowledge base where the contextual information and reasoning strategy is stored. Multi-context system notions are used for modeling heterogeneous systems (18–20). Multiple ontologies can send contextual information (e.g., rules, and facts). Each knowledge source sends the contextual information to its corresponding agents. After that, agents perform their reasoning mechanism based on the pre-defined rules. Reasoning types are two called, locally and globally. In local reasoning, the rules are performed by obtaining, through a single ontology. In distributed reasoning, multiple ontologies extract the sets of rules and facts by which each agent performs its reasoning. A framework of contextual defeasible reasoning based on heterogeneous formalism is proposed in this thesis. The framework uses the data acquired by sensors and analyzed and shared by agents, working in various heterogeneous contexts/domains with their respective systems. The following case study has been developed, which will form the basis of framework modeling and development.

Figure 1 shows the working of the proposed system. First, the virtual sensors continuously send data to a database. This database contains additional information about the patient, his allergies, and insurance. The information from the database (which also contains data from the sensors) is sent to the proposed system, which is the intelligent system responsible for making a decision. The intelligent system responsible for making a decision acquires this information and tries to derive a conclusion. In case of no inconsistency during conclusion making, then the system prescribes the treatment for the disease and keeps a record of the severity level of the patient. But if an inconsistency does occur, then the system first handles this inconsistency by using contextual defeasible logic and then prescribes treatment and severity level. After allotting severity level and treatment, the system sends this information back to the database. The hospital has complete access to this database and will take action accordingly.


[image: Figure 1]
FIGURE 1. Architecture diagram.


These systems, which are a smart home system and smart hospital system, then send their received data to the smart decision-making system embedded in the smart hospital system so that the smart decision-making system could form a diagnosis of the patient's current health and the necessary treatment. Since multiple heterogeneous contexts/systems/domains are involved in this framework, structuring the overall system and data is crucial. Therefore, ontology is used for this purpose. To conclude, the smart decision-making system needs some reasoning mechanism. For this purpose, contextual defeasible reasoning is used. The flow/sharing of information between heterogeneous contexts is done and maintained using rules. Figure 2 explains the data acquisition and sharing in a smart home environment. The virtual sensors embedded in the smart home or worn by the patient inside the smart home collect raw data and send it to the virtual agents in a continuous manner. The virtual agents, which are intelligent, use their reasoning capabilities to generate an alert if a certain reading is obtained which is above or below a certain threshold. The agents alert the smart hospital domain's smart decision-making system.


[image: Figure 2]
FIGURE 2. Smart home system.


Figure 3 explains the collection and transfer of data in a smart hospital environment. The virtual sensors embedded all over the hospital collect raw data and continuously share it with the virtual agents. The virtual agents use their reasoning capabilities and generate an alert if a particular acquired data reading is beyond or below a certain threshold. This alert generated is sent to the smart decision-making system by the agents implemented in the smart hospital domain. Databases containing information about the patient's allergies, and insurance, are also involved in this context or domain. They send the relevant data to the smart decision-making system whenever needed.


[image: Figure 3]
FIGURE 3. Smart hospital system.


Intelligent virtual agents carry out the step that includes data acquisition of the MCS. The virtual agents take into account all data that real physical agents measure. The proposed system includes Multi-Context Systems consisting of several heterogeneous contexts. After this, in order to map the acquired data into the different domains of the system, ontologies are developed with their own set of rules. The developed ontologies are then mapped to their correlated description logic. Ontologies based on descriptive logic use the distributed description logic for interconnection via mapping rules. Once the system gets settled, the flow of information begins by heterogeneous contexts interactivity. Contextual defeasible reasoning (CDL) is applied to the system after the information flow and used to handle any inconsistencies.

After this, contextual defeasible reasoning is applied to the system to handle any inconsistencies. CDL uses its facts, strict, defeasible, and defeater rules and preferences to solve these issues. The proposed framework verification is achieved by intending to develop a prototype or with the help of simulation. At the moment, implementing the proposed system is difficult due to financial and technical constraints. Our emphasis is mainly on research and partially on development. The development done is mainly for testing purposes. We are assuming that sensors are collecting the data. This data is modeled using agents. The reasoning performed on this system is done through contextual defeasible reasoning. Since our system is heterogeneous, therefore, initially, the agents are defined in different heterogeneous contexts. These heterogeneous contexts communicate with each other via mapping rules. Figure 4 explains the overall layered architecture of the proposed framework.


[image: Figure 4]
FIGURE 4. Proposed system layered architecture.




4. FRAMEWORK DEVELOPMENT


4.1. Context Development

To check the correctness of this work, we have developed a case study about a person who has Parkinson's disease (a neurodegenerative disease). The following two contexts have been developed for this case study.


4.1.1. Context 1: Smart Home

Since memory loss is the dilemma of Parkinson's disease, Alice's house has been embedded with various sensors. One of them is the motion detector sensor for sensing the current position of Alice, i.e., whether she is sitting, standing, has fallen over, or is showing symptoms of Slowed movement (bradykinesia) (21) one of the cardinal manifestations of Parkinson's disease, and for determining the current location of Alice in her house, i.e., Alice is in which room of her house is currently. This sensor is embedded in every room of her house. There are also smoke detection sensors to detect the presence of smoke or fire in the house. Another sensor being used is the carbon monoxide (CO) detection sensor that helps in alerting about emergencies, such as a person has turned on the gas of the stove but forgot to light it. Carbon monoxide is an extremely gas, and interaction with it for an extended period can be injurious to health (22). The smoke detectors are embedded everywhere in the house. However, the carbon monoxide detector is embedded in the kitchen only. On average, the carbon monoxide level recorded in houses with gas stoves is between 0.5 and 5 parts per million (ppm). However, in houses with gas stoves that are properly fixed, the normal recorded level is between 5 and 15 ppm, but the level may be 30 ppm or higher if the gas stoves are not correctly fixed (22). Figure 5 shows some example rules for the smart home context.


[image: Figure 5]
FIGURE 5. Example rules of context 1 smart home.




4.1.2. Context 1: Smart Hospital

In addition to home embedded sensors, some sensors are worn by Alice. These sensors are the heart rate monitoring sensor to detect fluctuations in heart rate, body temperature sensors for measuring changes in body temperature, and surface electrodes sensors for measuring electrocardiography (ECG), electromyography (EMG), or electroencephalography (EEG). They are used to monitor the electrical activities of the heart, muscles, and brain, respectively, directly from the skin's surface, eventually providing information about rigidity in the skin and detecting body tremors, both of which are prevalent symptoms of Parkinson's disease.

It must be mentioned here that a specific range of “normal” values is associated with each of these sensors. In case a reading value of a sensor goes above or below this range, an alert is issued by the sensor. The normal range for a heart monitoring sensor is 60–100 bpm (precisely 82 bpm). Usually, an adult has a body temperature between 97 and 99 F (22). For ECG sensors, normal electrocardiography intervals are 0.6–1.2 s. Based on the muscle, the normal EMG range is between 50 μV and 30 mV. An average adult has EEG readings between 8 Hz and higher. For EMG, a reading of 7 Hz or less is considered abnormal in awake adults. However, they are considered normal in children, or sleeping adults (23). Figure 6 shows some example rules for the wearable device context.


[image: Figure 6]
FIGURE 6. Example rules of context 2 smart hospital.





4.2. Agent Development

Nine intelligent virtual agents are designed for the proposed framework. Their description is provided below.

• Systolic Blood Pressure (BP) Agent: For monitoring the systolic BP

• Diastolic BP Agent: For monitoring the diastolic BP

• Body Temperature Agent: For monitoring the body temperature

• Heart-Rate-Agent: For monitoring the Heart Rate

• EEG-Agent: For monitoring the EEG

• ECG-Agent: For monitoring the ECG

• EMG-Agent: For monitoring the EMG

• Carbon Monoxide-Agent: This agent monitors the carbon monoxide level

• Carbon Dioxide-Agent: This agent monitors the carbon dioxide level

• Room-Temperature-Agent: This agent monitors the room temperature



4.3. Ontology Development

For system modeling, contextual information is obtained from multiple ontologies.To model distributed domains for the proposed system, a smart home ontology and a smart hospital ontology are developed for modeling the proposed framework. Fragment of the smart home ontology is shown in Figure 7.


[image: Figure 7]
FIGURE 7. Smart home ontology.


The smart home ontology describes the flow of information in this context. The second ontology developed is the smart hospital ontology. This ontology describes the structuring of the smart hospital context and expresses the relations between different smart hospital context entities. It also describes the flow of information in this context. Fragment of the smart hospital ontology is shown in Figure 8.


[image: Figure 8]
FIGURE 8. Smart hospital ontology.


In the proposed framework, agents acquire contextual data either from a single ontology or multiple ontologies based on the system's design. Mapping rules have been designed to model the flow of information between the contexts involved in the framework. To manage inconsistencies in such systems, priorities are assigned to the mapping rules, with the rule having the higher priority being fired. Class hierarchies of the developed two ontologies are also shown in Figure 7.




5. TEMPORAL LOGIC FORMALISM

There are two types of models in temporal logic. Linear temporal logic (LTL) and computational tree temporal logic (CTL*) (24). In our work, we use CLT* instead of LTL because LTL is based on a single computational path (25).

The semantic of TL is defined by CLT* (26). The changing of the current state, i.e., state to -> state from and state from -> state to, is represented by the ω-tree shape (27). The states correspond to the agent knowledge base and communication mechanism. The agent fires multiple rules in a multi-agent system to reach the required state that is acceptable as an outcome. Each agent may drive new context whenever it matches the pre-defined rules. When the agent acts on its actions, the system moves to the next state. If the agent did not acquire the data, the agent tells its corresponding agent about the context, and then the system moves to the other state.


5.1. Current Situation Observation

When an agent gets something from its corresponding sensor, it checks it to map the acquired context with the internal knowledge.


5.1.1. Pre-defined Rules

• G Agi (ϕ, t1) where ϕ ∈ IKi - (i)

• G Agi (¬ϕ, t1) where ϕ ∈ IKi - (ii)

In the rule mentioned above i and ii, globally, agent i gets information from the environment which belongs to the agent's internal knowledge IK or information has not been detected by agent i but belongs to internal knowledge. Here, IKi represents internal knowledge. For instance, when the fire information is acquired to the agent thus the fire context belongs to the agent's internal knowledge; else, not fire belongs to it.

• F [∋ Tell (i, j, ϕ)] - (iii)

In rule iii, it states in the future, on some existing states s' agenti believes in telling agenti about some acquired context information, so the agenti can be auto-trigger.

• Agi (ϕ, t1) where ϕ ∈ HI - (iv)

Agenti acquired the state formula concerning t1, and it is true, and that state formula belongs to acquire HI. For example, after selecting the optimal plan, agenti has the information about calling the humanitarian assistance for human involvement to give the alert related to the unauthorized entity, as shown in rule iv.



5.1.2. Successful Events

• ϕ i ε ψ i - (v)

When agenti acquires the context ϕ about one state formula or agenti acquires the context ψ about other state formula or both. In every way, it would be a successful case. For example, if agenti gets the information about an animal who is on-site where the camp of soldiers are, or agenti gets the information about detecting the unauthorized entity or both. It would be a successful case, as shown in rule v.

• Agi (¬ϕ, t1) where ϕ ϵ IKi -(vi)

Agent i has not detected any information, and it does belong to internal knowledge; therefore, it is the case of partial success, e.g., an agent did not get the information about detecting any unauthorized entity, is still a partial success case, as shown in rule vi.

• Ask (j, i, ϕ) ε Tell (i, j, ϕ) - (vii)

In rule vii, agenti can ask agenti about the specific context, or agenti has the pre-defined rule to tell the specific context to agenti. For example, agenti has the rule to ask agenti about detection, or agenti has the rule to tell agenti about the detected entity.



5.1.3. Current Situation Step of Actions

After the agent checks the acquired information is true or not, it has the step of actions to follow to act efficiently.

• Xi (α, ti) - (viii)

In rule viii, after matching the predefined rules, the very next thing is, agenti has to perform θ certain actions α. For instance, if the unauthorized entity context detection is true, then agenti has actions α to perform θ in a specific time ti.

• F [∋ i (α (HI), ti)] - (ix)

After matching the pre-defined rules, in the future, in some existing states, an agenti has the actions to perform HI requirements. After selecting the optimal plan, agenti would contact the HI to prevent the situation from any damage, as shown in rule xi.



5.1.4. Task Priorities

• DL (H) iff ϕ i ∪ ψ j - (x)

• DL (S) iff ϕ i ∧ ψ j - (xi)

The danger level DL is always high (H). If the one-state formula is detected ϕ unless the other state formula ε is detected, DL changes to severe (S). For example, unauthorized entity ϕ with any weapon at the site ψ is severe DL, as shown in rules x and xi.





6. SIMULATION OF PROPOSED SYSTEM

This section explains the case study, we have developed for the validation of our system. For its implementation, we have used the Netlogo simulation tool. Netlogo is used for modeling, and it teaches the concept of agents like turtles, patches, observers and links, etc., it is used in different kinds of scenarios like in gaming, or if people built a model for a war to check it whether it is correct or not, or/ and in disaster management scenarios, etc. It is open-source software that includes an interface, commands to create an agent model and execute them. It has built-in commands and reports that they call primitive, and the command reports created by a programmer called procedure (28, 29). To achieve the perfect communication between agents, FIPA protocol was used (30).

For example, agent 1 tells agent two about an “Emergency Situation” by sending “Abnormal BP detected” in the message.

["Emergency Situation" "sender:1""content:" "Abnormal BP Detected" "receiver:2."]

Figure 9 shows the interface of our system. We created seven context-aware agents named controller agent, BP agent, body temperature agent, heart-rate agent, electrical-activity agent, carbon-level agent, room-temperature agent. Each of them has their unique functionality based on their own set of facts and rules, also perform reasoning and take decisions intelligently. These agents can communicate in NetLogo as they are connected by creating a link.


[image: Figure 9]
FIGURE 9. System interface.


Figure 10 shows the execution of the system. During the execution, the system continuously monitors the patient's situation as “Continuously Monitoring.” When any “Emergency Situation” is detected controller agent gets to inform a respective agent that is highly abnormal body temperature detected. After that controller agent sends a message to the doctor by alerting the situation “Doctor has been alerted with high priority due to high body temperature.”


[image: Figure 10]
FIGURE 10. System interface.




7. ALGORITHM

The algorithm has two parts. The first part (Algorithm 1) is invoked as soon as the system begins. However, invoking the second part of the algorithm (Algorithm 2) depends on obtaining an abnormal value (above or below the pre-defined normal range). In Algorithm 1, the agents collect contextual information from their environment. Until that contextual information remains within a specific range (the value obtained is above the lower pre-defined range and below the upper pre-defined range), the system generates no alert and usually works. However, if any agent obtains a value that does not fall within the pre-defined normal range (the value obtained is either below the lower or above the upper pre-defined range), the system generates an alert (Algorithm 2) invoked.


Algorithm 1. Obtaining of Data.

[image: Algorithm 1]


Algorithm 2. Conflicting Rule Set Creation

[image: Algorithm 2]

In Algorithm 2, the priority of the rule instances is fired, and the rule with the highest priority is chosen. The following action, alerting the corresponding authority, depends on the rule instance fired. In the case of PC_Agents rule instances, the doctors, caretakers, and the next of kin are alerted. On the other hand, when the rule instances fired are from Env_Agents, then the fire department, emergency response unit, and the police department are alerted.

This alert is sent to the corresponding authority by the controller agent of the system. The controller agent is the primary agent of the system controlling all information flow. All the contextual information obtained by any agent is sent directly to the controller agent. In case of an emergency (an abnormal value), the agent sends an alert to the controller agent, and the controller agent then contacts the corresponding authority. The contact can be made in any number of ways, and it can be a text message, an email, a notification, a phone call, or a WhatsApp message. The mode of communication is chosen by the corresponding authority and then included as a command in the memory of the controller agent.

Once an alert has been generated, it is up to the corresponding authority to either take action or not do anything. The corresponding authority solely takes this decision. The reason for this decision goes beyond the scope of this work and the author's domain. If the corresponding authority believes action must be taken, it alerts the system, and the flag's value is set to 1. The flag is a variable that can have only two values, either 1 or 0. each value corresponds to a separate course of actions. If the flag's value becomes 1, the system knows that the corresponding authorities have taken over. In such a case, the system will halt and wait to be rebooted by the corresponding authority. However, if the corresponding authority believes that no action needs to be taken, it does not alert the system, and the flag's value is set to 0. If the flag's value becomes 0, then the system knows that the corresponding authorities have not taken over now, and they will continue to work as usual (continue gathering contextual information). In such a case, the system will not halt. The working of the algorithm in case a single rule is fired or in case multiple rules are fired simultaneously is described below. It must be mentioned here that by default, the priority of patient care agents (PC_Agents) is more than environmental agents (Env_Agents).


7.1. Case 1: Single Rule Instance Fired

When a single rule is fired, the system will function according to that rule without any conflict or issue.



7.2. Case 2: Multiple Rules Instances

When multiple rules are fired, then the set CRSpri will be developed. All the conflicting rules will be included in the CRSpri set, and ultimately the rule with the highest priority will be selected.




8. LIMITATIONS AND FUTURE SCOPE

Since the inconsistencies in heterogeneous knowledge sources systems usually do not have a single reason for occurrence but arrive from the interaction of heterogeneous knowledge bases, therefore, conflicting, or contradictory information is a major reason for an inconsistent system. According to the best of our knowledge, the existing approaches propose no hard and fast method for assessing inconsistencies in MCS as so far, no proposed method is flexible enough to accommodate the criteria of various applications. A new approach is needed to provide a single platform to overcome the issues of inconsistency due to conflicting or contradictory information. This new approach must have a reasoning mechanism to handle the issues while having a solid logical base to perform sound reasoning. Since these issues occur due to knowledge sharing among heterogeneous contexts, a mechanism is needed to represent the knowledge formally. There can be multiple heterogeneous contexts in a multi-context system. Thus having a mechanism for structuring such a system in an organized manner is extremely necessary. The proposed framework fulfills all the requirements mentioned above by using ontology to structure the system, description logic for knowledge representation, and contextual defeasible reasoning for performing reasoning. This work is beneficial for patients who require continuous monitoring of their health, but they cannot afford to stay in a monitoring facility or do not have enough resources to accommodate all their patients. In such cases, this system can be helpful as it will allow the patient to be under supervision continuously by the agents, and in case of an emergency, the authorities will be instantly notified. Another implementation of this system is for those patients who may not need continuous monitoring but are suffering from terminal illnesses such as Parkinson's disease. In these cases, the disease can act up at any moment. The exact time of such situations cannot be predicted. In these scenarios, the patients can be monitored in the safety of their homes, and in case of emergencies, the medical authorities will be notified immediately. In other domains, this system can also be implemented. In disaster management systems, this system can be used to manage disasters such as fire eruptions, carbon dioxide or carbon monoxide leakage, the occurrence of flood, etc.



9. CONCLUSION

In this work, an ontology-driven formalism has been proposed for handling inconsistency in a highly dynamic environment. The proposed framework and application differ from other approaches because it uses contextual defeasible logic to solve inconsistencies. The proposed framework can provide a single platform to overcome the issues of inconsistency occurring due to contradictory information in a multi-context system. Contextual defeasible reasoning has been chosen to perform reasoning on the system as it can handle inconsistency issues by providing a solid logical base to perform sound reasoning. Since the issue occurs due to sharing knowledge among heterogeneous contexts, description logic (DL) and distributed description logic (DDL) mechanisms represent the knowledge being shared formally. While an ontology-based modeling approach has been adopted to model the multiple heterogeneous contexts in a multi-context system. Thus, the proposed framework provides a formalism of multi-agents based on that can handle conflicting information in an environment that is highly decentralized in nature.
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Diagnosis is a crucial precautionary step in research studies of the coronavirus disease, which shows indications similar to those of various pneumonia types. The COVID-19 pandemic has caused a significant outbreak in more than 150 nations and has significantly affected the wellness and lives of many individuals globally. Particularly, discovering the patients infected with COVID-19 early and providing them with treatment is an important way of fighting the pandemic. Radiography and radiology could be the fastest techniques for recognizing infected individuals. Artificial intelligence strategies have the potential to overcome this difficulty. Particularly, transfer learning MobileNetV2 is a convolutional neural network architecture that can perform well on mobile devices. In this study, we used MobileNetV2 with transfer learning and augmentation data techniques as a classifier to recognize the coronavirus disease. Two datasets were used: the first consisted of 309 chest X-ray images (102 with COVID-19 and 207 were normal), and the second consisted of 516 chest X-ray images (102 with COVID-19 and 414 were normal). We assessed the model based on its sensitivity rate, specificity rate, confusion matrix, and F1-measure. Additionally, we present a receiver operating characteristic curve. The numerical simulation reveals that the model accuracy is 95.8% and 100% at dropouts of 0.3 and 0.4, respectively. The model was implemented using Keras and Python programming.

Keywords: machine learning, convolution neural networks, transfer learning, MobileNetV2, COVID-19


INTRODUCTION

The coronavirus disease (COVID-19) has endangered social lives and created disturbing financial costs. Many studies have attempted to find a way to manage its spread and the resulting death. Moreover, many research propositions have been made to evaluate the existence and seriousness of pneumonia triggered by COVID-19 (1–4). Compared to CT, although radiography is easily accessible in hospitals worldwide, X-ray images are considered less delicate for examining patients with COVID-19. Primary analysis is crucial for instant seclusion of the infected individuals. Moreover, it decreases the rate of infection in a healthy population because of the accessibility of sufficient therapy or vaccination for the virus.

Chest radiography is an essential method for identifying pneumonia. This is easy to accomplish with rapid medical identification. Upper body CT has a high level of susceptibility for the identification of COVID-19 (5). The X-ray image reveals aesthetic keys associated with the virus (6, 7). They considered the tremendous rate of suspected individuals and a minimal variety of trained radiologists. These automated identification methods with refined abnormalities help diagnose diseases and raise early medical identification quality with high accuracy.

A therapeutic image in the form of a chest X-ray is crucial for the automatic clinical identification of COVID-19. A clinical approach for identifying COVID-19 based on artificial intelligence (AI) can be as precise as a human, conserve the radiotherapist period, and perform clinical identification less expensively and faster than standard techniques. AI explanations can be influential approaches for dealing with such problems. A machine learning structure was used to predict COVID-19 from a chest X-ray image. In contrast to classic medical image category approaches, which stick to a two-phase treatment (handmade function abstraction plus identification), we used an end-to-end deep determining structure that directly discovers COVID-19 from raw pictures without any pre-processing (8–14). Deep learning (DL)-based variations, specifically convolutional neural networks (CNNs), have been shown to perform better than timeless AI approaches. Recently, various processing system ideas and clinical image evaluation tasks have been utilized in several issues, including categorization, dissection, and face identification (15–19).

Convolutional neural network (CNN) is considered among the finest therapeutic imaging applications (20), particularly for categorization. CNN is better suited for large databases and requires computational assets (storage and memory). In most cases (as in this research), the database is inadequate; therefore, it is insufficient for building and training a CNN. Thus, obtaining the benefit of the CNN's power and transfer learning can reduce the computational cost (21, 22). A proficient CNN on a large and varied image database can perform specific classification tasks (23). Hence, many pre-trained designs such as VGG-Net, (24), Resnet (25), NAS-Net (26), Mobile-Net (27), Inceptions (28), and Xception (29) have won many of the world image classification competitions.

Recently, Bhattachary et al. in (30, 31) presented a survey of most of the DL models in the last five years, used to identify COVID-19 with different data sets. Kermany et al. (32) used the DL framework with transfer learning, Rajaraman et al. (33) used a customized CNN model- VGG16, Wang, et al. (34) proposed AI and DL based Frameworks, Shan et al. (35) presented Human-In-the-Loop Strategy and DL Based Segmentation Network VBNet, Ghoshal and Tucker (36) used Drop weights-based Bayesian Convolutional Network, Apostolopoulos and Mpesiana (37) presented Transfer Learning based on CNN, Esmail et al. (38) used CNN Architecture. Khan et al. (39) presented COVIDX-Net comprising Deep CNN Models. Sahiner et al. (40) proposed Deep CNN Models – ResNet50, InceptionV3, and Inception- ResNetV2.

How can the researchers in poor and developing countries quickly and appropriately contribute to stopping the spread of the virus and thus contributing to the economy's growth? Using AI and machine learning models with transfer learning can contribute to answering this question. This article, which we contribute to, is considered to prevent the spread of the virus.

Because of the absence of a public image database of patients with COVID-19, numerous research studies reporting on the choices for the adaptive discovery of COVID-19 from X-ray images were not easy. This is because they are difficult to train, and many images are required to discover these networks without overfitting. In this work, data augmentation of the training/testing data set was applied.

In this study, we present a COVID-19 X-ray classification technique based on transfer learning with Mobile NetV2, present in the appendix, which is a pre-trained design (without segmentation). This technique addresses the COVID-19 image deficiency issue. As an alternative to training the CNN from the beginning, our method fine tunes the last layer of the design pre-trained variation on Image-NET (presented in Section The Proposed Architecture net and Strategies for Using the Transfer Learning). The above methods assisted in training the versions with conveniently not easily offered images and they attained excellent efficiency.

The MobileNet model proved to be highly efficient in fruit classification with 102 varieties (41, 42) and the classification of systemic sclerosis skin (43). After reviewing the latest modern studies, the latest (30, 31) studies, and to the best of my knowledge, the MobileNet was not used to identify the coronavirus.

The main contribution of this paper is to investigate and evaluate the performance of MobileNetv2 as a lightweight convolutional neural with transfer-learning and augmentation data for the early detection of coronavirus, to propose and adopt a new model structure for MobileNetv2 for binary classification, and to investigate the COVID-Computer-aided diagnostic (CCAD) tool based on the MobilenetV2 developed.

This paper is organized as follows: The methods and materials are described as the general projected framework in Section Materials and Methods. The results and discussions in Section Experimental Results and Discussion describe the database, experimental research studies, and measurement tools. Finally, the conclusions and future work are presented in Section Conclusion and Future Work.



MATERIALS AND METHODS

We utilized a CNN to extricate highlights from COVID-19 X-ray images. We took on an extraordinary CNN called a pre-trained show wherever the arrangement is already prepared on the Image-NET database, and it comprised numerous images (creature, plants, …on 1,000 courses). Transfer learning was utilized by exchanging weights obtained and booked right into a pre-trained adaptation system Mobile NetV2.


Transfer Learning

We had few images in the present task to conduct the training, particularly in the COVID-19 category. Thus, transfer learning is essential. Transfer learning enhances learning in a new job by moving expertise from previous works that have already been reviewed. That is, we used techniques that have been pre-trained on image classification tasks rather than learning a new design. The advantages of transfer learning are as follows:

1. Higher begin: The first ability (before fine adjustment of the creation) on the resource design is more significant.

2. Higher slope: The rate of ability enhancement throughout the training of the source design is steeper.

3. Higher asymptote: The converged skill of the skilled version is much better. When transfer learning is applied to the design, higher precision degrees are quicker.



Description of Deep CNN

The application system is illustrated in Tables 1, 2, changing the highlights from the M to N channels, with walk s and advancement perspective t. This blockage incorporates a 1 × 1 convolution layer and sometimes the depth-wise convolutional layer. In addition, in requiring the advantage of serial actuation rather than the non-linear actuation included after the pointwise convolutional layer, it fulfills its objective down-sampling by setting basis s within the depth-wise convolutional layer. The entire organized Mobile-NetV2 system (Figure 1) is summarized in Table 2. The two-dimensional (2D) convolution (conv2d) layer is the essential complication, avg-pool is the average pooling, c is the number of the result channels, and n is the copied numbers. CNNs have 19 layers; the center layers are utilized for extricating capacities and the final layers are utilized for categorization. Based on the exchange learning guideline, we utilized Mobile-NetV2 pre-trained by Image-NET as a settled separator.


Table 1. Mobile-NetV2 blockage.

[image: Table 1]


Table 2. Total network framework of Mobile-NetV2.

[image: Table 2]


[image: Figure 1]
FIGURE 1. Procedure and flow chart for Mobile-NetV2.


The mobile-NetV2 network is a base model without top classification layers, a deal for attribute abstraction. A conv2d layer with a dropout and soft-max categorizer layer is added to the basic design in Figure 2.


[image: Figure 2]
FIGURE 2. Summary of the proposed model.


The design of the proposed model is summarized in Figure 2; we notice that the total number of coefficients is 2,260,546 for the new model. Only 2,562 coefficients are trainable.

Table 3 shows the differences between the MobileNetV2 model and the other models regarding requirements and efficiency.


Table 3. MobileNetV2 and others pre-training models.

[image: Table 3]




EXPERIMENTAL RESULTS AND DISCUSSION


Database Description

The first dataset includes 309 chest X-ray images (102 were infected with COVID-19 and 207 were normal) see Figure 3. The second dataset includes 516 chest X-rays images (102 were infected with COVID-19 and 414 were normal). All Data sets are organized in two folders, one for training and the second for testing /validation. In each folder of the two (training and testing), two open folders equal to the number of classes, then in each class, the images examples of this class are put. The dataset was obtained from two different open-source databases:

1. GitHub database [https://github (44)].

2. https://kaggle.com/c/rsna-pneumonia-detection-challenge.


[image: Figure 3]
FIGURE 3. (A) number of images in each class dataset A. (B) number of images in each class dataset B.


They include 8,851 normal samples and 6,012 samples infected with pneumonia, and the chest X-ray image dimension is adjusted to 224 × 224 to satisfy the input conditions of the Mobile-NetV2 model.

Open-source CNN versions are readily available for training from scratch and transfer learning (customizing parts of an extant design for a new job). These versions are frequently tested on the ImageNet dataset of more than 1 million classifieds. The following section presents the proposed structure based on the MobileNetV2.



The Proposed Architecture Net and Strategies for Using the Transfer Learning

1. Building the generator of the training data.

The batches of tensor image data were generated using the class ImageDataGenerator(); also, this class is used as real-time data augmentation with different parameters. With the flow_from_directory() method, which receives two arguments, the directory(from which the images are loaded for creating the batches) and target size (we Adapt the: Target size of the loaded image, which is (256, 256) by default. To (128, 128). In addition, the method receives 3 other arguments (color_mode: RGB, class_mode:' “categorical”, batch_size:32).

2. Building the validation data generator (is like building the generator of the training data).

3. Loading the MobileNetv2.

Load the MobileNetv2 from the TensorFlow.Keras.Applications and store in the COVID19Model. Then, remove the last Final conect (FC) layers from the original model. The number of classes is 1,000, and the number of parameters is 4,231,976 trainable parameters in the network. To make this model suitable for working with our data set (Covid19) in two classes: change the size image from (224, 224, 3) to (128, 128, 3). we set in the MobileNet() function argument input_shape = (128, 128), and include_top = False (meaning load the model without FC layers) then make the model return just a vector of length equal to the number of classes. Also, the trainable argument of the loaded model is set to False.

4. Adding new FC Layers to the modified model.

We do not need to build a new architecture but use the architecture in the modified model stored in the COVID 19 model. Using the Sequential class in Keras, two layers were added at the top of the modified Mobile Net architecture, which are the: a) Average pooling layer b) FC layer with two neurons using the Dense class. (Note that an FC layer is also called a dense layer, and therefore the class used for building the FC layer is called Dense.) Adapting two layers is better than adapting one layer. Adapting three layers is better than just adapting 1 or 2 layers.

5. Compiling the new model.

Use the compile () method with the arguments optimizer, loss and metrics as: optimizer=tf.keras.optimizers.RMSprop (lr=0.0001), loss =“binary_crossentropy” and metrics=[“accuracy”]).

6. Finally, MobileNet transfer learning over the COVID-19 dataset.

The fit–_generator() method is used. With the argument:

generator: Train generator. steps_per_epoch: set to ceil (number of training samples/batch size). epochs: Number of training epochs. validation_data: Validation generator. validation_steps: calculated as ceil (number of validation samples/batch size.

7. Finally, save the model with extension.h5, which is a format for saving structured data.



Data Augmentation

In machine learning (ML) and deep learning (DL) applications, the availability of large-scale, high-quality datasets plays a major role in the accuracy of the results. Keras ImageDataGenerator class provides a fast and simple method to increase your images. It offers various augmentation strategies like standardization, rotation, shifts, turns, brightness modification, etc. Data augmentation of the training/testing data set was applied to each image. For this, we use used the Keras ImageDataGenerator () class with the flowing set of constructor parameters: Table 4.


Table 4. Image data generator () parameters.

[image: Table 4]



Experimental Environment

To survey the execution of Mobile-NetV2 with exchange learning, TensorFlow 2 (Tensorflow free) was introduced on Windows-10, a 64-bit working framework. Mobile-NetV2 was run using Python (Python free), and it was pre-trained using the Image-NET database. The exploratory framework is as follows: Intel R Center i7-8250U CPU @1.70 GHz, 1900 MHz 7 Core(s). 9 consistent Pr. and the memory was 16 GB. We used the Keras guide (45) and TensorFlow backend (46) in the implementation model.



Evaluation Metrics

In the classification Models, most researchers used only accuracy as a performance metric. But the accuracy in some cases is not enough because of the imbalance problem in the data. To measure the model's performance and avoid the problem of data imbalance in the classes, we used more than one performance metric, such as the confusion matrix, F1, Precision, Recall, and Area Under Curve (AUC), which is one of the highest used metrics for evaluation. It is used for binary classification problems. The performance of the classification models can be assessed using various metrics, such as classification precision, sensitivity, specificity, F1-score, and accuracy. Sensitivity and specificity can be calculated using the following equations (45–47): Precision: measure the true patterns correctly predicted from the total predicted patterns in a true class. Accuracy: measure the ratio of correct predictions over the total number of examples evaluated, Recall: used to measure the fraction of positive examples that are correctly classified, and F1: a measure that provides the absolute average between accuracy and recall.

[image: image]

where true positive (TP) is the correctly categorized number and false positive (FP) is the incorrectly recognized number. False-negative (FN) is the image of a category that is found as an additional class and true negative (TN) is an image that does not belong to any category and is not categorized as any class.



Evaluation Results

We prepared the experiment with our database utilizing the Adam optimizer and a batch measure of 30. We performed our exploration by selecting a dropout rate (0.4, 0.5). Additionally, we utilized a learning rate rise to 1e-3 for the Adam optimizer and prepared for ten epochs within the pre-training organization; in any case, we select a much lower preparation rate e−5 for 31 epochs during the fine-adjustment phase.



Case 1 (Dataset A)


Database B

Figures 4A,B, 8A,B, 13A,B, and Table 5 represents the accuracy and loss (training and validation) for data set A, Data set B and Dataset B with only 10 epochs and a dropout of 0.5, respectively.


[image: Figure 4]
FIGURE 4. (A) Accuracy and loss (training and validation). (B) Accuracy and loss (training and validation).



Table 5. Final loss and final accuracy for all data set.

[image: Table 5]

Figures 5, 9, 14 and Tables 6, 7 show the Confusion matrix, precision, recall, and F1 measurements for data set A, Data set B, and Dataset B with only 10 epochs and a dropout of 0.5, respectively.


[image: Figure 5]
FIGURE 5. Confusion matrix, precision, recall, and F1 measurements.



Table 6. Precision, recall and F1 score for all data set.

[image: Table 6]


Table 7. Confusion matrix for all data set.
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Figures 6, 10, 15 and Table 8 represents the receiver operating characteristic (ROC) Curve for data set A, Data set B, and Dataset B with only 10 epochs and a dropout of 0.5, respectively (see Figure 12).


[image: Figure 6]
FIGURE 6. Receiving operating characteristic (ROC) curve.



Table 8. Roc curve area for all data sets.

[image: Table 8]

Figures 7, 11, 16 are present the model predictions results (green: correct, and red: incorrect) for data set A, Data set B, and Dataset B with only 10 epochs and a dropout of 0.5, respectively.


[image: Figure 7]
FIGURE 7. Model predictions (green: correct, red: incorrect).



[image: Figure 8]
FIGURE 8. (A) Accuracy and loss (training and validation)–Database B. (B) Accuracy and loss (training and validation)–Database B.



[image: Figure 9]
FIGURE 9. Confusion matrix, precision, recall, and F1 measurements-Case B.



[image: Figure 10]
FIGURE 10. ROC curve (Case B).



[image: Figure 11]
FIGURE 11. Model predictions (green: correct, red: incorrect).



[image: Figure 12]
FIGURE 12. Case B with 10 epochs.



[image: Figure 13]
FIGURE 13. (A) Accuracy and loss (training and validation)–Database B with 10 epochs. (B) Accuracy and loss (training and validation)–Database B with 10 epochs.



[image: Figure 14]
FIGURE 14. Confusion matrix, precision, recall, and F1 measurements-Case B with 10 epochs.



[image: Figure 15]
FIGURE 15. ROC curve (Case B).



[image: Figure 16]
FIGURE 16. Model predictions (green: correct, red: incorrect).


Based on the results (all figures and tables), it is shown that the proposed classification strategy DL MobileNetV2 might considerably influence the automated detection and extraction of essential features from X-ray images associated with the medical diagnosis of COVID-19.

The preparation of a deep CNN (D-CNN) takes days and hours, and it requires a large database to induce significant precision. Most assignments or information were related. The model coefficients learned can be utilized within the modern demonstration through transfer learning to accelerate and maximize the learning execution of the modern model. We observed from our tests that preparing D-CNNs, particularly for Mobile-NetV2, with a transfer learning strategy could hasten the preparation method.

Moreover, distinct profundity convolutions and modified remaining direct blockages can diminish the number of coefficients. Thus, Mobile-NetV2 can be rapidly sent in versatile and inserted apparatus. Because the database utilized in this study is small, we trained our model utilizing dropout, which is a proficient strategy for minimizing overfitting in neural systems by dodging sophisticated adaptations on preparing information.




DL Challenge in the Diagnosis of COVID19 Chest Xray

Some limitations of the study research can be overcome in future research, specifically, a more in-depth analysis that requires much more patient data. Establishing models to identify COVID-19 cases from similar viral cases, such as severe acute respiratory syndrome (SARS), and a higher range of common pneumonia is needed. Nonetheless, this work contributes to the possibility of an affordable, fast, and automated diagnosis of the Coronavirus disease.

In the last two years, much DL research on X-rays has been conducted to promote and propose a primary diagnostic tool for COVID-19. These studies have shown good performance results and the best DL algorithm models. These studies have proven that DL algorithms can classify or differentiate between normal and COVID19 chest X-rays. Hence, to keep the study more reliable and to be part of the primary diagnosis tool, perhaps, now is the time to move the study to classify the severity level of COVID-19 where the levels of COVID-19 severity infection are classified into five stages. They are beginning from stage 1 up to stage 5. Stage 1 is defined as the early stage of infection, where these levels classify based on SpO2 level respiratory frequency and difficulty of breathing symptoms. Table 10 shows the severity level and its common symptoms. To certify this future works, deep learning researchers and medical doctors must work together to recognize or build the actual image samples for the algorithm.




CONCLUSION AND FUTURE WORK

This study presents a recognizable verification framework for COVID-19 based on a light neural network, Mobile-NetV2, with a transfer-learning procedure and chest X-ray images. We utilized the pre-trained neural system, Mobile-NetV2, which was prepared using the Image-NET database. The conventional convolution layer was used as the beat layer of a recent study. To reduce overfitting, we connected the recession to the recently included conv2d layer. Mobile-NetV2 demonstrates employment to extricate highlights, and the soft-max categorizer is employed to categorize highlights.

The performance rates indicate that computer-aided diagnostic models based on the convolutional neural MobilenetV2 networks may be employed to diagnose COVID-19. The proposed strategy achieved a distinguishing proof accuracy of 99.9 and 100% in our chest X-ray pictures database, with 309 and 512 images (102 infected with COVID-19, 207 normal; 102 infected with COVID 19, 414 normal, respectively) (see Table 9). The proposed framework can be employed in limited computing and low power devices such as smartphones because Mobile-NetV2 is a lightweight neural arrangement.


Table 9. Compare the results obtained using the proposed network with other networks (37).

[image: Table 9]


Table 10. Severity level of COVID-19 (51).

[image: Table 10]

In the future, we plan to promote a hybrid system based on MobileNetV2 as a feature extractor with the Whale Optimization Algorithm (WOA) for efficient feature selection and other classifiers such as sport vector machine or Extra Randomized Tree (ERT) algorithm (52).



DATA AVAILABILITY STATEMENT

The datasets analysed in this study are available at: GitHub database [https://github (30)] and https://kaggle.com/c/rsna-pneumonia-detection-challenge. Further inquiries can be directed to the corresponding author/s.



ETHICS STATEMENT

Ethics approval and written informed consent were not required for this study in accordance with national guidelines and local legislation.



AUTHOR CONTRIBUTIONS

MR supervised the project. GA, HA, and SA designed the model, the computational framework, and analysed the data. AN and MR carried out the implementation. GA and HA performed the calculations. GA and SA wrote the manuscript with input from all authors. All authors provided critical feedback and helped shape the research, analysis and manuscript. All authors contributed to the article and approved the submitted version.



FUNDING

This project was supported financially by Institution Fund projects under Grant No. (IFPRC-215-249-2020).



ACKNOWLEDGMENTS

We extend their appreciation to the Deputyship for Research and Innovation, Ministry of Education in Saudi Arabia for funding this research work through the project number (IFPRC-215-249-2020). and King Abdulaziz University, DSR, Jeddah, Saudi Arabia.



REFERENCES

 1. Lai CC, Shih TP, Ko WC, Tang HJ. Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and coronavirus disease-2019 (COVID-19): The epidemic and the challenges. Int J Antimicrobial Agents. (2020) 55:105924. doi: 10.1016/j.ijantimicag.2020.105924

 2. Chen W, Peter WH, Frederick GH, George FGA. novel coronavirus outbreak of global health concern. Lancet. (2020) 395:470–3. doi: 10.1016/S0140-6736(20)30185-9

 3. Wong HY, Lam HY, Fong AH, Leung ST, Chin TW, Lo CS, et al. Frequency and distribution of chest radiographic findings in COVID-19 positive patients. Radiology. (2019) 296:E72–8. doi: 10.1148/radiol.2020201160

 4. Cho S, Lim S, Kim C, Wi S, Kwon T, Youn WS. Enhancement of soft-tissue contrast in cone-beam Computed tomography (CT) using an anti-scatter grid with a sparse sampling approach. Phys Medica. (2020) 70:1–9. doi: 10.1016/j.ejmp.2020.01.004

 5. Ai T, Yang Z, Hou H, Zhan C, Chen C, Lv W. Correlation of chest Computed tomography (CT) and RT-PCR testing in coronavirus disease 2019/2020 (COVID- 19) in China: a report of 1014 case. Radiology. (2020) 296. doi: 10.1148/radiol.2020200642

 6. Kanne JP, Little BP, Chung JH, Elicker BM. Essentials for radiologists on COVID-19: an update - radiology scientific expert panel. Radiology. (2020) 296:E113–4. doi: 10.1148/radiol.2020200527

 7. Wang L, Wong A. Covid-net, A tailored deep convolutional neural network design for detection of covid-19 cases from chest radiography images. arXiv:2003.09871. (2020). doi: 10.1038/s41598-020-76550-z

 8. Montagnon E, Cerny M, Cadrin-Chênevert A, Hamilton V, Derennes T, Ilinca A. Deep learning work?ow in radiology: a primer. Insights into Imag. (2020) 11:22. doi: 10.1186/s13244-019-0832-5

 9. Ibrahim A, Mohammed S, Ali HA, Hussein SE. Breast cancer segmentation from thermal images based on chaotic Salp swarm algorithm. IEEE Access. (2020) 8:122121–34. doi: 10.1109/ACCESS.2020.3007336

 10. Han J, Zhang D, Cheng G, Liu N, Xu D. Advanced deep learning techniques for salient and category-specific object detection: a survey. IEEE Signal Process Mag. (2018) 35:84–100. doi: 10.1109/MSP.2017.2749125

 11. Simonyan K, Zisserman A. Very deep convolutional networks for large-scale image recognition. arXiv:1409.1556. (2014). Available online at: http://arxiv.org/abs/1409.1556

 12. Al-Dhamari A, Sudirman R, Humaimi Mahmood NH. and Transfer deep learning along with binary support vector machine for abnormal behavior detection. IEEE Access. (2020) 8:61085–95. doi: 10.1109/ACCESS.2020.2982906

 13. Yu S, Xie L, Liu L, Xia D. Learning long-term temporal features with deep neural networks for human action recognition. IEEE Access. (2020) 8:1840–50. doi: 10.1109/ACCESS.2019.2962284

 14. Yamashita R, Nishio M, Do RKG, Togashi K. Convolutional neural networks: an overview and application in radiology. Insights Into Imag. (2018) 9:611–29. doi: 10.1007/s13244-018-0639-9

 15. LeCun Y, Bottou L, Bengio Y, Haffner P. Gradient-based learning applied to document recognition. Proc IEEE. (1998) 86:2278–324. doi: 10.1109/5.726791

 16. Arayanan VB, Kendall A, Cipolla R. SegNet: A deep convolutional encoder-decoder architecture for image segmentation. IEEE Trans Pattern Anal Mach Intel. (2017) 39:2481–95. doi: 10.1109/TPAMI.2016.2644615

 17. Ren S, He K, Girshick R, Sun J. Faster R-CNN: towards real-time object detection with region proposal networks. Adv Neural Inform Process Syst. (2015) 28:91–9. Available online at: https://arxiv.org/abs/1506.01497.

 18. Dong C, Loy CC, He K, Tang X. Learning a deep convolutional network for image super-resolution. In: European Conference on Computer Vision. Springer, Cham. (2014). doi: 10.1007/978-3-319-10593-2_13

 19. Minaee S, Abdolrashidi A, Su H, Bennamoun M, Zhang D. Biometric recognition using deep learning: a survey. arXiv:1912.00271.(2019).

 20. Litjens G, Kooi T, Bejnordi BE, Setio AAA, Ciompi F, Ghafoorian M. A survey on deep learning in medical image analysis. Med Image Anal. (2017) 42:60–88. doi: 10.1016/j.media.2017.07.005

 21. Sharif Razavian A, Azizpour H, Sullivan J, Carlsson S. Cnn features off-the-shelf: an astounding baseline for recognition. In: Proceedings of the IEEE Conference on computer vision and pattern recognition workshops. (2014). p. 806–813 doi: 10.1109/CVPRW.2014.131

 22. Donahue J, Jia Y, Vinyals O, Hoffman J, Zhang N, Tzeng E, et al. DeCAF: a deep convolutional activation feature for generic visual recognition. In: International Conference on Machine Learning. (2014). p. 647–655.

 23. Nguyen L, Lin D, Lin Z, Cao J. Deep cnns for microscopic image categorization by exploiting transfer learning and feature concatenation. In: 2018 IEEE International Symposium on Circuits and Systems (ISCAS). (2018). p. 1–5. doi: 10.1109/ISCAS.2018.8351550

 24. Simonyan K, Zisserman A. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556.(2014).

 25. He K, Zhang XR. Deep residual learning for image recognition. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. (2016). p. 770–778. doi: 10.1109/CVPR.2016.90

 26. Zoph B, Vasudevan V, Shlens J, Quoc Le Q. Automl for large scale image categorization and object detection. Available online at: https://kaggle.com/c/rsna-pneumonia-detection-challenge, Blog. (2017).

 27. Howard AG, Zhu M, Chen B, Kalenichenko D, Wang W, Weyand T. Mobilenets: efficient convolutional neural networks for mobile vision applications. arXiv preprint arXiv:1704.04861. (2017).

 28. Szegedy C, Liu W, Jia Y, Sermanet P, Reed S, Anguelov D. Going deeper with convolutions. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. (2015). p. 1–9. doi: 10.1109/CVPR.2015.7298594

 29. Szegedy C, Ioffe S, Vanhoucke V, Alemi A. Inception-v4, inception-resnet and the impact of residual connections on learning. In: Thirty-first AAAI conference on artificial intelligence. (2017).

 30. Bhattacharya S, Maddikunta PKR, Pham QV, Gadekallu TR, Chowdhary CL, Alazab M. Deep learning and medical image processing for coronavirus (COVID-19) pandemic: a survey. Sustain Cities Soc. (2021) 65:102589. doi: 10.1016/j.scs.2020.102589

 31. Manoj M, Srivastava G, Somayaji SRK, Gadekallu TR, Maddikunta PKR, Bhattacharya S. An Incentive Based Approach for COVID-19 using Blockchain Technology. In: IEEE Globecom Workshops. (2020). doi: 10.1109/GCWkshps50303.2020.9367469

 32. Kermany DS, Goldbaum M, Cai W, Valentim CC, Liang H, Baxter SL. Identifying medical diagnoses and treatable diseases by image-based deep learning. Cell 1725. (2018) 1122–31. doi: 10.1016/j.cell.2018.02.010

 33. Rajaraman S, Candemir S, Kim I, Thoma G, Antani S. Visualization and interpretation of convolutional neural network predictions in detecting pneumonia in pediatric chest radiographs. Appl Sci. (2018) 8:10. doi: 10.3390/app8101715

 34. Wang S, Kang B, Ma J, Zeng X, Xiao M, Guo J. A deep learning algorithm using CT images to screen for Corona Virus Disease (COVID-19). Eur Radiol. (2021) 31:6096–104. doi: 10.1007/s00330-021-07715-1

 35. Shan F, Gao Y, Wang J, Shi W, Shi N, Han M. Lung infection quantification of COVID-19 in CT images with deep learning. arXiv preprint arXiv:2003.04655. (2020)

 36. Ghoshal B, Tucker A. Estimating uncertainty and interpretability in deep learning for coronavirus (COVID-19) detection. arXiv preprint arXiv:2003.10769. (2020)

 37. Apostolopoulos ID, Mpesiana TA. Covid-19: automatic detection from x-ray images utilizing transfer learning with convolutional neural networks. Phys Eng Sci Med. (2020) 43:635–40. doi: 10.1007/s13246-020-00865-4

 38. Esmail K, Hemdan ME, Shouman MA. Cascaded deep learning classifiers for computer-aided diagnosis of COVID-19 and pneumonia diseases in X-ray scans. Compl Intell Syst. (2021) 7:235–47. doi: 10.1007/s40747-020-00199-4

 39. Khan AI, Shah JL, Bhat MM. CoroNet: A deep neural network for detection and diagnosis of COVID-19 from chest x-ray images. Comput Methods Programs Biomed. (2020) 196:10558. doi: 10.1016/j.cmpb.2020.105581

 40. Sahiner A, Hameed AA, Jamil A. Identifying Pneumonia in SARS-CoV-2 Disease from Images using Deep Learning. Manchester J Arti Intell Appl Sci. (2021) 2. Available online at: https://mjaias.co.uk/mj-en.

 41. Liu J, Wang X. Early recognition of tomato gray leaf spot disease based on MobileNetv2-YOLOv3 model. Plant Methods. (2020) 16:83. doi: 10.1186/s13007-020-00624-2

 42. Xiang Q, Wang X, Li R, Zhang G, Lai J, Hu Q. Fruit image classification based on Mobilenetv2 with transfer learning technique. In: Proceedings of the 3rd International Conference on Computer Science and Application Engineering. (2019). doi: 10.1145/3331453.3361658

 43. Akay M, Du Y, Sershen CL, Wu M, Chen TY, Assassi S, et al. Deep learning classification of systemic sclerosis skin using the MobileNetV2 model. IEEE Eng Med Biol. (2021) 2:104–10. doi: 10.1109/OJEMB.2021.3066097

 44. Cohen JP, Morrison P, Dao L, Roth K, Duong TQ, Ghassemi M. Covid-19 image data collection: Prospective predictions are the future. arXiv preprint arXiv:2006.11988. (2020)

 45. Chollet FK. A Python Deep Learning Library. Available online at: https://keras.io (2015). p. 48.

 46. Abadi M, Agarwal A, Barham P, Brevdo E, Chen Z, Citro C, et al. Tensorflow: Large-scale machine learning on heterogeneous systems. arXiv preprint arXiv:1603.04467. (2015). Available online at: https://www.tensorflow.org/api_docs/python/tf/keras/backend

 47. Abu-Zinadah H, Abdel Azim G. Segmentation of epithelial human type 2 cells images for the indirect immune fluorescence based on modified quantum entropy. EURASIP J Image Video Process. (2021). 2021:1–9. doi: 10.1186/s13640-021-00554-6

 48. Ragab M, Eljaaly K, Alhakamy NA, Alhadrami HA, Bahaddad AA, Abo-Dahab SM, et al. Deep ensemble model for COVID-19 diagnosis and classification using chest CT images. Biology. (2022) 11:43. doi: 10.3390/biology11010043

 49. Simonyan K, Zisserman A. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556. (2015)

 50. Chollet FXD. learning with depthwise separable convolutions. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. (2017). p. 1251–1258. doi: 10.1109/CVPR.2017.195

 51. Markom MA, Taha SM, Adom AH, Sukor AA, Nasir AA, Yazid H. A review: deep learning classification performance of normal and COVID-19 chest X-ray images. J Phys. (2021) 2071:012003. doi: 10.1088/1742-6596/2071/1/012003

 52. Abbas S. BCD-WERT: A novel approach for breast cancer detection using whale optimization based efficient features and extremely randomized tree algorithm. Peer J Comput Sci. (2021) 7:e390. doi: 10.7717/peerj-cs.390

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Ragab, Alshehri, Azim, Aldawsari, Noor, Alyami and Abdel-khalek. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 03 March 2022
doi: 10.3389/fpubh.2022.835938






[image: image2]
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Background: An increasing number of geriatric patients are suffering from degenerative lumbar spondylolisthesis (DLS) and need a lumbar interbody fusion (LIF) operation to alleviate the symptoms. Our study was performed aiming to determine the predictors that contributed to unfavorable clinical efficacy among patients with DLS after LIF according to the support vector machine (SVM) algorithm.

Methods: A total of 157 patients with single-segment DLS were recruited and performed LIF in our hospital from January 1, 2015 to October 1, 2020. Postoperative functional evaluation, including ODI and VAS were, performed, and endpoint events were defined as significant relief of symptom in the short term (2 weeks postoperatively) and long term (1 year postoperatively). General patient information and radiological data were selected and analyzed for statistical relationships with the endpoint events. The SVM method was used to establish the predictive model.

Results: Among the 157 consecutive patients, a postoperative unfavorable clinical outcome was reported in 26 patients (16.6%) for a short-term cohort and nine patients (5.7%) for a long-term cohort. Based on univariate and multivariate regression analysis, increased disc height (DH), enlarged facet angle (FA), and raised lateral listhesis (LLS) grade were confirmed as the risk factors that hindered patients' short-term functional recovery. Furthermore, long-term functional recovery was significantly associated with DH alone. In combination with the SVM method, a prediction model with consistent and superior predictive performance was achieved with average and maximum areas under the receiver operating characteristic curve (AUC) of 0.88 and 0.96 in the short-term cohort, and 0.78 and 0.82 in the long-term cohort. The classification results of the discriminant analysis were demonstrated by the confusion matrix.

Conclusions: The proposed SVM model indicated that DH, FA, and LLS were statistically associated with a clinical outcome of DLS. These results may provide optimized clinical strategy for treatment of DLS.

Keywords: degenerative lumbar spondylolisthesis, clinical outcome, machine learning, predictor, lumbar interbody fusion


INTRODUCTION

As the aging society comes, degenerative lumbar spondylolisthesis (DLS) with symptomatic stenosis presents a serious challenge to healthcare (1, 2). After struggling with the dilemma of decompress treatment, spine surgeons have recognized that it will cause inferior postoperative outcomes without fusion, including persistent pain, pseudarthrosis, and progressive degenerative changes (3–5). Therefore, lumbar interbody fusion (LIF), in combination with decompression, has become the main surgical options for the treatment of DLS.

We noted that the negative feedback from the patients is the main reason for the increased reoperation rate and decreased treatment satisfaction, which result in contradictions or bothers between doctors and patients and heavy substantial burden on the healthcare systems (6).

The current dominant functional scales for evaluating symptoms of degenerative spinal diseases are the Visual Analog Scale (VAS) and the Oswestry Disability Index (ODI) (1, 7–9). However, there are few studies on surgical efficacy evaluation based on patient-reported outcomes (PROs) at present (7).

Machine learning (ML) has proved to be an effective data-driven automatic modeling mechanism in processing numerous problems in the biomedical field (10–13). Support vector machine (SVM) is a well-established classifier, which was applied for accurately patients' classification and treatment options improvement (14).

Considering there is a lack of superior predictive models, the purpose of this study was to investigate the clinical distribution of PROs and to establish a predictive model to evaluate the risk of unfavorable clinical outcomes in short- and long-term postoperative cohorts using the SVM algorithm.



METHODS


Study Design and Participants

The diagnosis of DLS required a minimum 3-mm vertebral displacement observed in lateral X-rays, and patients were selected from January 1, 2015 to October 1, 2020 at our institution. Inclusion criteria: (1) age ranged from 50 to 80 years old, (2) patients diagnosed with symptomatic DLS, (3) single-level spondylolisthesis and LIF, (4) traceability of clinical parameters, radiological variables, and surgical records, (5) at least 1 year of follow-up available. Exclusion criteria: (1) American Society of Anesthesiologists (ASA) rating of III or higher, (2) multi-level decompression and LIF with pedicle screws, (3) previous lumbar surgical intervention, (4) revision surgery, (5) spinal tumor, deformity, fracture, infection or other spine diseases, and (6) rejection of implants.

The Ethics Committee of our hospital approved this study. All data were extracted from hospital electronic system.



Data Collection

General patient information was recorded, including age, sex, body mass index (BMI), smoking, diabetes, Oswestry Disability Index (ODI), Visual Analog Scale (VAS), fusion technique, operation level, bone graft methods, cement augmentation, and surgical complications.

All patients received a complete imaging evaluation, including standard anteroposterior and lateral X-rays, CT, dual-energy X-ray (DEXR), and MRI. Based on X-rays results, we recorded and analyzed the following radiological variables: sacral slope (SS), the angle between the sacral plate and the horizontal axis. Draw the line connecting the midpoint of the femoral head to the midpoint of the sacral plate, which formed an angle with the vertical line of the sacral plate as pelvic incidence (PI) and an angle with the longitudinal axis as pelvic tilt (PT) (Figure 1A). Slip degree (SD), the horizontal distance of posterior wall between the slipped and upper vertebrae; lumbar lordosis (LL), the angle between the upper endplate of L1 and the upper endplate of S1; segment lordosis (SL), the angle between the upper endplate of the upper vertebrae and the upper endplate of the lower vertebrae of the slipped segment; disc height (DH), the average of anterior disc height and a posterior disc height (Figure 1B); lateral listhesis (LLS) was defined the distance between vertebral bodies (Figure 1C). Insertion depth, as 60% of the vertebral depth, was treated as the minimum screw purchase at our institution; the patients were assigned to the S group and the L group (Figure 2). The facet angle (FA) between the facet line and the line connecting the bilateral dorsal points was measured on CT (Figure 3). Osteoporosis was defined as T-score < −2.5 SD on dual-energy X-ray absorptiometry.


[image: Figure 1]
FIGURE 1. A schematic diagram of spinopelvic parameters, lumbar parameters, and lateral listhesis (LLS). Spinopelvic parameters (A) included pelvic incidence (PI), pelvic tilt (PT), and sacral slope (SS). Lumbar parameters (B) included lumbar lordosis (LL), segment lordosis (SL), slip degree (SD), and disc height (DH). Lateral listhesis (LLS) was measured according to (C).



[image: Figure 2]
FIGURE 2. A schematic diagram of insertion depth; the patients were assigned to the S group (the screws accounted for 60–80% of the anteroposterior diameter of vertebral body) and the L group (the screws accounted for more than 80% of the anteroposterior diameter of vertebral body).



[image: Figure 3]
FIGURE 3. A schematic diagram of the facet angle. A facet line was drawn between the 2 end points of each facet. The angle was measured between the facet line and the line connecting the bilateral dorsal points and recorded the average value.


PROs were determined as function evaluations. ODI was used to describe the patient's quality of life; a smaller value suggested better function. VAS was chosen to measure the patient's back pain; a decreased value suggested reduced pain. Based on practical experience and literature review, significant symptomatic improvement was observed in patients with lumbar spondylolisthesis after decompression and fusion. (7) We defined the short-term endpoint event as a 60% improvement in VAS and ODI 2 weeks postoperatively, and long-term endpoint event as a 90% improvement in VAS and ODI 1 year postoperatively.



Surgical Technique

All recruited patients were operated by the same surgeon. Prone position after general anesthesia has taken effect. The transforaminal lumbar interbody fusion (TLIF) group and posterior lumbar interbody fusion (PLIF) group designed their individual landmarks separately with the assistance of C-arm fluoroscopy. The TLIF group used a percutaneous fixation approach to implant screws via the pedicle, and PLIF used a conventional open approach. If the primary surgeon felt it necessary (preoperative diagnosis of osteoporosis or intraoperative finding of bone weakness), the tip of the vertebroplasty needle was inserted into the central point of the vertebral body under fluoroscopic guidance, and, approximately, 2–3 ml of polymethylmethacrylate (PMMA) bone cement was injected. The corresponding lamina is removed and retained for bone grafting, and the upper and lower cartilage endplates of the intervertebral disc are scraped with a ring curette after debridement of the annulus fibrosus and nucleus pulposus. The rods are inserted bilaterally, and traction is applied to lift the slipped segment and ensure uniformity with the upper and lower vertebrae as much as possible. Some patients might receive cement augmentation due to screw retraction at this stage. After fluoroscopic demonstration of satisfactory correction of the slippage, an appropriately sized cage is filled with allograft and/or autologous bone, and the processed interbody fusion cage is inserted into the interbody space to support the vertebral body (Figure 4).


[image: Figure 4]
FIGURE 4. The lumbar spine model and the instrumentations after TLIF technique (the interbody fusion cage and the pedicle screw).




Support Vector Machine

VAPNIK first conceived the SVM technique as a classification method for both linear and non-linear data two decades ago. The input vectors were mapped to a high-dimensional feature space via preselected non-linear mappings, and the optimal classification hyperplane was constructed in this space. The support variables eventually obtained are exactly the nearest sample points. The data input format was recorded as “csv” or “xlxs” and analyzed depending on the Python programming language (Python 3.8.0, Python Software Foundation).



Statistical Analysis

For continuous variables, normal distribution was subject to Student's T-tests, and non-normal distribution was subject to Mann–Whitney test. Chi-square test was adopted to analyze categorical variables. Continuous variables and categorical variables are presented as means ± standard deviations (SD) and relative frequencies and percentages, respectively. In addition, we applied logistic regression analysis to identify the predictors of unfavorable clinical outcomes within 2 weeks postoperatively. The statistically significant variables obtained from the univariate regression analysis were again subjected to multivariate regression analysis. Furthermore, the selected variables were put into the SVM classifier. Statistical differences were defined as p < 0.05. All statistical analysis was performed with SPSS version 22.0 (IBM SPSS, Armonk, New York).




RESULTS

From January 2015 to October 2020, a total of 157 consecutive patients met the inclusion criteria after excluding three patients due to follow-up loss. The demonstrative information of the patients was observed in Table 1. The mean age of the patients was 63.84, and the majority was females (approximately two times of males). Based on the selection basis of degenerative disease, 43 patients (27.39%) were diagnosed with osteoporosis, and 52 patients (33.12%) received intraoperative cemented augmentation. All the patients underwent single-segment fusion, with the primary level of fusion at L4/5 and TLIF as the dominant fusion approach. Autograft bone was the preferred bone graft method. Two patients had intraoperative screw retraction, and subsequent short-term poor functional recovery was observed during follow-up. The fusion rate was 95.54%, and, among the seven patients who achieved inadequate fusion, three exhibited consistent low back pain and one underwent revision surgery as the result. According to the PROs, 26 patients and nine patients were eventually assigned to the short- and long-term unfavorable cohorts; the score summary is shown in Table 2. Serious complications, such as neurological deficits, deep vein thrombosis, and wound infection, did not occur in this series of patients. However, we identified two patients with postoperative urinary retention and one patient who underwent revision surgery for persistent low back pain.


Table 1. Demonstrative information of the patient cohort.
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Table 2. Description of changes in DOI and VAS scores.
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Table 3 compared the preoperative and postoperative radiological parameters. There were no statistically significant differences both in the short- and long-term cohorts, including SD, LL, and PI. In the present study, we found that DH, LLS, PT, and FA were significantly higher in the long-term unfavorable cohort than in the counterpart, and a higher proportion in the short screw group. In evaluating the long-term clinical efficacy, the differences of DH, LLS, and FA in the unfavorable group were statistically significant.


Table 3. Comparison of the radiologic variables.
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Univariate and multivariate regression analyses indicated that preoperative LLS (p = 0.005), postoperative DH (p = 0.004), and FA (p = 0.030) were independent risk factors in a short-term adverse outcome (Table 4), while only postoperative DH (p = 0.038) was independently associated with a long-term outcome (Table 5).


Table 4. Univariate and multivariate logistic regression analysis of unfavorable clinical outcomes in the short-term cohort.
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Table 5. Univariate and multivariate logistic regression analysis of unfavorable clinical outcomes in the long-term cohort.
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To predict the risk of an adverse outcome in patients with spondylolisthesis, we developed SVM models based on the above-mentioned independent predictors. We evaluated the ROC curve of the model and calculated the area under the ROC curve. Furthermore, 10-fold cross-validation was performed to evaluate the predictive power of the algorithm. For patients who fed back adverse PROs in the short term, the SVM model showed satisfactory classification performance with mean and maximum AUC values of 0.88 and 0.96, respectively (Figure 5). Among all routine indicators, the only predictor of a long-term outcome (1 year) was postoperative DH, and the long-term SVM model showed slight weakening of performance compared to the short-term SVM, with mean and maximum AUC values of 0.78 and 0.82, respectively (Figure 6). Based on the confusion matrix, these indices provide evidence for performance evaluation, and the following equations are presented:
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FIGURE 5. In the short-term cohort, receiver operation characteristic (ROC) curve analysis of the SVM model with the maximum value of 0.96 (A); ROC curve analysis of 10-fold cross validation of the SVM model for predicting the risk of unfavorable clinical outcomes following LIF with average AUC of 0.88 and max AUC of 0.96 (B); confusion matrix of the SVM model (C).



[image: Figure 6]
FIGURE 6. In the long-term cohort, receiver operation characteristic (ROC) curve analysis of the SVM model with the maximum value of 0.82 (A); ROC curve analysis of 10-fold cross validation of the SVM model for predicting the risk of unfavorable clinical outcomes, following LIF with average AUC of 0.78 and max AUC of 0.82 (B); confusion matrix of the SVM model (C).


The confusion matrix showed the models were excellent at predicting the risk of unfavorable clinical outcomes in patients with spondylolisthesis with the ACC of 93.7% and precision of 88.5% in the short-term cohort and the ACC of 86.7% and precision of 66.7% in the long-term cohort.



DISCUSSION

No consensus has been achieved on whether to perform interbody fusion for degenerative lumbar spondylolisthesis. Chan et al. (15) concluded that their evidence that supported decompression alone was a more beneficial intervention to minimize surgery-related trauma and postoperative morbidity, and had comparable efficacy to additional interbody fusion, especially for low-grade spondylolisthesis. Ghogawala et al. controverted this conclusion (5). After 4-year follow-up, they found decompression with lumbar fusion was associated with a significant improvement in physical health-related quality of life compared to laminectomy alone. The abnormal sagittal alignment of the lumbar spine can lead to increased energy demands in non-resting positions, resulting in early fatigue and exercise intolerance (9). Therefore, the aim of DLS surgery is to restore the normal anatomical sequence and stability of the lumbar spine based on the removal of spinal stenosis (7). In the present study, all the patients underwent decompressive laminectomy and instrumented lumbar spinal fusion to achieve the above-mentioned treatment goals. PROs were direct and convenient evidence to measure the quality of DLS surgeries. Meanwhile, the VAS and ODI scores were regarded as the primary evaluation tools; these subjective data offered “real world” insights into guiding and improving surgical techniques (15, 16). Moreover, a series of reported model evaluation metrics indicate that the deep learning can provide satisfactory performance in distinguishing target patients, demonstrating good clinical application (17, 18). A broad application prospect requires additional data science techniques to support, including supervised dimensionality reduction for big data (19), deep learning networks for diabetic retinopathy (20), and identification of malnourished patients (21). Using the SVM model, postoperative DH, FA, and preoperative LLS were eventually identified as risk factors in unfavorable clinical outcomes at short-term follow-up, whereas only postoperative DH predicted clinical efficacy at long-term follow-up.

A large number of studies have demonstrated the importance of maintaining DH for achieving vertebral stability either in decompression alone or decompression with interbody fusion (3, 9). Our study indicated that the patients that attained a <6-mm DH intraoperatively were more likely to derive a sustained benefit from the decompression with a fusion procedure than the patients reporting poor clinical outcomes. The mean DH was higher in the short-term adverse group (8.11 vs. 7.84), which could be acceptably explained by progressive degeneration at the operated segment. The definition of the pathological change is adjacent segment disease (ASD), which was the condition responsible for half of the reoperations (3, 22, 23). Although PROs suggested that ASD was an unavoidable healthcare concern, we still feel encouraged by a reoperation rate of <1%. Sato et al. reported a reoperation rate of 2.2% in their 1-year follow-up (3), while this incidence reached a staggering 10% in the study by Deyo et al. (24). Furthermore, classifying patients with > 60% improvement in functional evaluation as the definitive efficacy group at 2 weeks postoperatively, we considered 6 mm as an effective threshold associated with clinical outcomes, which was consistent with previous studies (3, 25, 26). Considering the intervertebral space could serve to guide the selection of an interbody fusion cage, a careful fluoroscopic image review after restoring the slipped vertebra is necessary. Interestingly, Yen et al. reported the intradiscal vacuum phenomenon (IVP) occurring after interbody fusion was associated with increased disc height and vertebral instability (27). An intensive biomechanical analysis of this susceptible anatomy seems imperative.

The structure, locating on the posterolateral region of the vertebral body and connecting the adjacent vertebral arch, is the facet joint, which constitutes the classic triple-joint complex with the intervertebral disc (28). In the current study, outcomes in consecutive patients suggested that increased FA limits functional recovery in the short term without impacting on long-term outcomes. It was worth noting that 5–90% of chronic low back pain was triggered by facet joint pain (29). For symptomatic DLS, lumbar degenerative changes and facet joint misalignments are mutually anatomically predisposing factors (30). Thus, the facet joints, which bear approximately a quarter of the relevant axial load, play an important but neglected role in reflecting the PROs (29), and this was particularly evident in the case of short-term assessments. This variable conceals its function when focusing on and attempting to improve long-term PROs. Assuming FA does not actually worsen surgical outcomes (31), a more convincing association was acknowledged. Due to the local fixation with pedicle screws, the altered facet joint stress accelerated disc degeneration, leading to an additional influence of disc height in predicting long-term outcomes (28). This explanation was also corroborated in this study. The finite element analysis from Park et al. externally verified the homogeneity between DH and FA (32). Moreover, in the current healthcare system, pain management has become an important part of surgical intervention, especially in the treatment of degenerative spinal diseases, and has shown promising results (28, 33–35). Nevertheless, for postoperative patients, pain is a generalized clinical symptom. It is necessary for the spine surgeons to cautiously analyze the etiology of the patient's adverse PROs to achieve precise management.

In general, successful surgery is largely dependent on acquiring a solid fusion and re-establishing normal local sagittal and coronal balance. The short-term postoperative outcome was correlated with preoperative LLS but independent of postoperative LLS. In other words, the difference between the two groups postoperatively was not statistically significant (1.93 vs. 2.24, p = 0.172), and measurement of preoperative coronal imbalance was more valuable. The role of sagittal lumbar alignment in assessing disease grade and deciding on individualized surgical strategies was well recognized in published articles (1–3, 7), but coronal malalignment was an equally important issue to be treated with caution (1, 36, 37). Although we identified the presence of LLS preoperatively and targeted the restoration of normal lumbar coronal balance by obtaining greater lumbar lordosis intraoperatively (38), the consideration was reflected in the comparison of postoperative data, but an inferior PRO was still observed. There were several conceivable reasons for the poor outcomes. First, asymmetric degenerative changes lead to disc collapse and laxity of the paravertebral ligaments, manifested by LLS of vertebral body and lateral displacement of the disc (1). This complicated deformity had more severe pathological changes than a mere sagittal imbalance. A limited surgical benefit was observed in DLS with LLS, including an elevated and persistent back pain due to the coronal displacement of the slipped segment (36). Second, purposeful surgical strategies and instruments were recommended to correct vertebral slippage in patients with lateral slippage, including preserving the lumbar lordosis, implanting a larger cage and laterally distracting the displaced vertebral body (1, 39). However, higher restoration requirements were frequently associated with increased risk of major complications, including extensive soft tissue injury and intraoperative blood loss, all of which can reduce short-term PROs (9). Therefore, alleviating the symptoms of DLS with LLS through a modified surgical approach remained a challenge that required an all-out effort to address.

Combining SVM machine learning technique to analyze predictors of short- and long-term adverse clinical outcomes from routinely available variables was the innovation of this study. Ten-fold cross-validation AUC and confusion matrix suggested that our model performed well. However, there were several limitations in our study. First, selection bias may exist due to the inherent flaw of retrospective studies. Second, the analyzed data were from our single institution, resulting in a lack of adequate training of the SVM model. Therefore, future studies may require a multicenter prospective randomized controlled design to assist in externally validating the credibility of our conclusion. Finally, despite an attempt to analyze extensive patient information, spinal degeneration is a multidimensional and progressive disease that still left some data unaccounted for.



CONCLUSION

In conclusion, both TLIF and PLIF are practicable surgical strategies to improve symptoms in patients with DLS. Postoperative DH, FA, and preoperative LLS were statistically associated with the short-term clinical outcome, while only postoperative DH accurately predicted the long-term clinical outcome with an average follow-up time of 1 year. The proposed SVM model showed superior predictive performance.
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Alzheimer's disease (AD) is a neurodegenerative disease involving the decline of cognitive ability with illness progresses. At present, the diagnosis of AD mainly depends on the interviews between patients and doctors, which is slow, expensive, and subjective, so it is not a better solution to recognize AD using the currently available neuropsychological examinations and clinical diagnostic criteria. A recent study has indicated the potential of language analysis for AD diagnosis. In this study, we proposed a novel feature purification network that can improve the representation learning of transformer model further. Though transformer has made great progress in generating discriminative features because of its long-distance reasoning ability, there is still room for improvement. There exist many common features that are not indicative of any specific class, and we rule out the influence of common features from traditional features extracted by transformer encoder and can get more discriminative features for classification. We apply this method to improve transformer's performance on three public dementia datasets and get improved classification results markedly. Specifically, the method on Pitt datasets gets state-of-the-art (SOTA) result.
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INTRODUCTION

Alzheimer's disease (AD) is a nervous degenerative disease with an insidious and irreversible onset, which is difficult to be detected in every stage. AD can influence patients' daily living ability and social communicate ability and may even lead to disability (1, 2). Researchers have found that AD has a profound impact on patients' language function (3) in addition to mood, attention, memory, movement, and so on. Language is the representation of mental activities, which can clearly reflect the relationship among language, cognition, and communication (4). Language interference is a common manifestation of patients (5) with AD which may even earlier than orientation and memory difficulties (6, 7). Picture description task, taken from Boston Aphasia Diagnostic Test (8), has already been verified sensitive to subtle cognitive deficits (9); therefore, valuable clinical information can be obtained from spontaneous speech to recognize AD. The transcripts of speech can be used to detect AD effectively.

The problem of AD recognition can be regarded as text classification problem in natural language processing (NLP). Deep learning models manifest better in classification as they can extract deep semantic features by effective model architecture automatically. For example, RNN can capture long-term dependencies within sentence, but it may neglect some important local words which may important for classification (10), and CNN can capture local and position-related features (11) but cannot give enough weight to some discriminative or special words. To solve the problem, attention mechanism was introduced. Transformer gives different weights to different words using attention mechanism, the performance of which is better than CNN and RNN. Although transformer has made great progress in producing discriminative features by powerful representation learning, there is still room to improve. There are few studies nowadays in this area to improve representation learning of deep learning. Based on GRL (12–17) in extracting common features which are not discriminative for classification, this paper proposes a novel feature purification method to improve the representation learning of transformer to get a more discriminative feature vector to diagnose AD.

The original transcripts of speech are the description of a picture, which should be comprehensive and integrated for a normal individual. That is to say, the discriminative words or sentences, with relevant and less vague words, should be included. For example, accurate descriptive words, such as “mother”, “tap”, “the stool is tipping”, etc., are usually a better cognitive sign. Words or sentences such as “I do not know”, “um”, and “pause” should be an indicative of a bad cognitive condition, and they are discriminative for AD recognition. But some equivocal, inconsequential, and even irrelevant descriptions are unhelpful and may even interfere with the final classification, such as “is not that enough?”, “It is great”, “there may be a little breeze coming in”, et al. They can disturb the representation learning of deep learning by producing suboptimal representations. To solve this problem, transformer proposes a self-attention mechanism to give weight to words and usually can get better performance than RNN and CNN. Though attention may alleviate the influence by giving a higher or lower weight for those more or less relevant words, the classification problem cannot be solved properly with inaccurate attention mechanism or specificity of data. To solve the above problems, our study, inspired by the paper (17) which used feature projection method to purify the representation learning of deep learning, proposes a novel feature purification method to improve representation learning of transformer to get more discriminative features, which is GP-Net. It has two subnetworks, a common feature learning network called G-Net and a purification network called P-Net. G-Net uses gradient reverse layer (GRL) (12, 13, 18) to extract common features which are shared by classes and have no or few roles for classification. P-Net first uses transformer encoder to extract traditional feature vector for the sentence. Then, it rules out the common features from traditional feature vector to generate more purified features. It is clear that this operation gets rid of the effect of common features and makes the system only focus on discriminative features. We will explain the principle in Method Section.

The experiments on three datasets with our method get an improved performance which prove that the purified features are more discriminative. To the best of our knowledge, there have been still no studies to recognize AD from spontaneous speech by purifying representation learning of deep learning up to now.

The key contributions we have made in this work include the following:

(1) A whole process of AD screening method, based on linguistic data, was designed and implemented.

(2) We propose a novel feature purification network to improve representation learning of transformer and get state-of-the-art (SOTA) result on Pitt dataset.

(3) The proposed method has the advantage of low cost, reliable, and convenience, which can provide a feasible solution for the screening of AD with a better performance.



RELATED WORK

Existing studies on AD diagnosis across spontaneous speech mainly focus on two aspects. One is feature extraction manually including acoustic features (19–21), linguistic features (22–25), or their combinations (21). This method is subjective and needs more professional knowledge. They are generally associated with a specific task scenario; once the scenario changes, these artificially designed features and prior settings cannot adapt to new scenarios and need to be redesigned, so the model has a low universality. The other is deep learning method which can extract deep semantic features automatically. Based on its powerful representation learning ability, the performance of deep learning is usually better than the first method. Additionally, deep learning improves the generalization ability of the classifiers which can be utilized further in different clinical environments. Deep neural network can process representation learning to extract deep semantic features using cascaded data of multilevel non-linear processing units without the need for feature engineering manually.


AD Detection Based on Deep Learning

There are many studies to detect AD from oral speech with deep learning methods (26–29), such as RNN, long–short-term memory (LSTM) networks [e.g., ELMo (30)] and CNN. Recurrent convolutional neural Networks (RCNN) (31) uses Bi-LSTM to get contextual information and then concedes the hidden output of Bi-LSTM and word embedding for classification. DPCNN (32) is a simple network with 15 layers which likes a deep CNN, and it increases network depth of CNN but does not increase the computational cost. Attention mechanism is used in many NLP tasks such as text classification (33–36). Transformer architecture [e.g., Bert (37)] uses attention mechanism to extract deep semantic features. Enhanced representation through knowledge integration (ERNIE) (38, 39), proposed in 2019 by Baidu corporation, is optimized further based on Bert model. They usually have better performance than CNN, RNN, and LSTM.

Public Dementiabank datasets or ADReSS challenge (40) datasets are often used to recognize AD. For example, Orimaye et al. (41) proposed the combination of deep language models and deep neural network to predict mild cognitive impairment (MCI) and AD. The datasets used were public Dementiabank transcript with 37 healthy elderly and 37 MCI transcripts. The study did not use any handcrafted features; just the original transcripts were fed to the model, and n-gram word embedding method combined with deep neural network (DNN) got a best AUC of 0.83. Different from our dataset and classification, there was no comparability with our method. Karlekar et al. (23) used four types of interviews: story recall, sentence construction, cookie-theft picture description, and vocabulary fluency; the dataset included 243 normal controls and 1,017 AD transcripts. Three classifiers were used for comparison, that is, LSTM-RNN, CNN, and CNN-LSTM, and achieved a best accuracy of 91.1%, but the results were somewhat questionable as mentioned in the Discussion. These methods used deep learning algorithms or their linear combinations to recognize MCI and AD. Our work is much different clearly as none of these existing studies improve representation learning of deep learning by feature purification method.



Studies Related to GRL

Our study is related to some former work. Ganin and Lempitsky (13) first introduced GRL to extract common features which were sentiment-sensitive and domain shared in domain adaptation (DA). It embeds DA to the process of representation learning in order that the final classification result is more discriminative for the domain changes. Though we use GRL to extract common features, we do not use it in the area of DA, and they also do not use for feature purification. Belinkov et al. (14) used adversarial learning to encourage the model to process representation learning on SNLI dataset. Combining with aspect attention and GRL, Kai Zhang et al. (16) studied cross domain text classification problem, and common features across domains were extracted from the aspects for text classifications. The idea of generative adversarial networks (GANs) (42) was used to ensure that the common feature space did not mix with private features and only contained pure task-independent common feature representation. In these studies, they all used GRL to extract common features inseparable for two domains, and domain-shared features were generated in the shared space according to adversarial training, whereas our study is different from them clearly as this existing work does not improve representation learning of the model. The study (17) proposed a feature projection method to further improve representation learning of deep learning from a novel angle. The method projected existing features into the orthogonal space of the common features, so the resulting projection is perpendicular to the space that common features located in and thus more discriminative for text classification. Different from this study (17) which only deletes a section of common features, we rule out the influence of whole common features, which we believe that a better classification performance should be achieved. Also, we did the experiment with the method of study (17) on Pitt dataset, and the performance is not better than our method, just as shown in Table 1.


Table 1. Relationship between predicted and true classes.
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METHODS

In this study, we propose a novel GP-Net framework to recognize AD from normal controls, which is indeed a binary classification problem in NLP.


Feature Purification Network: GP-Net

This paper proposed a novel architecture, named GP-Net, to recognize AD, the network structure of which is shown in Figure 1. The whole network includes two sections: G-Net and P-Net. The aim of G-Net is to extract common features by reversing the gradient direction in the training process, and these common features are shared by both classes and have no discriminative for classification. The aim of P-Net is to purify the features further by deleting the common features from traditional features extracted from transformer model. G-Net includes four sections, that is, the input layer X, feature extractor Fc, GRL, and classifier layer Cc. P-Net also includes four sections, which include the input layer X, feature extractor Fp (the features extracted by Fc and Fp have no share parameters), purification network, and classifier layer Cp. The main idea of proposed network is as follows: the feature vector, extracted by the feature extractor Fp, deletes the common features got from G-Net, and then, more discriminative purified features have got for the final classification. Two operations, including G-Net and P-Net, are required in order for feature purification operation.


[image: Figure 1]
FIGURE 1. The architecture of GP-Net.




Transformer Extractor

This study uses transformer encoder as the feature extractor. Transformer is a SOTA model which has a novel architecture to solve sequence to sequence tasks. The model can capture long-distance dependencies and learn global semantic features of input text thoroughly through multihead self-attention mechanism. As transformer has some mechanisms as self-attention and location code, it has excellent feature extraction and semantic abstract competence. Like most Seq2Seq model, transformer model also uses encoder–decoder structure, the encoder of which is a better feature extractor with multihead attention and feed forward neural network.

Supposing G-Net and P-Net have the same input X, the feature extractors of G-Net and P-Net are Fc and Fp, which can get the advanced features fp and fc from the input layer, respectively, but there are not any shared parameters between them. We refer to the features of P-Net and G-Net, respectively, as

[image: image]
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Additional details of G-Net and P-Net will be introduced in G-Net and P-Net module.



G-Net Module

The main goal of G-Net module is to extract common features among datasets, which is not discriminative for the classification. As common features are those shared by all the classes, the classifier cannot use them to distinguish different classes effectively. To get common features, GRL (12, 13, 18) is added between the feature extractor Fc and the classifier to reverse the gradient direction. The common features that are shared among different classes are obtained after the training module. Gλ can be thought as two incompatible equations that describe the forward and back propagation behaviors:

[image: image]
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where λ is a hyper parameter. We process feature vector fc through GRL and get fc', for example, Gλ (fc) = fc'. To make fc' close to real common features, GRL acts as identity transform during the forward propagation and then takes the gradient from subsequent level and changes the value (i.e., multiplies it by -λ) before passing it to the next layer during back propagation, and this operation can ensure that the feature distributions are similar and as indistinguishable as possible for the classifier. Only in this way we can get the common features sharing among classes. Finally, fc' is fed to classifier Cc.
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where Wc and bc are the weight and bias of classifier Cc. By optimizing Lossc, the feature extractor Fc can extract common features of different classes.



P-Net Model

The goal of P-Net is to extract the semantic information from input example first and then purify features for the classification. Supposing the traditional feature vector we extracted by transformer is fp, the common feature vector is fc. The final feature vector for classification is fw.

[image: image]

As fc disturbs the classification result, we delete fc from fp to eliminate the influence of nondiscriminative feature vector (i.e., common features), so the feature vector fw is more discriminative than fp. Finally, the purification feature vector fw is fed to classifier Cp.

[image: image]
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where Wp and bp are the weight and bias of classifier Cp. By optimizing Lossp, the feature extractor Fp can purify the features, Lossc and Lossp are trained simultaneously, but they use different optimizers. Lossc use moment SGD optimizer because Ganin and Lempitsky (13) also used moment SGD, and Lossp use Adam optimizer. We also conducted the experiments using Adam optimizer for both G-Net and P-Net and found that the results made no difference when using two different optimizers. In terms of optimization targets of feature extractor Fc, though the two losses are opposite to each other, a balance can be found to make the extracted feature fc closer to real common features. The algorithm description of the whole training process is shown in Algorithm 1:


Algorithm 1. GP-Net

[image: Algorithm 1]




EXPERIMENT


Datasets

Three datasets are used to carry out the experiments which are all the dialogues of picture description task, including English and Chinese.


Pitt Datasets

This is a Pitt corpus (43) from Dementiabank dataset (43), which comes from a study at School of Medicine in Pittsburgh University and is gathered longitudinally every year. More detailed description about the dataset can refer to the study (43). After deleting some unqualified datasets such as unknown label, memory impairment, and other dementia diagnose, for example, vascular dementia, there are 498 participants enrolled in our study after data preprocessing, which is composed of 242 controls and 256 possible or probable AD. Both categories are balanced basically.



ADReSS Datasets

The datasets include 78 dementia patients and 78 normal controls from ADReSS challenge in 2020. The speech is segmented using a voice activity detect method based on signal energy value. All datasets have already been preprocessed by removing noise.



iFLY Datasets

The Chinese datasets include 111 CTRL and 68 AD, with 60 women and 51 men in CTRL group and 38 women and 30 men in AD group, respectively. More details can refer to the website: http://challenge.xfyun.cn/2019/gamedetail?blockId=978.




Feature Parameters

In the training stage of GP-Net module, a stochastic gradient of 0.9 is used as momentum, and annealing learning rate can be calculated by the following formula:
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where l0= 0.01, α= 10, β=0.75, p is training progress linearly changing from 0 to 1. In Equation (4), the parameter λ is set as [0.05, 0.1, 0.2, 0.4, 0.8, and 1.0]. Transformer encoder is used as the feature extractor, with three blocks and single head specifically.



Experiment Results

For our model, 5-fold cross validation was used for training dataset. The dataset was divided into five parts randomly, of which four parts were used for training, and one part was used for test. We repeat the process five times using different test dataset every time. Finally, the results of five times were summarized, and the average value was used as the estimation of model performance index. The classification of our model adopts the following indexes: accuracy, precision, recall, and F1 score are used as the final index (44). The relationship between the actual class and predicted class is shown in Table 1, and the evaluate metrics in this study are defined as Equations (11–14).
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Table 2 is the classification scores for AD and CTRL on Pitt Dementiabank datasets, including handcrafted features extracted methods and deep learning methods. As far as we know, SOTA on Pitt corpus is the study of Roshanzamir et al. (48) in 2021, and our method in this paper performs better than SOTA. Also, transformer+FP25 is the feature project method for text classification, and we did the experiment with this method on our Pitt datasets; the performance of our method is better than the project method with the same datasets. To further compare with some proposed popular pretrained models in recent years, including Bert (37), ERNIE (38), RCNN (31), and DPCNN (32), we do the comparative experiments with the combination models, including BertRCNN, BertDPCNN, BertLogistic, and ERNIEDPCNN models, which are the combination of Bert + CNN, Bert + RCNN, Bert + DPCNN, Bert + Logistic Regression, and ERNIE + DPCNN, respectively. The former is the feature extractor and the latter is the classifier. The evaluation index is shown in Table 3.


Table 2. AD vs. CTRL classification scores on Pitt datasets.
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Table 3. The result of pre-trained models on Pitt dataset.
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From Table 3, we can find that the performance of first four models is not better, with an accuracy of only 50% or so, BertLogistic model has a better accuracy of 86.2%, and our method gets the best result than these pretrained models. In the meanwhile, to prove the superior of our method, we also test the method on ADReSS and iFLY datasets. The result is shown in Table 4, accuracy is improved by 2.1, 4.3, and 2.1%, respectively, on Pitt, ADReSS, and iFLY dataset, which means that the purified features are more discriminative than the features extracted by transformer encoder. Though we do not get SOTA accuracy on ADReSS and iFLY dataset, the performance of our method is improved than transformer.


Table 4. Accuracy on three datasets.
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DISCUSSION

Why the performance is better after purification? We know that transformer is superior to RNN, CNN on its long-distance reasoning ability, but it is not easy to understand the deep semantic feature vector extracted by transformer as deep learning is a “black-box.” The common features in the study are the vector that cannot differentiate for classification in semantic space. They may be the words or sentences that are unimportant, unmeaningful, and irrelevant that may disturb the final classification. Our original dataset is a dialogue of description. It should include some important people, scenes, and ongoing events in the picture. The study (52) pointed out the seed words of the picture should include the following 23 words: boy, girl, woman, cookie, stool, sink, overflow, fall, window, curtain, plate, cloth, jar, water, cupboard, dish, kitchen, garden, take, wash, reach, attention, and see. The sentences including these words are helpful for the classification. Other unrelated words or sentences such as “Can you tell me”, “look, there is no people outside” which are unhelpful words or sentences that cannot distinguish cognitive condition. They are, which we think maybe the common features, unhelpful and may even disturb the final classification. When we rule out these words or sentences (i.e., common features) that disturb the classification, the result can be improved correspondingly. The features extracted manually in this area usually include part-of-speech (POS), fluency, semantic feature, lexical richness, and so on. Now, there is an opinion that the features that deep learning extracted automatically maybe are much like the features that people extract manually, and deleting those unhelpful words for the classification can improve the classification performance.

We know that in transformer model, complexity per layer of self-attention is O(n2 * d), where d is the representation dimension, and n is the sequence length. Our model includes two sections, one is transformer encoder, the other is feature purification layer which just multiply (-λ) when running back propagation. Both of them can run concurrently and have the same complexity, so the computational complexity of our model is the same as that of self-attention.



CONCLUSIONS

Nowadays, many medical problems used artificial intelligence method to solve (53, 54). which is low cost and convenient. Two methods, that is, feature extraction manually and automatically by deep learning, are usually used to recognize disease. Features extracted method manually based on machine learning does not generalize well, as it needs many special knowledge and annotation to extract features. Due to high cost of manual annotation, it is not feasible to procure numbers of annotated datasets for most clinical tasks. But deep learning does not need any annotation and can finish the process automatically. This paper combines transformer-based model with a feature purification network to improve the classification performance to a large extent. We pretrain transformer and then fine-tune the model on new datasets to transfer learned knowledge to our text classification task. Our work is obviously different from the former studies in AD recognition because none of the former studies improve representation learning of deep learning in this area, as far as we know. The common features extracted by GRL maybe the words that shared by different classifications, or nonimportant words that have small role for classification, ruling out them from traditional representation vector can improve the performance of the model. In addition, we can develop WeChat procedure or APP in mobile device further in order that the elderly can test their cognitive condition at home. So, large volumes of patient's datasets need to be transferred to central cloud server for data analysis, the safety of which is important, and blockchain technology is a better choice which may ensure the security of medical data (53, 55).

Transformer model is still the most widely used deep learning algorithm, but the time complexity of self-attention is higher, which hinders the development of the model, so the improvement of model efficiency is of great importance in the future. Transformer, as the feature extractor we used in this study, can also be replaced by other deep learning algorithms such as Bert, RNN, CNN, and so on; next, we will perfect the work further. In the meanwhile, we also believe that our feature purification method may predict other diseases that language and cognitive impairment related, such as Parkinson's disease, Aphasia, and Autism spectrum disorder. Aphasia is maybe more pronounced as Aphasia is a disease of the brain tissue associated with language function. Our method provides a feasible solution for detecting patients with AD at the doorsteps. Feature purification method for deep learning, as far as we think, is a promising direction to explore in the future.
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Background: Clear cell renal cell carcinoma (ccRCC) is expected in the elderly and poor prognosis. We aim to explore prognostic factors of ccRCC in the elderly and construct a nomogram to predict cancer-specific survival (CSS) in elderly patients with ccRCC.

Methods: Clinicopathological information for all elderly patients with ccRCC from 2004 to 2018 was downloaded from the Surveillance, Epidemiology, and End Results (SEER) program. All patients were randomly assigned to a training cohort (70%) or a validation cohort (30%). Univariate and multivariate Cox regression models were used to identify the independent risk factors for CSS. A new nomogram was constructed to predict CSS at 1-, 3-, and 5 years in elderly patients with ccRCC based on independent risk factors. Subsequently, we used the consistency index (C-index), calibration curves, and the area under the receiver operating curve (AUC) and decision curve analysis (DCA) to test the prediction accuracy of the model.

Results: A total of 33,509 elderly patients with ccRCC were enrolled. Univariate and multivariate Cox regression analyses results showed that age, sex, race, marriage, tumor size, histological grade, tumor, nodes, and metastases (TNM) stage, and surgery were independent risk factors for CSS in elderly patients with ccRCC. We constructed a nomogram to predict CSS in elderly patients with ccRCC. The C-index of the training cohort and validation cohort was 0.81 (95% CI: 0.802–0.818) and 0.818 (95% CI: 0.806–0.830), respectively. The AUC of the training cohort and validation cohort also suggested that the prediction model had good accuracy. The calibration curve showed that the observed value of the prediction model was highly consistent with the predicted value. DCA showed good clinical application value of the nomogram.

Conclusion: In this study, we explored prognostic factors in elderly patients with ccRCC. We found that age, sex, marriage, TNM stage, surgery, and tumor size were independent risk factors for CSS. We constructed a new nomogram to predict CSS in elderly patients with ccRCC with good accuracy and reliability, providing clinical guidance for patients and physicians.

Keywords: nomogram, clear cell renal cell carcinoma, cancer-specific survival, elderly patients, SEER


INTRODUCTION

Renal cell carcinoma (RCC) is a malignant tumor originating from renal tubular epithelial cells. More than 400,000 cases are diagnosed each year, and RCC incidence is about twice as high in men as in women (1, 2). There are several major pathological subtypes of RCC, of which clear cell renal cell carcinoma (ccRCC) accounts for 70–80%, with papillary renal cell carcinoma (PRCC) and chromophobe renal cell carcinoma (CRCC) remaining (3, 4). ccRCC is characterized by rich glycogen and lipids in cells and is manifested as chromosomal 3p deletion and genomic mutation in Von Hippel-Lindau (VHL) tumor suppressor allele (5). Although ccRCC is a disease that can be cured by early surgery, such as radical nephrectomy (RN), partial nephrectomy (PN), and local tumor excision represented by radiofrequency ablation (RFA), recurrence and metastasis occur in up to one-third of cases (6). Moreover, these metastases often suggest poor prognosis, which makes the prognosis of ccRCC significantly different from that of other RCCs (7).

Age is a significant risk factor for cancer. With the increase of age, the probability of cell mutation caused by molecular changes also increases, and cell mutation is generally considered the initiation event of cancer (8). The elderly over 65 years old account for more than 75% of the diagnosed patients with ccRCC. With the aging population and the extension of life expectancy, the incidence rate of renal cancer in the elderly is still increasing year by year (2).

Unfortunately, until today, studies on genetics (9), molecular structure (10), and clinicopathological features (11) have not been able to predict the clinical outcome and prognosis of ccRCC patients accurately. Accurate prediction is crucial in clinical decision-making, patient confidence building, and medical care improvement. In recent years, the application of nomogram prediction models, such as UISS (12), the Stage, Size, Grade, and Necrosis (SSIGN) (13), and Leibovich (14), in the prognosis of cancer patients provides clinicians with a basis for precise and individualized treatment of various cancer patients.

At present, artificial intelligence has been widely used in human health. Awais et al. (15) used texture analysis techniques in fluorescence imaging to help dentists identify areas of oncogenic cavity abnormalities in the oral cavity, and thus, perform biopsies more efficiently to predict the histological diagnosis of epithelial dysplasia. Shah et al. (16) used machine learning to detect the condition and risk of cardiac arrest early to improve survival in patients with heart disease.

However, to our knowledge, no predictive model for cancer-specific survival (CSS) of elderly ccRCC has been reported. Moreover, the prognostic factors of survival in elderly patients with ccRCC remain unclear. We used big data from the Surveillance, Epidemiology, and End Results (SEER) program for the first time to explore factors influencing CSS in elderly patients with ccRCC. Based on the above situation, we developed the nomogram prediction model. We validated its accuracy in evaluating the CSS rate of patients with ccRCC, providing a reference for clinical diagnosis and treatment.



PATIENTS AND METHODS


Data Source and Data Extraction

We downloaded clinicopathological information for all elderly patients with ccRCC from 2004 to 2018 from the SEER program of the National Cancer Institute. SEER database is the National cancer database of the United States, covering about 30% of the population and containing 18 cancer registries. Demographic information, clinicopathological information, and follow-up data for all cancer patients are publicly available from the SEER database. Because patient data are publicly available and cannot be identified, our study needs not require ethical approval or informed consent from patients. Our research methods comply with the regulations of the SEER database.

All the demographic information of ccRCC in elderly patients (age, sex, race, year of diagnosis, and marriage), clinical pathologic information (laterality, tumor size, histological grade, and tumor, nodes, and metastases [TNM] stage), treatment (surgery, radiation therapy, and chemotherapy), follow-up information (survival status, survival time, and the cause of death) were collected. Inclusion criteria were as follows: (1) pathological diagnosis of ccRCC (International Classification of Diseases for Oncology [ICD-O]-3 codes, 8310); (2) age ≥65; (3) the years of diagnosis were 2004–2018; and (4) unilateral renal tumor. Exclusion criteria were as follows:(1) tumor histological grade is unknown; (2) tumor size is unknown; (3) unknown surgical method; (4) survival time <1 month; and (5) incomplete follow-up information. The patient screening flow chart is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Flowchart for inclusion and exclusion of all patients.


The patients' race was divided into three categories: white, black, and others (American Indian/AK Native, Asian/Pacific Islander). Patients were divided into years of diagnosis from 2004 to 2010 and 2011 to 2018. The patient's tumor histological grades included grade I (well-differentiated), grade II (moderately differentiated), grade III (poorly differentiated), and grade IV (undifferentiated). Patients were classified as non-operative (SEER Operation Code 0), local tumor excision (SEER Operation Code 10-27), PN (SEER Operation Code 30), and RN (SEER Operation Code 40-80).



Univariate and Multivariate Cox Regression Analyses

All elderly patients with ccRCC were randomly assigned to a training cohort (70%) or a validation cohort (30%). All variables that might be associated with patient outcomes were included in the analysis. Univariate Cox regression models were used in the training cohort to analyze risk factors associated with in patients with CSS. According to univariate Cox regression analysis, a multivariate Cox regression model was established to identify the independent risk factors for CSS.



Construction of Nomogram

The establishment of the nomogram mainly relies on the multivariate Cox regression model. We developed a new nomogram to predict CSS at 1-, 3-, and 5 years in elderly patients with ccRCC based on independent risk factors for univariate and multivariate screening. Because these independent risk factors are predictors of patient outcomes.



Validation of Nomogram

Subsequently, we used the consistency index (C-index) to test the accuracy and discrimination of the prediction model in the training cohort and validation cohort. Calibration curves of 1,000 bootstrap samples were used to test the accuracy of the prediction model. The area under the receiver operating curve (AUC) was used to test the model's prediction accuracy at 1-, 3-, and 5 years.



Clinical Utility

We used the decision analysis curve (DCA) to validate the clinical potential of the predictive model. DCA is a new algorithm for calculating net benefit under different thresholds and is currently most commonly used to evaluate the clinical application value of models. In addition, we divided patients into high-risk and low-risk groups based on each patient's nomogram score and cutoff values determined by the receiver operating curve. Log-rank test and Kaplan-Meier (K-M) curve were used to compare the survival difference between the two groups. In addition, we analyzed surgical differences between high-risk and low-risk patients based on risk grouping.



Statistical Analysis

Continuous measurement data were described by means and variance, and comparison between groups was performed by Chi-square test or non-parametric U test. Count data were characterized by frequency (%), and a chi-square test was used to compare groups. Univariate and multivariate Cox proportional regression models analyzed the survival and prognostic factors. Log-rank test and Kaplan-Meier (K-M) curve were used to analyze the survival differences between the patients. SPSS 26.0 and R Software 4.1.0 were used for all statistical analyses. Values of p < 0.05 were considered statistically significant.




RESULTS


Clinical Features

A total of 33,509 elderly patients with ccRCC were enrolled. All patients were randomly divided into the training cohort (N = 23,412) and the validation cohort (N = 10,097). The mean age of all patients was 72.7 ± 5.91 years, 29,034 (86.6%) white, 20,201 (60.3%) men, and 21,239 (63.4%) married. Among all patients, there were 16,447 (49.1%) tumors on the left side, 4,077 (12.2%) tumors at grade I, 17,480 (52.2%) tumors at grade II, 9,595 (28.6%) tumors at grade III, and 2,357 (7.03%) tumors at grade IV. The mean tumor size was 51.8 ± 32.3 mm, the T stage T1a had 14,019 (41.8%), T1b had 8,063 (24.1%), T2 had 2,987 (8.91%), T3 had 8,370 (25.0%), and T4 had 70 (0.21%). There were 32,620 (97.3%) patients in stage N0 and 31,320 (93.5%) patients in stage M0. There were 1,227 (3.66%) patients without surgery, 1,718 (5.13%) patients with local tumor excision, 8,791 (26.2%) patients with PN, and 21,773 (65.0%) patients with RN. There were 1,505 (4.49%) patients who received chemotherapy and 640 (1.91%) patients who received radiotherapy. The clinicopathological information of the patients is shown in Table 1, and there was no significant difference between the training cohort and the validation cohort.


Table 1. Clinicopathological characteristics of elderly patients with ccRCC.
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Univariate and Multivariate Cox Regression Analyses

Univariate Cox regression model was used to analyze all variables to screen for variables associated with CSS in elderly patients with ccRCC. Age, sex, race, marriage, year of diagnosis, tumor size, histological grade, TNM stage, and surgery were prognostic factors related to patient survival. We included these factors in a multivariate Cox regression analysis. We found that age, sex, race, marriage, tumor size, histological grade, TNM stage, and surgery were independent risk factors for CSS in elderly patients with ccRCC. In other words, these independent risk factors can be used as factors in predictive models to predict CSS of the patients. The univariate and multivariate analyses results are shown in Table 2.


Table 2. Univariate and multivariate analyses of CSS in training cohort.
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Nomogram Construction for 1-, 3-, and 5-Year CSS

We constructed a nomogram to predict CSS in elderly patients with ccRCC (Figure 2). Tumor size was the most significant risk factor for in patients with CSS, as shown in the nomogram. The larger the tumor, the higher the patient's risk of death. Second, surgery is the second most important factor affecting patient survival. Survival was most increased in patients with PN, followed by RN and local tumor excision and was lowest in patients who did not undergo surgery. Tumor TNM stage and histological tumor grade are important risk factors for patient prognosis. Patients with higher TNM stage or histological grade had lower survival rates. In addition, the age of the patients was also a key factor; the older the patient, the greater the risk of death. Finally, married patients, women, and other races had a relatively high survival rate.


[image: Figure 2]
FIGURE 2. The nomogram predicts CSS in elderly patients with ccRCC at 1-, 3-, and 5 years. CSS, cancer-specific survival; ccRCC, clear cell renal cell carcinoma.




Validation of the Nomogram

In the training cohort and validation cohort, we first use the C-index to validate the accuracy of the nomogram. The C-index of the training cohort and validation cohort was 0.81 (95% CI: 0.802–0.818) and 0.818 (95% CI: 0.806–0.830), respectively, indicating the accuracy and discrimination of the nomogram. In the training cohort and validation cohort, the calibration curve showed that the observed value of the prediction model was highly consistent with the predicted value, proving that the prediction model had good accuracy (Figure 3). The AUC of the training cohort and validation cohort also suggested that the prediction model had good accuracy (Figure 4). In the training cohort, the AUC of the prediction model was 86.8 (95% CI, 85.5–88.0), 84.8 (95% CI, 83.8–85.9), and 82.8 (95% CI, 80.8–84.8) in 1-, 3-, and 5 years, respectively. In the validation cohort, the AUC of the prediction model was 86.0 (95% CI, 84.0–88.0), 85.0 (95% CI, 83.5–86.4), and 83.3 (95% CI, 81.6–85.0), respectively.


[image: Figure 3]
FIGURE 3. Calibration curve of the nomogram. (A–C) Calibration curves of 1 -, 3 -, and 5 years CSS in the training cohort; (D–F) calibration curves of 1-, 3-, and 5 years CSS in the validation cohort. CSS, cancer-specific survival.



[image: Figure 4]
FIGURE 4. AUC for predicting 1-, 3-, and 5 years CSS in training cohort (A) and validation cohort (B). CSS, cancer-specific survival; AUC, area under the receiver operator curve.




Clinical Application of the Nomogram

Decision curve analysis showed a good clinical application value (Figure 5). Moreover, DCA results showed that the DCA of the nomogram was significantly superior to the traditional TNM staging system in predicting patient survival. We divided the patients into the high-risk group (overall score ≤67.9) and the low-risk group (overall score > 67.9). The K-M curve showed that in the training cohort and validation cohort, the survival rate of patients in the high-risk group was significantly lower than that in the low-risk group (Figure 6). The 1-, 3-, and 5 years survival rates in high-risk group were 0.920 (95% CI, 0.916–0.924), 0.808 (95% CI, 0.802–0.815), and 0.732 (95% CI, 0.724–0.740), respectively. The 1-, 3-, and 5 years survival rates in the low-risk group were 0.992 (95% CI, 0.991–0.994), 0.976 (95% CI, 0.973–0.979), and 0.954 (95% CI, 0.950–0.957), respectively. Based on their risk grouping, we analyzed surgical options for patients in the low-risk and high-risk groups. In the low-risk group, we found that all patients received surgical treatment, and most patients received RN and PN, with significantly higher survival rates than local tumor excision. In the high-risk group, most patients who underwent RN had significantly higher survival rates than those who did not, with the highest survival rates among patients who underwent PN and local tumor excision (Figure 7).


[image: Figure 5]
FIGURE 5. DCA of the nomogram in the training cohort (A) and the validation cohort (B). The Y-axis represents a net benefit, and the X-axis represents threshold probability. The green line means no patients died, and the dark green line means all patients died. When the threshold probability is between 0 and 100%, the net benefit of the model exceeds all deaths or none. DCA, decision curve analysis.
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FIGURE 6. Kaplan-Meier curves of patients in the low-risk and high-risk groups in training cohort (A) and validation cohort (B).



[image: Figure 7]
FIGURE 7. Kaplan-Meier curves of patients with different surgery in the low-risk group (A) and high-risk group (B).




Online Application of Nomogram

Based on our established programs, we developed a web application to predict 1-, 3-, 5 years CSS in elderly patients with ccRCC. Log on to https://liujiayan.shinyapps.io/DynNomapp/ can enter the website. The survival probability of patients can be obtained by inputting clinicopathological information of patients.




DISCUSSION

Renal cell carcinoma accounts for about 2% of all cancer diagnoses and deaths worldwide, with a higher incidence in developed countries and a severe burden on economic development. RCC is one of the top ten malignant tumors threatening human health (17). CcRCC is a category of RCC with a poor prognosis (7), and its risk factors are controversial. For example, Faramawi et al. (18) found that red meat consumption was an independent risk factor for the prognosis of ccRCC through meta-analysis, while Eun et al. (19) proved no clear correlation through 13 prospective studies. Similar conclusions also appeared when alcohol consumption (20) and exercise (21) were considered risk factors. Therefore, it is crucial to analyze and screen out specific risk factors, establish a predictive model, and accurately predict the prognosis of ccRCC patients.

Age is a critical factor in the occurrence and development of cancer, and so is ccRCC. With age, the probability of genetic mutations leading to cancer also increases. Aging is associated with highly reproducible DNA methylation changes, which helps to explain the higher prevalence of malignant tumors in the elderly (22). There is no consensus on defining the age of elderly patients, but more than 60% of initial cancer diagnoses and more than 70% of cancer deaths occur in patients over 65 years old (8). To improve the accuracy and representativeness of the prediction model, we included patients with ccRCC over 65 years old in this study. It is worth noting that newly diagnosed cases of ccRCC in the elderly are still mainly manifested by renal masses (8), and these masses usually show low-grade malignancy. However, clinicians mostly choose RN to avoid the poor prognosis caused by tumor metastasis, while such excessive treatment leads to more complications and even death in elderly patients (23, 24) and again highlights the crucial clinical value of this study.

Several studies have shown that married patients have increased cancer relative survival, even for untreated tumors (25–27). It may be related to the emotion of marriage and decision-making of medical treatment. Perini et al. (28) found that depression was a risk factor for the low survival rate of cancer patients, while John et al. (29) found that the incidence of depression in men after marriage was significantly lower than that before marriage, which provided strong evidence for emotional factors. In addition, married cancer patients can detect physical abnormalities early and actively cooperate with treatment, possibly out of the responsibility to the family after marriage (30). In conclusion, married patients showed significant improvement in RR compared with unmarried patients for cancer with a relatively low degree of malignancy, such as patients with ccRCC included in this study. Marriage is not beneficial for highly malignant cancers, such as pancreatic cancer and renal malignant rhabdomyoma tumor (31, 32).

On average, two individuals of the same sex are more than 99.9% alike. However, the genetic similarity between male and female individuals is only 98.5%(33). According to data from the SEER database, men tend to be diagnosed with RCC with higher stage and grade than women (34). Based on data analysis from the Multicenter Society for Renal Oncology Collaborative Study (CORONA) database, women's CSS (hazard ratio [HR] 0.75, p < 0.001) and overall survival (OS) (HR 0.80, p < 0.001) were significantly better than those of men (35). In this study, the prognosis of female patients with ccRCC was also substantially better than that of male patients (HR: 0.834, 95% CI: 0.796–0.874, p < 0.001).

Classical RN involves removing the kidney, perirenal adipose tissue, adrenal gland, and local lymph nodes. It became the preferred treatment for ccRCC for some time. However, the massive loss of nephron caused by surgery can induce chronic kidney disease and cause death (36). Nevertheless, PN can preserve normal nephron to the maximum extent and is widely used in ccRCC cases with tumor sizes <7 cm in length. Nowadays, the biggest challenge for PN is to avoid positive excision margin and reduce postoperative complications, such as hematuria, perirenal hematoma, and urinary fistula (37). Local tumor excision and active monitoring (AS) represented by RFA have been widely used in elderly patients and achieved good results due to contraindicated comorbidity and short-life expectancy. In a meta-analysis of case studies, Dib et al. (38) showed that cryoablation and RFA efficacy were 89 and 90%, respectively. In addition, RFA and other treatments can be operated under the guidance of ultrasound or CT positioning, effectively avoiding the damage of anesthetics to the heart, liver, and other organs of the elderly. Nevertheless, the surgical recurrence rate of local tumor resection is much higher than that of RN and PN (37). This study found that low-risk patients were more likely to benefit from PN and RN, while high-risk patients were more likely to benefit from PN and local tumor excision.

TNM staging of RCC was based on the 2021 European Association of Urology (EAU) updated criteria (39). The Fuhrman grading system was adopted for tumor classification. According to WHO recommendations, grade I was defined as well differentiated, grade II as moderately differentiated, grade III as poorly differentiated, and grade IV as undifferentiated (36). We found that high TNM staging and histologic grade were associated with poor prognosis, which is consistent with the conclusions of previous studies (40).

In recent years, the broad application of the nomogram prediction model has gradually replaced the traditional TNM staging. First, the c-index of traditional TMN staging for prognosis prediction is about 0.6, which is relatively inaccurate. Second, the prognosis of patients is also affected by many non-anatomic factors, such as age, gender, race, marital status, and surgical methods (41). However, the C-index of this study is 0.81, which is of higher accuracy than the traditional TNM system. Nomogram is a data-based graphical computing tool that can estimate the risk of developing a disease based on staging systems, such as the American Joint Commission on Cancer (AJCC) and other key risk factors related to prognosis (42). Today, many kinds of nomograms have been developed and applied to RCC, such as Chen et al. (43), who included 6,105 elderly patients with metastatic RCC in the SEER database from 2010 to 2015, indicating the advantages of PN in elderly mRCC. Michele et al. (44) included 4,541 patients with RCC over 75 years of age in the SEER database from 2004 to 2014 and proved that PN did not increase the mortality of elderly patients. With the update of the SEER database and the improvement of patients' clinical information, this study included 33,509 elderly CCRCC patients from 2004 to 2018, which was superior to previous studies on elderly RCC in terms of the number of cases and c-index accuracy.

Still, there are some limitations to our study. First of all, our study was retrospective, and selection bias was inevitable. Secondly, some variables, such as patients' body mass index (BMI), smoking, drinking, heart disease, and other data cannot be obtained from the SEER database. However, we included significant variables, such as tumor stage, surgery, age, and other vital factors. Finally, our prediction model is only validated internally, and further external validation is necessary to validate the model's accuracy.



CONCLUSION

In this study, we explored prognostic factors in elderly patients with ccRCC. We found that age, sex, marriage, TNM stage, surgery, and tumor size were independent risk factors for CSS. We constructed a new nomogram to predict CSS in elderly patients with ccRCC with good accuracy and reliability, providing clinical guidance for patients and physicians.



DATA AVAILABILITY STATEMENT

The data analyzed in this study was obtained from the Surveillance, Epidemiology, and End Results (SEER) Program, the following licenses/restrictions apply: To request access to the SEER Incidence Databases, you will first need to create a SEER*Stat Account and submit a request form. Requests to access these datasets should be directed to: https://service.cancer.gov/seer-data-access. For questions regarding the data access request process, send an email to SEERDataAccess@mail.nih.gov.



ETHICS STATEMENT

Ethical review and approval was not required for the study on human participants in accordance with the local legislation and institutional requirements. Written informed consent from the patients/ participants or patients/participants' legal guardian/next of kin was not required to participate in this study in accordance with the national legislation and the institutional requirements.



AUTHOR CONTRIBUTIONS

JW and CZ designed the study. CZ, JW, JL, LJ, ML, and XT collected and analyzed the data. JW drafted the initial manuscript. CZ, TM, JL, ZZ, and DH revised the article critically. CZ, JL, DH, LJ, and XT reviewed and edited the article. All authors approved the final manuscript.



FUNDING

This study was supported by the Kunming City Health Science and Technology Talent 1000 training Project [no. 2020-SW (Reserve)-112], Kunming Health and Health Commission Health Research Project (no. 2020-0201-001), Kunming Xishan District Science and Technology Project (no. 2020-Xike word 23), Kunming Medical Joint Project of Yunnan Science and Technology Department (no. 202001 AY070001-271), and Special Key Project of Chongqing Technology Innovation and Application Development (no. Cstc2019jscx-tjsbX0003).



REFERENCES

 1. Bray F, Ferlay J, Soerjomataram I, Siegel RL, Torre LA, Jemal A. Global cancer statistics 2018: GLOBOCAN estimates of incidence and mortality worldwide for 36 cancers in 185 countries [published correction appears in CA. Cancer J Clin. (2020). 70:313. doi: 10.3322/caac.21609

 2. Quivy A, Daste A, Harbaoui A, Duc S, Bernhard JC, Gross-Goupil M, et al. Optimal management of renal cell carcinoma in the elderly: a review. Clin Interv Aging. (2013) 8:433–42. doi: 10.2147/CIA.S30765

 3. Hsieh JJ, Purdue MP, Signoretti S, Swanton C, Albiges L, Schmidinger M, et al. Renal cell carcinoma. Nat Rev Dis Primers. (2017). 3:17009. doi: 10.1038/nrdp.2017.9

 4. Siegel RL, Miller KD, Fuchs HE, Jemal A. Cancer Statistics, 2021. [published correction appears in CA. Cancer J Clin. (2021). 71:359. doi: 10.3322/caac.21654

 5. Kim H, Shim BY, Lee SJ, Lee JY, Lee HJ, Kim IH. Loss of Von Hippel-Lindau (VHL) Tumor Suppressor Gene Function: VHL-HIF Pathway and Advances in Treatments for Metastatic Renal Cell Carcinoma (RCC). Int J Mol Sci. (2021) 22:9795. doi: 10.3390/ijms22189795

 6. Jonasch E, Gao J, Rathmell WK. Renal cell carcinoma. BMJ. (2014) 349:g4797. doi: 10.1136/bmj.g4797

 7. Jonasch E, Walker CL, Rathmell WK. Clear cell renal cell carcinoma ontogeny and mechanisms of lethality. Nat Rev Nephrol. (2021) 17:245–61. doi: 10.1038/s41581-020-00359-2

 8. González León T, Morera Pérez M. Renal cancer in the elderly. Curr Urol Rep. (2016) 17:6. doi: 10.1007/s11934-015-0562-2

 9. Motzer RJ, Banchereau R, Hamidi H, Powles T, McDermott D, Atkins MB, et al. Molecular Subsets in Renal Cancer Determine Outcome to Checkpoint and Angiogenesis Blockade. Cancer Cell. (2020). 38:803–17.e4. doi: 10.1016/j.ccell.2020.10.011

 10. Labriola MK, Zhu J, Gupta RT, McCall S, Jackson J, Kong EF, et al. Characterization of tumor mutation burden, PD-L1 and DNA repair genes to assess relationship to immune checkpoint inhibitors response in metastatic renal cell carcinoma. J Immunother Cancer. (2020) 8:e000319. doi: 10.1136/jitc-2019-000319

 11. Murakami T, Tanaka N, Takamatsu K, Hakozaki K, Fukumoto K, Masuda T, et al. Multiplexed single-cell pathology reveals the association of CD8 T-cell heterogeneity with prognostic outcomes in renal cell carcinoma. Cancer Immunol Immunother. (2021) 70:3001–13. doi: 10.1007/s00262-021-03006-2

 12. Haddad H, Rini BI. Current treatment considerations in metastatic renal cell carcinoma. Curr Treat Options Oncol. (2012) 13:212–29. doi: 10.1007/s11864-012-0182-8

 13. Parker WP, Cheville JC, Frank I, Zaid HB, Lohse CM, Boorjian SA, et al. Application of the stage, size, grade, and necrosis (SSIGN) score for clear cell renal cell carcinoma in contemporary patients. Eur Urol. (2017) 71:665–73. doi: 10.1016/j.eururo.2016.05.034

 14. Beisland C, Gudbrandsdottir G, Reisæter LA, Bostad L, Wentzel-Larsen T, Hjelle KM. Contemporary external validation of the Leibovich model for prediction of progression after radical surgery for clear cell renal cell carcinoma. Scand J Urol. (2015) 49:205–10. doi: 10.3109/21681805.2014.980844

 15. Awais M, Ghayvat H, Krishnan Pandarathodiyil A, Nabillah Ghani WM, Ramanathan A, Pandya S, et al. Healthcare professional in the loop (HPIL): classification of standard and oral cancer-causing anomalous regions of oral cavity using textural analysis technique in autofluorescence imaging. Sensors (Basel). (2020) 20:5780. doi: 10.3390/s20205780

 16. Shah A, Ahirrao S, Pandya S, Kotecha K, Rathod S. Smart cardiac framework for an early detection of cardiac arrest condition and risk. Front Public Health. (2021) 9:762303. doi: 10.3389/fpubh.2021.762303

 17. Sharma R. An examination of colorectal cancer burden by socioeconomic status: evidence from GLOBOCAN (2018). EPMA J. (2019). 11:95–117. doi: 10.1007/s13167-019-00185-y

 18. Faramawi MF, Johnson E, Fry MW, Sall M, Zhou Y. Consumption of different types of meat and the risk of renal cancer: meta-analysis of case-control studies [published correction appears in Cancer Causes Control. Cancer Causes Control. (2007). 18:125–33. doi: 10.1007/s10552-006-0104-9

 19. Lee JE, Spiegelman D, Hunter DJ, Albanes D, Bernstein L, van den Brandt PA, et al. Fat, protein, and meat consumption and renal cell cancer risk: a pooled analysis of 13 prospective studies. J Natl Cancer Inst. (2008) 100:1695–706. doi: 10.1093/jnci/djn386

 20. Cohortiawan VW, Stram DO, Nomura AM, Kolonel LN, Henderson BE. Risk factors for renal cell cancer: the multiethnic cohort. Am J Epidemiol. (2007) 166:932–40. doi: 10.1093/aje/kwm170

 21. Bergström A, Terry P, Lindblad P, Lichtenstein P, Ahlbom A, Feychting M, et al. Physical activity and risk of renal cell cancer. Int J Cancer. (2001) 92:155–7. doi: 10.1002/1097-0215(200002)9999:9999<::AID-IJC1162>3.0.CO;2-S

 22. Lin Q, Wagner W. Epigenetic aging signatures are coherently modified in cancer. PLoS Genet. (2015) 11:e1005334. doi: 10.1371/journal.pgen.1005334

 23. Escudier B, Porta C, Schmidinger M, Rioux-Leclercq N, Bex A, Khoo V, et al. Renal cell carcinoma: ESMO Clinical Practice Guidelines for diagnosis, treatment and follow-up†. Ann Oncol. (2019) 30:706–720. doi: 10.1093/annonc/mdz056

 24. Gontero P, Joniau S, Oderda M, Ruutu M, Van Poppel H, Laguna MP, et al. Active surveillance for small renal tumors: have clinical concerns been addressed so far? Int J Urol. (2013) 20:356–61. doi: 10.1111/j.1442-2042.2012.03227.x

 25. Li Z, Wang K, Zhang X, Wen J. Marital status and survival in patients with rectal cancer: A population-based STROBE cohort study [published correction appears in Medicine (Baltimore). (2018). 97:e10872. Medicine (Baltimore). (2018) 97:e0637. doi: 10.1097/MD.0000000000010637

 26. Gomez SL, Hurley S, Canchola AJ, Keegan TH, Cheng I, Murphy JD, et al. Effects of marital status and economic resources on survival after cancer: A population-based study. Cancer. (2016) 122:1618–25. doi: 10.1002/cncr.29885

 27. Martínez ME, Anderson K, Murphy JD, Hurley S, Canchola AJ, Keegan TH, et al. Differences in marital status and mortality by race/ethnicity and nativity among California cancer patients. Cancer. (2016) 122:1570–8. doi: 10.1002/cncr.29886

 28. Bortolato B, Hyphantis TN, Valpione S, Perini G, Maes M, Morris G, et al. Depression in cancer: The many biobehavioral pathways driving tumor progression. Cancer Treat Rev. (2017) 52:58–70. doi: 10.1016/j.ctrv.2016.11.004

 29. St John PD, Montgomery PR. Marital status, partner satisfaction, and depressive symptoms in older men and women. Can J Psychiatry. (2009) 54:487–92. doi: 10.1177/070674370905400710

 30. Enewold L, Harlan LC, Tucker T, McKenzie S. Pancreatic cancer in the USA: persistence of undertreatment and poor outcome. J Gastrointest Cancer. (2015) 46:9–20. doi: 10.1007/s12029-014-9668-x

 31. Zhanghuang C, Chen S, Li L, Yang Z, Xie Y, Li J, et al. Clinical and molecular differentiation between malignant rhabdoid tumor of the kidney and normal tissue: a two-case report. Front Oncol. (2021) 11:659709. doi: 10.3389/fonc.2021.659709

 32. Merrill RM, Johnson E. Benefits of marriage on relative and conditional relative cancer survival differ between males and females in the USA. J Cancer Surviv. (2017) 11:578–89. doi: 10.1007/s11764-017-0627-y

 33. Lucca I, Klatte T, Fajkovic H, de Martino M, Shariat SF. Gender differences in incidence and outcomes of urothelial and kidney cancer. Nat Rev Urol. (2015) 12:653. doi: 10.1038/nrurol.2015.232

 34. Aron M, Nguyen MM, Stein RJ, Gill IS. Impact of gender in renal cell carcinoma: an analysis of the SEER database. Eur Urol. (2008) 54:133–40. doi: 10.1016/j.eururo.2007.12.001

 35. May M, Aziz A, Zigeuner R, Chromecki T, Cindolo L, Schips L, et al. Gender differences in clinicopathological features and survival in surgically treated patients with renal cell carcinoma: an analysis of the multicenter CORONA database. World J Urol. (2013) 31:1073–80. doi: 10.1007/s00345-013-1071-x

 36. Borgmann H, Musquera M, Haferkamp A, Vilaseca A, Klatte T, Shariat SF, et al. Prognostic significance of Fuhrman grade and age for cancer-specific and overall survival in patients with papillary renal cell carcinoma: results of an international multi-institutional study on 2189 patients. World J Urol. (2017) 35:1891–7. doi: 10.1007/s00345-017-2078-5

 37. MacLennan S, Imamura M, Lapitan MC, Omar MI, Lam TB, Hilvano-Cabungcal AM, et al. Systematic review of perioperative and quality-of-life outcomes following surgical management of localised renal cancer. Eur Urol. (2012) 62:1097–117. doi: 10.1016/j.eururo.2012.07.028

 38. El Dib R, Touma NJ, Kapoor A. Cryoablation vs radiofrequency ablation for the treatment of renal cell carcinoma: a meta-analysis of case series studies. BJU Int. (2012) 110:510–6. doi: 10.1111/j.1464-410X.2011.10885.x

 39. Rouprêt M, Babjuk M, Burger M, Capoun O, Cohen D, Compérat EM, et al. European Association of Urology Guidelines on Upper Urinary Tract Urothelial Carcinoma: (2020). Update Eur Urol. (2021) 79:62–79. doi: 10.1016/j.eururo.2020.05.042

 40. Hofbauer SL, de Martino M, Seemann C, Zamani N, Lucca I, Haitel A, et al. Associations between presenting symptoms, clinicopathological parameters, and prognosis in a contemporary series of patients with renal cell carcinoma. Korean J Urol. (2014) 55:505–10. doi: 10.4111/kju.2014.55.8.505

 41. Serdy KM, Leone JP, Dabbs DJ, Bhargava R. Male breast cancer. Am J Clin Pathol. (2017) 147:110–9. doi: 10.1093/ajcp/aqw207

 42. Liu X, Wu Z, Lin E, Li W, Chen Y, Sun X, et al. Systemic prognostic score and nomogram based on inflammatory, nutritional and tumor markers predict cancer-specific survival in stage II-III gastric cancer patients with adjuvant chemotherapy. Clin Nutr. (2019) 38:1853–60. doi: 10.1016/j.clnu.2018.07.015

 43. Chen J, He Q, Liu W, Li Y, Zhuang W. The effect of cytoreductive partial nephrectomy in elderly patients with metastatic renal cell carcinoma. Clin Interv Aging. (2020) 15:431–9. doi: 10.2147/CIA.S243902

 44. Marchioni M, Preisser F, Bandini M, Nazzani S, Tian Z, Kapoor A, et al. Comparison of partial versus radical nephrectomy effect on other-cause mortality, cancer-specific mortality, and 30-day mortality in patients older than 75 years. Eur Urol Focus. (2019) 5:467–73. doi: 10.1016/j.euf.2018.01.007

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Zhanghuang, Wang, Zhang, Jin, Tan, Mi, Liu, Li and He. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 03 March 2022
doi: 10.3389/fpubh.2021.813641






[image: image2]

Cognitive Impairment of Patient With Neurological Cerebrovascular Disease Using the Artificial Intelligence Technology Guided by MRI

Lifang Zhang1,2*†, Yanran Li3†, Lin Bian1, Qingrong Luo1, Xiaoxi Zhang2 and Bing Zhao1


1Department of Neurology, Changzhi People's Hospital, Changzhi Medical College, Changzhi, China

2Department of Mental Health, Changzhi Medical College, Changzhi, China

3Department of Radiology, First Affiliated Hospital of Xinjiang Medical University, Ürümqi, China

Edited by:
Thippa Reddy Gadekallu, VIT University, India

Reviewed by:
Sharnil Pandya, Symbiosis International University, India
 Rutvij Jhaveri, Pandit Deendayal Petroleum University, India
 Mohammad Kamrul Hasan, National University of Malaysia, Malaysia

*Correspondence: Lifang Zhang, zlf_7296@163.com

†These authors have contributed equally to this work and share first authorship

Specialty section: This article was submitted to Digital Public Health, a section of the journal Frontiers in Public Health

Received: 12 November 2021
 Accepted: 06 December 2021
 Published: 03 March 2022

Citation: Zhang L, Li Y, Bian L, Luo Q, Zhang X and Zhao B (2022) Cognitive Impairment of Patient With Neurological Cerebrovascular Disease Using the Artificial Intelligence Technology Guided by MRI. Front. Public Health 9:813641. doi: 10.3389/fpubh.2021.813641



This study was to explore the application of MRI based on artificial intelligence technology combined with neuropsychological assessment to the cognitive impairment of patients with neurological cerebrovascular diseases. A total of 176 patients were divided into a control group, a vascular cognitive impairment non-dementia (VCIND) group, a vascular dementia (VD) group, and an Alzheimer's disease (AD) group. All patients underwent MRI and neuropsychological evaluation and examination, and an improved fuzzy C-means (FCM) clustering algorithm was proposed for MRI processing. It was found that the segmentation accuracy (SA) and similarity (KI) data of the improved FCM algorithm used in this study were higher than those of the standard FCM algorithm, bias-corrected FCM (BCFCM) algorithm, and rough FCM (RFCM) algorithm (p < 0.05). In the activities of daily living (ADL), the values in the VCIND group (23.55 ± 6.12) and the VD group (28.56 ± 3.1) were higher than that in the control group (19.17 ± 3.67), so the hippocampal volume was negatively correlated with the ADL (r = −0.872, p < 0.01). In the VCIND group (52.4%), VD group (31%), and AD group (26.1%), the proportion of patients with the lacunar infarction distributed on both sides of the brain and the number of multiple cerebral infarction lesions (76.2, 71.4, and 71.7%, respectively) were significantly higher than those in the control group (23.9 and 50%). In short, the improved FCM algorithm showed a higher segmentation effect and SA for MRI of neurological cerebrovascular disease. In addition, the distribution, number, white matter lesions, and hippocampal volume of lacunar cerebral infarction were related to the cognitive impairment of patients with cerebrovascular diseases.

Keywords: artificial intelligence technology, cognitive impairment, MRI, neuropsychological assessment, neurological cerebrovascular disease


INTRODUCTION

Cerebrovascular disease is one of the main factors to cause vascular cognitive impairment (VCI) (1, 2). With the aging of current society, the incidence of cerebrovascular disease and VCI has increased significantly, ranking second only to Alzheimer's disease (AD), and is an important cause of the cognitive decline in the elderly (3). VCI is a common clinical type. It is the same as other cognitive diseases, and its clinical characteristics are gait, mood, behavior, and urination disorders (4). When the early cognitive impairment occurs, the condition will be mild so that it will often be ignored by others. When it develops into a disorder or even dementia, it is already too late and is not easy to diagnose and treat (5, 6). Therefore, it is very important to detect and find the vascular dysfunction as early as possible.

At present, the diagnosis of VCI is mainly based on the neuropsychological assessment to measure the cognitive function of the patients and to determine the relationship between cognitive impairment and brain disease. If the computer MRI is used as an auxiliary diagnostic method, the diagnosis results will be more reliable (7). With the continuous increase in the breadth and depth of clinical applications of medical images, medical images have become one of the important research directions in medical image processing. The technical difficulty of the brain MRI segmentation is mainly reflected in the following aspects. (1) Due to the principle and technical limitations of MRI and the influence of various factors in the image acquisition process, the image has partial volume effects, field offset effects, noise, motion artifacts, etc. (8, 9). (2) The tissue structure of the brain is complex. Normal tissues in the brain MRI mainly include the cerebral cortex, gray matter, white matter, cerebrospinal fluid, etc.; and the diseased tissues mainly include tumors, edema, and necrosis and cystic transformation within the tumors, and each type of tissue structure is newly transmitted and complex. (3) The space occupation, new transmission, and size of intracranial lesions are uncertain; the gray distribution between different soft tissues or between the diseased tissue and the soft tissue is uneven; and the density distribution is aliased, which is very convenient and very fuzzy. (4) There are big differences in the organizational results of different individuals, even the same person at different ages will have great differences (10–12). Therefore, the automatic segmentation technology using brain tissue MRI plays an important role in the diagnosis and treatment of brain diseases. MRI is the most widely used technique in radio imaging. As a dynamic and flexible technique, MRI can use different parameters for imaging, including longitudinal relaxation time (T1), lateral relaxation time (T2), T1 weighting imaging (T1WI), T2 weighting imaging (T2WI), etc. (13, 14). The imaging of these different parameters can effectively use brain MRI segmentation. Therefore, this study adopts an improved fuzzy C-means (FCM) clustering algorithm to overcome the shortcomings of FCM itself. The clustering-based segmentation method is used to divide the image pixels into several categories according to their similarity. The distance between different individuals and the distance between classes are larger, and the distance between individuals of the same class is smaller. FCM assigns each pixel to each type of organization with a different degree of membership and then has a certain criterion to uniquely divide each pixel into a certain type of organization to obtain the result of segmentation (15, 16).

Therefore, the relevant case data and MRI data of the patients in the Department of Neurology and Physical Examination, Changzhi People's Hospital are selected. In this study, lacunar cerebral infarction, white matter lesions, and hippocampal volume of patients with neurological cerebrovascular disease were studied. Through MRI based on artificial intelligence technology, the neuropsychological evaluation was combined to analyze its correlation with cognitive impairment, aiming to provide a reliable theoretical basis for early diagnosis and the detection, diagnosis, and treatment of vascular cognitive impairment.



MATERIALS AND METHODOLOGY


Information of Research Objects

The relevant case data and MRI data of the patients in the Department of Neurology and Physical Examination, Changzhi People's Hospital from October 1, 2018 to February 1, 2020 were selected. The studies involving human participants were reviewed and approved by Changzhi People's Hospital Ethics Committee. The patients/participants provided their written informed consent to participate in this study. The patients were divided into a control group, a vascular cognitive impairment non-dementia (VCIND) group, a vascular dementia (VD) group, and an AD group according to the Clinical Dementia Rating (CDR) Scale. The classification and diagnostic criteria of VD in the vascular cognitive impairment in China in 2019 were met in the VD group, and the core clinical criteria in the diagnosis of AD revised by the NIA-AA in 2011 were met in the AD group (13). There were 42, 42, and 46 cases in the VCIND, VD, and AD groups, respectively. About 46 cases of healthy patients without memory loss in the Department of Physical Examination were included in the control group, and they had no other related diseases that may affect their cognitive function.

The inclusion criteria: first, completed clinical case and MRI data; second, no acute cerebrovascular disease in at least 1 year; third, meeting the criteria of VD and AD in the diagnostic guidelines for the diagnosis and treatment of vascular cognitive impairment in China Diagnostic criteria for vascular VCI; and forth, no cerebral white matter lesions caused by hydrocephalus, cerebral hemorrhage shown in the MRI.

Exclusion criteria: first, more than 50% of the cranial vascular narrowing shown in the intracranial vascular ultrasonography, head MRI, or head CT angiography; second, having abnormal neurological diseases such as Parkinson's, brain tumors, and encephalitis; third, moderate aphasia, depression, or mental disorders, and other case being unable to complete the investigation; and forth, hereditary small blood vessel disease.



Neuropsychological Assessment

The patients were performed with relevant questions and answers for the test and evaluation in a quiet environment. The test tables included the mini-mental state examination (MMSE), montreal cognitive assessment (MOCA), memory and executive screening (MES), activities of daily living (ADL), and CDR (14). The neuropsychological assessment was evaluated by an experienced neurologist in the neuropsychological assessment.



MRI Examination Based on the Artificial Intelligence Technology

The MRI examination: the Siemens verio3.0T magnetic resonance scanner was used to scan the patient's head for conventional transverse, axial T2WI, sagittal T1WI, coronary T2 fluid attenuation inversion recovery sequence (FLAIR), and hippocampal volume scan. The results of the MRI examination were identified by 2–3 imaging experienced physicians. For patients being unable to cooperate with the MRI examination temporarily, oral chloral hydrate could be used for sedation.



Improved FCM Image Segmentation Algorithm

The correct segmentation of brain tissue is an important prerequisite for the location and description of lesions. Noise and offset fields, as important factors affecting the quality of brain MRI, often exist at the same time. Therefore, image segmentation algorithms that can remove noise and offset fields are very important for the correct division of brain tissue (17). Therefore, based on the FCM algorithm, an MRI segmentation algorithm that removed noise and corrected the offset field was proposed.

The actual image would be affected by additive noise and multiplicative offset field, which can be expressed as follows:

[image: image]

In Equation (1), qi represents a noisy image, ai represents an offset field, pi represents an uncontaminated image, and c represents noise. In actual operation, both the offset field and the uncontaminated image are unknown parameters, so the offset field was regarded as a slowly changing and smooth uneven field.

The traditional coherent local intensity clustering (CLIC) algorithm based on the gray correction can be used to evaluate the local neighborhood Mi of the offset field, then below equation could be obtained:

[image: image]

In Equation (2), r represents the radius of the neighborhood. Taking into account the slow change of the offset field, aj can be replaced by ai in a small range, so the qj belonging to the l-th category can be expressed as follows:

[image: image]

The cost function of pixel qi can be expressed as follows:

[image: image]

In Equation (4), λi represents the cost function, and K(i – j) represents the weight coefficient, and Equation (5) could be obtained:

[image: image]

The total cost function of the CLIC algorithm can be combined with the FCM algorithm to get the equation below.

[image: image]

In Equation (6), TC is the total cost function. The CLIC algorithm can directly process the original data, and the obtained offset field is smooth and changes slowly, without subsequent filtering operations. However, because the objective function does not consider the constraints of domain information, it is more sensitive to noise parameters. In this paper, the spatial information is added to the objective function of the CLIC algorithm, and a new weight coefficient Rli is proposed, which is as follows:

[image: image]

In Equation (7), m indicates the existence of m pixels in the image, d indicates the classification of the image into d categories, and μlj represents the degree to which pixel j belongs to d category. Then the calculated equations for cluster center, membership degree, and offset field can be given as follows:

[image: image]

[image: image]

[image: image]

[image: image]

Equations (9–11) represent the cluster center, degree of membership, and offset field, respectively. m represents the existence of m pixels in the image, d represents the classification of the image into d categories, and μlj represents the degree to which pixel j belongs to d category. Based on the possibility of the FCM algorithm MRI segmentation method, the steps were as follows. Step 1: the noise and brain tissue in the brain MRI were removed, and the image was normalized to prepare for the next step. Step 2: the histogram statistics was performed on the three-dimensional MRI data, and the value of 0.707 near the highest value sample was automatically obtained, and the threshold was set to obtain the classification number. Step 3: the initial segmentation was performed through FCM with an uncertain membership relationship to obtain the initial membership degree and cluster center. Step 4:the matrix size of multiple own membership degrees was adjusted. Step 5: the collaborative possibility FCM algorithm was adopted to segment the lesion area to obtain the segmented image. Therefore, the calculation process of the algorithm constructed in this study can be shown in Figure 1.


[image: Figure 1]
FIGURE 1. Process of MRI segmentation using the fuzzy C-means clustering (FCM) algorithm.




Assessment of Lacunar Infarction

An MRI examination of the patients' brains was performed. When the sagittal T1WI phase was in a low-signal state, and the axial T2WI and coronary T2 FLAIR were in a high-signal state, it was determined that the diameter was less than 25 mm, and the ischemic infarct lesion is determined. When the diameter was less than 3 mm, it was considered to increase the peripheral blood vessel gap. The numbers of cerebral infarction lesions with a diameter of 3–25 mm were recorded, and the average value was taken as the number of cerebral infarction lesions. The identification and counting were carried out by an experienced radiologist.



Evaluation of White Matter Lesions

An MRI examination of the patients' brains was performed. The T1 weighted was in a low-signal state in the white matter in the bilaterally symmetrical lateral ventricle, whereas the T2 weighted and FLAIR sequence were in a high-signal state with patchy shadows and blurred boundaries. It was determined as the white matter lesion (15). Classification of the white matter lesion was as below: (Level 0: no lesion; Level 1: punctate lesion; Level 2: fusion of lesion; Level 3 lesion merging in large areas).

In this study, segmentation accuracy (SA) and similarity (KI) were used as indicators to evaluate segmentation results. The available equations were given as follows:
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In Equations (12) and (13), A represents the target area pixels obtained by the algorithmic segmentation, and B represents the target area pixels obtained by the standard segmentation.



Statistical Method

In this study, all the experimental data were analyzed by using the SPSS 13.0. The percentage (%) and the mean and SD ([image: image] ± s) were used to indicate the measured data. The χ2 test was used to compare the gender, age, and education level of patients in the control, VCIND, VD, and AD groups, and the t-test was used to compare the age among four groups. The SPSS Spearman correlation analysis was used to analyze the correlation between the hippocampal volume and age, education level, and ADL, and to understand the relationship of the data. Comparison of data in different groups was analyzed by the one-way ANOVA. If p < 0.05, the difference had a statistical significance.




RESULTS


MRI of the Patients

The head MRI of the patients in the control, VD, and AD groups were compared. There was no lacunar infarction, white matter lesions, and hippocampal volume changes for the patients in the control group, as shown in Figure 2a. The white matter lesion occurred for the patients in the VD group, as shown in Figure 2b. The patients in the AD group had lacunar infarction, white matter lesions, and reduced hippocampal volume, as shown in Figure 2c.


[image: Figure 2]
FIGURE 2. Head MRI of the patients in control, VD, and AD groups. (a) Control group; (b) VD group; (c) AD group. AD, Alzheimer's disease; VD, vascular dementia.




Comparison of Algorithm Segmentation Effect

In this study, the standard FCM algorithm was introduced, the bias-corrected FCM (BCFCM) improved based on the global information, and compared the segmentation effect based on the rough FCM (RFCM) algorithm were compared with the algorithm proposed in this study. As shown in Figure 3, the improved FCM algorithm used in this study was significantly better than other algorithms in terms of noise removal and detail preservation, and the segmentation effect was the most ideal.


[image: Figure 3]
FIGURE 3. Segmentation results of MRI of brain tumors by the algorithm. (A) The original image; (B) the standard FCM algorithm; (C) the RFCM algorithm; (D) the BCFCM algorithm; and (E) the improved FCM algorithm. FCM, fuzzy C-means; BCFCM, bias-corrected fuzzy C-means; RFCM, rough fuzzy C-means.


Normal tissues in the brain MRI mainly included cerebral cortex, gray matter, white matter, cerebrospinal fluid, etc.; the diseased tissues mainly included tumors, edema, and necrosis and cystic transformation inside tumors, and the structure of each tissue was newly transmitted and complex. The space occupancy, new transmission, and size of intracranial lesions were uncertain; the gray distribution between different soft tissues or between the diseased tissue and the soft tissue was uneven; and the aliased density distribution and other factors would affect the image segmentation effect. The MRI of the patient's brain was processed by an algorithm, and the comparison of the white matter, gray matter, and organs of the brain was shown in Figure 4.


[image: Figure 4]
FIGURE 4. Segmentation effect diagram. (A1,A2) Original images, (B1,B2) white matter, (C1,C2) gray matter, (D1,D2) organ.


Further comparison of the quantitative data results (Figure 5) showed that the KI and SA of the improved FCM algorithm used in this study were 0.961 and 0.986, respectively; those of the FCM algorithm were 0.755 and 0.809, respectively; those of the BCFCM algorithm were 0.837 and 0.861, respectively; and those of the RFCM algorithm were 0.816 and 0.825, respectively. The KI and SA index data of the improved FCM algorithm used in this study were significantly higher than the standard FCM algorithm, BCFCM algorithm, and RFCM algorithm, showing statistically significant differences (p < 0.05).


[image: Figure 5]
FIGURE 5. Comparison of segmentation indexes of algorithms. *The difference compared with the algorithm in this study was statistically significant (p < 0.05).




Comparison of Patients' Basic Information

The sex and education level of the patients in the control, VCIND, VD, and AD groups were compared, as shown in Figure 6. It was found that there was no significant difference in gender and education level by the χ2 test (p > 0.05), and there was no significant difference in age by the t-test (p > 0.05). After analysis of the patient's basic information and data, it was comparable in gender, age, and educational level (p > 0.05).


[image: Figure 6]
FIGURE 6. Comparison of patients' basic information in the control, VCIND, VD, and AD groups. There was no statistic difference for the gender, age, and education level (p > 0.05). AD, Alzheimer's disease; VCIND, vascular cognitive impairment non-dementia; VD, vascular dementia.




Analysis of Related Risk Factors of Patients in Four Groups

As shown in Figure 7, the hypertension, diabetes, smoking history, drinking history, hyperlipidemia, and coronary heart disease of the patients in the control group (46 cases), VCIND group (42 cases), VD group (42 cases), and AD group (46 cases) were analyzed and compared. It was found that the number of patients with associated hypertension in the VCIND group (22 cases, 52.4%), VD group (30 cases, 71.4%), and AD group (17 cases, 37%) was significantly higher than that in the control group (16 cases, 34.8%) with a statistical difference (*p < 0.05). The VD group was significantly higher than that in the VCIND group, which had a statistical difference by comparison (#p < 0.05). There were no significant statistical differences among the other related risk factors (p > 0.05).


[image: Figure 7]
FIGURE 7. Comparison of related risk factors of patients in the control, VCIND, VD, and AD groups. *p < 0.05 if compared with the control group, whereas #p < 0.05 if compared with the VCIND group. AD, Alzheimer's disease; VCIND, vascular cognitive impairment non-dementia; VD, vascular dementia.




Evaluation of Cognitive Function of the Patients in Four Groups

MOCA, MES, and ADL were evaluated in the control, VCIND, VD, and AD groups, as shown in Figure 8.


[image: Figure 8]
FIGURE 8. Comparison of cognitive functions of patients in the control, VCIND, VD, and AD groups. AD, Alzheimer's disease; VCIND, vascular cognitive impairment non-dementia; VD, vascular dementia. *p < 0.05 if compared with MMSE, MOCA, and MES in the control group, whereas #p < 0.05 if compared with the VCIND group. Δp < 0.05 if compared with ADL in the control group.


First, in the MOCA and MES, the scores of patients in the VD group were 15.09 ± 4.33 and 15.11 ± 5.2, respectively, and were higher than those of the patients in the control group, which were MOCA (25.03 ± 5.2) and MES (24.31 ± 3.67) (*p < 0.05). The values in the VD group were also lower than those in the VCIND group, which were MOCA (22.17 ± 4.89) and MES (20.08 ± 5.33), with a statistical difference (#p < 0.05).

Second, in the ADL, the values in the VCIND group (23.55 ± 6.12) and the VD group (28.56 ± 3.1) were higher than that in the control group (19.17 ± 3.67), and it had a statistical difference (Δp < 0.05). There was no significant difference compared between the VCIND group and the VD group (p > 0.05).

Third, there was no statistical difference for MOCA, MES, and ADL in the AD group from the control, VCIND, and VD groups (p > 0.05).



Analysis of Distribution of Lacunar Cerebral Infarction and Number of Lesions of Patients in Four Groups

The distribution of lacunar infarction and the number of lesions of patients in the control group (46 cases), VCIND group (42 cases), VD group (42 cases), and AD group (46 cases) were analyzed, as shown in Figure 9. The ratios of the lacunar cerebral infarction distribution on both sides of the brain in the VCIND group (22 cases, 52.4%), VD group (13 cases, 31%), and AD group (12 cases, 26.1%) were significantly higher than that in the control group (11 cases, 23.9%), which had a statistical difference (*p < 0.05). The proportions of the lacunar cerebral infarction on the left side of the brain in the VD group (28 cases, 66.7%) and AD group (25 cases, 54.3%) were higher than that in the VCIND group (8 cases, 19%), which had a statistical difference (#p < 0.05).


[image: Figure 9]
FIGURE 9. Analysis of distribution of lacunar cerebral infarction and number of lesions of patients in the control, VCIND, VD, and AD groups. AD, Alzheimer's disease; VCIND, vascular cognitive impairment non-dementia; VD, vascular dementia. *p < 0.05 if compared with distribution of lacunar cerebral infarction in the control group, whereas #p < 0.05 if compared with the VCIND group. Δp < 0.05 if compared with number of lesions in the control group.


The numbers of lacunar infarction lesions in the VCIND group (32 cases, 76.2%), VD group (30 cases, 71.4%), and AD group (33 cases, 71.7%) were significantly higher than that in the control group (23 cases, 50%), and it had a statistical difference (Δp < 0.05).



Analysis of White Matter Lesions and Incidence Rate of the Patients in Four Groups

The white matter lesions and incidence rates of patients in the control group (46 cases), VCIND group (42 cases), VD group (42 cases), and AD group (46 cases) were compared and analyzed, as shown in Figure 10. Compared with the control group (8 cases, 17.4%), the proportions of 3-grade lesions in the VCIND group (12 cases, 28.6%), VD group (10 cases, 23.8%), and AD group (18 cases, 42.9%) were increased, which had a statistical difference (*p < 0.05). Compared with the control group (20 cases, 43.5%), the incidence rates of lesions in the VCIND group (30 cases, 71.4%), VD group (36 cases, 85.7%), and AD group (38 cases, 82.6%) were increased, which had statistical differences (*p < 0.05).


[image: Figure 10]
FIGURE 10. Analysis of white matter lesions and incidence rate of patients in the control, VCIND, VD, and AD groups. AD, Alzheimer's disease; VCIND, vascular cognitive impairment non-dementia; VD, vascular dementia. *p < 0.05 if compared with white matter lesions and incidence rate in the control group.




Comparison of Hippocampal Volumes of Patients in Four Groups

The hippocampal volumes (left, right, and bilateral hippocampal volumes) of patients in the control, VCIND, VD, and AD groups were compared and analyzed, as shown in Figure 11. It compared the left (2,367 ± 563), right (2,401 ± 672), and bilateral hippocampal volume (5,023 ± 437) of patients in the VD group with the left (3,201 ± 321), right (3,378 ± 337), and bilateral hippocampal volume (6,834 ± 621) of patients in the control group. The results revealed that there was a statistical difference (*p < 0.05). By comparing the left (2,982 ± 463), right (2,921 ± 564), and bilateral hippocampus volume (6,079 ± 429) of the patients in the VCIND group, the left, right, and bilateral hippocampus volume of the patients in the VD group had a statistical difference (#p < 0.05).
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FIGURE 11. Comparison of hippocampal volumes of patients in the control, VCIND, VD, and AD groups. AD, Alzheimer's disease; VCIND, vascular cognitive impairment non-dementia; VD, vascular dementia. *p < 0.05 if compared with the left, right, and bilateral hippocampal volumes in the control group, whereas #p < 0.05 if compared with the VCIND group.




Relationship Between Hippocampal Volume and Age and Education Level

As shown in Figure 12, Pearson's correlation analysis was taken for the relationship between the hippocampus volume and age, and it was found that the age and hippocampus volume were negatively correlated (r = −0.919, p < 0.01). With the increase of age, hippocampus volume tended to decrease. The hippocampal volume has no phase relationship with the education level (p > 0.01).
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FIGURE 12. Correlation between the hippocampal volume, age (A), and education level (B). The correlation existed if p < 0.01.




Relationship Between Hippocampal Volume and the Neuropsychological Assessment ADL

Pearson's correlation analysis was taken for the relationship between the hippocampal volume and neuropsychological assessment. It was found that the neuropsychological assessment ADL was negatively correlated with hippocampal volume (r = −0.872, p < 0.01). With less hippocampal volume of the patient, both the cognitive ability and daily living ability of the patient decrease, as shown in Figure 13.


[image: Figure 13]
FIGURE 13. Correlation between the hippocampal volume ADL. The correlation existed if p < 0.01.





DISCUSSION

Among fuzzy clustering, the most commonly used is FCM. However, FCM also has some shortcomings. The sum of the membership degrees of the same sample belonging to all classes is 1, which makes it sensitive to noise and outliers; and it is sensitive to the initial cluster center (18). In order to overcome these shortcomings, some scholars have proposed possible C-means clustering, weighted FCM clustering, and FCM based on the possibility of membership uncertainty. These clustering algorithms are based on the clustering of all special diagnoses in the dataset, and the weight of each special diagnosis is different (19, 20). In order to make the clustering results more accurate, the possibility of collaboration FCM is a method of clustering using the collaborative relationship between different features (12, 21). This method can be combined with other clustering algorithms to improve the clustering effect. The fuzzy partition matrix is obtained by using the synergy coefficient between the different features themselves (22). The detection by the MRI based on artificial intelligence technology will play an important role in the early diagnosis and treatment of diseases related to vascular cognitive impairment. Artificial intelligence can effectively complete the collection of relevant data information by simulating human thinking instead of an artificial collection. In this study, the relevant case data of patients in the Department of Neurology and Physical Examination who entered Changzhi People's Hospital from October 1, 2018, to February 1, 2020 were selected. Combined with the MRI data based on artificial intelligence technology, the risk factors of patients in the control, VCIND, VD, and AD groups were analyzed. It was found that the numbers of patients with associated hypertension in the VCIND group (52.4%), VD group (71.4%), and AD group (37%) are significantly higher than that in the control group (34.8%), which has a statistical difference (*p < 0.05). That in the VD group was significantly higher than that in the VCIND group, which had a statistical difference by comparison (#p < 0.05). There were no significant statistical differences among the other related risk factors (p > 0.05). It is consistent with the previous results, suggesting that it plays a key role in controlling hypertension in the prevention and control of cognitive impairment (23). If the blood pressure is under high pressure for a long time without any control, the elasticity of small cerebral blood vessels will be reduced accordingly, and the blood circulation will be poor. It will lead to hypoxia in the brain, lacunar cerebral infarction, and white matter lesions and develop into a VD. Some related studies show that diabetes, hyperlipidemia, and coronary heart disease are related to cognitive impairment (24), which is inconsistent with the results of this study. No correlation between gender, age, and education level to the cognitive impairment was found in this study.

In this study, a comprehensive evaluation of the cognitive ability is taken for all patients. It is found the scores of MOCA and MES in the VD group are 15.09 ± 4.33 and 15.11 ± 5.2, respectively. They are lower than that in the control group, and there is a statistical significance (p < 0.05). It indicates that compared with the control group, the cognitive level in the VD group decreases greatly, whereas the cognitive level in the VCIND decreases slightly. Such results are consistent with the study of Jadavji et al. (25). In the ADL, the scores in the VCIND group (23.55 ± 6.12) and the VD group (28.56 ± 3.1) are higher than that in the control group (19.17 ± 3.67), which has a statistical difference (p < 0.05). It means that compared with the control group, the daily living ability of patients in the VCIND group and the VD group are significantly decreased. The hippocampal volume is negatively correlated with ADL (r = −0.872, p < 0.01), indicating that the more serious the hippocampus atrophy, the worse the daily living ability of the patient. Such results are consistent with the results of Wierenga et al. (26). The hippocampal volume is negatively correlated with age (r = −0.919, p < 0.01), indicating that the hippocampus-related neurons may be lost as age increases, causing their volume to shrink.

The distribution of lacunar infarction and the number of lesions of the patients in the four groups were analyzed. It was found that the proportions of lacunar infarction in the brain (52.4, 31, and 26.1%) and the number of multiple lacunar infarction lesions (76.2, 71.4, and 71.7%) in VCIND, VD, and AD groups were significantly higher than those in the control group (23.9% and 50%). It has a statistical difference (p < 0.05). With the increase of the infarction, the incidence rate of the cognitive impairment also increases, and the degree of dementia increases. The bilateral and multiple lesions have more serious damage to the executive function of the patient. It may be due to the multiple arterial ischemias, and more neural network structures are also destroyed.

Compared with the control group, the proportions of 3-grade lesions (28.6, 23.8, and 42.9%) and the incidence rate of lesions (71.4, 85.7, and 82.6%) in the VCIND, VD, and AD groups increased, showing statistics differences. When the white matter of the brain suffers some lesion, the white matter fibers will be destroyed, and the cognitive function will be impaired. It is consistent with multiple studies that white matter lesions are related to cognitive impairment in patients with dementia and non-dementia.



CONCLUSION

In this study, the lacunar cerebral infarction, white matter lesions, and hippocampal volume of the patient with the neurological cerebrovascular disease were studied, and the correlation with cognitive impairment of the patient was analyzed through MRI based on artificial intelligence technology combined with the neuropsychological assessment. However, the shortcoming of this study was that the patient samples involved were fewer, which may cause deviations in the results. Therefore, the results needed to be verified further by the multicenter experimental data with more samples. In short, the improved FCM algorithm had a higher segmentation effect and SA on MRI of neurovascular cerebrovascular diseases. The distribution, number, white matter lesions, and hippocampal volume of lacunar cerebral infarction were related to the cognitive impairment of patients with cerebrovascular diseases.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by Changzhi Medical College. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

LZ wrote the manuscript. YL, LB, and QL collected and analyzed general data of patients. XZ and BZ were responsible for the follow-up index analysis. BZ helped with statistical analysis. All authors read and approved the final manuscript.



FUNDING

This study was supported by the Scientific Research Project of Shanxi Provincial Health Commission in 2021 (No. 2021012) and the Key Special Project of Four Batches of Science and Technology Innovation Plan of Shanxi Provincial Health Commission (No. 2020XM38).



REFERENCES

 1. Smith EE, Beaudin AE. New insights into cerebral small vessel disease and vascular cognitive impairment from MRI. Curr Opin Neurol. (2018) 31:36–43. doi: 10.1097/WCO.0000000000000513

 2. Ferro DA, van Veluw SJ, Koek HL, Exalto LG, Biessels GJ, Utrecht Vascular Cognitive Impairment (VCI) Study Group. Cortical cerebral microinfarcts on 3 tesla MRI in patients with vascular cognitive. Impairment J Alzheimer's Dis. (2017) 60:1443–50. doi: 10.3233/JAD-170481

 3. Wang Y, Tu D, Du J, Han X, Sun Y, Xu Q, et al. Classification of subcortical vascular cognitive impairment using single MRI sequence and deep learning convolutional neural networks. Front Neurosci. (2019) 13:627. doi: 10.3389/fnins.2019.00627

 4. Wang Y, Cao W, Sun Y, Chen X, Ding W, Xu Q, et al. White matter integrity in subcortical vascular cognitive impairment: a multimodal structural MRI Study. Curr Alzheimer Res. (2017) 14:991–9. doi: 10.2174/1567205014666170329113707

 5. Pasi M, Sugita L, Xiong L, Charidimou A, Boulouis G, Pongpitakmetha T, et al. Abstract TMP111: prediction of cognitive impairment after intracerebral hemorrhage using MRI small vessel disease score. Stroke. (2019) 50:111. doi: 10.1161/str.50.suppl_1.TMP111

 6. Bouvy WH, Kuijf HJ, Zwanenburg JJ, Koek HL, Kappelle LJ, Luijten PR, et al. Abnormalities of cerebral deep medullary veins on 7 tesla MRI in amnestic mild cognitive impairment and early Alzheimer's Disease: a pilot study. J Alzheimer's Dis. (2017) 57:705–10. doi: 10.3233/JAD-160952

 7. Heiss WD, Rosenberg GA, Thiel A, Berlot R, de Reuck J. Neuroimaging in vascular cognitive impairment: a state-of-the-art review. BMC Med. (2016) 14:174. doi: 10.1186/s12916-016-0725-0

 8. van Veluw SJ, Heringa SM, Kuijf HJ, Koek HL, Luijten PR, Biessels GJ. Cerebral cortical microinfarcts at 7 Tesla MRI in patients with early Alzheimer's disease. J Alzheimer's Dis. (2014) 39:163–7. doi: 10.3233/JAD-131040

 9. Zuloaga KL, Zhang W, Yeiser LA, Stewart B, Kukino A, Nie X, et al. Neurobehavioral and imaging correlates of hippocampal atrophy in a mouse model of vascular cognitive impairment. Transl Stroke Res. (2015) 6:390–8. doi: 10.1007/s12975-015-0412-z

 10. Wardlaw JM, Valdés Hernández MC, Muñoz-Maniega S. What are white matter hyperintensities made of? Relevance to vascular cognitive impairment. J Am Heart Assoc. (2015) 4:e001140. doi: 10.1161/JAHA.114.001140

 11. Bouvy WH, van Veluw SJ, Kuijf HJ, Zwanenburg JJ, Kappelle JL, Luijten PR, et al. Microbleeds colocalize with enlarged juxtacortical perivascular spaces in amnestic mild cognitive impairment and early Alzheimer's disease: a 7 Tesla MRI study. J Cerebral Blood Flow Metab. (2020) 40:739–46. doi: 10.1177/0271678X19838087

 12. Ahmed HA, Ishrat T, Pillai B, Bunting KM, Patel A, Vazdarjanova A, et al. Role of angiotensin system modulation on progression of cognitive impairment and brain MRI changes in aged hypertensive animals—a randomized double-blind pre-clinical study. Behav Brain Res. (2018) 346:29–40. doi: 10.1016/j.bbr.2017.12.007

 13. Wisse LE, Reijmer YD, ter Telgte A, Kuijf HJ, Leemans A, Luijten PR, et al. Hippocampal disconnection in early Alzheimer's disease: a 7 tesla MRI study. J Alzheimer's Dis. (2015) 45:1247–56. doi: 10.3233/JAD-142994

 14. Zhou H, Yang J, Xie P, Dong Y, You Y, Liu J. Cerebral microbleeds, cognitive impairment, and MRI in patients with diabetes mellitus. Clin Chim Acta. (2017) 470:14–9. doi: 10.1016/j.cca.2017.04.019

 15. Carnevale L, Lembo G. Innovative MRI techniques in neuroimaging approaches for cerebrovascular diseases and vascular cognitive impairment. Int J Mol Sci. (2019) 20:2656. doi: 10.3390/ijms20112656

 16. Gorelick PB, Counts SE, Nyenhuis D. Vascular cognitive impairment and dementia. Biochim Biophys Acta. (2016) 1862:860–8. doi: 10.1016/j.bbadis.2015.12.015

 17. Rosenberg GA. Matrix metalloproteinase-mediated neuroinflammation in vascular cognitive impairment of the Binswanger type. Cell Mol Neurobiol. (2016) 36:195–202. doi: 10.1007/s10571-015-0277-4

 18. Sun Y, Cao W, Ding W, Wang Y, Han X, Zhou Y, et al. Cerebral blood flow alterations as assessed by 3D ASL in cognitive impairment in patients with subcortical vascular cognitive impairment: a marker for disease severity. Front Aging Neurosci. (2016) 8:211. doi: 10.3389/fnagi.2016.00211

 19. de Bruijn RF, Akoudad S, Cremers LG, Hofman A, Niessen WJ, van der Lugt A, et al. Determinants, MRI correlates, and prognosis of mild cognitive impairment: the Rotterdam Study. J Alzheimer's Dis. (2014) 42:S239–49. doi: 10.3233/JAD-132558

 20. López-Gil X, Amat-Roldan I, Tudela R, Castañé A, Prats-Galino A, Planas AM, et al. DWI and complex brain network analysis predicts vascular cognitive impairment in spontaneous hypertensive rats undergoing executive function tests. Front Aging Neurosci. (2014) 6:167. doi: 10.3389/fnagi.2014.00167

 21. Kalaria RN. Neuropathological diagnosis of vascular cognitive impairment and vascular dementia with implications for Alzheimer's disease. Acta Neuropathol. (2016) 131:659–85. doi: 10.1007/s00401-016-1571-z

 22. Ai Q, Pu YH, Sy C, Liu LP, Gao PY. Impact of regional white matter lesions on cognitive function in subcortical vascular cognitive impairment. Neurol Res. (2014) 36:434–43. doi: 10.1179/1743132814Y.0000000354

 23. Malojcic B, Giannakopoulos P, Sorond FA, Azevedo E, Diomedi M, Oblak JP, et al. Ultrasound and dynamic functional imaging in vascular cognitive impairment and Alzheimer's disease. BMC Med. (2017) 15:27. doi: 10.1186/s12916-017-0799-3

 24. Jang YK, Kwon H, Kim YJ, Jung NY, Lee JS, Lee J, et al. Early-vs late-onset subcortical vascular cognitive impairment. Neurology. (2016) 86:527–34. doi: 10.1212/WNL.0000000000002357

 25. Jadavji NM, Farr TD, Lips J, Khalil AA, Boehm-Sturm P, Foddis M, et al. Elevated levels of plasma homocysteine, deficiencies in dietary folic acid and uracil–DNA glycosylase impair learning in a mouse model of vascular cognitive impairment. Behav Brain Res. (2015) 283:215–26. doi: 10.1016/j.bbr.2015.01.040

 26. Wierenga CE, Hays CC, Zlatar ZZ. Cerebral blood flow measured by arterial spin labeling MRI as a preclinical marker of Alzheimer's disease. J Alzheimer's Dis. (2014) 42:S411–9. doi: 10.3233/JAD-141467

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Zhang, Li, Bian, Luo, Zhang and Zhao. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 07 March 2022
doi: 10.3389/fpubh.2022.855254






[image: image2]

Facial Mask Detection Using Depthwise Separable Convolutional Neural Network Model During COVID-19 Pandemic

Muhammad Zubair Asghar1,2, Fahad R. Albogamy3, Mabrook S. Al-Rakhami4*, Junaid Asghar5, Mohd Khairil Rahmat1, Muhammad Mansoor Alam1,6,7,8,9, Adidah Lajis1 and Haidawati Mohamad Nasir1


1Center for Research & Innovation, CoRI, Universiti Kuala Lumpur, Kuala Lumpur, Malaysia

2Institute of Computing and Information Technology, Gomal University, Dera Ismail Khan, Pakistan

3Computer Sciences Program, Turabah University College, Taif University, Taif, Saudi Arabia

4Research Chair of Pervasive and Mobile Computing, Information Systems Department, College of Computer and Information Sciences, King Saud University, Riyadh, Saudi Arabia

5Faculty of Pharmacy, Gomal University, Dera Ismail Khan, Pakistan

6Faculty of Computing, Riphah International University, Islamabad, Pakistan

7Malaysian Institute of Information Technology, University of Kuala Lumpur, Kuala Lumpur, Malaysia

8Faculty of Computing and Informatics, Multimedia University, Cyberjaya, Malaysia

9Faculty of Engineering and Information Technology, School of Computer Science, University of Technology Sydney, Ultimo, NSW, Australia

Edited by:
Thippa Reddy Gadekallu, VIT University, India

Reviewed by:
Praveen Kumar, VIT University, India
 Muhammad Shuaib Qureshi, University of Central Asia, Kyrgyzstan
 Muhammad Fayaz, Jeju National University, South Korea

*Correspondence: Mabrook S. Al-Rakhami, malrakhami@ksu.edu.sa

Specialty section: This article was submitted to Digital Public Health, a section of the journal Frontiers in Public Health

Received: 15 January 2022
 Accepted: 31 January 2022
 Published: 07 March 2022

Citation: Asghar MZ, Albogamy FR, Al-Rakhami MS, Asghar J, Rahmat MK, Alam MM, Lajis A and Nasir HM (2022) Facial Mask Detection Using Depthwise Separable Convolutional Neural Network Model During COVID-19 Pandemic. Front. Public Health 10:855254. doi: 10.3389/fpubh.2022.855254



Deep neural networks have made tremendous strides in the categorization of facial photos in the last several years. Due to the complexity of features, the enormous size of the picture/frame, and the severe inhomogeneity of image data, efficient face image classification using deep convolutional neural networks remains a challenge. Therefore, as data volumes continue to grow, the effective categorization of face photos in a mobile context utilizing advanced deep learning techniques is becoming increasingly important. In the recent past, some Deep Learning (DL) approaches for learning to identify face images have been designed; many of them use convolutional neural networks (CNNs). To address the problem of face mask recognition in facial images, we propose to use a Depthwise Separable Convolution Neural Network based on MobileNet (DWS-based MobileNet). The proposed network utilizes depth-wise separable convolution layers instead of 2D convolution layers. With limited datasets, the DWS-based MobileNet performs exceptionally well. DWS-based MobileNet decreases the number of trainable parameters while enhancing learning performance by adopting a lightweight network. Our technique outperformed the existing state of the art when tested on benchmark datasets. When compared to Full Convolution MobileNet and baseline methods, the results of this study reveal that adopting Depthwise Separable Convolution-based MobileNet significantly improves performance (Acc. = 93.14, Pre. = 92, recall = 92, F-score = 92).

Keywords: facial image classification, Depthwise Separable Convolutions, face mask detection, deep learning, MobileNet


INTRODUCTION

Prior to the coronavirus disease 2019 (covid-19) pandemic, there was no concrete evidence supporting the use of community masks to reduce the spread of respiratory infections. Masks are primarily intended to prevent the wearer from spreading the viral droplets (source control). Covid-19 and other respiratory infections spread primarily through inhalation of respiratory aerosols produced by coughing, sneezing, talking, or breathing. The virus propagates and migrates down the respiratory tract and may lead to pneumonia, acute respiratory distress syndrome (ARDS) and even death. The ongoing pandemic and the rapidly emerging variants have made this respiratory illness, a daily headline. To prevent the spread of infection, it is recommended that people use face masks as part of their personal safety gear and as a public health measure (1, 2). In light of this, the development of a system that can identify people wearing masks is critical in today's world.

Scientists have attempted to build automated facial mask recognition systems in public locations to ensure the use of face masks in common areas. Following the COVID-19 epidemic, other researchers developed their own techniques for monitoring face masks in common areas. Employing image processing algorithms, Surveillance systems are utilized for monitoring of public spaces in order to guarantee that no one's face is visible in crowded locations (2). Deep learning-based approaches for object identification and imagery analytics have been increasingly popular over the years. The majority of the past research has been conducted using convolutional neural network models. There are two instances in which current face mask detection algorithms are unable to reliably identify the masks. When there is a large number of people in a single image or video frame, it is difficult to precisely identify all of the faces “with mask and without mask.” In our nation, ladies wear half-faced veils that serve the same purpose as face masks, but the current methods do not identify them as face masks.

How to construct a more efficient and accurate classification approach is a key aspect for the implementation of facial mask detection techniques in mobile environment. However, several deep learning models are costly and time-consuming in their evaluation steps, making them unsuitable for mask detection in the facial image paradigm in a mobile environment. In order to overcome the shortcomings of the existing approach, the suggested method makes use of Depthwise Separable Convolutions with MobileNet for mask detection in facial images (3). Depthwise separable convolution (DSC) was first proposed in (4) and is now widely used in image processing for classification tasks (5).


Research Motivation

There has been a tremendous amount of interest in deep learning in the past few years, notably in fields like machine vision, text analytics, object recognition, and other information processing aspects (6). The majority of the past research in object detection has been conducted using convolutional neural network models. Using deep learning architectures, convolutional neural networks (CNNs) have become more popular in recent years for a variety of tasks, such as picture identification (2), speech synthesis (7), object tracking (8), and image thresholding (9). When it comes to the abovementioned domains, CNN exhibits an excellent capacity to retrieve features from images. A growing number of research methods are replacing traditional classification methods with CNNs in order to more effectively capture image information and achieve improved classification performance. Due to energy limitations, numerous deep neural networks are unsuited for mobile-based facial image classification since their evaluation phase is time consuming and expensive. We describe a MobileNet-based facial image classification model that uses a Depthwise separable convolution technique to handle this problem (2). DSC (Depthwise separable convolution) was first presented in (4) and is commonly used in image processing for classification tasks (10). The Depthwise separable convolution is a quantized version of the ordinary convolution. Convolutions are often separated into Depthwise and 1×1 pointwise convolutions. Rather than applying each filter to all input channels as in traditional convolution, the Depthwise convolution layer applies one filtering to one pulse and then uses a 1×1 pointwise convolution to combine the Depthwise convolution results. Depthwise separable convolution reduces the number of learnable parameters and the expense of test and train computations.



Problem Statement

COVID-19 is a highly contagious disease, and the WHO and other health agencies have recommended that people use face masks to prevent its transmission. All governments are attempting to guarantee that face masks are worn in public places, but it is difficult to manually identify those who are not wearing face masks in crowded places. Scientists are working on developing automatic methods to identify and enforce the use of face masks in public locations. The problem may be summarized as follows: given a face picture as an input, the classification model must categorize the facial image in a mask detection task using the classification model. Using Depthwise Separable Convolutions with MobileNet data, we provide a method for mask detection-driven face picture classification that is both fast and accurate, as demonstrated in this work. We employed Depthwise separable convolution layers instead of traditional convolutional layers to successfully develop the model with a smaller number of learnable parameters and a smaller number of learnable parameters.



Research Questions

In this study, a Depthwise Separable Convolution Neural Network (DS-CNN) technique based on MobileNet is used to achieve rapid and accurate classification results utilizing the Softmax function. The goal of this study is to identify face masks from facial photographs.

The research questions proposed in the paper are listed in Table 1.


Table 1. Investigative research questions.
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Research Contributions

The following is a list of the study's most significant contributions:

• We describe an effective face mask-based facial image classification system using a MobileNet-based deep learning model with a Depthwise separable convolution approach.

• Faster training with fewer parameters is possible with the proposed multilayer MobileNet-based model.

• With Depthwise separable convolution units, we synthesize mobile-based input patterns (facial pictures) using their internal memory layouts and resource consumption.

• To combat overfitting, we employ a dropout strategy in which neurons are switched off at random times during training.

• When evaluated on a publicly accessible dataset, the suggested strategy outperforms current state-of-the-art image classification methods.

• Based on publicly accessible datasets for the identification of face masks, we compared our suggested technique to a baseline study on the same dataset.

The following is a breakdown of the article's structure: Following the evaluation of similar studies in part 2, section Methodology, focuses on methodology, and section Results and Discussion provides findings and analysis. Conclusions and future prospects are discussed in section Conclusion and Future Work.




RELATED WORK

Face mask detection is a subset of object recognition that uses image processing algorithms. Digital image processing may be divided into two broad categories: classical image processing and deep learning-based image analysis. As opposed to classical image analysis, which uses complex formulas to recognize and interpret pictures, deep learning-based approaches utilize models that mimic the workings of the human brain. Deep Learning models have been used in the majority of past research. After correctly recognizing the face in the picture or video, the CNN-based approach by Kaur et al. (2) evaluates if the face has been disguised. It is also capable of identifying a moving face and a mask in a video as a surveillance job performance. Accuracy is great with this method. An algorithm called YOLO-v3 was developed by Bhuiyan et al. (11) to identify face masks in public spaces. They trained the YOLO-v3 model on their own custom dataset of photos with people labeled as “mask and no-mask.” The model's performance was enhanced by Mata (12) via data augmentation. It is necessary to create a CNN model that can distinguish between ROIs with and those without a face mask in order to extract the facial area as a ROI. With the use of Mobile NetV2, Toppo et al. (1) developed a method for detecting face masks that incorporates three distinct face detector models in order to test the model's correctness and evaluate its performance. The trained model's outcome allows for implementation on low-power devices, making the mask detection method's inclusion faster than previous strategies. To recognize people who were not wearing face masks in government workplaces, Balaji et al. (13) utilized a VGG-16 CNN model developed in Keras/TensorFlow and Open-CV to detect people who were not wearing face masks. To compensate for the model's light weight, Fan et al. (3) offered two additional methods. A unique residual contextual awareness module for crucial face mask regions Two-stage synthetic Gaussian heat map regression is used to identify better mask discrimination features. Ablation research has found that these strategies can improve feature engineering and, as a result, the effectiveness of numeric identification. For AIZOO and Moxa3K, the suggested model outperforms prior models.

Conventional deep learning algorithms for lightweight facial image classification alone do not give a good discriminating feature space, as shown by the research covered above, and they complicate the model and greatly increase the number of parameters and necessary computational resources.

In this study, a Depthwise Separable Convolution Neural Network-based MobileNet for the detection of face masks by classifying facial images is developed in this study in an effort to answer the shortfalls of previous research in this area (2). Our technique improves the work performed by (2) by replacing the conventional convolution with a depth-wise separable convolution in the neural network (14). Table 2 shows a tabular summary of selected earlier works.


Table 2. A partial list of literature review works.

[image: Table 2]


Research Gap

Several machine and deep learning models, however, are costly and time-consuming in their evaluation phase due to energy restrictions, making them unsuitable for facial image categorization in terms of mask detection. We propose a depth-separable convolutional neural network based on MobileNet for facial image classification to tackle the issue of mask detection. The proposed strategy, which involves optimizing the system configuration and specifications, has the potential to satisfy the needs of real-time applications while maintaining a high level of accuracy.




METHODOLOGY

The major phases in our suggested technique are illustrated in Figure 1.


[image: Figure 1]
FIGURE 1. Generic Diagram of proposed system.



Overview of the Proposed System

The following is a quick summary of the suggested approach.

Dataset Collection: Images from various sources are used to build a dataset. The size of datasets can be expanded by the application of data enhancement techniques. The photographs are stored in two files, “training dataset” and “test dataset,” each of which comprises 80 and 20% of the images, respectively. Bounding boxes, sometimes known as “data annotations,” are created around an area of interest using a variety of methods. Labeling pictures as “mask” or “NO mask” will be done using the LabelImg tool in the proposed system.

Image Enhancement: To draw attention to the foreground elements, the image is improved through preprocessing methods and segmentation techniques.

Model Implementation: We ran the tests on an Intel Core i7 processor with an Nvidia GTX 1,080 graphics card and Windows 10. Python 3.5 was used as the programming language in this project.

Training the model: To distinguish between those wearing “masks” and those who aren't, the model is trained in an online GPU environment called Google Colab. A folder referred to as “the trained folder” is used for training purposes.

Prediction: Using the test folder, the model is tested for its ability to identify and classify masks and no-masks that were found in the original photos.



A Detailed Overview of the Proposed System

This section describes the research approach (Figure 2). The fundamental purpose of our method is to provide a depth-wise separable convolution-driven MobileNet solution for mask or no-mask detection in facial image classification. The system receives source data from a variety of datasets as input, and the outcome is the categorization of the input face image into two categories, namely, mask and no-mask data. The dataset utilized and the proposed approach are detailed in the following subsections:


[image: Figure 2]
FIGURE 2. Proposed Framework with detailed view.



Data Collection

All phases of image analysis research necessitate the use of data, from training algorithms to assessing their performance. The following datasets were employed in this study:

1. Dataset for Identification of Aizoo Face Masks

A fully accessible dataset called AIZOO face mask identification was generated by AIZOOTech (15) by integrating roughly 8,000 photos from the WIDER FACE (16) and MAsked FAces (MAFA) (17) datasets and re-annotating them to meet the face mask recognition scenario. A reasonable balance was achieved when Wider Face (50%) contributed the majority of regular faces and MAFA (50%) contributed the majority of mask-wearing faces, ensuring a reasonable balance between the two. For the purposes of testing, just a sample of 1,839 photographs had been selected (18).

2. Face Mask Identification Data source by Moxa3K

Face mask investigations may be made easier with the Moxa3K facial masking identification dataset (19). It has 3,000 photos, 2,800 of which are for training and 200 for testing. In order to build the dataset, Kaggle photos and pictures from the Web were combined. A downside of the database is that it only comprises small face images that are not covered by masks.

Train/Test Subsets: In order to develop a CNN model, you need a large amount of data. As the number of photos in the dataset grows, so does the model's accuracy. A training dataset and a test dataset each comprise 80 and 20% of the photos, respectively. A sample listing is shown in Figure 3.


[image: Figure 3]
FIGURE 3. (A,B) A sample dataset of mask and no-mask images.




Preprocessing

Preprocessing methods and picture segmentation are used to improve the input image in order to draw attention to the foreground items. For this, we preprocess all of the photographs in the folders and adjust the height and width dimensions to 224 × 224, respectively, to make our data more consistent and also because it is the dimension recognized by MobileNet. The photos were saved in an array format from the “Keras.preprocessing.image” module, which is necessary while using MobileNet designs. One-hot encoding was accomplished by utilizing LabelBinarizer for the attributes (tags) “mask” and “no-mask,” which were needed while using MobileNet models (20).

Image Labeling: Dataset labeling is a process that involves drawing rectangles over a region of investigation using a range of tools. The LabelImg tool (21) is used in the proposed system to identify the pictures as “Mask” or “NO Mask,” depending on their content. Figure 4 depicts the preprocessing used for the final cut (22).


[image: Figure 4]
FIGURE 4. Preprocessing by drawing rectangles.




Classic vs. Depthwise Separable Convolutions

This work makes use of a Depthwise Separable Convolutional Neural Network based on MobileNet for classification. To construct the Depthwise Separable Convolutional Neural Network based on MobileNet, we'll go over the techniques employed in this part. Depthwise separable convolutions are being proposed to replace the currently expensive convolutional layers used in image recognition software. Weights and calculation time are both reduced using Depthwise separable convolution. There is an overview of the formulas and fundamental components of the approaches, followed by a detailed description of the proposed approach for effective classification of face photos in the COVID-19 scenario.



Classic Convolution

In deep learning, the traditional convolution is often referred as the standard or classic convolution. Figure 5 depicts the fundamental operations of standard convolution.


[image: Figure 5]
FIGURE 5. Convolution in the conventional sense.


Classic convolutional comprises of two steps: first, a depthwise convolution layer filters the input, and then a 1×1 (or pointwise) convolution operation integrates the filtered values to create innovative features.

In a typical convolutional layer with Xin input channels and Xout output channels, each output feature map is the sum of the Xin input feature maps twisted by the Xin corresponding kernel.

A standard convolution has the following weights:

[image: image]

The kernel size is denoted by the symbols Kw × KH.

Generating outcome feature maps of dimension fw × fH has a computational load of:

[image: image]

Where Kw and KH are the spatial dimensions (height and width) of the kernels, Xin and Xout are the count of input and output streams, and fw and fH are the spatial measurements maps of the outcome.



Depthwise Separable Convolutional Neural Network Based on Mobile Net Architecture

In this section, we'll go over the depth-separable filters that form the foundation of MobileNet. The Depthwise Separable Convolutional Neural Network based on MobileNet is next described in detail. The MobileNet CNN (1) design is a form of the CNN model which can be used for developing deep neural networks in cellular systems. In terms of efficiency, it is a very effective way of building convolutional neural networks. One of the things that distinguishes it from other similar products is the use of Depthwise separable convolution.

Depthwise and Pointwise Convolutions: The multi-layered features, as well as the contrast between conventional and depth-wise separable, are depicted in Figure 6. As illustrated in Figure 6, the Depthwise (dw) and pointwise (pw) convolutions are merged to create a “Depthwise separable” convoluted structure. The Depthwise separable convolutional structure provides a function comparable to traditional convolution but at a much faster rate. Because the frames are Depthwise separable, there's also no pooling layer between them in the given technique. A stride of two is included in a couple of the depth-wise layers to reduce spatial dimension. The collection of output channels is also included in the following pointwise layer in this case.


[image: Figure 6]
FIGURE 6. Depthwise separable convolution.


Figure 6 shows the fundamental methods of Depthwise convolution and Depthwise separable convolution. In contrast to conventional convolution, Depthwise convolution creates only one output feature space from a single input matrix modified by a single convolution operation (5).

[image: image]

The expense of computing a Depthwise convolution layer is as follows:

[image: image]

Employing Depthwise convolution, the weighting and calculation cost are decreased by Xin times.

A DWS convolution is similar to a traditional convolution because it decreases the computational complexity by a proportion of α, which would be denoted by Equation (5).

[image: image]
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The calculations can be further illustrated as follows:

The depth-wise separable convolution has two parts: depth-wise and point-wise convolution. It uses depth-wise convolution to apply a singular filtering on all transmissions of input vectors. The depth-wise convolution is expressed by Equation (8).

[image: image]

wherein m represents depth-wise convolutional kernels of size m x m x cin and cin symbolizes convolutional kernels of dimension m x m x cin. The nth filter in M is deployed to the nth channel in N to create the nth channel of the filtration outcome feature vector F.

A point-wise convolution uses 1x1 convolution to determine the linearly separable clustering of the depth-wise convolution outcome for generating new features. A point-wise convolution is expressed by Equation (9).

[image: image]

The size of the 1x1 convolutional kernel is 1 × 1 × Xin × Xout. Changing m changes the total number of channels in the output feature vector. The dense 1×1 convolutional function, like the m x m (m > 1) convolutional functions, has no requirement for being close to the vicinity, therefore changing the configuration in memory is not required. After then, the operation is carried out horizontally utilizing very efficient fundamental matrix multiplication algorithms. A DWS convolution computation is expressed by Equation (10):

[image: image]

It expresses the expense of convolution layer and 1x1 point-wise convolutional computations.

The connecting strengths in a Depthwise convolution are as follows: The percentage n is generally equivalent to 1/k2 since the magnitude of m is frequently rather big. Since this study employs 3×3 DWS convolution layers, the computational cost and parametric densities of comparable convolution operation are 7 to 8 times smaller than conventional convolution operation.

How it Works: In order to increase the real-time performance of the network learning under constrained hardware settings, the Depthwise Separable Convolutional Neural Network based on MobileNet (3) was designed. It's possible to minimize the number of parameters while still getting good results with this network. Depthwise Separable Convolutional Neural Network based on MobileNet's fundamental convolution structure is seen in Figure 7. Deep and severable convolution structure, Conv Dw Pw. For example, it has a depth-wise (Dw) and point-wise (Pw) structure (Pw). Three-layer convolutions are used in the Dw, whereas one-layer convolutions are used in the Pw. The batch normalization procedure as well as the activation function rectified liner unit (ReLU) are applied to each convolution result. The suggested Depthwise Separable Convolutional Neural Network based on MobileNet architecture is is built with Tensorflow and includes the depthwise convolution layer structure. It should be noted that after each convolution, Batch Normalization (BN) and ReLU are executed as follows (Figure 7).


[image: Figure 7]
FIGURE 7. Depth-wise: separable convolutions with depth-wise and pointwise layers, then batchnorm and ReLU, are the next steps.


On the basis of the Depthwise Separable Convolutional Neural Network based on MobileNet architecture, we designed this deep learning model with the goal of improving efficiency while being lightweight enough to be deployed on smartphones. This version of t uses depth-separable convolution as the basis for its efficient construction (23). Afterward, each layer has a batchnorm (10) and a ReLU non-linearity. The last fully connected layer has no non-linear behavior and enters into a softmax function for categorization. The number of layers in MobileNet is 28 if you consider Depthwise and pointwise convolutions to be different layers. The proposed structure places virtually all of the processing into dense 1x1 convolutions, which reduces the amount of computing required. This may be accomplished through the use of highly efficient generalized matrix multiplying routines.

Implementation: We used Depthwise Separable Convolutional Neural Network based on MobileNet architecture, which is an effective method for lowering the computation complexity of deep learning models. It consists of a 1×1 convolution output node with spatial convolution performed independently on each pulse (24). We utilized the convolution layer's output as a feed to the Rectified Linear Unit (ReLU) activation function, with a 1-dimensional max pooled on the result. The filtering size and depth of the first convolutional layer are both adjusted to 60, whereas the pooling layer's filter size is fixed to 20 with a step number of 2.

For the fully linked layer input, the result of the succeeding convolution operation is flattened down to a stepping of six. After obtaining an intake from the max-pooling layer, the convolution layer employs a filter of various sizes, which has 10% of the max-pooling layer's complexity. For the completely connected layer input, the result is smoothed down. According to the aforementioned design, the completely associated layer comprises 1,001 neurons. The hyperbolic tangent function represents non-linearity in the current layer. To calculate the probability for the corresponding target tags, the Softmax function is utilized. To reduce the potential log-likelihood objective functions, the stochastic gradient descent optimizing approach was utilized. Each functional map's matrix description is converted to a vector via the flattening layer. Several dropouts are mounted on the top of the pooling layer to eliminate the potential for overfitting. The suggested system includes a max-pooling layer that sums the feature maps generated by the convolution layers and reduces computing costs. In order for the Depthwise Separable Convolution Neural Network (DS-CNN) to operate, the volume of the function mappings must always be reduced, along with their size. In the proposed model configuration, the final layer is a totally connected layer, accompanied by a Softmax classifier to efficiently classify facial images. Depth-separable convolutions are used in the suggested MobileNet method. The overall number of learnable parameters in our system is 6,844, as opposed to 14,362 for the very same system using traditional convolutions. We chose this particular DS-CNN because of its demonstrated versatility, training efficacy, low parameter bank, and impressive performance on smaller samples (25).





RESULTS AND DISCUSSION

This section summarizes and evaluates the information gathered by establishing experiment setups and conducting multiple trials to address the research questions.


Answering Research Question No. 1

To get a solution to RQ1: “How can the Depthwise Separable Convolutional Neural Network based on MobileNet be utilized to successfully categorize photos for facial mask detection?, we would examine at the hardware and the software which will be used to create the recommended system. The parameters for training and performance of the depth-wise separable convolutional network structure are therefore fully explored.


Hardware and Software Configuration

For the tests, we used an Intel Core i7 CPU, an Nvidia GTX 1080 GPU, and Windows 10. Python 3.5 was utilized as the programming language. It uses Python 3.5's PyTorch library and MATLAB 2019b for image embedding processing and analysis, respectively. 224 × 3 STIF frames are all that is needed to use the pre-trained model. This dataset is used to test the suggested method, which is detailed in section Answering Research Question No. 1 below. Training and testing datasets have been created. Initially, the scaling factor was set at 0.001, and it drops by a factor of 0.9 every 10 epochs after that. A momentum value of 0.999 is utilized in the Adam optimizer. Until 100 epochs have passed, the training procedure is repeated.



Parameter Setting

The design of the suggested MobileNet parameter settings for effective categorization of facial images (Mask/no-mask) is adopted from (23).



Implementation of Facial Image Classification in Terms of Mask/No-Mask

For the deployment of classification system for facial images, Table 3 shows the distribution of processor time for a particular deductive logic over network layers. With three interpretations per second, the network analysis took adequate time for feature extraction and image source processing.


Table 3. Layered process time distribution and classification assessment tasks.

[image: Table 3]




Responding to Research Question No. 2

To assess the proposed model for detecting mask detection in facial images, we tested the performance of Full Convolution MobileNet models on the obtained datasets to answer RQ2: “How efficient is the suggested technique in contrast to the traditional CNN model in terms of many performance assessment measures?”


Experimental Results

There is only a limited number of labeled samples. Therefore, decreasing the hyperparameters improves training. Hence, the convolution kernel's dimension in the neural network is set at 1×1. A final result of 5 × 5 × 64 is obtained by increasing the number of filters per layer to 64 at the same time. For the sake of reproducibility, the training photos for each experiment were randomly picked from a pool of facial photographs. As a result, the model's training efficiency and processing costs are both reduced by the compact Depthwise separable convolutional network model. The confusion matrix of the MobileNet (DWS-based) model in a laboratory environment may be shown in Figure 8.


[image: Figure 8]
FIGURE 8. Confusion matrix.




Contrast of the Suggested MobileNet (DWS-CNN-Based) With the Full Convolution MobileNet

Table 4 displays the computation cost as the total number of multipliers of one frame data in convolution-based layers for the forward run. The total number of learnable model parameters is also calculated. Table 4 compares the efficacy of the recommended technique, namely MobileNet (Depthwise separable convolutional network) to that of a Full Convolution MobileNet. It also indicates that, as compared to Full Convolution MobileNet, using Depthwise separable convolution-based CNN enhances accuracy by 0.6 percent while dramatically lowering computations times and trainable parameters. The results of the experiment and complexity analysis demonstrate that the proposed model may be used in spectral image-based applications with reasonable accuracy.


Table 4. DWS-based (MobileNet) (proposed) and full convolution MobileNet performance comparison.

[image: Table 4]



Cross Validation Results for Classification Techniques

The 10-fold cross-validation technique was used to test classification models. Table 5 displays the findings of the average accuracy, standard deviation (accuracy), precision Marco (average), standard deviation (precision Marco), recall Marco (avg.), standard deviation (recall Marco), average F-1 Marco, and standard deviation F-1 Marco. These factors will assist us in evaluating and forecasting the effectiveness of the proposed MobileNet (DWS-based) model for the classification of facial images. Table 5 shows that the greatest average accuracy in the AIZOO FACE MASKS dataset is 93.621 percent when compared to SVM and CNN.


Table 5. Cross validation results.

[image: Table 5]

Among the most frequently used classification methods for face image analysis, SVM and CNN are the most generally employed because of their effectiveness, performance, and ability to handle a large feature set with a large number of features. Classification challenges may be solved using these supervised learning approaches. Using the SVM (26), each element's relevance is represented as a score for a specific arrangement. Instead of attempting to categorize the two groups, locate the hyper-plane that best separates them.

Using the AIZOO FACE MASKS dataset, three approaches were used to create the classification maps in Figure 9.


[image: Figure 9]
FIGURE 9. Three techniques' classification maps using AIZOO FACE MASKS dataset. (A) MobileNet (DWS-based) (proposed), (B) Full Convolution MobileNet, and (C) CNN.




Evaluation of Performance

The effectiveness of the recommended model is examined using four evaluation metrics as follows (26–29):

(i) Accuracy:

We quantify classification accuracy using Equation (11) to highlight the usefulness and reliability of the suggested method.

[image: image]

(ii) Precision:

Precision is a positive prediction number that shows how correct the system is. For a limited number of false-positive criteria, precision rises substantially. The following is a mathematical equation to consider.

[image: image]

(iii) Recall:

It's also referred to as sensitivity, and it indicates how many confident instances the model properly identifies. When the recall is large, the proportion of +ive cases incorrectly classified as –ive is smaller. A mathematical expression is as follows:

[image: image]

(iv) F-measure:

The mean of recall and precision is the F-score or F1-Measure. The following is a mathematical formula for calculating it:

[image: image]

Based on Face Mask Detection Using MobileNet's precision and recall statistics, we can learn more about our model's performance.

That the model can accurately identify face photos (mask or no mask) with promising precision and recall is demonstrated in Table 6 (sensitivity). As a result of the model's strong recall and precision findings in the experiment, it has a great deal of promise for minimizing the number of false positives and negatives in facial mask detection applications during the COVID-19 pandemic. For real-time face photos, the model's average classification time of 1,020 samples was 2.5 s, making it suitable for mask and no-mask classification.


Table 6. DWS (based on MobileNet) results for facial image (mask/no mask) classification.

[image: Table 6]




Answering the Third Research Question

While answering RQ3: “What is the effectiveness of the suggested approach in comparison to comparable approaches?”, we evaluated the effectiveness of the baseline on the given dataset to assess the proposed Depthwise Separable-based MobileNet model for hyperspectral images. We also conducted a statistical assessment to verify the usefulness of the proposed technique.


Using the Base Line Methods as a Point of Reference for Comparison

On the same dataset, we employed the 10-fold cross validation method to compare our system to the previous facial mask classification research published in (2). Deep CNN classification algorithms were also used to construct a system for analyzing data. Table 7 shows the comparison between precision and the F1 measure in terms of precision. Compared to the baseline framework, the suggested model has a higher sensitivity and an F1-score. There has been a noticeable increase in the suggested platform's capacity to recognize and remember classifications of face pictures in the mask detection scenario.


Table 7. Comparative results to benchmark work.

[image: Table 7]





CONCLUSION AND FUTURE WORK

This study proposes the MobileNet-based Depthwise Separable Convolution Neural Network (DS-CNN) for mask detection in facial images. We compare our findings to the original convolutional filters on specific datasets. The suggested system outperformed current classical convolutions in experiments, according to the results. The suggested technique is also contrasted with previous work on a motivated baseline method. Our findings (Acc. = 93.14, Pre. = 92, recall = 92, F-score = 92) show that the proposed method produces the highest overall performance across a variety of assessment metrics. The approach requires extra processing to generate visualizations and, owing to dataset constraints, cannot discriminate between right and erroneous mask usage. Our future aim is to create face mask recognition datasets with different mask wearing states, or employ zero shot learning to make the design identify erroneous mask wearing states.
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Background and Objective: According to the WHO, diabetes mellitus is a long-term condition marked by high blood sugar levels. The consequences might be far-reaching. According to current increases in mortality, diabetes has risen to number 10 among the leading causes of mortality worldwide. When used to predict diabetes using unbalanced datasets from testing, machine learning (ML) classifiers and established approaches for encoding categorical data have exhibited a broad variety of surprising outcomes. Early studies also made use of an artificial neural network to extract features without obtaining a grasp of the sequence information.

Methods: This study offers a deep learning-based decision support system (DSS), utilizing bidirectional long/short-term memory (BiLSTM), to accurately predict diabetic illness from patient data. In order to predict diabetes, the BiLSTM hybrid model was used after balancing the data set.

Results: Unlike earlier studies, this proposed model's trial findings were promising, with an accuracy of 93.07%, 93% precision, 92% recall, and a 92% F1-score.

Conclusions: Using a BILSTM model for classification outperforms current approaches in the diabetes detection domain.

Keywords: disease diagnoses, deep learning, diabetes prediction, decision support system, disease diagnosis


INTRODUCTION

With the emergence of AI, data mining applications have become more prevalent in several fields, such as business, education, and healthcare. Healthcare decision support systems are a hot research issue because they allow the finding of exciting patterns and useful data from enormous quantities of healthcare records. Decision support systems might help human medical specialists diagnose illnesses faster by transforming data sources into relevant insights (1). In the fast expanding discipline of data mining known as “deep learning” (DL), a complex mix of feature encoding approaches is used in order to understand from prior data to produce correct estimates (2). There are a number of uses for it, including sentiment classification (3), smart agriculture (4), and more. Recently, neural network models have shown a remarkable capability for content prediction and classification. As shown in Shickel et al. (5) and Miotto et al. (6), deep learning algorithms have figured prominently in healthcare for knowledge discovery and disease diagnosis, such as cardiac diseases, psychiatric disorders, and diabetes disorders, using health data.


A Need for Diabetes Disease Prediction

Diabetes affects more than 34 million people in the United States, accounting for approximately 11% of the population. Diabetes is diagnosed in the United States at a rate of 17 cases per second. Each year, around 1.5 million Americans are diagnosed with diabetes (7). There are several biological indicators and risk factors that must be considered in order to get a definitive diagnosis of diabetes. Some of these indications and variables include age, gender identity, hypertension, and cholesterol levels, among others.

Following China and India, Pakistan has the third highest diabetes prevalence (8). The International Diabetes Federation (IDF) estimates that about 33 million Pakistanis have diabetes. Diabetes diagnoses are crucial since a patient's life is at stake. Diabetics must emphasize early diagnosis and treatment. Numerous complications of diabetes, including nephropathy, retinopathy, neuropathy, cardiovascular disease, stroke, and death, can be delayed or avoided with proper management of elevated blood sugar levels. More effective supervised learning algorithms for disease prediction can significantly reduce these medical errors. The healthcare sector has been supplied with a variety of supervised learning methods by researchers (9). In the health sector, data scientists are encouraged to build useful applications that may help healthcare experts diagnose and manage diabetes illness (10). To effectively predict diabetes illness, it is vital that state-of-the-art deep learning (DL) techniques be researched and applied to health-related patient data.



The Study's Goals

In the past several years, a number of scientists have investigated the possibility of using health data to predict diabetes using computational approaches like machine learning (ML) (9, 10). This research's major goal was to discover ways to detect diabetes before symptoms appear. Additionally, they were constrained by traditional encoders that did not adequately handle the relationship among the disease dataset's predictors. Consequently, the proposed BILSTM-based framework in this research accurately diagnoses diabetes.



Baseline Investigation

Butt et al. developed an ML-based prediction approach for diabetic disease (9). ML was used to better predict diabetes using random forest (RF), support vector machine (SVM), and other classifiers. However, ML classifiers use a traditional encoding strategy that fails to account for the predictors' underlying links. As a result, typical machine learning algorithms are often inefficient at accurately predicting diabetes risk from medical information. Because this study effort had certain limitations (9), we proposed an updated DL model called BiLSTM, which has previously been effectively employed in several fields such as DDoS attack prediction, behavior recognition, and others (2, 11). To predict diabetes, we created the BiLSTM model.

Butt et al. developed an ML-based prediction approach for diabetic disease (9). ML was used to better predict diabetes using random forest (RF), support vector machine (SVM), and other classifiers. However, ML classifiers use a traditional encoding strategy that fails to account for the predictors' underlying links. As a result, typical machine learning algorithms are often inefficient at accurately predicting diabetes risk from medical information. Because this study effort had certain limitations (9), we proposed an updated DL model called BiLSTM, which has previously been effectively employed in several fields such as DDoS attack prediction, behavior recognition, and others (2, 11). To predict diabetes, we created the BiLSTM model.



Problem Statement

The use of traditional feature sets followed by an ML classifier makes it difficult to accurately predict diabetes from patient data (9, 10). Furthermore, the lack of relevant context makes DL models for diabetic illness prediction less effective. Predicting diabetes from patient data is treated as a binary-label prediction problem to handle the aforementioned difficulties. Diabetes is predicted from the supplied illness dataset. There are two classes of data in the dataset: D1 (yes, you have diabetes) and D2 (no, you do not have diabetes). The neural network uses these two classes to predict whether or not someone has diabetes. Using a deep neural network, we want to develop an automated system that can learn from training data and predict the presence or absence of diabetic illness using context information in the healthcare sector.



Research Objectives

We intend to fulfill the following research goals in order to be able to perform an effective diabetic diagnosis.

RO1: To use the BiLSTM deep learning model to make predictions about diabetes based on patient illness data.

RO2: Comparison of the BiLSTM model for diabetes prediction with classical machine learning and deep learning.

RO3. Comparison of proposed method's effectiveness to baseline research for predicting diabetic patients.



Research Contributions

The following are key contributions made by this work:

1. A deep learning (BILSTM) system is being developed to diagnose diabetic disease.

2. The proposed deep learning model for diabetes diagnosis outperforms existing classical machine learning models in terms of prediction performance.

3. To make a diabetes prognosis, two decision classes are employed.

4. Comparing the proposed strategy to existing deep learning and benchmark studies.

5. Using the proposed strategy significantly improves the model's accuracy in predicting diabetes.

The remainder of the study is organized in the following order: Section Related Work gives a review of the current literature, and Section Proposed Methodology discusses the recommended technique. Results and discussion are presented in Section Experimental Results and Discussion, and future applicability of the proposed approach is discussed in Section Conclusions and Future Work.




RELATED WORK

Past studies on diabetes disease prediction are summarized in this section.

Qawqzeh et al. (12) suggested a photoplethysmogram-based regression model for diabetes diagnosis. The framework was validated and evaluated using input from 450 participants and 130 pieces of information. Their suggested approach properly identified 550 non-diabetics with 92% accuracy. But the suggested approach is not compared to current methods. Automated categorization of diabetes using a machine learning technique was given by (13). They employed a SVM classifier using hyperglycemia samples from the UCI Machine Archive. It outperformed Naive Bayes, decision trees, and neural nets. While a contrast of latest systems is provided, there is no discussion of parameter estimation. An SVM-based classifier was employed by Gupta et al. (10) to identify diabetes. They made use of PIMA Indian Diabetes as a resource. Additional methods for improving predictive performance included variable selection and k-fold cross-validation. During the tests, the support vector machine did better than the naive Bayes model. In contrast, there is a lack of current comparability and consistency. Choubey et al. (14) compared numerous diabetes classification systems. The UCI Machine Learning Repository's PIMA Indian collection was integrated with an indigenous hyperglycemia collection. The researchers used SVM, KNN, and NB to identify insulin-dependent individuals from pooled datasets. PCA and LDA feature engineering approaches have been found to improve classification system performance and remove redundant features. Butt et al. (9) looked at utilizing machine learning to diagnose and forecast diabetes. It also showcases an Internet-of-things diabetic tracking device for both normal and sick people. Diabetes was classified using three classification methods: randomized forest, multilayer perceptron, and regression models (LR). They employed SVMs, MA, and linear regression to predict outcomes (LR). The study used the PIMA Indian Diabetes dataset. MLP outperforms similar learners with an accuracy of 86%, whereas LSTM outperforms others with an average of 87%. Zhou et al. (15) proposed a DTP model for glycemic control diagnosis. Each of the data sets contained over 1,000 entries. Smaller epochs in the training step ensure that the technique works rapidly on any smartphone. The findings confirm the effectiveness of the suggested model. Mujumdar and Vaidehi (16) suggested a diabetes prediction model for accurate diagnosis of diabetes that contains a few additional factors that are involved for diabetes in addition to standard indicators such as blood glucose, body mass index (BMI), age, insulin, and so on. Garca-Ordás et al. (17) introduced an algorithm based on deep learning approaches to detect diabetes patients. Variational autoencoders (VAEs) can be used to add data and features, and a CNN can be used to classify the data. Alam et al. (18) diagnosed diabetes utilizing key variables and defined their relationships. Various techniques are utilized for diabetes clustering, prognosis, and association rules. The PIMA dataset was used by Naz and Ahuja (19) to diagnose diabetes. A neural network, Multilayer Perceptron, Logistic Regression, and Deep Learning are all effective classifications that attain 90–98% efficiency. Yuvaraj and SriPreethaa (20) presented machine learning techniques in hadoop clusters for diabetes diagnosis. The results reveal that machine learning techniques can correctly predict hyperglycemia. In their study, Hasan et al. (21) built a comprehensive system for diabetes prognosis that included components such as outlier exclusion, data normalization, extraction of features, K-fold cross-validation, and several machine learning (ML) models (k-nearest neighbor, Decision Trees, Randomized Forest, Xgboost, Bayesian Network, and Gradient boosting) and Lstm. An extensive study of the uses of deep learning in diabetes was published by Zhu et al. (22). Through the exploration, a lot of original scientific papers were found. Prediction models for impaired glucose tolerance in early pregnancy were formed by Liu et al. (23). They used machine learning to make these models. The training dataset was used to build a model for predicting risk based on information gathered at registration. The deep learning classification technique makes use of the ResNet v2 CNN architecture (24), which was trained on tiny patches taken from the entire ear endoscopies before being applied to the complete ear images. A total of four deep learning models were trained for autonomous ascribable diabetic retinopathy detection, dependent on whether or not two criteria were included: DR-related lesions and diabetic retinopathy staging (25). Table 1 presents a summary of selected works.


Table 1. Summary of selected works.

[image: Table 1]


Existing Research Gaps

Several deep learning methods based on word embedding have previously been successful in overcoming these limitations. Using deep learning algorithms, it is important to overcome the challenge of remembering extra information in order to make highly accurate diabetes predictions.




PROPOSED METHODOLOGY

It is vital to apply deep learning technology to incorporate current data and experience into a DSS in order to deal with this difficult decision-making challenge. Data, expertise, and models are incorporated into our DSS (see Figure 1) so that diabetic professionals may make diagnostic choices based on this information. To further involve the individuals, we sought the advice of medical specialists throughout the design process, as advised by (1). Considering the DSS's nature and the decision issue's complexity, we built the DSS according to Turban et al. (1) recommendations. The DSS has four main subsystems: data management, model management, knowledge-based management, and user interface.


[image: Figure 1]
FIGURE 1. Overview of the proposed system for predicting diabetes disease.



Data Management System

A DSS uses databases and/or datasets to provide relevant data to the decision support system. DSS data can be received from local, public, and customized sources (1), as well as institutional sources. Our decision support system's data management module collects and stores data. In this investigation, the Pima Indians' Diabetes (PID) Data Set (26) was utilized as the data source. UCI's machine learning archive does have this dataset, and it is part of a larger set of data kept by the National Institutes of Health (27). This database contains information on women of Pima Indian ancestry who were over the age of 20 at the time of data collection and who resided in the United States. The output data parameter accepts either a value of 0 or 1, with value 1 indicating a positive diabetic test and “0” indicating a negative diabetic diagnostic. An overview of the eight diagnostic attributes and their descriptions is provided in Figure 2.


[image: Figure 2]
FIGURE 2. Parameters used to predict the likelihood of diabetes.



How to Use Data

The spreadsheets are converted to CSV files. The “pd.read” command line option reads “csv”. This is a key Panda tool. We separated the training and testing sets using the sklearn training (80%) and testing (20%) partition tool (2).



Train Set

During training, around 80% of the training set's data was used (3). The training set includes both result identifiers (dependent variables) and input factors (predictor variables).



Validation Set

Using validation data in the system, efficiency concerns such as overfitting and under fitting may be addressed. Thus, a 10% validation subset is employed for model assessment (2). Both manual and automated parameter changes are possible when using Keras. With the help of automated validation in this research, a more unbiased assessment of the proposed method may be made.



Test Set

In order to evaluate the algorithm's efficacy, the test set includes examples that have never been seen before. This method is applied after extensive usage of the training and testing sets. The model may be evaluated using the testing dataset (11). Ten percent of the test dataset was used, which had nothing to do with the training cases. The training data set is used when the model has been fully trained. It is then checked against real data for correctness. The data is divided into 90/10 ratios by the Scikit-train-test learning division, with 10% of the data being validation data. A validation set was used to make adjustments to the model's parameters and then analyze the results.



Treatment of Data

The model is validated via 10-fold cross-validation. At each stage, we collect and keep ten replicas of the training instance. One last “holdout” model was examined in this case. We chose the version with the highest F1 score for the holdout sample.




Model Management System

It works as a data management system. It incorporates a modelbase of statistical and other algorithms that provide sophisticated analytics to DSS. An MMS applies models to DMS data to turn it into information. In order to create a reliable prediction model, the obtained health data must be properly pretreated. The data management system handles unbalanced datasets and null value substitution.


Unbalanced Data Set Management

The underlying dataset is significantly imbalanced and treats both groups unevenly. Two hundred sixty-eight cases (34.9%) are present in class one for a positive test, and five hundred sixty-one cases (65.1%) are present in class zero for a negative test. Whereas, when a model learns from skewed and unequal classed data, the result usually benefits the main class whereas the minor categories are neglected in the classification stage. This is viewed as a class imbalance issue (28). To solve this issue, we use a data processing sampling method called oversampling to equalize all class instances. Oversampling is a method of expanding small classes. Random upsampling merely duplicates minor examples to increase the unbalance percentage (28). This small group replication addition considerably enhanced the classification results. In both the T1:415 and T2:414 classes, the balanced dataset is treated in the same way once random oversampling is used. Instances in total: 829.



Handling Missing Values

In order to increase the model's prediction performance, missing variables should be filled in with accurate data (28). In order to fill in the blanks, one can use an average, choose a random item, or go back and use the prior tier's value as a reference. After settling on the third choice, we went ahead and updated all of the missing numbers with the appropriate higher value.




The Knowledge Management System

When used in conjunction with other DSS modules, this module may be able to provide the most up-to-date information to aid in the resolution of the issue at hand. After information has been found, acquired, and arranged, it must be transformed into knowledge. Data must be categorized, evaluated, and synthesized. The three key components of the proposed technique are: embedding layer-based data representation; bi-LSTM-based forward and backward context information saving; and softmax layer-based classification. With this numeric representation, the second module may encode features. Encoding the context of the data within a sequence using Bi-LSTM In the final module, classification is done using softmax activation (see Figure 3). Each component is described below.


[image: Figure 3]
FIGURE 3. BILSTM-based for diabetes prediction system.



Embedding Layer

A numeric array created by embedding items (categories) (vectors). Scalar word embeddings from discrete traits Using neural encoding to reduce attribute values and categorize has several benefits (29). Keras can embed. The diabetes dataset was encoded using attribute-level encoding matrices. Thirty-two Keras layers generate the data embedding vector. A two-dimensional embedding matrix had input data length and a word embedding dimension (feature matrix). This matrix was made by the embedding. The embedding matrices were then shifted.



The BILSTM Layer

The proposed method employs a deep neural network, specifically bidirectional long-short time memory (BiLSTM), to predict diabetes sickness, such as D1 (diabetes disease = yes) or D2 (diabetes disease = no). Long-term dependencies are learned using the Bi-LSTM layer. It assists in preserving the two prior and following contexts in encoded information. Instead of saving information from prior contexts, a single unidirectional LSTM only keeps data that was previously saved (30). Thus, Bi-LSTM is able to analyze encoded reviews in much more detail. Bi-LSTM uses forward and backward LSTM to learn data's past and future context (2). The following formulas are used to determine the forward and reverse LSTM:

Formulae for forward LSTM

[image: image]
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Formulae for backward LSTM
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SoftMax-Based Prediction

Afterward, SoftMax is being used to figure out how likely it is that target labels will be forecasted (i.e., the diabetes disease). The formula (Equation 18) explains how to determine the net input value

[image: image]

“w” is the weight vector, whereas “l” stands for the input vector. “b” stands for “bias.” We can find the SoftMax by plugging it into Equation (19).

[image: image]




Applied Example

We performed a number of computations to predict diabetes based on the existing disease data. The BILSTM model's every stage is discussed in detail.


Data Preparation

Our model predicts diabetes D1: diabetes Yes, or “D2: diabetes No” for a given patient instance in the illness dataset. Firstly, the illness data for the DL model is acquired through the instance selection module (31). The data was transformed into a matrix of indexes by a parser named Keras and transmitted to the embedding layer of the composite DL model for evaluation. The embedding layer converts each disease indicator into a vector containing streamed numbers. An example of a scalar embedding is [0.2 0.1 0.5 0.4], which encapsulates data about illness with the index [1]. In the end, the matrix packing looked somewhat like this: [0.36, 0.43, 0.85, 0.12], [0.52, 0.61, 0.11,0.25], [0.71, 0.22, 0.54, 0.47], [0.34, 0.48, 0.61, 0.39].



Extraction of Contextual Information

As input for this layer, a rectified feature map derived by the preceding neural network layer serves as input. In BILSTM layer calculations, the primary components are new candidate value (c~t), output gate (ot), forget gate (ft), and input gate (it).



Hidden Layer No. 1

It includes the LSTM's current input (it) and prior state (ht−1) The computations are done using Equations (1)–(6). Finally, the first hidden layer computes the “[image: image]” hidden state (forward pass LSTM).

[image: yes]



Hidden Layer No. 2

The present input (it) and the future state (ht+1). make up the backward pass LSTM. The calculations are carried out by the use of the formulas (7) to (12). Finally, the succeeding layer is used to produce the hidden state [image: image](backward pass LSTM).

[image: yes]



BISLTM Outcome

In order to get the final BISLTM “[image: image]” we combine the “[image: image]” from the LSTM forward pass and the “[image: image]” from the LSTM backward roll using Formula (5).

[image: yes]



Diabetes Prediction

Using the SoftMax approach, it is determined how likely each of the labels “D1” and “D2” actually is. Formula (13) was used to determine the total input, as shown below:

For diabetes-yes, the class label for decision attribute 1 is “D1.”

[image: image]

For diabetes-No, the class label for decision attribute 2 is “D2.”

[image: image]

To figure out the likelihood of each target class (D1, D2), the SoftMax function (14) is being used.

[image: image]

In the same way, the SoftMax function for the second class of diabetes predictions was made as well.

[image: image]

In our computations, class D1 diabetes was shown to have the highest likelihood (0.681). Based on such patient details, we can predict that the diabetic chance is “D1” (Figure 4).


[image: Figure 4]
FIGURE 4. Diabetes disease classification using the softmax function.


Using pseudocode, Algorithm 1 illustrates how the proposed method for forecasting diabetes illness works.


Algorithm 1. Methodology of the proposed diabetes disease prediction model.

[image: Algorithm 1]




User Interface

The Keras package (1) provides a Python-based user interface for diabetes prediction. Diabetes forecasting software can help doctors and other healthcare providers predict diabetes. The information has been split into segments for simplicity of use and clarity of presentation. The software's body has three basic parts: data collection and preparation, classification and algorithm development, and diabetes diagnosis.

(i) Data Collection and Preprocessing Component: This component necessitates patient information. After that, the data is preprocessed on the backend. For every patient in the database, a new case patient identity is produced with the new and better data. Using preprocessing findings, a classifier and a model to predict the result of diabetic illness are constructed. The diabetes prediction component makes predictions about a patient's ailment based on the information they've supplied. A unique patient identifier is produced as soon as the required data is entered into the system. Every patient's precise ailment is therefore identified and tracked using this identification. Figure 5 shows the screen that was used to collect and process the data for a patient registration input. At the software's server, the data is preprocessed in accordance with prior assumptions. As a result of our work, we have a layout that can be adapted to the individual requirements of each patient.


[image: Figure 5]
FIGURE 5. Data entry form for diabetes prediction.


(ii) Classifier and Model Development: As demonstrated in Figure 6, a diabetic dataset may be utilized to train classifiers and build models. When a patient selects the “Model Training” tab, the screen below appears. It displays the imported data for training purposes. Clicking “Model Training” creates and trains a deep learning approach.


[image: Figure 6]
FIGURE 6. Create a model screen by loading training data.


(iii) Predicting Diabetes: It is as simple as entering the necessary patient information and clicking the “Predict Diabetes” option on the site to predict diabetes. Whenever the “update training set” tab is pressed, a new training set is generated. After inputting the patient's disease information and pressing the “predict diabetes” button, the patient's findings are shown as “D1: diabetes Yes,” “D2: diabetes No,” and a predicted level of acceptance for each choice selected. As shown in Figure 7, the likely possibility of a diabetic illness diagnosis for a given set of criteria is “D1: diabetes Yes.”


[image: Figure 7]
FIGURE 7. Diabetes prediction interface.





EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we will go through the findings from a series of experiments designed to address the questions posed in Section Introduction of this article.



ADDRESSING RESEARCH OBJECTIVES


RO1: To Use the BiLSTM Deep Learning Model to Make Predictions About Diabetes Based on Patient Illness Data

We achieved study objective #1 by using multiple BILSTM algorithms for diabetes prediction by modifying the parameters of the recommended BILSTM model. Additionally, there were several other epochs and filtering methods in use. The algorithm has three hidden layers as well as a number of batch sizes and epochs. The number of vocabulary vectors was 62, and the embedding dimension was 128 with the SoftMax activation function being employed (8, 16, and 32). Table 2 shows the accuracy, recall, and F-score of several BILSTM models. It is 93% accurate with the following parameters: filter number 8, filer size 280, unit size 2, “f1 score” of 92%, recall of 92%, and precision of 92%.


Table 2. BILSTM deep learning models' accuracy, recall, and f1-score.

[image: Table 2]

Data balancing greatly increases efficiency, as seen in Table 3, compared to not employing data balancing. Using the experimental data, the suggested model may be used to accurately forecast diabetes in real-world contexts.


Table 3. Performance of the BILSTM models with and without balancing data.

[image: Table 3]

Table 4 shows the results of 10 BILSTM trials with varied parameter values. We compared the accuracy of each model. The BILSTM-10 model had the greatest accuracy, with eight filter sizes, 16 filters, and 10 LSTM units.


Table 4. The BILSTM models' accuracy, test loss, and training time.

[image: Table 4]


Computational Complexity

Since the input data is routed via two LSTM layers, the computational cost of a conventional LSTM model per each stage with a gradient descent optimizer is O (W), where W is the maximum number of variables (21). However, despite the fact that BiLSTM has high computational complexity, it is successful in reducing the volume and complexity of the feature space. BiLSTM takes advantage of the data's inherent properties. Using drop out, we can cut down on the number of features and make sure the model doesn't fit even more than it should.




RO2: Comparison of the BiLSTM Model for Diabetes Prediction With Classical Machine Learning and Deep Learning

The BILSTM results for diabetic disease prediction were contrasted with those from several traditional machine learning approaches as well as deep learning techniques in order to address the second study objective.


Machine Learning vs. Proposed System (BILSTM)

In order to evaluate the suggested approach (BILSTM) with other common machine learning methods, data from patients was employed. Feature representation techniques such as TF-IDF and CountVectorizer are used in machine learning. Table 5 shows the results of the performance evaluations. The results are summarized below.

• BILSTM vs. KNN

To see how well the suggested BILSTM model stacks up against other machine learning techniques, we used the K-nearest neighbors approach. Table 5 shows the results of the analysis.

• BILSTM vs. DT

The purpose of this experiment was to compare a BILSTM model against a traditional machine learning classifier (DT). Table 5 shows that the precision (0.81), recall (0.78), F1-score (0.80), and accuracy (0.78) of DT classifiers were all poorer (80%).

• BILSTM vs. SVM

The results from the BILSTM model were found to be more effective than those from the SVM classification algorithm. Table 5 displays a lower F1-score (0.79), a lower recall (0.81), and a lower precision (0.79).

• BILSTM vs. NB

BILSTM was tested against a Nave Bayes (NB) classifier in this experiment. Table 5 shows a lower F1-score (0.70%), lower recall (0.70%), and lower precision (0.70%).


Table 5. Machine learning classifiers vs. proposed model (BILSTM).

[image: Table 5]



Deep Learning vs. Proposed Technique (BILSTM)

For the purpose of accurately predicting diabetes based on patient data, the suggested method is compared to other deep learning techniques, such as long/short-term memory (LSTM), convolutional neural networks (CNN), and recurrent neural networks (RNN). Table 6 summarizes the results.

• LSTM vs. Proposed BILSTM

We compared the BILSTM model's performance to that of a single LSTM model throughout this research. The LSTM model has the lowest precision, recall, F1-score, and accuracy among the models shown in Table 6.

• CNN vs. Proposed BILSTM

We wanted to see if the suggested BiLSTM method outperformed the CNN model in this trial. Table 6 shows that the CNN model performed poorly in terms of accuracy, precision, recall, F1 score, and precision.

• RNN vs. Proposed BILSTM

We conducted this test in order to ascertain which method was the most effective. In Table 6, the RNN model's precision, recall, F1-score, and accuracy were found to be worse than expected.


Table 6. BILSTM vs. other DL models.

[image: Table 6]




RO3: Comparison of Proposed Method's Effectiveness to Baseline Research for Predicting Diabetic Patients

For the third study question, we compared the proposed BILSTM model's efficacy to similar studies. The suggested system is compared to numerous benchmarking approaches to assess its efficiency. It compares our suggested BILSTM approach to a baseline study and shows that it outperforms the latter (Table 7). An exhaustive review of published approaches is challenging for numerous reasons. With so many distinct datasets, it was difficult to compare these methods.


Table 7. Comparison of the BILSTM model with other studies.

[image: Table 7]


First Study

Butt et al. (9) proposed a supervised ML model for diabetes prediction based on patient data. Data from diabetic patients was collected using a variety of machine learning techniques. The experimental findings demonstrate that the model's performance is unsatisfactory (accuracy: 88%).



Second Study

A ML-based approach for diabetes prediction has been suggested. They used a range of machine learning approaches to analyze diabetes data sets. Combining a DL model with a more effective strategy for data balancing may improve the model's performance.



Work Proposed (Our Model)

A deep neural network is employed in the proposed DL-based diabetes prediction method. The experimental results (Table 7) show that the predictor attributes (Table 7) chosen have a significant impact on the predicted (target) variable. The main reason for our success in predicting diabetic diseases is the integration of data balancing and the BILSTM deep learning model. With the help of the BILSTM layer, context data may be preserved.




Analyzing Results

Experts' predictions are compared to the forecast provided by the proposed technique, and the proposed method's performance is evaluated. The first 12 patients' workflows are shown in Table 8.


Table 8. The human expert's prognosis vs. the suggested system's.

[image: Table 8]



Threats to External Validity

As indicated in Section Addressing Research Objectives, the suggested strategy was evaluated internally to assure model stability, and two extra datasets were acquired to externally support the proposed methodology. We collected two more datasets after conducting internal validation of the suggested technique to guarantee the validity of the strategy.


Dataset 2

This dataset comes from the University of Virginia School of Medicine's Department of Medicine (32). It has 1,046 occurrences in two classes. Based on comparisons with the Pima Indians Diabetes Dataset and clinical experience, we chose 12 key features from 19 initial attributes that we thought were most important to look for.



Dataset 3

This data set was compiled via responses to an internet questionnaire. There are 14 variables in the questionnaire that we came up with: age, gender, being pregnant, family history, BMI, sleeping habits, quality of sleep, snoring and other snoring-related behaviors, appetite cues, tobacco, drinks, hypertension, sugar levels, and blood sugar. Sixty-eight positive and 316 negative cases make up the dataset, which is broken down into two groups. This data set of people who live in Pakistani let us test our model in a real-world setting.

By comparing it to the multiple datasets provided in this section, we demonstrate that the proposed model for diagnosing diabetes is both effective and exact. In order to evaluate the suggested approach, classifiers are created and tested on the given data sets. On the other hand, models that have been trained on the primary dataset (dataset 1) will be tested on the two new datasets that have been set up.

Table 9 provides a summary of the findings. Both the KNN and LSTM baseline techniques were tested against the proposed model (BILSTM). An average of 82% of the compared techniques (KNN and LSTM) were outperformed by the proposed solution. This study's findings validate the proposed model and its potential to enhance classification accuracy.


Table 9. The external validation of the proposed method.
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CONCLUSIONS AND FUTURE WORK

Because of the massive increase in healthcare content, the collection and analysis of such data to identify diabetes disease in patients has become increasingly significant. In order to do this, an effective DL-based DSS model was developed and applied. Get benchmarks for data collection, preprocess, and then use a deep neural network (BILSTM) to forecast diabetes are three components of this model. In addition, the balanced and unbalanced data sets were used in subsequent tests. A BILSTM model was also used to estimate the likelihood of diabetes developing in the future. When compared to previous attempts, the findings are positive. The proposed method does have a few apparent limitations, such as the use of embedding rather than a pre-trained model. In the future, the use of diabetes data sets from many domains (e.g., patient data from several domains) with pre-trained algorithms like word2vec or Fasttext may be investigated.
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Early detection of vessels from fundus images can effectively prevent the permanent retinal damages caused by retinopathies such as glaucoma, hyperextension, and diabetes. Concerning the red color of both retinal vessels and background and the vessel's morphological variations, the current vessel detection methodologies fail to segment thin vessels and discriminate them in the regions where permanent retinopathies mainly occur. This research aims to suggest a novel approach to take the benefit of both traditional template-matching methods with recent deep learning (DL) solutions. These two methods are combined in which the response of a Cauchy matched filter is used to replace the noisy red channel of the fundus images. Consequently, a U-shaped fully connected convolutional neural network (U-net) is employed to train end-to-end segmentation of pixels into vessel and background classes. Each preprocessed image is divided into several patches to provide enough training images and speed up the training per each instance. The DRIVE public database has been analyzed to test the proposed method, and metrics such as Accuracy, Precision, Sensitivity and Specificity have been measured for evaluation. The evaluation indicates that the average extraction accuracy of the proposed model is 0.9640 on the employed dataset.

Keywords: multichannel, retinal vessels, retinopathy, U-Net, Cauchy distribution


INTRODUCTION

Retinal vessel detection and identifying blood vessel properties, including diameter, shape, bifurcation, and tortuosity, mainly aim to diagnose various eye abnormalities and retinopathies (1). At the same time, the evaluation of bifurcation points and tortuosity assist in diagnosing cardiovascular ailments. Also, analyzing width can result in the prevention of retinopathies induced by hypertension (2). Besides, glaucoma prevention is only possible if fundus retinal images are analyzed regularly to diagnose any abnormal modification of blood vessels around the optic disk (3). Diabetic retinopathy is another disease imposed by blood vessel construction, distribution changes, and fresh vessel evolution. Late diagnosis may also result in adult blindness (4). These critical medical applications highlight the importance of vessel extrication from retinal fundus pictures for ophthalmologists in diagnosing diseases and acting properly for their patients.

Unfortunately, with such a significant role the retinal vessel detection, blood vessels are not visible easily in retinal images taken by the fundus. The red background of the retina alongside the red color of retinal vessels is combined with fading small vessels spread around the retina. Therefore, manual detection of blood vessels is considered a subjective task requiring specific expertise while time-consuming (5). The vessel's width varies subject to the breadth of the vessel and the image resolution. The retinal boundary, optic disc, and diseases such as cotton wool patches, bright and black lesions, and exudate can all be seen in ocular fundus images (3).

Image processing methods have improved the recognition of blood vessels by changing the intensity of images and normalizing the color distribution. These techniques can enhance the reading of retinal images; however, fully automatic extraction requires understanding the properties of the vessel and detecting them in the noisy background of retinal images at which inadequate contrast regions are distrusted non-uniformly. It has been more than three decades where Computer-Aided-Detection (CAD) methods have been employed to diagnose retinopathies. Unfortunately, most traditional methods are not well-suited for recent, accurate sensors. For instance, since the resolution of fundus scanners is increased, standard image-processing methods show their drawback in detecting small faded vessels. Briefly said, the traditional systems underperform the detection due to variations in image properties due to different capture devices that influence the intensity and resolution of retinal images; therefore, machine learning-based approaches are more suitable (6).

For vascular segmentation of retinal pictures, various machine learning (ML) approaches and procedures are available. These methods are divided into supervised and unsupervised approaches. Support vector machine (SVM), neural network, and classification based methods are examples of supervised methods. Matching filter, vessel tracking, and mathematical morphology methods are all examples of unsupervised approaches (7).

The remaining current paper is divided into three sections. In Section Literature Review, a brief review will be conducted on the approaches targeting the objective of the work via various techniques. The section is wrapped up by highlighting the importance of fusion approaches taking novel DL methods with successful traditional approaches at once. In the third section, the main idea of the research is proposed, while the user data set and the structure of the employed DL is detailed. Later in Section Results and Discussions, results will be reported, and evaluations will be carried out to identify the strengths and limitations of the suggested approaches compared with the other similar methods. The conclusion is then followed in Section Conclusion and Future Work to wrap up the discussed methodology.



LITERATURE REVIEW

A broad look at the Literature review covering retinal blood vessel detection methodologies reveals that the current methodologies can be categorized into three classes (8) template matching based, tracking-based, and classifying based. In template matching approaches, a kernel is selected, which can be fitted well to a vessel. This kernel is later convoluted with each image. At the final stage, pixels with the highest responses are collected via a proper thresholding method to provide a binary map of vessel/background. A Gaussian-shaped curve proposed by Chaudhuri et al. (9) is used to highlight the vessels based on the intensity distribution of the vessel's cross-section (as illustrated in Figure 1).


[image: Figure 1]
FIGURE 1. (A) Retinal vessel cross-section (A to B), (B) intensities of the cross-section, and (C) fitted Gaussian curve proposed by Chaudhury et al. (9).


Later improvement has been proposed by Al-Rawi et al. (10) to tune the parameters to increase the Sensitivity and Accuracy and decrease false positive detection. Gaussian, Cauchy, and Gabor distributions have been employed with the same purpose (3).

In contrast to the previous two approaches in which a template of the vessels plays an essential role in the detection, tracking approaches use a model to trace vessels via seed growing. Each of the vessels can be traced separately from a starting point (which can be an ending point of the parent vessel) to the ending point at which the vessel is branched. Considering the contrast between vessels and other retina background intensity, Wu et al. (11) determined the mid-line of a vessel from a starting point inside it. Having calculated the vessel's width, tracing the orientation is taken into place automatically by assuming the vessel boundaries are parallel with the middle line. Several discussions have been conducted to detect the initial seed point via manual annotation or automatic template matching methods (7). For instance, the methodology proposed by Dizdaro et al. used level-set thresholding to identify an initial seed (12). The work carried out by Zhang et al., which applied active contours started from a seed found via Hessian vessel response (13), can be categorized in the second explained group using a tracking approach to detect vessels. Ali et al. used B-COSFIRE filter blending with adaptive thresholding for binarization of retinal blood vessels (14).

In classifying approaches, mostly ML techniques are taken into consideration. ML methods focus on two sets of features: common between pixels belonging to vessels and those that discriminate between background and vessel pixels. Provision of such pixels can increase the accuracy of a model being trained by artificial intelligence (AI) (15, 16).

On the one hand, practical ML approaches with supervised methods target pixel-based feature maps as training to identify vessel patterns. Various methodologies have been proposed to detect vessels using k-Nearest Neighbors (17), Decision Trees (18), SVM (19), and Neural Networks (20, 21). On the other hand, unsupervised methods employ rule-based algorithms, including filters, gradients, and thresholds for the same classification purpose. For instance, the work presented in (22) employs a neural network trained to model a matched filter.

Traditional ML algorithms and recent deep-learning methods can be listed as the third set of approaches. Recent studies on DL comprise two perspectives, in which the first one addresses retinal vessel detection via pixel-level classification. The later perspective uses DL to achieve semantic segmentation between the two classes of pixels. An instance can be the pipeline of methodologies proposed by Wang et al. (23). They extract a set of required features using DL and latterly distinguish each pixel via Random Forests.

Ensemble learning has also been used in several investigations. Lahiri et al. (24) suggested using an ensemble of stacked denoising autoencoders. Subsequently, the final conclusion is made via voting of a SoftMax layer over autoencoder outputs. In another work, Maji et al. (25) suggested an ensemble of 12 deep Convolutional neural networks (CNN). The final decision is made via performing averaging of the output result of the decision over each pixel. Few studies have targeted DNN and formulated the objective into a pixel-to-pixel classification (26, 27); however, these approaches are underperforming the performance by picking each pixel and deciding the proper class in terms of training or testing. A practical solution has been proposed by Dasgupta et al. (28) in which both training and testing phases are carried out over small retinal patches with an end-to-end perspective. These patches are individual from each other, and hence they can be processed simultaneously.

Wu et al. (29) suggested employing a CNN to extract binary masks followed by a generalized particle filtering technique aiming at retinal vessel tree extraction via a probabilistic tracking framework. Concerning long-range collaborations between pixels, Fu et al. (30) carried out the vessel detection by Conditional Random Field (CRF) developed based on a multi-level CNN model.

Hybrid methodologies can be suggested via a combination of the approaches mentioned above. For instance, the template matching approach can be utilized in the third approach to provide more features for classifying vessels. Studies combine these approaches in sequential order, as template matching has been considered in the preprocessing stage to highlight features that will be used later by the ML approach to discriminate pixels belonging to either retinal tissue or vessel (31, 32). For instance, the work proposed by Gao et al. (33) combines Gaussian matched filter (as a preprocessing stage) with a U-Net CNN to improve vessel detection. In other studies, Zolfagharnasab et al. (34) showed that the Cauchy probability distribution function (PDF) could be a model cross-section of vessels more accurate than the Gaussian. The comparison of Gaussian and the Cauchy curves for generating a template for retinal vessels has been shown in Figure 2.


[image: Figure 2]
FIGURE 2. Comparison of the Gaussian and the Cauchy curves for generating a template for retinal vessels [The image is adapted from (34)].


In this way, the conducted study aims to suggest two main contributions in the pipeline of the work proposed by Gao et al. First, supported by the investigation conducted in (33), we will employ Cauchy PDF instead of Gaussian. Second, a novel feature map will be prepared instead of raw pixel intensities by proposing a new three-channel image. Roy and Sharma presented a Residual Y-net design for retinal vessel detection inspired by U-net that help in Diabetic detection (35). Siddique et al. gave a review of U-Net and its variant techniques for image segmentation and specifically highlighted their applications in retinal fundus image segmentation (36). Yuliang et al. propose a retinal blood vessel segmentation model that combines a multiscale matched filter with a U-Net that has been tested on various available public datasets (37). Shabbir et al. describe different types of ML models for glaucoma detection from fundus image like multiscale, texture feature-based, Segmentation-based, CNN, Ensemble Learning approaches in detail (38). Wang et al. proposed a structure using Dense U-net and the patch-based learning approach for clinical applications (39). Table 1 given below provides a tabular representation of the related work discussed in the literature review section.


Table 1. Related works.

[image: Table 1]



METHODOLOGY

The end-to-end implementation of retinal vessel detection requires introducing a correct set of features per pixel in which the model can find meaningful discrimination between vessels and background. Concerning the intensity of each pixel in the fundus image, I(x, y) can be defined where x and y are the pixel intensity, and I is the content of the pixel intensity reported in the RGB vector. Several studies have suggested a preprocessing step to enhance the brightness of fundus images (29, 40).


Pre-processing

Illustrated in Figure 1, the original fundus images present low-intensity differences among the retina tissue and vessels; therefore, it is proposed to use contrast limited adaptive histogram equalization operation (known as CLAHE) to improve the overall image distinction (1). The CLAHE operation was performed for each color channel to normalize the pixel intensity values image via (1).

[image: image]

Where μ is mean, and σ is the standard deviation of each channel.

Concerning the red nature of blood vessels, since the retina texture is supplied via micro-vessels, the mean intensity of the red channel is mostly higher than other RGB channels. To this end, it has been reported to remove the red channel from the processing of retinal vessels. In contrast, the green channel and the blue one can be used instead to provide more information about the spread of blood vessels. To this end, an initial step comprising the decomposition of the channel is required, and the omitted channel will be replaced with an extra feature channel to highlight the presence of the vessels across the retina texture.



Construction of the Feature Map

As discussed through the literature review, the cross-section can be modeled as a Gaussian curve; however, in (10), it was shown that Cauchy PDF (2) could be fitted better than the traditional Gaussian in case, as they are compared in Figure 2.

[image: image]

Where γ and x stand for scaling parameter (defining the slope of the curve) and pixel intensity, respectively. By selecting non-zero values for x0, the curve peak is shifted horizontally. To generate the bank of filters, γ is chosen as 1, the template curves trunk value (T) is selected 9, while the length value of each template (L) was chosen 8, upon the recommendations for DRIVE dataset in (2).

The template is then rotated every [image: image] to detect vessels in different orientations. To prepare an image for either training or testing, each pixel is first convolved with the bank of filters, and the highest response is stored. Figure 3 depicts an image with its response after the convolution.


[image: Figure 3]
FIGURE 3. (A) Original fundus image and (B) Cauchy matched filter response.


As the red channel was initially removed from the original image, the matched filter response is inserted in the red channel. To prepare the new feature images (Cauchy-G-B) for creating patches. Since there are few training images (20 for the dataset), a total of 500 overlapped 64 × 64 patches have been generated per training image. Besides, data augmentation has been employed via either flipping patches horizontal and vertically. This operation assured that more than 40k patches are available for the training and validation process. However, for testing purposes, the total ROI of each test image is segmented into 64 × 64 patches with no overlap. It assures that as soon as there is a prediction per each patch, they can be regrouped structurally to form the predicted image entirely. The image preparation pipeline and the patches are presented in Figure 4.


[image: Figure 4]
FIGURE 4. Image preparation pipeline, from original Fundus image to feature map patches.




U-Net

The U-Net is widely employed among the different CNN architectures used for retinal vessel detection (41). U-net has been proven to have a promising output in various segmentation approaches, especially in retinal vessel segmentation (3, 4). Concerning the end-to-end training of pixels, it uses multi-level decomposition to incorporate low-level features and multi-channel filtering. On the one hand, employing U-net enhances training useful low-level features. Yet, on the other hand, through the testing, it discards the trained feature, which results in degradation of learning ability.

The employed U-net model is based on a fully connected network structure comprising an input layer, a convolutional layer, a pooling layer, and an up-sampling layer followed by the output layer. Bach to the encoding stage includes four down-sampling steps where there are two convolutional layers and one pooling layer in each. The encoding stage consists of four up-sampling steps, while each one consists of two convolutional layers and one up-sampling layer. The input layer is set to accept patches of the size of 64 × 64 × 3, while the output is designed to generate a 64 × 64 × 1 floating point image. The architecture consists of 32 filters with padding for the size equal to the input for the first and second convolutional layers in the internal layers. The Rectified Linear Unit (ReLU) activation function was used in the whole model except the last layer where SoftMax was employed presented in (3).

[image: image]

where ak(x) stands for the activation in feature channel k at the pixel position of (x, y). The number of classes is shown by K and pk(x) shows the approximated maximum function. The U-net structure is depicted in Figure 5.


[image: Figure 5]
FIGURE 5. U-net structure implemented in this investigation.





RESULTS AND DISCUSSIONS


Database

The DRIVE database contains 40 pictures with 768 × 584 pixels captured digitally via a Canon CR5 camera at 45 fields of view (42). Total seven images show some lesions corresponding to degrees of retinopathy. Besides, binary maps containing manual segmentation of vessels are provided, and masks cover retina boundaries. Unfortunately, the images are provided in a lossy compression format (JPEG), which has affected some small details; however, most researchers have used this dataset as a reference for evaluation. The images are split into two groups, training and test, each containing 20 images with three images presenting retinopathy symptoms.



Implementation Details

We first extracted patches from DRIVE retinal images to train a DL model. Later, we fed them as the input of the designed network and the corresponding label patches obtained from ground truth data. In other words, With the approach used to train a U-net with the end-to-end strategy, the preprocessed patches and their corresponding ground truth extractions were employed to obtain a specific training model for DRIVE database images. Data splitting was carried out by considering 90% of all extracted patches for training and 10% for validation. This strategy has been adopted in several previous studies, including in (42–44), and (33). A total number of 200 epochs were considered for the training process, as well.


Training Details

Adam optimizer was employed to speed up the training process and avoid trapping on local minima while training. It included setting β2 = 0.9 and β2 = 0.999 to handle sparse gradients on noisy (45). While the initial learning rate was set to η = 0.01, and it was set to decrease with the shrinking rate of ηi = 0.9ηi−1 per each 10 epochs when the value of loss function is saturated.

The system configuration used for the training and testing process includes an Intel Core i7-7300 CPU with 64GB of memory. The code was developed in Python 3.7 using Anaconda and Keras as the DL framework and TensorFlow. The preprocessing, including the preparation of multi-channel feature images, was quite fast per each image (<10 s), but instead, each training epoch required more than 2 h to complete.




Evaluation Metric

Retinal vessel segmentation is commonly looked at as a binary classification task. The predicted labels for each pixel are compared with the ground truth classes to fit vessel (positive) or retinal tissue (negative) categories. Binary classification requires determining a true or false class (vessel or retinal tissue) class per pixel. Therefore, a predicted pixel can be represented in four groups:

• True Positive (TP) are those pixels predicted as vessels and belong to vessels in ground truth images (correct prediction).

• True Negative (TN) pixels are predicted as non-vessels and belong to retinal tissue (correct prediction).

• False Positive (FP) indicates the predicted pixels as retinal background but instead belong to vessels (incorrect prediction).

• Finally, False Negative (FN) are non-vessel pixels, but they have been classified as retinal vessels (incorrect prediction).

For the evaluation purposes, the performance of the trained models is obtained through measuring Sensitivity (Sen), specificity (Spc), accuracy (Acc), and Precision (Prc), which are standard approaches for evaluating binary results represented in (4–7).
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In addition, the area under the Receiver Operating Characteristic curve (AUROC) for comparison with contemporary methods is obtained, as well.

The overall output of the proposed method is obtained via the receiver operating characteristic curve (ROC), which reflects the relationship between true positive and false positive rates concerning different thresholds when the network output is mapped into binary classes. For this purpose, global thresholding method with different threshold values was considered for the threshold-sensitive metrics by calculating sensitivity against the false-positive ratio ([image: image]) at various threshold values, and later plotting ROC curve per each FPR and thresholding rate pair. The same strategy is adopted for obtaining the average precision obtained via (7) against the threshold at various threshold values.


Sensitivity Analysis of Global Threshold

To have robust evaluations for metrics that are sensitive to the employed global thresholding method (Acc, Sen, Spc, and Prc), a range of values has been studied threshold values sampled in τi∈{ 0.01, …, 0.99}. The study revealed that the changes in the metrics are slight around τ = 0.5, which shows that this threshold value can be considered to be used for further evaluations.




Discussion and Comparison With Previous Approaches

Based on the obtained results, it can be discussed that the inclusion of an additional feature channel (the Cauchy matched filter response) improved the detection rate of vessels via enhancing vessel contrast against the background. In contrast, this strategy filtered the noisy red channel. Besides, vessels with various diameters were segmented by having a bank of filters at different scales for the matched filter. Vessels with multiple diameters were segmented, which assisted the DL method to improve the proposed classifier.

Concerning the subjective characteristic of manual labeling of the ground-truth data, a detailed visual comparison between the predicted vessel map (Figure 6D) and the ground-truth (Figure 6C) reveals that the proposed method can extract more vessels that had not been labeled before in ground truth images (Figures 6A,B).


[image: Figure 6]
FIGURE 6. The result of the detection: (A) Original fundus image; (B) a thin vessel; (C) the corresponding ground truth map which does not contain the vessel; (D) the thin vessel being detected by the proposed model. The red color square box part in (A) has been reflected by respective identified image in (C) by proposed map. Similarly the red square part reflected in (B) has been identified by red square box part in image (D).


However, since those new extracted vessels are not included in the subjective extracted ground truth images, total TP and TN pixels decreased while FP and FN increased, respectively. Such imbalance labeling has impressed the metrics to approach slightly toward a perfect detection. Hopefully, since the ground truth data is common for all the compared methodologies, they can be evaluated simultaneously. The confusion matrix presented in Figure 7 certifies the details of the evaluation.


[image: Figure 7]
FIGURE 7. Confusion matrix of the evaluation results.


Additional visual comparison asserts that the proposed methods have detected thinner vessels in the central regions on the retina, where vessels are distributed in low density. It is due to the vessels' shape to fit better on the employed Cauchy curve.

Numerical comparison with other approaches (reported in Table 2) certifies the proposed model is ranked among most state-of-the-art methods, based on Sensitivity, Specificity, accuracy, and area under the ROC. However, some methods are ranked higher [such as the one presented in (44)], as they employed octave convolutions to extract multiple-spatial-frequency features aiming to capture retinal vasculatures with different thicknesses. This technique allowed them to improve the U-net structure and, at the same time, take benefit from features to enhance the detection rate significantly. Figure 8 illustrates the AUROC of the proposed method, which shows a bigger area under the curve (0.9805) compared to the baseline model (0.9771) presented by Gao et al. (33).


Table 2. Assessment of the obtained results with contemporary approaches.
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[image: Figure 8]
FIGURE 8. The comparison of ROC curves for retinal vessel detection methods.


Wang et al. Proposed a model that provides an accuracy rate of 0.9511 (39), while the model proposed by Saroj et al. Shows an accuracy rate of 0.9509 (46). Therefore, it can be concluded that the proposed model's accuracy in this paper is superior to existing models.




CONCLUSION AND FUTURE WORK

Targeting retinal vessel detection, this paper offers a novel approach that pools the response of a traditional matched filter with a fully connected U-net network. The uniqueness of the suggested method is to replace the noisy red channel of fundus images with a channel that can provide more vessel details. It is intended since the red blood vessel are barely visible distributed over the red retina tissue. The new pseudo-color image, called a multi-channel feature map, is processed by generating several patches for training via the U-net. The corresponding labels for the training patches are also provided using the ground truth data. This technique accelerates the training process and provides enough data to train the DL model. Evaluation of the results shows that vessel detection can be accomplished with an accuracy of 96.40% and sensitivity around 82%. This difference is seen since thin vessels have been discarded during the subjective annotation of ground truth images. The blue channel of retinal images can be replaced with a Gabor-filter response in future work. The bank of the used filters can be equipped with vessels presented in a variety of widths. Additional channels are also intended to be investigated to assist the DL model in associating the pixel values to the vessel or retinal tissue classes. Last but not least, and through comparison of this work to the other state-of-the-art methodologies, the proposed method shows a promising result highlighting the importance of combining feature maps to improve the detection of retinal vessels via U-net assisted DL approaches.

Gathering large quantities of fundus images is one of the most perplexing in creating strong deep-learning systems. Designing algorithms that can work from restricted data is one solution. Apart from limited images available in public datasets, there is still an opportunity for testing blood vessel segmentation approaches on noisy real-life pathological retinal pictures. The offered model has been tested only on the DRIVE dataset. Still, it can also be tested on the other available datasets to evaluate its accuracy and compare with other models. Also, the proposed model needs to be tested to real-time pathological retinal images.
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Internet of Things (IoT) involves a set of devices that aids in achieving a smart environment. Healthcare systems, which are IoT-oriented, provide monitoring services of patients' data and help take immediate steps in an emergency. Currently, machine learning-based techniques are adopted to ensure security and other non-functional requirements in smart health care systems. However, no attention is given to classifying the non-functional requirements from requirement documents. The manual process of classifying the non-functional requirements from documents is erroneous and laborious. Missing non-functional requirements in the Requirement Engineering (RE) phase results in IoT oriented healthcare system with compromised security and performance. In this research, an experiment is performed where non-functional requirements are classified from the IoT-oriented healthcare system's requirement document. The machine learning algorithms considered for classification are Logistic Regression (LR), Support Vector Machine (SVM), Multinomial Naive Bayes (MNB), K-Nearest Neighbors (KNN), ensemble, Random Forest (RF), and hybrid KNN rule-based machine learning (ML) algorithms. The results show that our novel hybrid KNN rule-based machine learning algorithm outperforms others by showing an average classification accuracy of 75.9% in classifying non-functional requirements from IoT-oriented healthcare requirement documents. This research is not only novel in its concept of using a machine learning approach for classification of non-functional requirements from IoT-oriented healthcare system requirement documents, but it also proposes a novel hybrid KNN-rule based machine learning algorithm for classification with better accuracy. A new dataset is also created for classification purposes, comprising requirements related to IoT-oriented healthcare systems. However, since this dataset is small and consists of only 104 requirements, this might affect the generalizability of the results of this research.

Keywords: non-functional requirements, healthcare, classification, machine learning, requirement document


1. INTRODUCTION

One of the most important tasks of developing high-quality software is gathering the right requirements and ensuring no missing requirements. Often during the process of Requirement Engineering (RE), more attention is given to eliciting the functional requirements than non-functional requirements. This results in the poor quality end product and results in loss of cost, effort, and even failure of the project. Non-functional requirements explain the important quality attributes (1, 2) and constraints (3) that must be implemented in the system. If these requirements are left ignored, the architecture is not designed properly (4). Thus, classifying the non-functional requirements becomes a mandatory task in the RE process for designing the architecture design and performing other related activities accordingly (4, 5). Traditionally, non-functional requirements are identified and extracted manually which is an erroneous process (5, 6) and laborious (7). The non-functional requirements are intertwined with the functional requirements in RE documents, not properly structured. Therefore, proper identification and categorization are required (8). Since the architect needs to know the types of non-functional requirements, non-functional requirements must be classified properly (9). Currently, the trend of using ML algorithms for classifying the non-functional requirements is gaining attention (8). However, there is still a need to classify the non-functional requirements accurately. By using automated techniques, the chance of missing the non-functional requirements is reduced, classification accuracy can be improved, and time and effort are also saved. IoT possesses a vital role in the health care systems of the present era. It includes a set of devices, which help store, process, and transfer data to achieve smart services (10–13). Healthcare systems, which are IoT-oriented, provide monitoring services of patients' data and help take immediate steps in an emergency (14–16). Thus, it is critical to ensure that these smart healthcare systems are extremely secure and perform reliably so that patients' sensitive data is not only kept protected from manipulation and attacks but also transferred entirely and safely in a timely fashion (17–19). In order to ensure that the IoT-oriented healthcare system possesses all these important non-functional requirements, it is necessary to extract all the non-functional requirements from the requirement document of the IoT-oriented healthcare system in the RE phase. Machine learning-based techniques are adopted to implement non-functional requirements in smart health care systems. However, attention needs to be given to the first classification of the non-functional requirements from the requirement document to ensure that non-functional requirements are not missed in the RE phase. By performing this classification task automatically, the chances of missing non-functional requirements will be reduced, and the probability of developing a high-performing and secure IoT-oriented healthcare system will increase (20).

In this research, the main focus is on finding machine learning algorithm and relevant features which helps in the classification of non-functional requirements with higher accuracy. For features extraction, Bag of Words (BOW) and Term Frequency-Inverse Document Frequency (TF-IDF) are adopted. The algorithms considered by this study are Logistic Regression (LR), Support Vector Machine (SVM), Multinomial Naïve Bayes (MNB), K-Nearest Neighbors (KNN), ensemble, Random Forest (RF), and hybrid KNN rule-based ML algorithms. The two main distinct additions here are the ensemble and hybrid classifiers.

The existing studies have limitations. Some studies have reported low performance (1, 6, 21). The types of non-functional requirements considered by some studies are very less (4, 22, 23). The dataset adopted by different studies has a limited number of non-functional requirements (2, 9, 21). Some studies adopted the manual process of validation which may have chances of error (21).

This article makes the following contributions.

• Creation of dataset, which includes requirements related to IoT-oriented healthcare system. The requirements included in this dataset belong to 8 categories: Accuracy, Reliability, Security and Privacy, Performance, Compatibility, Usability, Functional, and Maintainability. The numbers of requirements in this dataset are 104. IoT-oriented healthcare system requirement documents create this dataset (24, 25). Since there are no currently such dataset available that contains labeled requirements related to IoT-oriented healthcare systems, this will serve as an aid for future research purposes in automating the classification of non-functional requirements from IoT-oriented healthcare system requirement documents.

• Development of a novel hybrid KNN rule-based machine learning algorithm, which provides better classification accuracy than traditional machine learning algorithms like SVM, KNN, RF, MNB, LR, and ensemble. This novel hybrid machine learning algorithm helps classify non-functional requirements from IoT-oriented healthcare system requirement documents with an average classification accuracy of 75.9%.

• Provision of features relevant to non-functional requirements that the IoT-oriented healthcare system must possess. These features will help the researchers to create better classifiers by including them in machine learning-based techniques.

This research article is structured in the following manner. Section 2 describes the relevant work conducted earlier in the literature related to the classification of the non-functional requirements. Section 3 describes the research methodology which is adopted in this research. Section 4 shows the experiment portion. Section 5 presents the results and discussion. Section 6 provides the conclusion and highlights possible future directions.



2. LITERATURE REVIEW

In literature, many studies have highlighted the problem of ignored and missed non-functional requirements in the RE process (8, 21). Non-functional requirements are sometimes hidden and not clearly stated, due to which it becomes difficult to identify them, and chances of missing them increase. Initially, more importance is given to eliciting the functional requirements where non-functional requirements are discovered at late stages which results in issues related to architectural design (1–3, 5, 6), cost management (9, 22, 23), time management (4, 5, 7, 23), and risk (26) and quality management (5, 7, 27, 28). The problem extrapolates due to manual identification and classification of non-functional requirements (5). The manual classification is quite a time-consuming and laborious process (22, 29). Search function provided by tools is used by typing keywords and searching, which is an exhaustive process and may lead to missing the non-functional requirement (30). The concept of automating or semi-automating this task gained popularity (7, 27). However, this trend of automating the non-functional requirement classification is still young and requires further research for preprocessing, selecting optimum feature sets, acquiring relevant datasets, and using appropriate ML algorithms (8). Moreover, different studies have worked on different categories of non-functional requirements (8) and they considered different types of documents like Certification Commission for Healthcare Information Technology (CCHIT) Ambulatory requirement document (9), Emergency Department Information Systems Functional Document (31), Mercedes-Benz Specification Document (26), and European Union e-Procurement documents (27) from where the non-functional requirements are extracted. Due to different factors, the classification performance reported by different studies is different, and the comparison is not possible because of the element of biasness. Few studies have managed to report the full process of classifying the non-functional requirements from the requirement document (8). Table 1 shows various techniques which are adopted by different studies for the classification of non-functional requirements.


Table 1. Non-functional requirements classification review.
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2.1. Non-Functional Requirements Classification Using Naive Bayes

One of the techniques to classify the non-functional requirements from the requirement document is by Naive Bayes (5). In this technique, the probability is calculated to classify non-functional requirements. Nine non-functional requirements are focused on, and the PROMISE dataset is used. For evaluation, leave one out cross-validation is performed having 15 iterations. The classifier's performance is very poor precision, which is 12.4%. The classification error of the above classifier indicates that it needs improvement.

Similarly, in another study, the Naive Bayes algorithm is used to classify the non-functional requirement but with Expectation-Maximization (4). Non-functional requirements categories in which the data is classified are 9. The classifier's performance in terms of accuracy is reported to be about 75%.



2.2. Non-Functional Requirements Classification Using Decision Trees

Decision trees are also used to classify the non-functional requirements (22). PROMISE dataset is used, and 10-fold cross-validation is performed for evaluation. The accuracy of classification is 98.56%. The study above has not mentioned the types of non-functional requirements.



2.3. Non-Functional Requirements Classification Using Bagging

Research classifies the non-functional requirements from the requirement document by using machine learning ensemble meta-algorithm Bagging (29). The dataset consisted of 21,969 user reviews. The evaluation is performed using 10-fold cross-validation. The classifier's performance in terms of precision is found to be 71.4% and recall of 72.3%. The non-functional requirements types that are considered by the study are 4. First of all, the types of non-functional requirements considered are only four. Furthermore, the performance of the classifier is relatively low.



2.4. Non-Functional Requirements Classification Using SVM

In one research, a SVM is used to extract the non-functional requirements from the requirement document (23). In the technique, the documents are first preprocessed. After preprocessing, SVM is applied. Cross-validation is applied for validation in which the dataset is divided into subsets, and validation is performed in iterations. One subset is used for validation in each iteration, and the remaining subsets are used for training. The performance of the classifier is evaluated using 6-fold cross-validation. The performance on the PROMISE corpus in terms of precision is 77%. The non-functional requirements types that are considered are 5. In terms of performance, there is still work that needs to be done to increase the precision. The Sequential Minimal Optimization (SMO) algorithm is used for classifying the non-functional requirements from the requirement document (9). First, preprocessing is done on text, then SMO is applied. The evaluation is performed using 10-fold cross-validation. The performance is found to be 72.8% in terms of precision. The precision of the classifier needs improvement.

Another study reported using the SVM algorithm to classify the non-functional requirements from the specification of Mercedes Benz (26). This approach is semi-supervised. Manual evaluation is performed. The performance of the classifier in terms of precision is >60%. The research is done using an automotive industry document; there is no surety about how the classifier performs in other industry specifications. SVM is used by one more study to extract the non-functional requirements (33). In this technique, the documents are first preprocessed, then applied SVM. The performance of the classifier is evaluated using 10-fold cross-validation. PROMISE dataset is used for classification. The non-functional requirements which are considered by the study are only 4. The performance in terms of precision is found to be 78.25%.



2.5. Non-Functional Requirements Classification Using KNNs

One of the studies focused on classifying security-related requirements (31, 34, 35). In the study, first preprocessing is done, then KNN is applied. The types of security requirements into which the sentences are classified are 7. The evaluation is performed using 10-fold cross-validation. The classifier's performance in terms of precision is found to be 82%. The above study focused on only security-related requirements, not other non-functional requirements.

In literature, another study used KNN to classify the non-functional requirements (27). In the article, first, the text is preprocessed, then KNN is applied. The classifier's performance is found to be 97.73% in terms of precision. The datasets used for evaluation contain requirement documents with 57 and 88 non-functional requirement sentences. The data set used for validation has a minimal number of non-functional requirements.

One of the research used the KNN algorithm concept to classify the non-functional requirements (32). The dataset used for classification is the PROMISE dataset. The classifier's performance is evaluated by iterating 14 times using different threshold values. The classifier's performance in terms of precision is found to be only 50.65%.



2.6. Non-Functional Requirements Classification Using LR

Logistic regression is used by research to classify non-functional requirements (7). This algorithm works based on the probability function. The data set used the PROMISE_exp dataset. The types of non-functional requirements considered for classification purposes are 11. The classifier's performance is calculated by performing 10-fold cross-validation, only 75% in terms of precision.



2.7. Non-Functional Requirements Classification Using Convolutional Neural Network (CNN)

One study proposed CNN for classifying the non-functional requirements from the requirement document (30). We focus on a total of 5 non-functional requirements. The text is first preprocessed in the study, then CNN is applied. A PURE dataset which consists of 1,247 requirement sentences, is used. The classifier's performance is calculated by performing 2-fold cross-validation, and it is found to be 92.2% in terms of precision.

Similarly, various techniques are proposed to ensure the security of IoT-oriented health care systems. One technique proposed is based on a machine-learning algorithm that uses a biometric framework for ensuring the security of sensitive data (36). In this technique, electrocardiogram (ECG) signals are used to extract the features used by a machine-learning algorithm. The proposed system is based on a multilayer perception model, where in order to secure the signal and protect it from possible interference, a secure communication channel is developed. The authentication process is carried out in the testing phase by considering unique generated EIs from the ECG and coefficients from polynomial approximation.

One study highlights the usage of the biometric cryptosystem (BCS) for ensuring security (37). The proposed approach considers Artificial Neural networks (ANN) to analyze the signal energy variations of implanted devices. The inertial measurement units (IMU) are fixed inside the implanted devices, which help detect signal energy changes. In this technique, ANN is trained so that the first sensor is placed on the chest, and then signals are processed by the algorithm. ANN in the proposed technique comprises three layers: an input layer, an output layer, and a hidden layer comprising 10 hidden nodes. The security is achieved by a 128-bit key generated by gait cycles. This key is difficult for hackers since it cannot be achieved by a modern attacking mechanism like dictionary attacks.

In research study, a novel machine learning-based security framework is proposed to detect malicious activities in healthcare systems (38). The proposed framework named Health Guard is developed by considering four machine learning algorithms: KNN, RF, Decision Trees, and ANN. The malicious activities are detected by observing the vital signals of the implanted devices and then correlating the vitals to identify the variations in the patient body. The classifiers are developed by training using nine databases of eight smart implantable devices and by considering activities, among which 7 are normal user activities, and five are disease-related. The validation process is conducted by testing through only three threats: denial of Service (DoS) attacks, tempered medical devices, and false data injection.

The literature review reflects the limitations of the current study. The performance of some techniques is quite average (1, 6, 26). The non-functional requirements classes considered by some studies are very few (4, 23, 31). The dataset contains limited non-functional requirement sentences for training and testing purposes (2, 3, 9). Studies have mostly considered classifiers, which are developed using single machine learning algorithms (8). Different combinations of hybrid and ensemble classifiers are barely considered.




3. RESEARCH METHODOLOGY

In order to find the relevant features and determine the ML algorithm that achieves better accuracy for the classification of non-functional requirements, the research answers the following research questions:

• RQ.1. Which features help to increase the accuracy of non-functional requirement classification?

• RQ.2. Which machine learning algorithm classifies non-functional requirements with better accuracy?

The research method used for the validation of the ML algorithm is experimentation (39). Experimentation is a systematic method that involves observation, manipulation, and control to generate accurate and reliable results. It is used to study the cause-effect relationship and prefers standardizing tools for maintaining control and achieving precision. It helps develop automatic techniques and evaluate the accuracy of classifying the non-functional requirements while controlling variables like data used for classification, number of non-functional requirements to be classified, and validation method adopted. Simulation, which is similar to experimentation, is not adopted because of the unavailability of its immense requirements to simulate the technique correctly and because of more chances of uncertainty in results due to its abstract nature (40).

PROMISE_exp dataset is used for classification (7). This dataset contains requirements from real projects, and it is the expanded form of the existing PROMISE dataset. The use of a large dataset also helps in generalizing the results (7). Eleven non-functional requirements are chosen for classification: Availability, Legal and Licensing, Look and Feel, Maintainability, Operability, Performance, Scalability, Security, Usability, Fault Tolerance, and Portability. These non-functional requirements are the common non-functional requirements in many projects and are also misclassified and ignored due to their ambiguous nature (41). The ambiguity level is reduced in this research by using features relevant to non-functional requirements. In addition to this, the PROMISE_exp dataset also supports learning on these types of non-functional requirements (7).

Bag of Words and TF-IDF are used separately to answer the first research question and find the relevant features. The reason for using these methods for finding relevant features is that they work well for classifying the non-functional requirements (7, 8). Moreover, both methods cover different weighing features, and experimenting with both methods helps find more relevant features. BoW ignores the sequence of words; however, in the case of non-functional requirement classification, some algorithms can work well irrespective of the order of the information. BoW method weighs the features according to their number of occurrences in all documents (29) while the TF-IDF method gives more weight to those features which have less overall frequency but more frequency in a specific document (4, 7). Some highly relevant features are also added to help rule-based learning, part of the hybrid KNN-rule based ML algorithm.

To answer the second research question and find the ML algorithm that helps classify non-functional requirements with better accuracy, LR, SVM, MNB, KNN, the ensemble made from these algorithms, RF and hybrid KNN-rule based ML algorithms are applied. The reason for choosing these ML algorithms for classifying the non-functional requirements is because these supervised ML algorithms perform better than unsupervised or semi-supervised ML algorithms (8). The algorithms are also selected while keeping in front the dataset, which is used to classify non-functional requirements. To evaluate the accuracy of these classifiers, 10-fold cross-validation is performed. The reason for choosing this method of evaluation is that it helps in producing more accurate and unbiased results (4, 23). Furthermore, many studies adopt 10-fold cross-validation method which helps in comparing the results without bias (4, 5, 7, 23). The steps to the classification of non-functional requirements are given in Figure 1.


[image: Figure 1]
FIGURE 1. Steps of classifying non-functional requirements.


Internet of Things plays a crucial role in the health care systems of the modern era. It provides a facility to monitor, control, and prevent diseases by collecting and processing health-related data through sensors (42). Since these health care systems are critical, it is important to ensure that they work efficiently, encompassing all the required non-functional requirements. Health care systems have compromised performance or security, resulting in the loss of critical health data and even threats and attacks by hackers, which may affect the life of patients (17). An IoT-oriented health care system generally has three layers, which are the perception layer, fog layer, and cloud layer (43–45). The layered architecture is shown in Figure 2. The perception layer includes actuators or devices that help collect sensory data. The fog layer processes the data to produce the required response quickly. The Cloud layer deals with storing the data and big data analytics (44).


[image: Figure 2]
FIGURE 2. The architectural design of Internet of Things (IoT) oriented Healthcare non-functional requirement classification.



3.1. Dataset Description

In this research, the PROMISE_exp dataset (46) is used for the classification of non-functional requirements. This dataset is the expanded form of the original PROMISE dataset, which comprised only a total of 625 labeled requirement sentences (21). The expanded form contains more labeled requirement sentences including 444 functional requirements and 525 non-functional requirements (7). The 11 types of non-functional requirements are distributed among the sentences in an unbalanced fashion. Table 2 shows the formulation of this dataset.


Table 2. Number of requirements per class.

[image: Table 2]

The labeled requirements are distributed in the following manner: availability: 31, security: 125, usability: 85, look and feel: 49, legal and licensing: 15, maintainability: 24, operability: 77, performance: 67, scalability: 22, fault tolerance: 18, portability: 12, and functional requirements which are 444 in number. Figure 3 below shows the distribution of the labeled requirement sentences.


[image: Figure 3]
FIGURE 3. Distribution of requirement classes.




3.2. Text Preprocessing

Text preprocessing is the first step in which the data is cleaned to remove redundant and less relevant features (8). In-text preprocessing, first, the data is normalized. During normalization, natural language text is first converted to lower case, then non-alphabetical characters, symbols, and punctuation are removed. Tokenization is performed after normalization, in which text is converted to tokens. Then in the next step, the stop words are removed, which are also less relevant features. Finally, words are lemmatized in which they are converted to their root form in order to remove extra features (7).



3.3. Feature Extraction

Feature extraction is the second step in which the preprocessed data is converted into vectors. To extract the features, BoW and TF-IDF are applied. The description of both techniques is given below.


3.3.1. Bag of Words

Bag of Words is a simple technique in which the words are converted into a numerical format based on their number of occurrences. Each feature gets its value equal to the number of times it appears in the requirement sentence. The vector of requirement sentence ‘j’ is represented in Equation 1.

[image: image]

In Equation 1, xi, j represents the weight of the feature which is calculated on the basis of the occurrence of ‘i’ in the requirement ‘j’, whereas ‘n’ represents the total number of words (7). When the vectors are created, they are given as an input to the ML algorithms in the next step.



3.3.2. Term Frequency-Inverse Document Frequency

In this technique of vectorization, two metrics play their role. The first metric is the Term Frequency (TF) which represents the number of times a particular word occurs in a requirement. The second metric is the Inverse Document Frequency which is achieved by dividing a total number of requirement sentences by the requirement occurrence number for each word and then applying a logarithmic function on the output (47). Below is the mathematical representation of TF-IDF.

[image: image]

In Equation 2, tfi, j shows the frequency of the term i in the requirement j, where idfi is the Inverse Document Frequency of ‘i’ which is mathematically represented as Equation 3:

[image: image]
 


3.4. Machine Learning Algorithms

The machine learning algorithms LR, SVM, MNB, KNN ensemble, RF, and hybrid KNN-rule based ML algorithms are applied to vectorized data. The classifiers are constructed not only by using the monolithic concept but also ensemble and hybrid are also considered since they yield better results according to literature (8).



3.5. Evaluation

The performance of the classifiers in terms of accuracy is evaluated using 10-fold cross-validation (7). In 10-fold cross-validation concept, the training set is divided into ten subsets of data which are of almost the exact sizes, and then testing takes place in 10 iterations, wherein each iteration, one fold which comprises 10% of the dataset is left for testing and other nine folds which comprises 90% of the dataset are used for training. In this way, each sample of the data is used once in both training and testing (30). The purpose of performing 10-fold cross-validation is to reduce the chance of biasness in results. In this research, the metric ‘Accuracy’ is considered to get an overall idea of the correct classification made by the classifier. Accuracy of the classifier is the measure of how many correct predictions are made by the classifier in contrast to a total number of predictions as shown in Equation 4.

[image: image]

Where TP represents the predictions correctly identified as positive, TN represents those correctly identified as negative.




4. EXPERIMENT

In order to implement the technique and perform the experiment, the Anaconda tool is used. PROMISE_exp dataset is obtained and converted into CSV format to process by the tool. The data is first preprocessed in order to remove useless features. In the first step of data preprocessing, the text is normalized. In the next step, the sentences are converted into tokens. Then in the next step, the stop words are removed. Then in the final step of text preprocessing, words are lemmatized and converted to their root form to remove extra features. After preprocessing, the data is vectorized using BoW and TF-IDF.

For classification of non-functional requirements, 7 ML algorithms are considered, which are LR, SVM, MNB, KNN, ensemble, RF, and hybrid KNN-rule based ML algorithms. The Hyperparameter of the classifiers is tested and set manually by checking their performance. The performance is evaluated in terms of accuracy by using 10-fold cross-validation.

The work in this research differs from the recent study (7) in the sense that this study considers more ML algorithms like RF, Ensemble, and hybrid KNN-rule based ML algorithm. Moreover, the relevant features are also added to increase the performance in terms of accuracy.

The non-functional requirements of an IoT oriented health care system generally include security (17, 42, 44) privacy interoperability, scalability, reliability (17, 44), accuracy, usability (17), performance (17, 44, 48), and maintainability (48). The system must possess these non-functional requirements since missing any critical non-functional requirement results in severe loss of healthcare data and other threats to patients' lives. Thus it is important to extract and classify all the non-functional requirements from the requirement document to be implemented accordingly in the IoT-oriented healthcare system. The manual process of extracting the non-functional requirements is erroneous and laborious. To avoid missing non-functional requirements, this research aims to adopt a machine learning-based approach to automatically classify the non-functional requirements from the IoT-oriented healthcare system's requirement document.

To implement the automatic technique, experimentation is performed. First dataset is created, comprising of functional and non-functional requirements of IoT-oriented health care systems (24, 25). This dataset contains requirements belonging to 8 classes: Accuracy, Reliability, Security and Privacy, Performance, Compatibility, Usability, Functional, and Maintainability. The dataset obtained is then preprocessed. IoT-oriented healthcare systems' requirement sentences are first normalized in the preprocessing stage. The text is converted to lower case in normalization, and punctuation marks and non-alphabetical characters are removed. In the second phase of preprocessing, the text is converted into tokens. In the third phase of preprocessing, stop words are removed. In the fourth phase, lemmatization converts the words into their lemma or dictionary format. After text preprocessing, vectorization is performed using TF-IDF. The features extracted by TF-IDF are then used to create classifiers by applying a machine learning algorithm. The machine learning algorithms adopted in this experiment are SVM, LR, KNN, MNB, RF, Ensemble, and hybrid KNN-rule based machine learning algorithm. For evaluation of classifiers performance, 10-fold cross-validation is performed.



5. RESULTS AND DISCUSSION

This section presents the experimentation results, which are conducted to find out the relevant features that increase the accuracy of classification of non-functional requirements (RQ1) and explore the ML algorithm, which performs better in terms of accuracy for classification of non-functional requirements (RQ2).


5.1. Relevant Features for Non-Functional Requirements Classification

In the experiment stage, two feature extraction techniques are adopted: BoW and TF-IDF. After preprocessing of text and extracting the features with the help of vectorization techniques, the top relevant features which are obtained from both the techniques are shown in Table 3. Furthermore, some coding is also performed to add more features.


Table 3. Top relevant features.

[image: Table 3]

In addition to these features obtained by the vectorization techniques, the features which are added according to the relevancy of the type of non-functional requirement are shown in Table 4. These added features helped achieve an accuracy as high as 85% on average, as can be seen, which is achieved by the hybrid KNN rule-based ML algorithm.


Table 4. Additional relevant features.

[image: Table 4]

The performance of the ML algorithms when fed with the features is shown in Figure 4. Figure 4 highlights the effect of BoW and TF-IDF on the classification accuracy of ML algorithms. In the hybrid KNN rule-based ML algorithm application, TF-IDF outperforms BoW to extract more relevant features and provide more accurate results. In the case of the ensemble, BoW provides more relevant features. BoW also outperforms TF-IDF in extracting more relevant features when applied LR and MNB. In the case of SVM and KNN, the features extracted by TF-IDF proved to be more relevant. Both BoW and TF-IDF provide similar accuracy with RF.


[image: Figure 4]
FIGURE 4. Classification accuracy with Bag of Words (BoW) and Term Frequency-Inverse Document Frequency (TF-IDF).




5.2. Machine Learning Algorithm With Higher Accuracy

The second research question (RQ2) is about finding the ML algorithm that provides more accurate results than others classifying non-functional requirements. In Figure 5, the accuracy provided by all the 7 ML algorithms is illustrated in trend line fashion when BoW is used. There are a total of 10 iterations along which the accuracy is highlighted. The accuracy provided by the hybrid KNN rule-based ML algorithm is the highest overall. The accuracy of the ensemble drops at iteration 3, but overall, it provides almost average classification accuracy compared to the hybrid classifier. On the other hand, LR provides better accuracy than the ensemble overall but is still lower than the hybrid classifier's accuracy. SVM does not show good classification accuracy and performs low overall compared to other ML algorithms except KNN. The classification accuracy provided by MNB is low compared to hybrid and LR overall but still better than other ML algorithms. KNN provides the least good accuracy compared to other ML algorithms overall. RF performs better in terms of accuracy overall than SVM and KNN.


[image: Figure 5]
FIGURE 5. Accuracy of machine learning algorithms with BoW.


In Figure 6, the classification accuracy of all ML algorithms is shown when TF-IDF is adopted. The hybrid KNN rule-based ML algorithm outperforms all other ML algorithms in providing better classification accuracy. Compared to other ML algorithms, ensemble only proved to perform better than MNB in providing better accuracy overall. LR provides better accuracy than MNB, SVM, and ensemble overall, while SVM provides better classification accuracy than just ensemble and MNB. The classification accuracy provided by MNB is low overall compared to all other ML algorithms. KNN, in this case, provides better accuracy than other ML algorithms except for hybrid. RF performs lower in accuracy than hybrid and KNN but provides better classification accuracy overall than other ML algorithms.


[image: Figure 6]
FIGURE 6. Accuracy of machine learning algorithms with TF-IDF.


The classification results in terms of accuracy are shown in Tables 5, 6. The result in Table 5 clearly shows that hybrid KNN-rule based ML algorithm outperforms other ML algorithms by achieving an average accuracy of 0.778 with BoW. As a result of its nature, a hybrid classifier considers the usage of rules constructed with relevant features, which helps in the classification of non-functional requirements more accurately. Similarly, Table 6 also shows that the highest classification accuracy among all the ML algorithms is achieved by the hybrid KNN-rule based ML algorithm, which is 0.857 accuracy on average. The results show that by using TF-IDF for feature extraction and hybrid KNN-rule based ML algorithm for classification, an average accuracy of 85.7% can be achieved, which is quite promising.


Table 5. Classification accuracy of ML algorithms using BoW.
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Table 6. Classification accuracy of ML algorithms using Term Frequency-Inverse Document Frequency (TF-IDF).

[image: Table 6]

Table 5 shows the average classification accuracy of ML algorithms in 10 iterations when BoW is applied. The hybrid KNN-rule based ML algorithm achieves the highest average classification accuracy, which is 77.8%.

The results of experimentation using IoT-oriented healthcare requirement documents are shown in Table 7. Table 6 shows the average classification accuracy of ML algorithms in 10 iterations when TF-IDF is applied. The hybrid KNN-rule based ML algorithm achieves the highest average classification accuracy, 85.7%.


Table 7. Classification accuracy of ML algorithms for IoT oriented healthcare requirements.

[image: Table 7]

The results show that the hybrid KNN-rule based machine learning algorithm outperforms others by showing average classification accuracy of 75.9%. In existing studies, many machine learning-based techniques are adopted to classify the non-functional requirements from the requirement document. However, to our knowledge, this is the first research that solely focuses on IoT-oriented healthcare system requirement documents to classify the non-functional requirements automatically. The automatic technique proposed in this research classifies the non-functional requirements with reasonable accuracy, enabling the development of an excellent IoT-oriented healthcare system.

Certain limitations are present in the approach presented by this research. First, the dataset adopted is minimal and contains only 104 requirements, which may affect the generalizability of the results of this research. Second, the non-functional requirements related to IoT-oriented healthcare systems covered by this research are only 7 in number. Third, the machine learning algorithms considered by this research for classification of non-functional requirements from IoT-oriented healthcare system requirement document are only 7, including only one ensemble and hybrid algorithm and five supervised machine learning algorithms. This research does not cover neural Networks, Semi-supervised or unsupervised machine algorithms.




6. THREATS TO VALIDITY

This section presents the possible threats which affect the validity of this research. The steps taken to mitigate the effect of threats are partially highlighted.


6.1. Construct Validity

Construct validity refers to the concept that defines the degree to which the variables measures accurately what they are supposed to measure (41). Many studies consider this measure for measuring the performance of classification, and it is believed to capture the aspect of performance required. In this research, the standard measure “Accuracy” is adopted to measure classifiers' performance.



6.2. Internal Validity

Internal validity is related to measuring the extent to which the experimental results are derived from the data and not any unconsidered variables (29). In this research, a threat is considered related to the over-fitting of test data on the machine learning algorithms. The effect of this threat is mitigated by using 10-fold cross-validation.



6.3. External Validity

External validity refers to the extent to which the results of this research apply to other settings (29). In this research, the domain and size of the dataset affect the external validity of this research. This threat is mitigated partially by selecting the PROMISE-exp dataset (46), which contains requirement sentences from the software domain, and contains more requirements than the existing PROMISE dataset.




7. CONCLUSION AND FUTURE DIRECTIONS

Non-functional requirements are essential in the RE process since they play an essential role in driving the software architecture and determining the product quality. Since these requirements are written in natural language and often get twined up with the functional requirements, they are often missed or ignored. In order to overcome the difficulties caused due to human manual processes and inadequate tools, this research has focused on using ML algorithms for the automatic classification of non-functional requirements. Since this task of non-functional requirements classification has to be performed accurately, this study has focused on finding relevant features and ML algorithms that can perform this task with great accuracy. In this research, BoW and TF-IDF are used for feature extraction. Further, some features are also added for increasing the accuracy. The ML algorithms adopted in this research are LR, SVM, MNB, KNN, ensemble, RF, and hybrid KNN-rule based ML algorithms. The types of non-functional requirements considered are 11. The dataset used for classification is the PROMISE_exp dataset. In order to compare the accuracy of classifiers created by different ML algorithms and features, experimentation is considered. The experiment results show that by using TF-IDF for extracting the features and hybrid KNN-rule based ML algorithm for classification, an average accuracy of 85.7% can be achieved, which is a pretty excellent performance. It is noteworthy that the accuracy level achieved by this study is higher than the accuracy achieved by a recent study (7) on the PROMISE_exp dataset. Automatic classification of non-functional requirements using high-performing ML algorithms and relevant features helps the Requirement Engineers accurately classify the non-functional requirements. It saves their critical time by using fewer advanced tools and adopting human manual processes.

The research for using the machine learning approach for automatic classification of non-functional requirements with better performance is still in progress. The literature noted that the studies barely consider hybrids and ensembles to classify non-functional requirements. In the future, further study can be done to increase the size of the dataset and incorporate more types of non-functional requirements. Further attention can also be given to creating more custom classifiers by using different combinations of ML algorithms.
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The study aimed to explore the risk factors of effects of patients with vascular mild cognitive impairment (VaMCI) through functional magnetic resonance imaging (fMRI). In this study, 62 patients were selected from the department of neurology, admitted to Changzhi People's Hospital from October 1, 2018 to February 1, 2020. Patients with VaMCI were defined as the VaMCI group according to Clinical Dementia Rating (CDR), and subjects with normal cognitive function were defined as the normal control (NC) group. All patients underwent fMRI to identify the amplitude low-frequency fluctuation (ALFF) and regional homogeneity (ReHo) values, and to analyze their association with VaMCI. The results showed that the VaMCI group had lower scores for Mini-mental State Examination (MMSE), Montreal Cognitive Assessment (MoCA), and their subitems (visual space and execution, recall, attention and computation, and language ability) than NC group, with statistical differences (P < 0.05). In VaMCI group, the brain regions with increased ALFF values were the left temporal lobe, left parietal lobe, right temporal lobe, right parietal lobe, and posterior cingulate gyrus. Of them, the left parietal lobe and right temporal lobe were negatively correlated with the recall score on MMSE scale (r = −0.216, r = −0.132, P < 0.01). In VaMCI group, the brain regions with decreased ReHo values were the left temporal lobe, occipital lobe, and left middle temporal gyrus. Of them, the left temporal lobe and occipital lobe were positively correlated with MoCA score (r = 0.473, r = 0.848, P < 0.01). In conclusion, VaMCI patients have cognitive impairment and abnormally increased spontaneous brain activity, especially in the left parietal lobe and the right temporal lobe. At rest, VaMCI patients show decreased whole-brain ReHo in the left medial temporal lobe and occipital lobe. Hypertension is a high-risk factor for cognitive impairment in VaMCI patients. The study can provide a theoretical basis for early diagnosis of VaMCI.
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INTRODUCTION

Cerebrovascular diseases are a main factor causing vascular cognitive impairment (VCI) (1, 2). With the population aging, the incidence of VCI increases significantly, second only to Alzheimer's disease (3–5). Similar to other cognitive diseases, VCI is characterized by gait, emotion, behavior, and urination disorders (6, 7). Cognitive impairment in an early stage is often overlooked, while it is difficult to treat once it develops to the late stage, such as dementia (8). Vascular mild cognitive impairment (VaMCI), as a prodromal stage of VCI, is closely related to executive dysfunction (9, 10), so early detection of VaMCI is particularly important.

Currently, the clinical diagnosis of VaMCI mainly relies on neurological function evaluation and imaging examination. Of many diagnostic methods, artificial intelligence-based imaging is of great significance for early diagnosis of VaMCI (11–14). With the continuous improvement of modern medical technology, artificial intelligence (AI) technology is gradually introduced into fMRI and plays an important role. AI can mine effective imaging information from big data, providing convenience for doctors in the diagnosis and treatment of cerebrovascular diseases (15–18). The fMRI imaging technology is now widely used to explore the mechanism of cerebrovascular cognitive function by detecting the activity of brain neurons. When different activities occur, both vascular cognitive function and neuronal activity have corresponding changes (19). Artificial intelligence-based fMRI technology features non-invasiveness, repeatable and high spatial resolution. It is an important means to study the neural mechanism of VCI patients (20–23). However, there are few studies to use fMRI technology to diagnose VaMCI, and the related research is still in the exploratory stage at present.

In this study, case data and fMRI data of patients in the department of neurology and the department of physical examination, admitted to Changzhi People's Hospital from October 1, 2018 to February 1, 2020, were collected, to identify the ALFF and ReHo value, and to analyze their association with VaMCI, expected to provide a basis for the early diagnosis of cerebrovascular diseases.



MATERIALS AND METHODOLOGY

In this study, the subjects underwent fMRI to identify the ALFF and ReHo values, and to analyze their association with VaMCI, aiming to explore the risk factors of VaMCI by fMRI combined with neuropsychology under artificial intelligence.


Basic Information of Research Subjects

Case data and fMRI data of patients in the department of neurology and the department of physical examination, admitted to Changzhi People's Hospital from October 1, 2018 to February 1, 2020, were collected. Thirty two patients were in the VaMCI group according to the diagnostic criteria of CDR and the Guidelines for the Diagnosis and Treatment of Vascular Cognitive Impairment in China in 2019 (24). A total of 30 healthy patients without memory loss were in the NC group. The subjects in the NC group had no other related disorders that might affect cognitive function.

Inclusion criteria: 1. patients with complete case history and fMRI data; 2. acute cerebrovascular diseases did not occur within at least 1 year; 3. patients diagnosed with VCI as per the criteria of the Guidelines for the Diagnosis and Treatment of Vascular Cognitive Disorders in China in 2019; 4. there were cerebrovascular risk factors, and no evidence of cerebrovascular diseases such as hydrocephalus, intracerebral hemorrhage, lacunar cerebral infarction, and leukodystrophy from fMRI; and 5. other intracranial lesions were excluded, such as: tumor, trauma, infection or surgery.

Exclusion criteria: 1. Intracranial vascular color doppler ultrasound, head fMRI or head CT angiography showed intracranial vascular stenosis of more than 50%; 2. patients with abnormal neurological diseases such as Parkinson's disease, brain tumor, and encephalitis; 3. patients unable to complete the examination due to moderate aphasia, depression, or mental disorder; 4. patients with genetic microvascular diseases; and 5. patients with a history of major depression, drug, alcohol, or drug dependence.



Neurological Function Evaluation

The environment was quiet where the patient was tested. The test scales include MMSE, MoCA, Activities of Daily Living (ADL), and CDR (25), factoring into subitems such as memory, numeral symbol conversion, attention and computational power, visual space and executive function, recall power, orientation, language ability, and abstract ability. Neurological function evaluation was performed by neurologists with years of experience.



MRI Examination

MRI scanner used the Siemens verio 3.0T computer. The patient was in a supine position with his head in his hands. The patient should breath peacefully but not to think or fall asleep. For patients unable to cooperate in the MRI examination, chloral hydrate can be taken orally for sedation. The patient was scanned for conventional horizontal position, axial T2WI, vector T1WI, coronary T2, and fluid attenuated inversion recovery (FLAIR) images, and scanning parameters are set as follows:

I.  Conventional scanning: scanning voltage of 120 kV, current of 150mA, with T1WI repetition time (TR) of 1800 ms, time of echo (TE) of 25 ms, T2WI (TR/TE = 2800/75 ms), FLAIR (TR/TE = 7500/120 ms), matrix 525 × 525, scanning layer thickness of 4 mm, and layer spacing of 5 mm.

II. fMRI scanning: TR/TE = 1800/30 ms, matrix 70 × 70, scanning layer thickness of 3 mm, layer distance of 1 mm. there are a total of 250 time points in 10 min.



Pretreatment and Analysis of fMRI Image Data

The MRI data are processed by Statistic parameter Mapping (SPM8) software of Matlab platform, and the specific steps are shown below (26).

I.     Data conversion: SPM8 software converts the original data Dicom into NII format.

II.    Time correction: all images are obtained at the same time to eliminate the influence of time difference on the data.

III.   Head motion correction: during the scan, the patient's breathing and heartbeat will have certain influence on the head, so it is necessary to keep head motion within a maximum shift of 3 mm.

IV.   Space standardization: due to brain morphology differences, space standardization is required. The volume size is set as 3 × 3 × 3 mm for resampling.

V.     Spatial smoothing: spatial processing with 4 × 4 × 4 mm full width at half maximum (FWHM) is performed to suppress high frequency signal and image noise.

VI.   De-linear drift and low frequency filtering: in order to eliminate baseline drift, it is necessary to remove linear drift, and the frequency band of 0.01~ 0.09 hz is used for low-frequency filtering to remove high-frequency interference.

VII. Calculation of ALFF: the ALFF value indicates the activity of voxel in the brain, which is positively correlated with spontaneous brain activity. DPARSF software is used to calculate the average amplitude value between 0.01 and 0.09 Hz.



Calculation of ReHo

A high ReHo value indicates consistent local neuron signal activity and a low value indicates decreased consistency. The ReHo value of each voxel is obtained by computer analysis, and the ReHo values of all brain regions can form a complete ReHo diagram.



Statistical Analysis

SPSS13.0 statistical software is used to analyze and process all experimental data. The count experimental data are expressed as a percentage (%) and the measurement data are expressed as mean ± standard deviation ( ± s). The χ2 test is used for the gender and education background analyses of the patients. T-test is used for age comparison between the two groups. The fMRI data are processed by DPARSF and SPM8 software, and the differences in ALFF and ReHo are analyzed by t-test. SPSS Pearson software is employed to analyze the correlation between ALFF, ReHo with MMSE, MoCA. P < 0.05 indicates statistically significant differences.




RESULTS


Basic Information

Figure 1 showed the gender and age of patients in NC group and VaMCI group. In the NC group, there were 17 males (56.7%) and 13 females (43.3%). In the VaMCI group, there were 18 males (56.3%) and 14 females (43.7%). The χ2-test results showed no significant differences in gender (P > 0.05). The subjects in NC group were aged between 45–85 years old and averaged 65.3 ± 9.38; the patients in VaMCI group were aged between 50–88 years old, and averaged 69.54 ± 7.23. There was no significant difference in age after t-test (P > 0.05). The basic information was comparable in gender and age (P > 0.05). In terms of the education background of the two groups, 5 cases of illiteracy in NC group accounted for 16.7%, 6 cases of primary school accounted for 20%, 13 cases of junior high school accounted for 43.3%, and 6 cases of higher education accounted for 20%. In VaMCI group, 3 cases of illiteracy accounted for 9.4%, 4 cases of primary school accounted for 12.5%, 15 cases of junior high school accounted for 46.9%, and 10 cases of higher education accounted for 31.2%. The χ2-test showed no significant difference in educational background (P > 0.05).


[image: Figure 1]
FIGURE 1. The basic information. (A) The age and gender; (B) the education background.




The Medical History and Family History

Figure 2 showed the medical history and family history of patients in NC group and VaMCI group. In NC group (30 cases), 10 cases of hypertension accounted for 33.3%, 8 cases of diabetes accounted for 26.7%, 8 cases of heart disease accounted for 26.7%, 9 cases of hyperlipidemia accounted for 30%, and 3 cases with a family history of dementia accounted for 10%. In VaMCI group (32 cases), there were 17 cases with hypertension (53.1%), 15 patients with diabetes (46.9%), 15 patients with heart disease (46.9%), 7 patients with hyperlipidemia (21.9%), and 0 patients with a family history of dementia. The number of hypertension patients in VaMCI group was significantly higher than that in the control group (*P < 0.05).


[image: Figure 2]
FIGURE 2. Medical history and family history. There was a statistically significant difference in hypertension between the VaMCI group and the control group (*P < 0.05).




MMSE and Subitem Scores

Figure 3 showed the MMSE and subitem acores of patients in NC group and VaMCI group. The total MMSE scores of VaMCI group were (24.11 ± 1.01), the subitem scores were (2.01 ± 1.34) for spatial and executive ability, (1.12 ± 1.5) for recall ability, (4.52 ± 1.3) for attention and computational ability, and (1.22 ± 1.3) for language ability, all of which were lower vs. the NC group, where the total MMSE score was (27.46 ± 1.23), and the subitem scores were (4.2 ± 2.33) for spatial and executive ability, (4.33 ± 1.21) for recall power, (5.89 ± 1.44) for attention and computational ability, and (2.45 ± 0.99) for language ability (P < 0.05). There was no statistically significant difference in memory and orientation between the NC group and the VaMCI group (P > 0.05).


[image: Figure 3]
FIGURE 3. MMSE and subitem scales. The comparison between the NC group and the VaMCI group was statistically significant, *P < 0.05. a-MMSE; b-visual space and execution; c-memory; d-recall power; e-attention and computation; f-language ability; g-orientation.




MoCA and Subitem Scores

Figure 4 showed the MoCA and subitem scores of patients in NC group and VaMCI group. The total MoCA score of VaMCI group was (20.78 ± 1.52), the subitem scores were (2.01 ± 1.51) for spatial and executive ability, (1.79 ± 1.22) for recall power, (4.66 ± 1.67) for attention and computational ability, and (1.29 ± 1.01) for language ability, all of which were lower vs. the NC group, where the total MoCA score was (27.01 ± 1.12), and the subitem scores were (4.08 ± 1.61) for spatial and executive ability, (4.3 ± 1.89) for recall power, (5.89 ± 2.1) for attention and computational ability, and (2.61 ± 1.3) for language ability (P < 0.05). There was no statistically significant difference in memory and orientation between the NC group and the VaMCI group (P > 0.05).


[image: Figure 4]
FIGURE 4. MoCA and subitem scores. The comparison between the NC group and the VaMCI group was statistically significant *P < 0.05. a-MMSE; b-visual space and execution; c-memory; d-recall power; e-attention and computation; f-language ability; g-orientation.




The fMRI Characteristics

Table 1 showed the ALFF value of each brain region in the VaMCI group. When the number of continuous volume pixel is greater than 50, the cluster is defined as a brain region, as shown in Figure 5. Compared with the NC group, there were 7 clusters with increased ALFF values in VaMCI group, which were located in the left temporal lobe, left parietal lobe, right temporal lobe, right parietal lobe, and posterior cingulate gyrus, with statistical significances (P < 0.05). No statistical differences were noted in brain areas of the left occipital lobe and the right occipital lobe (P > 0.05), and there was no brain area with abnormally decreased ALFF.


Table 1. Numerical analysis of ALFF in each brain region of VaMCI group.

[image: Table 1]


[image: Figure 5]
FIGURE 5. fMRI images to show ALFF. The blue area represented the brain areas with increased ALFF in VaMCI group, the orange area represented the brain areas negatively correlated with the scale score, and the color bar represented the size of T value.




ReHo Values

Also, the cluster is defined as a brain region when the number of continuous voxels is greater than 50, as shown in Figure 6. Table 2 showed the ReHo value of each brain area in VaMCI group. Compared with the NC group, there were 6 clusters with decreased ReHo values in VaMCI group, which were located in the left temporal lobe, occipital lobe, and left middle temporal gyrus, with statistical differences (P < 0.05). No statistical difference was noted in the left inferior temporal gyrus, left Para hippocampal gyrus, and insula (P > 0.05). There were 4 clusters with increased ReHo values, which were the left superior temporal gyrus, the right frontal lobe, the left frontal lobe, and the left inferior frontal gyrus (P < 0.05).


[image: Figure 6]
FIGURE 6. fMRI images to show ReHo. Compared with the NC group, the blue area represented the brain areas with decreased ReHo value in VaMCI group, the orange area represented the brain areas negatively correlated with the score, and the color bar represented the size of T value.



Table 2. Numerical analysis of ReHo in different brain regions of VaMCI group.

[image: Table 2]



Spontaneous Brain Activity and Cognitive Impairment in VaMCI Group

The correlation between the ALFF value and MMSE score was analyzed. As shown in Figure 7, the right temporal lobe and the left parietal lobe were negatively correlated with the recall power of MMSE scale (r = −0.216, r = −0.132, P < 0.01), and the difference was statistically significant.


[image: Figure 7]
FIGURE 7. Correlation of ALFF with recall power of MMSE scale [(A)-right temporal lobe; (B)-left parietal lobe]. There was a significant difference, P < 0.01.




Correlation of ReHo With Cognitive Impairment

The correlation between the ReHo value and the MoCA score was analyzed. As shown in Figure 8, the ReHo in the left temporal lobe and occipital lobe was positively correlated with the recall power of the MoCA scale (r = 0.473, r = 0.848, P < 0.01), and the difference was statistically significant.


[image: Figure 8]
FIGURE 8. Correlation analysis between ReHo and MoCA score [(A)-left temporal lobe; (B)-occipital lobe]. There was a statistical significance, P < 0.01.





DISCUSSION

VCI has a serious impact on human health and life. VCI at an early stage is often ignored thanks to mild symptoms. When it develops into dementia, it is already too late and difficult to treat. Therefore, early detection of VaMCI is particularly important (27). In this study, case data and fMRI data based on AI technology of patients in department of neurology and department of physical examination, admitted to Changzhi People's Hospital hospital from October 1, 2018 to February 1, 2020 were collected. The total MMSE score of VaMCI group was (24.11 ± 1.01), the subitem scores were (2.01 ± 1.34) for spatial and executive ability, (1.12 ± 1.5) for recall ability, (4.52 ± 1.3) for attention and computational ability, and (1.22 ± 1.3) for language ability, all of which were lower vs. the NC group, where the total MMSE score was (27.46 ± 1.23), and the subitem scores were (4.2 ± 2.33) for spatial and executive ability, (4.33 ± 1.21) for recall power, (5.89 ± 1.44) for attention and computational ability, and (2.45 ± 0.99) for language ability (P < 0.05). There was no statistically significant difference in memory and orientation between the NC group and the VaMCI group (P > 0.05). It indicated that VaMCI patients had cognitive impairment, consistent with previous research (28). The total MoCA score of VaMCI group was (20.78 ± 1.52), the subitem scores were (2.01 ± 1.51) for spatial and executive ability, (1.79 ± 1.22) for recall power, (4.66 ± 1.67) for attention and computational ability, and (1.29 ± 1.01) for language ability, all of which were lower vs. the NC group, where the total MoCA score was (27.01 ± 1.12), and the subitem scores were (4.08 ± 1.61) for spatial and executive ability, (4.3 ± 1.89) for recall power, (5.89 ± 2.1) for attention and computational ability, and (2.61 ± 1.3) for language ability (P < 0.05). There was no statistically significant difference in memory and orientation between the NC group and the VaMCI group (P > 0.05). It indicated that memory and orientation in VaMCI group were less impaired than other subitems. Studies have confirmed that the damage of subfrontal cortical neurons in the brain was the main cause of VaMCI (29).

In this study, the ALFF value of fMRI image was used to study the local spontaneous brain activity of patients in VaMCI group. Compared with the NC group, there were 7 clusters with increased ALFF values in VaMCI group, which were located in the left temporal lobe, left parietal lobe, right temporal lobe, right parietal lobe, and posterior cingulate gyrus, with statistical significances (P < 0.05). No statistical differences were noted in brain areas of the left occipital lobe and the right occipital lobe (P > 0.05), and there was no brain area with abnormally decreased ALFF. It showed that the spontaneous activity was increased in the left temporal lobe, the left parietal lobe, the right temporal lobe, the right parietal lobe, and the posterior cingulate gyrus in the rest state of patients in VaMCI group. The right temporal lobe and the left parietal lobe were negatively correlated with recall power on MMSE scale (r = −0.216, r = −0.132, P < 0.01). The parietal lobe played an important role in controlling visual movement, eye movement, and attention (30). The analysis of ALFF in VaMCI group showed that the temporal lobe and the Para hippocampal gyrus were closely related to memory, and that episodic memory was mainly impaired in early VaMCI period.

Compared with the NC group, there were 6 clusters with decreased ReHo values in VaMCI group, which were located in the left temporal lobe, occipital lobe, and left middle temporal gyrus, with statistical differences (P < 0.05). No statistical difference was noted in the left inferior temporal gyrus, left Para hippocampal gyrus, and insula (P > 0.05). There were 4 clusters with increased ReHo values, which were the left superior temporal gyrus, the right frontal lobe, the left frontal lobe, and the left inferior frontal gyrus (P < 0.05). Temporal lobe and occipital lobe are important brain areas involved in the subcortical circuits of the brain. The middle temporal gyrus is involved in cognitive and memory functions (31), and the occipital lobe is responsible for processing of language, motion sensation, and abstract concepts (32). Chen et al. used fMRI to study the ReHo value of VaMCI patients in resting state. The findings were consistent with the conclusions in this study (33), indicating that the spontaneous brain activity was reduced in these areas mentioned above, reflecting the overall cognitive impairment of patients to a certain extent. In a word, VaMCI patients have cognitive impairment and abnormally increased spontaneous brain activity, especially in the left parietal lobe and the right temporal lobe. At rest, VaMCI patients show decreased whole-brain ReHo in the left medial temporal lobe and occipital lobe. Hypertension is a high-risk factor for cognitive impairment in VaMCI patients. The study can provide a theoretical basis for early diagnosis of VaMCI.



CONCLUSION

In the study, the fMRI was performed on subjects to identify the ALFF and Reho values and to analyze their association with VaMCI. It can be concluded that VaMCI patients have cognitive impairment and abnormally increased spontaneous brain activity, especially in the left parietal lobe and the right temporal lobe. At rest, VaMCI patients show decreased whole-brain ReHo in the left medial temporal lobe and occipital lobe. Hypertension is a high-risk factor for cognitive impairment in VaMCI patients. However, some limitations in the study should be noted. The sample size is small, which will reduce the power of the study. In the follow-up, an expanded sample size is necessary to strengthen the findings of the study. All in all, the study can provide a theoretical basis for early diagnosis of VaMCI.
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Background: Along with the popularization of the new medium of interpersonal communication, many researchers have found that the use of social media has brought about many mental health problems. For example, the virtual nature, vulnerability, and uncertainty of online communication lead to reduced online trust, causing interaction anxiety (IA). The data footprints left on the Internet are processed by malicious elements for big data, leading to the leakage of personal privacy data, bringing content sharing anxiety (SAC) and privacy concern anxiety (PAC), which are all typical forms of online social anxiety. In the face of this situation, analyzing the influence of online social networking on the social psychology of university students and guiding it has become an inevitable issue in the Internet era.

Methods: Learning from the classification of family environment, a self-administered family process factor questionnaire and the Social Anxiety Scale for Social Media Users (SAS-SMU) were used to investigate the online social anxiety of Guangxi University students. The study used SPSS26.0 and Stata for data analysis and descriptive statistics, ANOVA, t-test, and linear regression analysis were used to explore the relationship between family process factors and online social anxiety of the university students.

Results: The results showed that except for parental supervision (p > 0.05), the effects of interparental relationship, parent-child relationship, sibling relationship, and family atmosphere on university students' online social anxiety were statistically significant and showed positive correlations (F/t = 6.64, 3.53, 4.15, 5.94; p < 0.05). Multiple linear regression analysis showed that university students' total online social anxiety score = 36.914−4.09 × good parental relationship−4.16 × good family atmosphere−3.42 × good sibling relationship.

Conclusions: Based on the family systems theory, it is suggested that a comprehensive intervention should be conducted for the coupled system (parental relationship) and sibling system (non-only child's sibling relationship) in the family and focus on the protective factors of parental harmony, sibling relationship harmony, and relaxed family atmosphere. In the specific implementation method, the collaborative shared healthcare plan (CSHCP) can be used to strengthen remote family emotional interaction and avoid Internet addiction. For university students with online social anxiety disorders, their personal health records (PHRs) can be maintained permanently and safely using the Star File System (IPFS), in addition to the convenience of IPFS data extraction, which is more conducive to the timely and long-term tracking treatment of anxious university students.
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INTRODUCTION

With the development of the Internet, there are at least two different forms of modern human interaction activities, namely, real face-to-face interaction in the traditional social presence space and non-face-to-face network interaction in the absence of field cyberspace. As a new form of social interaction, network interaction is changing the way people interact socially and has become an important way of interpersonal communication. The 2020 Digital Report, published by We Are Social, shows that more than 4.5 billion people use the Internet, and social media users have surpassed 3.8 billion (1). According to the 46th Statistical Report on the Development Status of the Internet in China released by the China Internet Network Information Center (CNNIC), Chinese Internet users reached 940 million by June 2020. The scale of instant messaging users reached 99.0% of the overall Internet users (2). It can be said that socializing through the Internet has become the most important form of human interaction.

Along with the popularization of the new medium of interpersonal communication, many researchers have found that the use of social media has brought about many mental health problems. For example, the virtual nature, vulnerability, and uncertainty of online communication lead to reduced online trust, causing interaction anxiety (IA). Social networking data is maliciously collected and leaked by people with the help of big data technology, resulting in content sharing anxiety (SAC) and privacy concern anxiety (PAC) among network users. Online social anxiety is a significant and persistent emotional response of worry, fear, and avoidance behavior to one or more interpersonal situations in the interpersonal exchange of information and emotions based on the Internet and mediated by computers (3). Basic performance behaviors are fear of interacting with others, fear of embarrassing oneself with the content shared, fear of chatting with others online, and fear of others making negative comments about oneself because of the content shared, etc.

As the main group of social media users, university students are troubled by “uncertainty,” “social addiction,” and privacy leakage while gaining access to various convenient services brought by the Internet, thus, giving rise to online social anxiety. In the face of this situation, it has become an inevitable problem to analyze the influencing factors of university students' online social networking and guide it. As a result, this article will select university students in Guangxi as the research object and take family process factors as the link to empirically analyze the family process factors of online social anxiety in university students in order to provide guidance for the treatment and behavioral improvement of online social anxiety.


Progress of Research on Social Anxiety in Adolescents Guided by Family Systems Theory

American scholar M. Bowen and his collaborator M.E. Kerr's family systems theory (4, 5) considers the family as a “grouped emotional body” that is the result of the interaction between the “father-mother-child” triangle in which individuality or separateness and togetherness or fusion are intertwined—individuality (or separateness) and togetherness (or fusion). Individuality and togetherness are two important balancing agents in the family system. The former seeks independence, while the latter seeks family belonging. Ideally, the family relationship is one in which these two forces are in balance. In this case, family members have their own independence and maintain close ties with each other. Suppose the family relationship is too close and the children are too emotionally involved with their families. In that case, the children will have low levels of Emotional Fusion and Differentiation and will be less independent. Conversely, if they are too distant, they have high levels of Emotional Fusion and Differentiation and are too independent. Both of these imbalance models produce dysregulation of the nuclear family emotional management system, where children need to pay constant attention to their parents' demands and emotional performance, are unable to think and act according to their own needs, are under high tension for long periods of time, have excessive emotional stress intensity and become increasingly attached to becoming independent, resulting in interpersonal difficulties within the family. Suppose individuals respond to the emotional needs of others by choosing to cluster or choosing Emotional Fusion and Differentiation in a fragmented way. In that case, they will develop anxiety and show anxious behavior.

Bowen's family systems theory has provided new research ideas for adolescent clinical psychology research. Based on this theory, many scholars have examined the mechanisms by which family systems interact with each other in the psychogenesis and development of adolescents, especially providing a new analytical framework for exploring the influence of parent-child relationship quality on the psychosocial adjustment of family members. Drawing on Bowen's family systems theory, Williams (6) further generalized the family environment into non-process and process factors based on the presence or absence of family members' interactions. The non-process factors refer to the members' own characteristics or inherent characteristics of the family environment, which mainly include static factors, such as family structure, family socioeconomic status, primary provider, primary caregiver, and parents' own characteristics (7). Process factors refer to the interactions between members within the family system and the family climate formed by the interactions that mainly include the couple relationship, parenting, parent-child relationship, non-only child sibling relationship, and the family climate formed by them.

Chinese and foreign scholars have conducted a large number of studies on the effects of family non-process factors on social anxiety. They mainly involve the effects of gender (8, 9), family structure (10), grade level (11), and family economic and social status (12, 13) on social anxiety. The influence on family process factors involves parenting style (14, 15), family closeness (16), family function (17, 18), and parental conflict (19–22). Compared to the non-process factors that influence social anxiety, which are difficult to change, the process factors can be effectively guided and have more plastic value for the benign development of social anxiety. However, from the general status quo of research on family factors of social anxiety at this stage, family process factors are either done as single-factor research, which is in-depth but lacks systematicity, or put into family factors as grand unified research, which does not make specialized distinctions and lacks in-depth insight. Specifically, no directly relevant domestic and international literature has been retrieved on the empirical study of helping university students overcome online social anxiety through the improvement of family process factors.




MATERIALS AND METHODS


Study Participants

From September 2021 to October 2021, Guangxi Police College, Guangxi Foreign Language Institute, Nanning College, and Guangxi International Business Vocational and Technical College were selected. The anonymous questionnaire test was conducted with the informed consent of the subjects, and the information of the subjects was kept strictly confidential. A total of 2,400 questionnaires were distributed, and 2,373 valid questionnaires were returned, with a valid recovery rate of 94.6%. The age range was 18–22 years old, with 1,125 men (47.4%) and 1,248 women (52.6%). There were 995 people from rural areas, accounting for 41.9%, and 1,378 people from urban areas, accounting for 58.1%. As for the structure of majors, 1,350 students were studying literature, history, and finance, and 1,023 students were studying science and agriculture, accounting for 56.9 and 43.1%, respectively. In terms of grade structure, the numbers of freshmen, sophomores, juniors, and seniors were 503, 657, 797, and 416, accounting for 21.2, 27.7, 33.6, and 17.5%.



Research Method

The online social anxiety scale was adopted from the Social Anxiety Scale for Social Media Users (SAS-SMU) revised by Wang (23), which was validated and revised based on the online SAS-SMU established by Alkis et al. in Turkey. It consists of three dimensions with 15 entries, and the three dimensions are SAC, PAC, and IA. The 5-point Likert scale was used (not at all, rarely, sometimes, often, and completely), with higher scores indicating a more severe degree of online social anxiety (24). The Cronbach α = 0.928 in this survey.

Family process factors include (1) parent-child relationships (poor, fair, and good), and problem behavior theory suggests that a good parent-child relationship will increase their regular behaviors with a corresponding decrease in problem behaviors. (2) Interparental relationships (poor, fair, and good), family dynamics theory suggests that if an individual is in a deteriorating family relationship, it will lead to poor socialization of the child (25). (3) Family climate (poor, fair, and good), research has shown that the more harmonious the family climate is perceived by adolescents, the less they engage in problem behaviors. (4) Parental supervision (rarely, occasionally, and often), according to Jessor's problem behavior theory, the higher the level of support and control (especially from parents) perceived by adolescents, the less likely they are to engage in problem behaviors (26). (5) Sibling relationship (poor, fair, and good).



Data Collection

The survey was conducted by the Public Foundation Department of Guangxi Police College and some students used the actual test. Before the survey, the investigators were trained in a unified manner. In the survey, arranged quality control personnel in the field are responsible for answering possible problems to the survey respondents in a timely manner. The surveyors are responsible for recovering and reviewing the completeness of the completed questionnaires (27). The study used SPSS 26.0 and Stata for data analysis; descriptive statistics, one-way ANOVA, t-test, and linear regression analysis were used to explore the relationship between family process factors and online social anxiety of university students. P < 0.05 indicates that the difference is statistically significant.




STATISTICAL ANALYSIS


Descriptive Analysis of Family Process Factors of Guangxi University Students

There were 322 (13.6%) only children and 2,051 (86.4%) non-only children among 2,373 university students. The numbers of non-only children's families with poor, fair, and good sibling relationships were 29 (1.41%), 317 (15.5%), and 1,720 (83.1%). The numbers of poor, moderate, and good parental relationships were 161 (6.78%), 640 (27%), and 1,572 (66.25%). The frequency of family supervision was rarely, occasionally, and often for 72 (3%), 1,520 (64.1%), and 781 (32.9%). Those with poor, average, and good parent-child relationships were 31 (1.3%), 692 (29.2%), and 1,650 (69.5%). Poor, fair, and good family atmospheres occurred in 531 (22.4%), 1,330 (56%), and 512 (21.6%).



Differential Analysis of Family Process Factors of Online Social Anxiety

Table 1 shows, except for parental supervision (p > 0.05), that the effects of interparental relationship, parent-child relationship, sibling relationship, and family atmosphere on online social anxiety in rural university students were statistically significant and showed positive correlations (F/t = 6.64, 3.53, 4.15, 5.94, p < 0.05).


Table 1. Differential analysis of family process factors of online social anxiety (n = 2,373).
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Multiple Linear Regression Analysis of Online Social Anxiety

The total score of the online social anxiety scale of university students was used as the dependent variable. The five family process factors of parental relationship, parental supervision, parent-child relationship, sibling relationship, and family atmosphere were used as independent variables for multiple linear regression analysis. First, the covariance test was conducted, the VIF values were all <10, and there was no covariance between the variables. Total anxiety score = 36.914−4.09 × good parental relationship−4.16 × good family atmosphere−3.42 × good sibling relationship, i.e., the total anxiety score was on average 4.09 points lower when comparing good and poor parental relationships. The average total anxiety score was 4.16 points lower when comparing good and poor family atmospheres. The average total anxiety score was 3.42 points lower when comparing good and poor sibling relationships (refer to Table 2).


Table 2. Multiple linear regression analysis of online social anxiety (n = 2,373).
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DISCUSSION AND SUGGESTIONS


Risk Factors and Protective Factors in Family Process Factors Affecting Online Social Anxiety of University Students

The results of the study showed that parental relationship, family atmosphere, and sibling relationship influenced Guangxi University students' online social anxiety, where parental friendship, sibling friendliness, and family harmony were protective factors for Guangxi University students. The opposite were risk factors. That is, the more parents punish and control when educating their children, the stronger the domestic violence environment, and the more family conflicts, the higher the incidence of university students' online social anxiety. On the contrary, good parental and sibling relationships and high intimacy in the family are protective factors to reduce the incidence of Guangxi University students' online social anxiety.

The risk factors among the family process factors that triggered or increased the online social anxiety of university students were poor parental relationships, poor sibling relationships in non-one-child families, and overall family climate disharmony. From the viewpoint of family systems theory, these risk factors occur in the coupled system (high conflict between spouses and strong violent environment) and sibling system (unfriendly sibling relationship), leading to children's overall perception of poor family climate playing a role in online social anxiety of university students' promoting effect. It is clear from this that the risky effects of negative family environments occurring in multiple family subsystems are significant, and it is evident that online social anxiety of university students is not the result of the action of a single system in the family but maybe the result of multiple risk systems acting together.



Suggestions From the Perspective of Family Systems Theory

According to stress-coping theory, one of the main reasons that adolescents face a variety of risk factors during their development and only a minority of them end up with problems is that these risk factors do not act on the same adolescent at the same time. Adolescents' own psychological abilities (e.g., mental toughness, high self-efficacy, etc.) counteract the negative consequences of negative factors, a principle that is also valid for online social anxiety. If an adolescent grows up with only one risk factor, such as poor parental relationship or weak parental supervision, or sibling tension, the likelihood of online social anxiety in adolescents is low. However, when many risk factors, such as poor parental relationship, sibling disharmony, and family tension, act on adolescents at the same time, there is a high probability that online social anxiety will occur (28).

Developmental psychopathology suggests that the development of social adjustment problems in individuals is influenced by several factors that increase the risk of developing mental illness, while some factors protect individuals from physical and mental illness. Since the occurrence of online social anxiety is the result of a combination of risk factors, the more risk factors there are for online social anxiety interventions, the more protective factors there are to counteract the risk factors. The results of this empirical analysis of the factors influencing the online social anxiety of Guangxi University students showed that the total anxiety score of good parental relationships was on average 4.09 points lower than that of poor parental relationships. The average anxiety score of a good family atmosphere was 4.16 points lower than that of a poor family atmosphere. The average anxiety score of a good sibling relationship was 3.42 points lower than that of a poor sibling relationship, which were the protective factors of family process factors in reducing online social anxiety. A healthy developing adolescent has a positive support system, while a poorly developing adolescent has a negative support system behind him or her. In addition, there is a pattern of “good together and bad together” between the systems.

Although online social networking makes up for the deficiency of public real interpersonal communication to a certain extent. However, due to the virtuality, vulnerability, and uncertainty of the network, coupled with the proliferation of information, interpersonal overload, and privacy security of online social media, online social networking is mostly superficial and lacks depth, and personal emotional needs cannot be met, which promotes the emergence of online social anxiety and indulges it. As the most important place for emotional breeding and cultivation, the family should become a warm home to avoid and overcome the online social anxiety of university students. Based on the empirical analysis of this thesis, to intervene in the online social anxiety of university students, on the one hand, we need to intervene in the support system behind university students comprehensively. In terms of family process factors, we need to intervene in the coupled system, parent-child system, and sibling system in the family as a whole and improve the education and guidance mechanism of protective factors. On the other hand, when we intervene, we can also seize the key points and key links in the system. In the specific implementation method of correcting network anxiety through family, a generalized collaborative framework named collaborative shared healthcare plan (CSHCP) gives us a great idea to correct online social anxiety of university students (29). It is a CSHCP framework for daily life activity recognition and can be used for remote coordination and communication between family members to enhance emotion and avoid addiction to the network. This is more suitable for college students who leave their families to study. For college students with online social anxiety, their personal health records (PHRs) can be maintained using the Star File System (IPFS) (30), and they can access their records online and make targeted corrections at any time.




CONCLUSION

Family is not only an extremely important environment in the process of individual psychological development and even the formation of psychological quality but also the main influencing factor of individual personality characteristics and mental health. Based on this, the thesis makes some tentative enquiries into the relationship between family process factors and online social anxiety. Although the statistical value of the sample survey cannot infer the overall trend quantitatively, the survey results of the sample can explain some overall characteristics: that parental relationship, family atmosphere, and sibling relationship influenced online social anxiety of university students. To intervene in the online social anxiety of university students, on the one hand, we need to intervene in the coupled system, parent-child system, and sibling system in the family as a whole and improve the education and guidance mechanism of protective factors. On the other hand, we can also concentrate on the key points and key links in the family process system. Because this study is affected by the randomness of the sampling survey and the limitation of the number of questionnaires, and the understanding of online social anxiety will be more or less subjective, the conclusion of the study is not suitable for popularization and needs further verification. Finally, it is hoped that through the relevant elaboration of the family factors of online social anxiety, the public can pay attention to family harmony.
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Congenital syphilis (CS) remains a threat to public health worldwide, especially in developing countries. To mitigate the impacts of the CS epidemic, the Brazilian government has developed a national intervention project called “Syphilis No.” Thus, among its range of actions is the production of thousands of writings featuring the experiences of research and intervention supporters (RIS) of the project, called field researchers. In addition, this large volume of base data was subjected to analysis through data mining, which may contribute to better strategies for combating syphilis. Natural language processing is a form of knowledge extraction. First, the database extracted from the “LUES Platform” with 4,874 documents between 2018 and 2020 was employed. This was followed by text preprocessing, selecting texts referring to the field researchers' reports for analysis. Finally, for analyzing the documents, N-grams extraction (N = 2,3,4) was performed. The combination of the TF-IDF metric with the BoW algorithm was applied to assess terms' importance and frequency and text clustering. In total, 1019 field activity reports were mined. Word extraction from the text mining method set out the following guiding axioms from the bigrams: “confronting syphilis in primary health care;” “investigation committee for congenital syphilis in the territory;” “municipal plan for monitoring and investigating syphilis cases through health surveillance;” “women's healthcare networks for syphilis in pregnant;” “diagnosis and treatment with a focus on rapid testing.” Text mining may serve public health research subjects when used in parallel with the conventional content analysis method. The computational method extracted intervention activities from field researchers, also providing inferences on how the strategies of the “Syphilis No” Project influenced the decrease in congenital syphilis cases in the territory.

Keywords: text mining, public health, congenital syphilis, content analysis, “no syphilis” project


1. INTRODUCTION

Syphilis is a sexually transmitted disease (STD) that surfaced in Europe in the late 15th-century (1, 2). While this condition is preventable, curable, and usually treatable with penicillin injections, it remains a global health security threat. In addition, syphilis is the second major cause of adverse pregnancy outcomes, including neonatal death (3–6). That fact raises the syphilis epidemic as a neglected problem that poses considerable challenges to many health systems.

Although there is an effective therapy to combat the infectious agent, Treponema pallidum, measures to control and prevent the disease require that health care systems integrate many levels of care. That includes planning and deploying preventive and therapeutic interventions for all stages and types of syphilis in different population groups. In sum, the infection is relatively simple to treat if diagnosed at an early stage but difficult to control among populations (3, 4).

In 2016, the World Health Organization (WHO) launched an initiative to eliminate congenital syphilis (CS). Its goal was that CS case counts would not exceed 50 cases per 100,000 live births in 80% of countries (7). However, the overall rate was 473 cases per 100,000 live births in this very period (8). In Brazil, rates of reported CS outnumber those of other nations, with 880 cases per 100,000 live births in 2017, thus representing an Average Annual Percent Change (AAPC) of 60.38% (8).

Confronted by the growing syphilis epidemic, the Ministry of Health (MoH) and governing bodies of Brazil's Unified Health System (SUS) developed a national project for implementing and integrating a syphilis response into healthcare networks (9). The "Syphilis No!" Project (SNP), as it was titled, represented the instrument with which the MoH implemented a public health response to reduce syphilis in pregnant women (SIP) and eliminate congenital syphilis in Brazil. It has been in progress since 2018 and is built on two cornerstones: (1) actions with a universal scope and (2) specific actions in priority areas. Specific actions were developed in 100 municipalities the Ministry of Health considered a priority due to the high burden of CS (9, 10).

A team of field researchers carried out the specific actions in line with the five thematic areas of the project (Surveillance, Management and Governance, Integral Care, Education, and Communication) to qualify the local response on syphilis. It seems clear that describing the work of RIS in the priority areas renders substantive material to support analyses on the impact of interventions and their associations as a tool to induce health policy responses to syphilis.

The “LUES Platform” was one of the resources of the project. It was developed and used to monitor field researchers' activities. In such a digital platform, the researchers entered reports or individual texts related to their activities in the territory. Nonetheless, well beyond the need to interpret data on the project's associations in the territory, it is clear that research approaches that interpret textual production (e.g., content or thematic analysis) pose challenges. This is closely related to the scarcity of consolidated methods for using and processing large volumes of text.

Theorists like Bardin (2011) have discussed computers' relevance and practicality to deepen content analysis techniques, as long as researchers prepare unambiguous instructions. From this standpoint, content analysis automation can occur in varying degrees (total or partial). That implies direct consequences on the analytic practice, such as increased speed, increased rigor in research setup, and the potential for complex data manipulation, and so on (11).

An additional challenge for research done with sheer volumes of text data is to objectively interpret structures that aid in understanding the impact of work included on reports available on digital platforms, or at least to attempt to do so. Thus, it would take years to analyze such types of data through conventional manual methods. To address this issue, there are software-related strategies for text analysis that are typically applied in the healthcare field (12).

However, the currently available software is insufficient for monitoring strategic intervention activities. This mostly happens because they produce limited information that does not consider textual modeling (13). Such software limits the ability of researchers to handle the results generated safely. In addition, there are several difficulties in interpreting the word processing in such programs (13).

As the use of Artificial Intelligence continues to expand across many healthcare fields, machine learning algorithms (MLA) for big data analysis and modeling started to emerge (14, 15). In this vein, the text mining technique has the potential to provide consistency in the interpretation of text monitoring strategies, as well as a reliable treatment for the rendering of word form n-grams (16). However, the strategy of using text mining techniques to identify the main intervention activities in large national projects, such as the “Syphilis No!” Project, has not been found within the current literature.

Incorporating text and data mining (TDM) and the content analysis method into research involving large volumes of data has the potential to support evaluative studies (17). Further, it can supplement indicators that assess the effectiveness of work processes and their performance, which will further assist public health strategies toward interventions dealing with challenges similar to congenital syphilis. Therefore, with the aid of a set of algorithms – which make up a computational method applied to text mining – it is possible to identify which intervention activities developed by the RIS may have spurred public health policy strategies in the territory. In other words, strategies that point to a significant reduction in CS cases.

This article considers that the “Syphilis No!” Project has been contributing to syphilis cases reduction in Brazil. Our assumption is that field researchers' practices demonstrate the link between the goals of the project and the management of syphilis in the territory. Furthermore, their activities could have potentially influenced the indicators of syphilis in priority municipalities.

Hence, this article's scope is to analyze the connections amid the goals of the “Syphilis No!” Project and the content presented by the field researchers by using computational methods that apply text mining algorithms–in addition to discussing the role of such connections as health public policy drivers.


1.1. Related Works

We consider it adequate to briefly quote some studies that use computational methods, whether NLP methods or techniques based on Machine Learning (ML) to differentiate our use of Natural Language Processing. The analysis aimed to identify applications in several areas related to health. El Kah and colleagues studied a large volume of data produced through the implementation of an electronic patient record system (18). To efficiently handle these complex data, researchers employed NLP to extract patterns and elements of interest. By Valentim et al. (19) studied a similar Stochastic Petri Net Model describing the relationship between reported maternal and congenital syphilis cases in Brazilaspect; however, in a different field of application, i.e., the Virtual Learning Environment of the Brazilian Health System (AVASUS). In that example, the goal was to identify the writing style for authorship recognition using NLP methods. In (20), it was possible to find some methodological similarities regarding the work developed by Rocha et al. (21). Machine Learning methods enabled an optimized and more accurate analysis of text content and regular expressions. In our case, applying neural networks also proved to be a feasible way to work with NLP and TDM techniques.

Accordingly, the Clinical Record Interactive Search (CRIS) is another work applied in healthcare by means of content analysis. This work is developed within the context of large volumes of clinical data provided by the South London and Maudsley Trust. Its focus was to search for highly relevant elements in unstructured text, and for this purpose, NLP proved to be particularly important. Such practice prompted access to relevant results about the clinical status of patients.

Thus, it was observed that nearly 7,500 people affected by schizophrenia presented with a clinical picture of negative symptoms, which often leads to impaired cognitive ability, disordered thinking, and lack of concentration. Thus, NLP approaches were proposed, which enabled obtaining a more assertive context from the documents (22).

Regarding electronic patient records, the high volume of these records always stands out, especially when health information systems are centralized. Therefore, computational methods applied to content analysis can significantly contribute to this field, especially in patients' clinical histories studies.

Some studies focus on ubiquitous data acquisition, such as the work developed by Javed et al. (23). Such a study was underpinned by a generic, intelligent, autonomous, and collaborative Internet of Things (IoT) architecture. The proposed model is based on smartphones and machine learning. One of its most potent contributions is sharing health-related information, which can be used in comparative analysis. Furthermore, the ubiquitous model proposed in this study fosters the centralization and production of large volumes of data. Therefore, computational methods, especially regarding content analysis, can be of much value to measure, both quali- or quantitatively, the behavior of users of collaborative health settings, where the main objective is to evaluate the daily activities of these users.

These research efforts were applied in different contexts in the health field, yet they all used computational methods, whether NLP methods or techniques based on Machine Learning (ML). The studies in question approached aspects of patient care and were applied in clinical settings. However, computational methods were used in different contexts in all the studies, which indicates a fertile ground for scientific research and diverse applications. It is noteworthy that none of the studies listed used Natural Language Processing or Machine Learning to evaluate the impact of public health policies, which is one of the main contributions of this article.




2. MATERIALS AND METHODS

According to Bardin (11), content analysis is a set of methodological tools that, being continuously perfected, can be applied to varying types of text. These tools underscore the development of data categories and ratify how relevant it is to understand the significance of the context in which analyzed items have been applied (11).

The primary function of content analysis is to unravel the critic about a particular discourse (11). It can be done qualitatively or quantitatively. In the first approach, the analysis is performed both systematically and analytically. Hence, a researcher reviews themes or categories of analysis through conceptualization, data collection, analysis, and interpretation. In the second, the search is oriented for the quantification of content as to predetermined categories; and it is conducted in a systematic and replicable manner (11, 24).

In both approaches, the goal is to infer knowledge about the semantics of the prevailing discourse in the data or its message. In this study, we adopted a qualitative-quantitative approach. This stems from the fact that such an approach mixes TDM techniques and a conceptualization of the extracted discourse–with a theoretical basis that seeks to understand the intervention activities–from the perspective of public health in the territory. In this context, the theoretical basis that served as a contributing factor in determining this research's development steps was inspired by Bardin (11), and it is characterized into three main stages, namely: (i) pre-analysis; (ii) exploring the materials: text mining; and (iii) analysis of Obtained Results: Inference and Interpretation, implemented in the Python programming language version 3.7.

These steps were essential to the development of this work. Given the volume of texts produced by the field researchers, the text mining method and subsequent content analysis were the most suitable approaches to study our research subject. Moreover, text mining was necessary to analyze the formation of the most relevant word statistically' and subsequently form logical semantic sentences based on content analysis.


2.1. Pre-analysis

Pre-analysis is the process in which the corpus is organized so it becomes operational and by which preliminary ideas are systematized. In this step, we carried out three tasks: (i) skimming, for an overall comprehension of the documents that would be collected; (ii) documents selection, which consisted in determining which ones would be analyzed; and (iii) formulating the hypotheses and objectives of the research to be developed (11).

In the pre-analysis, it was necessary to grasp (i) the central features that characterize the “Syphilis No!” Project in order to propose the subject of the present study; (ii) the ethical issues related to the research; and (iii) the features of the corpus (texts) for analysis in the next step—exploring the materials.



2.2. Features of the “Syphilis No!” Project

The SNP was developed by the Brazilian government through the Ministry of Health (MH). Over the last ten years, it has been the leading syphilis-related public health intervention in Brazil (8, 10, 25).

Within the breadth of strategies to combat syphilis, this study focuses on the institutional support network composed of field researchers who worked in priority municipalities in the regions of Brazil. Such a support network was assembled with the primary purpose of strengthening the “nexus between the Project and the health services managers in the territory,” “to coordinate programmatic actions agreed upon within governance bodies of SUS with local plans” and to offer support for a “timely response to syphilis within the healthcare networks” (26).

The project relied upon 52 research and intervention supporters distributed across 72 of the 100 priority areas in all five Brazilian regions (26). RIS worked alongside health services managers to find the best strategies to confront syphilis. The following determinations guided them: evaluating the health plans and programs of local health departments; strengthening committees for investigating mother-to-child transmission (MTCT); strengthening strategic information systems for health surveillance and improving case reporting, laboratory follow-up, and closure of syphilis cases, as well as operationalizing the line of care for adult syphilis and congenitally exposed infants (10).

All activities developed by RIS were monitored by supervisors who used a digital management system, that is, the “LUES Platform.” Through the platform, the researchers produced and submitted individual monthly reports in free text format (not systematized). Researchers produced and submitted individual monthly reports in free-form (not systematized) through the platform. These reports were based on the on-site experience and endeavors, as well as on the results of interactions between the project's actions and interventions in the public health agenda agreed upon in the inter-federative context of Brazil's SUS. It is particularly noteworthy that throughout the operationalization of the SNP, the Ministry of Health, responsible for implementing health policies in response to syphilis in Brazil, assigned the role of coordinating the syphilis policy and its set of actions at the local level to each RIS (8).



2.3. Research Ethics Issues

The database of texts related to the SNP interventions used in this article is in the public domain. In this manner, secondary data are used without any sensitive identification of the participants or public actors. Data were gathered after the extraction and anonymization of the documents released in the repository of the “LUES Platform.” Of note, this data can be easily accessed by any researcher at the following link: http://vigilanciasaude.ufrn.br/files/anonymous_reports.csv.



2.4. Exploring the Materials

Each field researcher individually wrote the reports selected for content analysis. Texts could be written in a free format (not systematized), meaning that each supporter developed their own reports featuring an account of what was done and accomplished. Therefore, the project did not provide any template for RIS to follow. Of note, the MoH entrusted each field researcher with a set of actions to be carried out on a monthly basis during the SNP. Actions were aligned with the project's goals and the public health agenda.

Since reports featured free-form content and the health terms structures are identifiable—using the analytical method, by two, three, or more words—the TDM process was fully automated by text mining algorithms using N-grams (see “Words and data extraction” for detailed information). By applying the analytical method, we observed it was not enough to identify any intervention action taken by the field researchers that only one term. However, from two to five words, identification could be achieved.

Text mining may be defined as the automated discovery of hitherto unknown knowledge utilizing an unstructured database (14, 15). A keystone of this method is linking combined information to form new facts or new hypotheses to be explored.

The following actions were carried out for implementing the text mining technique in this research: (i) detailing the Database; (ii) pre-processing; (iii) Words and Data Extraction; and (iv) N-grams Extraction. Each of the activities is subsequently described in detail.



2.5. Detailing the Database

The database was extracted from the “LUES Platform.” The texts collected refer to accounts about technical visits and meetings; and progress reports concerning work and research plans, thus totaling 4,874 text file documents–this sum corresponded to 3.86 Gigabytes of digitally stored files. Each document has nearly 740 words. The time frame for compiling the corpus was from May 2018 to December 2020.

In order to build the database, those documents underwent the process of anonymization and identification. Afterward, they were indexed according to the information provided in Table 1.


Table 1. Document Indexing Data.

[image: Table 1]

Each entry represents a document that has been collected. This document catalog has been saved in a comma-separated values (CSV) format, a text file separated by commas (27). The file is available for download at the following link: http://vigilanciasaude.ufrn.br/files/anonymous_reports.csv.



2.6. Pre-processing

Pre-processing consisted of 4 tasks: (i) Document Standardization; (ii) Text Normalization; (iii) Removal of Duplicate Documents; and (iv) Text Correction. The objective of the first task was to standardize the text database by saving the files separately. Then, each text document was processed and renamed according to the following structure: fileA_B.C, where:

• A = activity number of the Research and Intervention Supporter in the platform;

• B = identification number of the document, generated by the “LUES Platform;”

• C = file extension.

For instance, a file could be defined as: file2923_22305.docx.

The second task was text normalization. The purpose was to (a) standardize the text in lowercase; (b) delete extra spaces between characters; (c) remove any special characters, symbols, duplicate words in a row; and (d) remove accents and numbers. After that, a stop words dictionary was used to remove non-significant aspects of the language components. Since the text reports were written in Brazilian Portuguese, this was the language of the dictionary. Hence, it includes 204 unique words that are considered undesirable for meaningful analysis, such as: “de,” “a,” “o,” “que,” “e,” “é,” “do,” “da,” “em,” “um,” and so forth (28). An example of word processing is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Example of word processing.


The third task consisted in removing the duplicate documents. Finally, the fourth one was to make the necessary text corrections, such as grammar error correction and adding missing spaces in some sentences.



2.7. Words and Data Extraction

For capturing words relevance within the text documents, it was necessary to highlight those sentences that came up often and were related to the topic in the texts. Therefore, not attaching any weight to those found in all files–sentences that were obvious in the portrayed context.

To obtain a representation of the topic addressed in the documents and to extract the sentences, the N-gram approach was applied, with N = 2,3,4 across the entire group of texts, as well as grouped n-grams using the content analysis method. Finally, the total number of field researchers and reports per region of Brazil was calculated.



2.8. N-grams Extraction: Bigrams, Trigrams, and Quadrigrams

In this step, automatic extractions of keywords formed by a sequence of two words were made. The algorithm also deduced it as automatically relevant in the text documents of Intervention Researchers, the bigrams (N-gram with N = 2) (29, 30).

The first step toward extracting the bigrams was to obtain a list of the ordered words from the text (tokens) through the bag-of-words (BoW) approach. Subsequently, the BoW model was converted into a two-word count matrix. Moreover, the Term Frequency—Inverse Document Frequency (TF-IDF) metric was applied (31, 32). Such a technique statistically measures the importance of a word within a text in relation to other pieces within the same database. The value of the word's importance increases proportionally as the total occurrence of that word in the text increases. Thus, the value is compensated by the frequency of that word in the database. That helps discriminate the occurrence of some words that are pretty common but unimportant within the text.

There are two steps to calculating the TF-IDF: (1) separately calculating the TF and then the IDF and (2) multiplying the two parts to find the final value. First, Equation (1) calculates the TF, which measures the probability of a word w occurring in a text t.

[image: image]

Where npt is the number of times the word w occurs in the text t; in the denominator, it is the sum of the frequency of all the words in the text. Subsequently, Equation (2) calculates a word's overall relevance across all the texts in the database, IDF.

[image: image]

Where |T| indicates the total number of texts in the database and the number of texts in which the word occurs at least a single time. The bigrams were also explored and clustered by region of Brazil. What is more, the same procedure was applied to other extracted n-grams.

When extracting the trigrams (N-gram with N =3), the keywords were formed by a sequence of three words. The same procedure was used for the bigram. However, with the counting matrix being obtained with the formation of three words.

For the extraction of the quadrigrams (N-gram with N=4), the keywords were obtained by a four-word sequence, using the same method as for the bigram, whereby the count matrix was attained by forming four words.

N-grams were extracted and grouped by Brazilian region and year. We performed that step based on identifying the structures derived from the levels of health care, syphilis rapid response actions, and other predominant activities observed in reports. Then, the proportion of terms was calculated considering both groups (region and year), as follows:

[image: image]



2.9. Analysis of Obtained Results: Inference and Interpretation

It is understood that the text production of the field researchers encompasses important content to emphasize the connections of the “Syphilis No” Project in the territory, especially when it comes to CS. In that case, it is about the healthcare field. More specifically, it is about the local response to syphilis and the data, or inputs, on the field researchers' observations and analyses during the project's operationalization. Moreover, in this study, “Syphilis No” is regarded as a public health intervention, based on the public health programs approach by Zulmira Hartz, who analyzes such interventions as actions that favor “adaptive behaviors across distinct human fields or activities” (33).

In the content analysis method, Bardin affirms, deductions are proposed from the significant results and according to the research goals (11). In this research, after the text mining with the formation of the most important bigrams, trigrams, and quadrigrams, a logical sequence was used for the conceptual clustering, depending on the different processes for actions for confronting syphilis that the field researchers have employed. In the conceptual clustering of the terms, the idea was to identify the structures of healthcare levels, programmatic actions in response to syphilis within healthcare networks, and the most prevalent stages identified in the reports produced.




3. RESULTS

Of the 4874 files inserted into the “LUES Platform” in the 2018–2020 period by field researchers, which after pre-processing, totaled 2164, the most are reports, thus totaling 1,019 files, as depicted in Figure 2. In addition, other kinds of textual productions were entered into the system, such as images (%), abstracts (%), technical reports (%), communications (%), events or meeting schedules (%), attendance lists (%), and more types of text files (articles, epidemiological bulletins, etc.).


[image: Figure 2]
FIGURE 2. Types of files in the “LUES Platform”.


The reports describe the field researchers' intervention activities in the municipalities. So, due to their importance, they were chosen as the basis, or corpus, for applying the content analysis method. It can be seen, from Figure 3, that in 2018, 430 reports were produced; in 2019, 355; and in the year 2020, 234 reports.


[image: Figure 3]
FIGURE 3. Number of reports produced in Brazil per year.


Figure 4 illustrates the map of Brazil with the geographical distribution of the field researchers. Besides, it describes the total number of reports produced during the three years the field researchers worked on the project and the population size by region. The Southeast of the country is the region with the most field researchers, totaling 22. According to the last census data, it is also where the higher number of reports (629) was created, being the largest region in terms of population size, with 80,364,410 people (34).


[image: Figure 4]
FIGURE 4. Map of Brazil with general information about the reports produced.


The second region that most produced reports was the Northeast, with a total of 213. It is also the second-largest in relation to field researchers (20) and population size (53,081,950). The South region produced 65 reports, and the Central-West region, 41.


3.1. Analysis of Bigrams

The content analysis based on the bigrams has allowed the verification of which conceptual terms of “Syphilis No” present the most in the reports of the field researchers. The term “congenital syphilis” had the highest frequency. Hence, it signals that this ailment was the most important in the work reports, to the detriment of “syphilis in pregnant women,” which had a much lower frequency. Likewise, “acquired syphilis” did not figure among the 20 most present bigrams in the reports (Figure 5).


[image: Figure 5]
FIGURE 5. The 20 most common bigrams in reports.


The term “primary care” was the second most frequent. It indicates that this health system component was relevant the most for the supporters when it comes to “confronting syphilis” (third most frequent term). In this vein, “prenatal care” was the most relevant health service, “women's health” was the most significant programmatic area, and “pregnant women” was the most mentioned target audience. Among the other terms, “vertical transmission,” “transmission investigation,” “syphilis cases” suggest the relevance of epidemiological surveillance efforts in response to CS.

The analysis of the bigrams allowed them to be clustered into exploratory categories related to the response to congenital syphilis and the frequency of these terms in healthcare networks, referring to the original name of the “Syphilis No!” Project. Figure 6 provides the distribution of the exploratory categories per year and region.


[image: Figure 6]
FIGURE 6. Bigrams proportion of relevant terms segmented by region. (A) primary care, Confronting syphilis, syphilis cases and prenatal care; (B) care networks, health units, women's health and pregnant syphilis; (C) investigation transmission, syphilis territory, and congenital syphilis; (D) municipal plan, epidemiological surveillance, and health surveillance; (E) rapid testing and diagnosis treatment.


These are considered conceptual terms from the bigrams: “Confronting syphilis in prenatal care in primary health care” (Figure 6A); “investigation of transmission of congenital syphilis in the territory” (Figure 6B); “epidemiological surveillance within the municipal health plan” (Figure 6C); “syphilis in pregnant women in women's health care” (Figure 6D); “rapid testing, diagnosis, and treatment” (Figure 6E).

“Confronting syphilis in prenatal care in primary health care” (Figure 6A) shows that the top activities occurred in 2018 in most regions, except for the South and Southeast regions. For the “investigation of transmission of congenital syphilis in the territory” (Figure 6B), the Central-West and North regions indicated high proportions at the very beginning of the project. As for the “epidemiological surveillance within the municipal health plan” (Figure 6C), its best distribution was in 2018 in the Central-West and Southeast regions. For the “syphilis in pregnant women in women's health care” (Figure 6D), the South region exhibited the highest activity in 2019. Finally, the highest proportion of “rapid testing, diagnosis and treatment” (Figure 6E) was in 2019 in all regions, with the South region being prominent.



3.2. Analysis of Trigrams

The 20 most relevant trigrams extracted in the analysis have been pointed out in Figure 7, with greater relevance to “investigation vertical transmission,” “congenital syphilis cases,” “vertical transmission syphilis,” and “syphilis healthcare networks.” Such trigrams reveal that the response to MTCT (vertical transmission) of congenital syphilis–including the investigation of transmission within healthcare networks–was considered a priority in the reports.


[image: Figure 7]
FIGURE 7. The 20 most common trigrams in reports.


These are considered conceptual terms from the trigrams: “Committee for investigation of MTCT of congenital syphilis” (Figure 8A), “congenital syphilis in municipalities' planning and yearly health programming” (Figure 8B), and “surveillance and attention in the lines of care for congenital syphilis and syphilis in pregnant women in primary centers of healthcare networks” (Figure 8C).


[image: Figure 8]
FIGURE 8. Trigrams proportion of relevant terms segmented by region. (A) investigation vertical transmission, congenital syphilis cases, vertical transmission syphilis and investigation committee transmission; (B) municipal health plan, municipal health secretariat, municipal health council, annual health program and confrontation congenital syphilis; (C) primary health center, rapid syphilis network, rapid syphilis territory, congenital syphilis pregnant, health care network, primary care surveillance and line care syphilis.


The analysis based on the trigram clusters corroborates the tendency of the work of the supporters within the scope of the “investigation of vertical transmission” of “congenital syphilis” (Figures 8A–C). Further, “pregnant women” remains as the most crucial target population (Figure 8C), and the “municipal health plan” emerges as a relevant instrument, adding to it the “yearly health programming” and the “municipal health councils.”

Also, in Figure 8, the most significant activities for the “Committee for investigation of vertical transmission of congenital syphilis” (Figure 8A) and for “congenital syphilis in municipalities' planning and yearly health programming” (Figure 8B) occurred in 2018 for virtually all regions. Lastly, the topmost activity of the conceptual term “surveillance and attention in the lines of care for congenital syphilis and syphilis in pregnant women in primary centers of healthcare networks” (Figure 8C) was in 2019 across all the regions.



3.3. Analysis of Quadrigrams

The extracted quadrigrams can be seen in Figure 9. The highest frequency is for part of the full name of the “Syphilis No” project (“rapid response syphilis project”).


[image: Figure 9]
FIGURE 9. The 20 most common quadrigrams in reports.


The remaining quadrigrams confirm the field researchers' priority for investigating vertical transmission and the committee as a substantial means or service for response to CS in the territory. Besides, four conceptual terms were generated and distributed according to year and region (see Figure 10).


[image: Figure 10]
FIGURE 10. Quadrigrams proportion of relevant terms segmented by region. (A) rapid response project implementation, supporter related response project, main activities developed territory, strategic aspects action supporter; (B) rapid syphilis care networks, congenital syphilis lower year, advances rapid response syphilis, related rapid response project; (C) highlighted priorities local management, highlighted local management related, syphilis pregnant congenital syphilis, national day against syphilis; (D) investigation vertical transmission committee, investigation vertical syphilis transmission, related rapid response syphilis.


In Figure 10A, the concept of “implementation of the rapid response project through strategic actions of the research and intervention supporter” has prevailed. As a result, this term attained its most outstanding distribution in all regions in 2019. The second conceptual term spawned was “rapid response to syphilis leads to advancements in healthcare networks regarding congenital syphilis,” with predominant distribution in almost all regions at the project's onset (Figure 10B).

In Figure 10C, the conceptual term was “local management priorities for combating syphilis in pregnant women and congenital syphilis,” with its almost total distribution in 2019 in virtually all regions. Last, the conceptual term “committee for the investigation of vertical transmission led by syphilis rapid response” had its highest distribution in almost all regions at the beginning of the project (Figure 10D).

It was noted that the quadrigrams have further underscored the possibilities for correlations between the activities of field researchers related to CS and the dimensions of Governance and Management, Surveillance and Comprehensive Care, of the SNP.

Figure 11 presents the interrelatedness between the conceptual terms formed in light of the objectives of the “Syphilis No” Project for the bigrams, trigrams, and quadrigrams. Still, the interpretation of these establishes at least five analytical categories that are considered representative of the associations between the research supporter's intervention work and the goals of the project:

1. Confronting syphilis during prenatal care in primary health care;

2. Committee for investigation of congenital syphilis in the territory;

3. Municipal plan for monitoring and investigating syphilis cases through health surveillance;

4. Women's health care networks for addressing syphilis in pregnant;

5. Diagnosis and treatment with a focus on rapid testing.


[image: Figure 11]
FIGURE 11. Flow diagram of literature search.


Thus, it can be inferred that the work of SNP field researchers was primarily that of intervention for confronting the response to congenital syphilis in the territory where they worked, following the line for eradication of CS by each municipality.




4. DISCUSSION

The research has evidenced that using the text mining technique has enabled the identification of patterns related to the action or intervention of the field researchers' work regarding syphilis in the priority municipalities. Likewise, it has facilitated the measurement and comparison of the researchers' efforts by region of the country. Five analytical categories were determined. These demonstrate significant and representative associations between the articulation work of the Research and Intervention Supporter and the objectives of the “Syphilis No!” Project. Specifically, the categories were:

• Confronting syphilis during prenatal care in primary health care;

• Investigation committee for congenital syphilis in the territory;

• Municipal plan for monitoring and investigating syphilis cases through health surveillance;

• Women's healthcare networks for syphilis in pregnant;

• Diagnosis and treatment with a focus on rapid testing.

It is worth remarking that the field researchers' performance in the project has emerged to intervene and help the technical teams and local managers. So, one of the main actions was to reduce the high rates of congenital syphilis in priority municipalities (35). For instance, in Brazil, from 2010 to 2017, the rate of CS was from 2.0 cases per 1,000 live births to 8.8 per 1,000 live births, respectively. Thus, an increase of 338%. There was a significant upward trend in congenital syphilis in the same interval, with an AAPC of 15.75%, with no prospect of a change in the pattern (8).

In 2018, CS rates hit an all-time high, reaching the staggering incidence of 9 cases per 1,000 live births. Nevertheless, according to the most recent epidemiological bulletin, after the beginning of the SNP, the congenital syphilis rates have decreased to 8.2 cases per 1000 live births (36). As a result, there was a change in the growth trend. It went from 15.75% to a reduction of -8.8% in the annual incidence rate of CS, with a prospect for reduction over the next few years. It may reach the 90% reduction target established by PAHO in almost four years (37). In a short span, the nationwide decrease in congenital syphilis rates can be credited to the “Syphilis No” intervention model. In this manner, the epidemiological impact proved to be effective, especially from identifying the thematic areas of the intervention included in the reports of the RIS.

The research done by Pinto and colleagues assessed the impact of actions developed before and after the SNP in Brazilian municipalities based on interrupted time series analysis. These scholars have concluded that the intervention project model contributed significantly to CS rates decrease in priority areas. The conceptual terms built from the researchers' reports can point to the most significant actions that resulted in the reduced CS rates in the intervention territories.

Our findings made it possible to identify a tendency to terms clustering directed to the programmatic actions related to congenital syphilis in the priority municipalities. The trigrams and quadrigrams have solidified this trend observed in the bigrams. In addition, they went beyond with information about the work of the supporters per axis of the project.

The Pan American Health Organization's (PAHO) Framework for Elimination of Mother-to-Child Transmission of STIs in the Americas has as one of the conceptual framework's dimensions to integrate policies targeted at women and children with the related health services. That includes the prevention stages that precede pregnancy and the health of women and children after perinatal care and childbirth (37). The results of this article have evidenced that the integration between surveillance and care is part of the field researchers' work. It is corroborated by the presence of the investigation committees of MTCT. Thus, showing that the response to syphilis in Brazil draws on a strategy not foreseen in PAHO's EMTCT Plus, and therefore is innovative. Furthermore, the data reveal that the principal intervention of the supporters was in the committees' efforts. It also indicates the strategic importance of such surveillance and comprehensive care policy to eliminate CS.

The Brazilian health system has its specific protocols for investigating and intervening in identified cases of CS. This work is conducted by the investigation committees of vertical transmission or multi-professional teams of specialists. These were formed to map the problems related to mother-to-child transmission and propose solutions based on a pre-established investigation protocol to mitigate CS. The committees are integrated into SUS as spaces for technical, confidential, non-coercive, and non-punitive activities and may be linked to municipal or state health management (38, 39).

Research findings also demonstrated that these research committees played a substantial role in the “Syphilis No!” Project, cited mainly in 2018, with prominence in the Northern region. In addition, the investigation of MTCT, shown in the bigram, had its different distribution, registering the highest proportions for the Northeast and Southeast regions, keeping these activities practically constant in the 2018-2020 time frame.

Such regional discrepancies can be attributed to the organizational complexity of Brazilian healthcare networks (40), whose implementation of committees for investigation of vertical transmission will depend on each local government in a decentralized approach. Therefore, the regions with weaker consolidation of the committees have probably required more in-depth attention from the field researchers at the beginning of the project, as observed in the Northern region (41). This fact may have influenced the effectiveness of the efforts to tackle CS in that region.

The process of mining the reports of field researchers' intervention activities has also highlighted the actions to confront syphilis in prenatal care, primary health care, and syphilis in pregnant women in women's health care. In Brazil, for example, among the experiences of the Ministry of Health considered specific to the prevention of mother-to-child transmission (PMTCT) that preceded the SNP' were the project “Nascer Maternidades” (2002) and the Operational Plan for Reducing HIV and Syphilis (2007).

The project “Nascer Maternidades” aim was to ensure the identification of the pregnant woman's serological status for HIV infection during labor (42). Moreover, the Operational Plan for the Reduction of HIV and Syphilis aimed at expanding the coverage of HIV and syphilis testing in prenatal care and guaranteeing actions agreed upon with the states and municipalities since the 1990s by the National HIV/Aids Program. Such actions were strongly related to improving HIV/AIDS indicators, having as primary strategies the acquisition and distribution of antiretroviral drug supplies; infant formula for breastfeeding HIV-exposed children; and determining the routine management of HIV during pregnancy, labor and delivery, and postpartum (43).

These policies were induced through purchasing the principal supplies and the accountability for their use by the three federative entities of SUS. Therefore, it can be concluded that these strategies, on the one hand, have contributed to PMTCT of HIV. However, on the other hand, they have not been able to curb the progression of the syphilis epidemic in Brazil, according to epidemiological indicators before the project's start (36).

Hence, the SNP is probably more advanced than previous projects because it introduced a proposal to induce public health policies in an integrated and cooperative way between surveillance and care as to syphilis in the territory—having RIS a pivotal role as articulating agents. Furthermore, the data suggest that these supporters have managed to align the activities and interventions of projects related to women's health that already existed in the intervention sites with the objectives of the “Syphilis No!” Project. Specifically, this research found that the most relevant interventions were observed for the target population of pregnant women in healthcare networks.

Regarding the distribution of the supporters' interventions by region, it stands out that prevention and assistance efforts were least reported in the South region at the beginning of the project. However, that distribution increased in 2019. It is worth pointing out that the same region has the highest growth trends of CS in Brazil (8). This fact may have contributed to more resistance from local managers at the beginning of the project's implementation. So, it can be inferred that the field researchers from the South have experienced more difficulty, when compared to the other regions, in their insertion in the territory.

Rapid testing for syphilis was another aspect of health care highlighted in the field researchers' production. For instance, a study developed by Santos and collaborators (44) to identify factors that influenced the fight against syphilis emphasized that rapid testing plays a crucial role in fighting syphilis in primary health care. Another study, developed by Roncalli and colleagues, showed that, from 2018 to 2019, there was the highest availability of rapid testing to confront congenital syphilis in history, independent of other confounding factors.

In this way, it can be surmised that the intervention activities of the field researchers contributed to the strengthening of Point-of-care rapid testing (45, 46) measures for CS prevention, which remained nearly constant throughout the production of the reports in most regions in the 2018-2020 period.

The intervention activities of the field researchers of “Syphilis No!” Project may have also contributed to the decrease in the number of congenital syphilis hospitalizations nationwide. Besides, hospitalizations rates for treatment of CS were verified to have significantly dropped from May 2018 to December 2019 (10). Such data corroborate this study's results, whose assistance and surveillance actions were featured in the field reports' production and the formation of bigrams and trigrams.

Some limitations can be identified in this study. One example is that the formation of bigrams, trigrams, and quadrigrams was mined from an algorithm that highlighted the most substantial activities of the field researchers. Consequently, that may rule out activities that have been developed with the local health services management and had some significant impact on the changes in the work processes for syphilis prevention, such as words related to the education and communication axis of the project. Nevertheless, despite such a limitation, this research distinguished which efforts were most important in contributing to the current changes in the epidemiological indicators of syphilis in Brazil.

Although field researchers provided different types of data, e.g., images and videos, these were not explored as this study focused on the data mining method for written texts. As a result, such data were removed since they were out of scope and would require computer vision and digital image processing methods for information extraction. Future research could explore TDM applied to alternative types of data.



5. CONCLUSION

The study has found that when combined with the conventional content analysis method, text mining can address public health research subjects that comprise large volumes of data. This computational method made it possible to extract, from the SNP, the intervention activities of field researchers. Furthermore, it subsidized inferences on how the project's strategies may have led to a drop in CS cases in the priority municipalities.

This work offers contributions permeating several fields: (i) analysis of large sets of data through TDM techniques; (ii) strengthening the prospects for using TDM in conjunction with content analysis, broadly applied in health research involving text production to support the assessment of interventionist actions by field researchers in large-scale national projects; and (iii) evidence that efforts toward articulating and promoting public health policies in the territory have had positive effects in managing the response to congenital syphilis. In addition, the text mining of the reports pointed out there is an articulation among the actions of the field researchers regarding CS in three out of the four dimensions of the project aixes which are governance and management; surveillance and comprehensive care.

Another highlight was that the work of the field researchers revealed the links between the project's objectives and the confrontation of syphilis in the territory. Hence, it demonstrated through analytical categories how the field researchers' priority action was developed and their contribution to reducing indicators of CS in Brazil. Therefore, it is possible to infer that the field researchers' activities, highlighted in the reports, may have induced public health policies in the territory by supporting prevention and health promotion efforts to combat CS as a priority by local health services managers. Hopefully, further work will determine which field researchers' actions have positively influenced other essential indicators in the fight against syphilis. These steps are detailed in the following sessions.
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Chronic diseases are increasing in prevalence and mortality worldwide. Early diagnosis has therefore become an important research area to enhance patient survival rates. Several research studies have reported classification approaches for specific disease prediction. In this paper, we propose a novel augmented artificial intelligence approach using an artificial neural network (ANN) with particle swarm optimization (PSO) to predict five prevalent chronic diseases including breast cancer, diabetes, heart attack, hepatitis, and kidney disease. Seven classification algorithms are compared to evaluate the proposed model's prediction performance. The ANN prediction model constructed with a PSO based feature extraction approach outperforms other state-of-the-art classification approaches when evaluated with accuracy. Our proposed approach gave the highest accuracy of 99.67%, with the PSO. However, the classification model's performance is found to depend on the attributes of data used for classification. Our results are compared with various chronic disease datasets and shown to outperform other benchmark approaches. In addition, our optimized ANN processing is shown to require less time compared to random forest (RF), deep learning and support vector machine (SVM) based methods. Our study could play a role for early diagnosis of chronic diseases in hospitals, including through development of online diagnosis systems.
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INTRODUCTION

Hospitals and online medical systems are generating a large amount of data that is beneficial for researchers to apply Artificial Intelligence (AI) techniques in building advanced models. Disease diagnosis, disease stage prediction, medical wearable, hospital stay, and death prediction are the main research areas in medical computing. Early disease detection and risk identification can motivate people to change their lousy eating, lifestyle, and exercise habits. Early chronic disease risk identification is beneficial for patients to start treatment early (1). Artificial intelligence in the diagnosis of medical diseases is a trend research area. Artificial intelligence techniques and algorithms help physicians in the decision-making process. A health specialist typically uses medical lab tests and experiments to decide whether a person is suffering from a specific disease or not. It is now easier to acquire information from previously available data using artificial intelligence techniques. In the present electronic era, massive amounts of data are generated from different health devices, namely sensors, clinical databases, social networks, and wearables (2). Except for laboratory tests and experimental results, age, gender, drug addiction, body mass index (BMI), blood pressure (BP), hypertension, lifestyle, diet, and exercise habits of patients are factors for the most common predictions of chronic diseases, including diabetes, heart attack, hepatitis, and kidney diseases (3). Artificial intelligence techniques are used to predict diseases based on available patient data. Medical diagnosis requires physicians and medical laboratories for testing, while artificial intelligence-based predictive systems are used for the early prediction of diseases.

Artificial intelligence is inspired by biological processes, especially input processing approaches used by the human brain. Artificial intelligence can learn, process inputs, identify patterns, predict, and make decisions (4). Artificial intelligence techniques are mainly divided into supervised and unsupervised learning. Supervised learning needs training on datasets available with required outputs. This training is used to build a model that is applied for future predictions (5). In unsupervised learning, similar data points are combined into groups called clusters. Each cluster consists of data points with similar characteristics (6). Supervised learning is further divided into two categories: Classification and Regression. Classification is used to predict the final class labels with positive and negative results. Classification algorithms are used to build a predictive model based on historical data and indicate classes of unlabeled data.

According to the World Health Organization (WHO) analysis, 41 million people die from chronic diseases, which is 71% of total deaths each year. Chronic diseases include heart attacks, cancer, diabetes, kidney disease, liver disease, etc. Diabetes killed 1.6 million people in 2016 (7). This rapid growth of diabetes patients requires an early detection system to treat their disease early. Diabetes mellitus occurs with an increase in blood glucose levels. There are mainly two types of diabetes: Type I diabetes occurs when the pancreas stops producing the required insulin. Type II diabetes occurs when a patient's body is not responding (8). Diabetes is a lifelong disease that affects different body organs, including the kidneys, heart, and eyes. Heart diseases are considered as another main reason for death in middle and old age. According to cardiovascular statistics provided by the World Health Organization (WHO), more than 17.9 million deaths occur due to heart stroke (9). Physicians refer to medical tests for heart disease diagnosis like electrocardiogram (ETC), echocardiogram (ECG), computerized tomography (CT scan), etc. In another way, early heart attack symptoms are used to predict disease so that the clinical burden can be reduced and physicians or patients themselves can diagnose their heart disease. Family history, blood pressure level, cholesterol, stress level, eating habits, age, weight, smoking, and alcohol consumption are the main factors that are examined to predict heart disease before occurrence.

Conventional methods of kidney disease diagnosis involve ultrasound, urine or blood tests, etc., which are followed by kidney dialysis, transplant, or simple medication. Almost one out of three diabetes patients suffer from kidney failure (10). Kidney diseases are predicted early by using automatic prediction systems. Early detection may reduce the mortality rate and cost associated with lab experiments. Kidney diseases are related to bad diet habits and unhealthy living; these attributes are easily used to build a predictive model. Hepatitis is an inflammation in the liver due to viral infections. It is another rapidly spreading chronic disease with more than 350 million patients (11). The reason behind death is hepatitis shows symptoms like viral infections, namely, fever, fatigue, and liver infections, etc.

Artificial intelligence makes it possible to diagnose Hepatitis C early without clinical expense (12). Breast cancer is overgrowing in European and Asian countries. It has become the most frequent type of cancer, causing the most incredible death rate among women that is 15% (13). Breast cancer diagnosis involves two steps: detection and screening. It is crucial to predict breast cancer early to provide necessary medical services and care. Many researchers contribute to the detection and prevention of breast cancer at an early stage. Breast cancer became the second leading cancer that causes the most deaths among women. It is necessary to propose a predictive analysis model for cancer diagnosis in its early stages. Early diagnosis of breast cancer will lead to early treatment and may reduce the risks of death. Web-based systems can also reduce the cost of lab experiments; therefore, they are beneficial to the patient and medical staff as well. Improvements in medical database systems help to generate a large amount of data that is unable to handle by a human. Artificial intelligence is used to extract patterns in huge datasets and to find the labels of data for patient disease diagnosis (14).

However, health-related data are more sensitive; therefore, they must be handled carefully to generate accurate results. Real-World data has many issues, including noisy data, class imbalance, missing values, and irrelevant entries (15). Different data pre-processing approaches have been applied in previous research to increase the performance of medical diagnosis systems (16). Data pre-processing plays a vital role in extracting valuable features in data. Data pre-processing consists of extraction, cleaning, and transformation steps (14). Chronic diseases are affected by hypertension, gender, obesity, age factors, smoking, unhealthy diet, and lifestyle; therefore, it is difficult to identify the disease from all functional aspects.

Furthermore, different hospitals or medical diagnostic laboratories have the attributes of other patients with the same strategies. A preferable method to handle other characteristics in the dataset is feature selection. Feature selection approaches make it possible to find weights of different factors so that only the most influencing factors are used for detection. Feature selection is used to select the most significant features and to eliminate irrelevant features from the dataset. Feature reduction techniques reduce processing time and increase classification performance that is affected by useless features in the data (17).

Some datasets are available online in different data repositories for research purposes. To find and evaluate the symptoms of other diseases, the researchers applied various algorithms and built different effective prediction models. These models are applicable for the selected dataset to diagnose any specific disease early. In comparison, many research studies have proposed methods to predict various diseases, e.g., Diabetes, Cancer, Parkinson's, Heart Attack, Depression, Hypertension, etc. However, the medical diagnosis systems focus on a specific disease with limited attributes. Previous studies have shown that traditional methods for predicting chronic diseases are inadequate due to very limited feature selection techniques. Therefore, significant features identification and machine learning techniques are important to improve the performance of chronic diseases. The main contributions of this research paper are as follows.

• The significant features are chosen to eliminate redundant and inconsistent data through particle swarm optimization, which improves the efficiency of prediction model.

• An artificial neural network predicts five chronic diseases, diabetes, breast cancer, hepatitis, heart, and kidney.

• The k-fold cross-validation is used to train and test the proposed approach. Classification results are compared to a decision tree, random forest, deep learning, KNN, Naive Bayes, SVM, and logistic regression on chronic diseases datasets.

• The experimental results show that the proposed approach achieved a 99.76% accuracy and predicts chronic diseases more effectively and efficiently than other state-of-the-art models.

The rest of the study is arranged as follows: Section Literature Review represents a comprehensive review of studies in the previous literature. Section Materials & Methods discusses the materials and methods. Section Results and Discussions presents experimental results and comparative analysis. Finally, Section Conclusion concludes, and section Future Work and Limitations provides future directions and limitations for the research.



LITERATURE REVIEW

The literature review provides a clear view of previous approaches and potential areas. The latest literature reviews different disease detection methods using artificial intelligence approaches with or without other feature selection methods.

A research study proposed a machine learning-based predictive model to diagnose three primary chronic diseases, including Diabetes, Kidney, and heart diseases. The feature selection technique based on adaptive probabilistic divergence is used to select the most valuable features. The study concluded that the proposed approach gave the highest accuracy by optimizing the most significant features for disease detection (2). A feature selection-based machine learning algorithm is proposed to predict three chronic diseases, namely, diabetes, heart attack, and cancer. The incremental feature selection approach with Convolutional Neural Network (CNN) is applied to anticipate disease presence. The proposed method showed 93% classification accuracy in less computation time (18). Another study is conducted to explore the essential features of often chronic diseases. Feature selection approaches, including Information Gain, Gain Ratio, and correlation-based approaches, are applied. Several subsets of top-ranked features are then used in building the Random Forest prediction model. It showed that exploring the most significant features is significant for the medical diagnosis process (19). In another research study for chronic disease prediction (20), the Stacked Generalization approach is used to enhance the performance of classification algorithms. Five classification algorithms are compared: Decision Tree (DT), k-NN, SVM, Logistic Regression (LR), and Naive Bayes, to outperform five chronic disease prediction models. It is found that the Stacked Ensemble approach enhances the model performance and achieves the highest accuracy of 90%. Diabetes, Breast Cancer & Kidney diseases are predicting in (21), using classification algorithms. Rough K-means clustering is used to explore and eliminate ambiguous objects in datasets. It is observed that classification model applied with extracted features gave improved results compared to conventional models.

Early breast cancer prediction is an emerging research area in artificial intelligence. Many studies are conducted for breast cancer prediction at an early stage using online techniques and prediction models. The fuzzy rule-based classification is used for classification purposes, while fuzzy temporal rules are used to determine highly contributing factors for online breast cancer prediction. The results show that feature selection and fuzzy rule-based classification improve the accuracy of classifiers (22). Another study focused on feature filtering techniques to predict breast cancer early. Frequent item-set mining is used to select the essential features in patients' datasets. The decision tree, Naive Bayes (NB), k-Nearest Neighbors (k-NN), and Support Vector Machine (SVM) are compared, and it is found that SVM outperforms other models (23). A research paper focused on reducing erroneous prediction results that is false positive and false negative. Information gain with the Genetic Algorithm approach is utilized to rank highly significant features in the dataset. Classification of positive and negative results is done by SVM. This approach applied to two independent datasets increased the prediction accuracy and reduced prediction cost (24). In another research study (25), five classification models, namely SVM, K-NN, ANN, random forest, and logistic regression, are applied to predict early breast cancer. In this study, the Pearson correlation is applied to extract the most influencing features, and after feature selection, the ANN model obtained the highest accuracy of 98%. Two breast cancer datasets are used in (26), to differentiate cancer patients from healthy people. A genetic algorithm is used to select the most significant features in datasets.

Three classification algorithms, multilayer perceptron (MLP), probabilistic neural network (PNN) and radial based function (RBF) are used for the classification of breast cancer (27). MLP requires more processing time for the training model and assigning weights to its neurons than RBF and PNN. The highest accuracies of 97%, 98%, and 100% are achieved with MLP, RBF, and PNN. Another research study (28) applies SVM with multiple kernels to predict breast cancer. An energy-based shape histogram is used to extract the most significant features. The proposed model achieved the highest accuracy of 99%.

Diabetes prediction at an early stage can lead to saving patients' life. A research paper compares classification methods like Artificial Neural Network (ANN) and Random Forest with clustering technique k-means clustering. Principal Component Analysis (PCA) is used to select significant components. The study proved that PCA increases the accuracy of the prediction of diabetes, while body mass index (BMI) and glucose level strongly correlate with diabetes (28). Prolonged diabetes can cause vision loss, which is called diabetes retinopathy. A research study is conducted to predict the side effects of diabetes on eyesight. K-NN, Decision Tree, Multilayer Perceptron, and SVM are used to predict feature selection. The number of accurate predictions is compared before and after feature selection, demonstrating that feature selection approaches increased accuracy and sensitivity (29). Some techniques are used for diabetic retinopathy using PCA (30) and deep neural network (31). In (32), BMI is predicted from the images using the computer vison and machine learning technique. Federated learning has a wide application in big data (33). The probabilistic procedure with sensors is used for censorious procedures (34). Some patients have diabetes with hypertension; therefore, a research study is conducted to predict diabetes type II and hypertension in both individuals. Synthetic minority oversampling is used to solve data distribution problems and the ensemble method is used to predict hypertension and type II diabetes. This study showed that pre-processing of data prior to model building enhances prediction accuracy (35). Machine learning methods are also used for the detection of some other medical diseases detection (36–38), text mining (39–42) and network security (43–47). Another analysis is conducted to predict the risks associated with diabetes. Logistic regression, Decision Tree, ID3, C4.5, k-NN, and Naive Bayes are used for classification. Irrelevant features are detected and reduced using PCA and PSO algorithms. A comparison of both feature selection techniques is performed in terms of improved accuracy and processing time. It shows that feature reduction is a powerful technique to enhance predictive model accuracy (48).

Iris-based and physiological features are used to predict diabetes type II, using decision trees and SVM. Some methods used the fuzzy for ergonomics-related disorders (49), Convolutional Neural Networks for Syndrome (50), object detection (51) and gender classification (52). Three ensemble techniques, AdaBoost, Bagging, and K-NN, are also used with Principal Component Analysis (PCA) to enhance classification performance. The highest accuracy of 95.81% is obtained with the most significant features (53). A convolution neural network (CNN) is a feed-forward and feature extractor Neural Network. In a study (54), early diagnosis of Diabetes Type II is performed by using CNN. A dataset of steel mill workers, including demographics, physical activities, and hypertension features, is used to implement CNN. The highest accuracy of 94.5% is obtained to diagnose diabetes patients from all workers' datasets. Diabetes patients are usually affected by some other chronic diseases. A research study (8) highlighted the features most common in heart and diabetes patients. Heart disease is found to be predicted early in diabetes patients by applying classification and regression techniques.

In recent decades, heart attacks have been one of the leading causes of death. Random forest is used in conjunction with a linear model to predict heart disease based on patient data in a study. The most significant features are classified using an a priori method, which showed an increase in accuracy. When compared to existing classification techniques, the suggested ensemble model produces the best results (55). Optimization techniques are used to deal with complex data by reducing irrelevant and functional data attributes. In a study, the Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) algorithms are combined for redundant feature reduction. This approach is applied with different classification algorithms and is evaluated using F-measure, accuracy, precision, and recall. Feature optimization gave the highest accuracy of 99.65%, which is a remarkable achievement (56). Software quality (57–59) and semantic methods (60, 61) are also used in algorithm evaluations. A hybrid approach combines different AI techniques and evaluates them as a single algorithm. A research study applied various AI algorithms for heart disease prediction to find the best classifier. The best performing algorithms are then combined, and the results of the hybrid approach are compared with the results of individual techniques. The proposed hybrid algorithm gave more accurate results as all algorithms functions are combined to calculate a majority vote for a positive class. A drawback of using a hybrid approach is that more processing time is required (62). Another study applied a Fuzzy Rule-based classification model for heart attack risk prediction. Rough set theory identifies the most influencing features, and features that do not affect prediction results are eliminated. The Genetic Algorithm is used to reduce time complexity and optimize prediction results. Research proved that the proposed model is efficient with a large number of features (63, 64). A comparative analysis is presented in (65) for the diagnosis of cardiovascular disease. The experimental setup comprises classification algorithms, namely Logistic Regression, Decision Tree, and SVM. Different subsets of features are used to evaluate classification results. The highest accuracy of 82.97% is achieved by using a decision tree with forward and backward selection approaches.

A study is proposed to predict whether a patient would survive or die because of hepatitis. This study implemented SVM with multilayer perceptron for the binary classification of patients. Principal component analysis (PCA), a feature selection approach, is applied before prediction and three factors of zero correlation with the predictive class are eliminated. The proposed hybrid algorithm gave a higher accuracy than state-of-the-art classifiers (66). A combination of several prediction techniques results better than an individual model. Another study suggested a model for hepatitis diagnosis using ensemble learning techniques. A Neuro-fuzzy system is used for patients' diagnosis with dimensionality reduction algorithms. The results demonstrate that the ensemble neuro-fuzzy model performed more accurately than ANN (67). A study is conducted to highlight risk prediction factors for hepatitis C using a random forest classifier. Chi-square and P-value statistical functions are used to estimate the importance of various risk determining factors. The importance of the factor is calculated several times and each important timeless factor is eliminated until the required predictive model has 98.3% accuracy. The research found that gender, drug addiction, frequent hospitalization, and migration from the area with a high HIV occurrence rate are the essential factors for hepatitis diagnosis (68). A two-step feature transformation method is proposed to increase the accuracy of the hepatitis prediction model. At first, the most valuable features are ranked based on their significance, and after feature reduction, the attribute space is expanded. This hybrid method manifested improved prediction results achieved in less computation time (11). Esophageal variants occur most commonly due to the side effects of hepatitis. The esophageal prediction model is proposed in a research study, with six feature selection approaches. Information Gain, PCA, and correlation are used to select the most significant features. The Greedy Approach, PSO, and Genetic Algorithm are applied to create subsets of the dataset by exploring the correlation between different features. This study concluded that Naive Bayes outperformed compared to ANN, Decision Tree, Random Forest, and SVM (12). Some other machine learning and soft computing methods are mainly used for the chronic disease detection (21, 69–71).

Ant Colony Optimization is used for reducing irrelevant or least significant features. The study presented that ACO feature selection enhances the performance of supervised learning classifiers (17). Kidney disease stage identification is performed by applying artificial intelligence techniques to various patient attributes. The most influencing features in the prediction of kidney disease stage are serum creatinine, urine, and albumin. Probabilistic Neural Network beat other prediction models with 96.7% accuracy (72). Random Forest is applied to predict chronic kidney disease in patient data. Dataset is divided into demographics and clinical data, including patients' age, BMI, gender, diabetes history, hypertension, etc. Prediction results are estimated by R2 (73). Data are preprocessed by outlier detection, normalization, and irrelevant data features are reduced. The random subspace outperformed with 100% accurate results and proved that ensemble approaches are better to use than individual classifiers (74). Besides kidney disease presence prediction, kidney transplantation survival is another critical aspect of prediction. The study proposed a prediction model for patients' survival after kidney transplants. Information Gain and Naive Bayes are used for the most significant feature selection. When evaluated with Accuracy and F-measure, K-NN gave higher accuracy than other classifiers (75). Another study classifies kidney patient and healthy people data by applying correlation-based feature selection approaches. Three feature ranking approaches, namely ReliefF, information gain, and gain ratio, explore the most significant attributes (76). Table 1 shows the summary of previous literature that presents their problem statements, diseases to be predicted, and proposed solutions.


Table 1. Summary of the literature review.
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MATERIALS AND METHODS

In this section dataset selection, data pre-processing, feature selection, proposed model architecture, classification methods, performance evaluation, experimental tools and setup and validation method are discussed. Figure 1 describes the proposed automated artificial intelligence approach. The datasets are selected, and pre-processing is applied. The features are extracted with particle swarm optimization and then an artificial neural network is utilized.


[image: Figure 1]
FIGURE 1. Proposed approach.



Dataset Selection

Datasets for five chronic diseases, including Breast Cancer, Diabetes, Heart, Hepatitis, and kidney disease, are collected from multiple online sources e.g., Kaggle, Dataworld, Github & UCI machine learning repository. Four datasets are previously used in a research study (19), to predict different diseases, while other datasets are used in multiple research studies. Each dataset has information about numerous patients with various diseases; therefore, dataset features and instances vary. All datasets used in this research study have numeric and categorical data features based on patients' demographics and medical test results. Breast Cancer data attributes include the characteristics extracted from digital images of fine-needle aspirates of different breast tissues. Diabetes datasets are extracted from patients' demographic profiles and medical test results, including gender, age, glucose level, blood pressure, and body mass index, etc. Two datasets containing heart disease symptoms and patients' data are used to detect a person's heart disease or not. Heart disease dataset attributes used for detection include demographics, chest pain, cholesterol level, glucose level, ECG results, maximum heart rate, depression, and exercise-induced angina. For the early prediction of hepatitis, demographics and medical lab test attributes are used. Dataset features used for diagnosis are categorical, including age, gender, antivirals, liver size, fatigue, discomfort, bilirubin, albumin, etc.

The kidney disease dataset is used to diagnose kidney disease presence, using features like sugar level, red and white blood cell count, glucose level, blood urea, diabetes presence, and hunger. All above datasets consist of multiple features; however, not all features are equally significant for disease diagnosis. This research study finds that feature selection approaches help to optimize classification results by considering useful features only. Therefore, for each disease, two publicly available datasets are used to verify the classification results. However, for kidney disease classification, only one dataset is found on multiple online platforms. Table 2 describes the dataset attributes and their statistics.


Table 2. Datasets used for classification.
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Data Pre-processing

In predictive analytics, data quality is a significant factor, low quality of data leads to incorrect results. Due to their varied uses and sources, real-world medical data sets have many outliers, missing values, and irrelevant features. To make the artificial intelligence algorithm more productive, pre-processing is essential before using data for model training (87). Data pre-processing is a conventional artificial intelligence technique to convert raw data into useful information. Data pre-processing involves various steps needed to obtain relevant and valuable data from the original dataset. Data pre-processing steps involve data extraction, anonymization, integration, cleaning, outlier detection, and duplicate removal (15). Therefore, all the datasets are pre-processed before using data for prediction. In these datasets, it is observed that the patient's glucose level, BMI, skin thickness, insulin, blood pressure, and age have a minimum value of zero, which is impossible. Such outliers are replaced with average values. Some instances have blank entries, which are removed by using the replace missing values operator to make an accurate detection. Table 2 presents the datasets and their values.



Feature Selection

Many datasets for all diseases are available in the hospital's database systems and online repositories. These datasets have different features for multiple usages; not all available features contribute to specific disease detection. Data pre-processing is an essential step before applying a model for the classification of data. The model trained on a dataset with wrong entries may lead to misleading results. Similarly, not all attributes in a dataset contribute to the detection process equally. Including irrelevant features increases the processing time of the model and it also decreases model performance. If all attributes are used for predictive analysis, classifier performance is affected negatively. For hospitals and medical labs, it is dependent on the physician's experience to diagnose a disease from different symptom input values. However, different feature selection approaches allow examining the contribution of various features on results. The main functionality of feature selection techniques is used to analyse that how each attribute takes part in output prediction. Feature selection is an essential approach to be used before model construction to redue data complexity by eliminating irrelevant and useless features from data. Feature selection approaches reduce the data size so that the model takes less time in the training and testing phases. Feature selection is beneficial as it reduces the data size so that processing time, space, and power consumption are also reduced (15). With a fewer number of features, the classification model becomes more interpretable and yields more effective results. Features with zero or very low contributions are eliminated by using feature selection. There are various feature selection methods. Information Gain (IG) is one of the most effective methods for feature selection. Information Gain is measured by entropy, which is the uncertainty of being selected. A low entropy value represents more chances of being selected as a final class label (16). Information Gain calculates the weight of each attribute to estimate its contribution to the last class selection. The highest weight represents the feature that has the most information about final class selection, therefore considered as the most influencing feature.

We present the significance of selecting the most significant features using Particle Swarm Optimization (PSO). PSO results are compared with Information Gain to evaluate its performance. Particle Swarm Optimization (PSO) is another feature ranking technique. PSO is introduced in 1995, inspired by groups of birds and fishes searching for food in a swarm group. Each species in the swarm searches for food, and the whole group follows that individual nearest to the food to travel in the right direction in minimum time. Similarly, the PSO technique is used to find an optimal solution for a problem consisting of various features (48). PSO is an evolutionary algorithm developed on the social behaviors and movements of species. PSO is applied to optimize classification results by assigning weights to the most significant features based on their previous results (88). Thus, only the significant features are used for the prediction process to decrease processing time and to enhance the efficiency of prediction model. The ANN classification model based on the most significant features obtained by PSO. Using PSO, all attributes are assigned weights according to their contribution to the classification process. In addition, a baseline information gain approach is also used to compare its results with the proposed model.



Proposed Model Architecture

The proposed model architecture is described in this section. Artificial intelligence algorithms are used to construct the chronic disease detection model. Artificial intelligence is an advanced machine learning approach to build detection models that can receive input data, train a model, and predict the output of future data. These model-building techniques are divided into two main categories: supervised learning and unsupervised learning. Supervised learning models are provided with a set of input data with desired output labels to construct a predictive technique for future datasets. Supervised learning algorithms include a set of tree-based, instance-based, probability-based, and ensemble algorithms (89). Classification is a supervised machine learning approach that works under supervised learning to predict the final class. In classification, the output variable is nominal such as patients' disease diagnosis that is positive or negative (5).

The forward and backpropagation are evaluated during the ANN learning phase, and it is observed that forward propagation gives higher accuracy. Therefore, an Artificial neural network with forwarding selection is used to predict disease presence. Dataset features with and without feature selection approaches are given as an input to the first layer. The processed output of the first layer is fed into the second layer as input until it reaches the output layer. Cross-validation with tens folds is used for the training and testing process. Each dataset is divided into 10 folds, and nine folds are used for training and one-fold for the testing process in such a way that each fold must be used for testing. The different number of training cycles is applied to get the best classification results, and finally, ANN with 200 training cycles is used to finalize the prediction results. ANN learning rate controls how fast Neural Network will learn a prediction problem. It is a configurable hyper-parameter tuned during the ANN training process. A learning rate of 0.01 is used, as a lower learning rate allows Neural Network to learn more optimally. For the breast cancer diagnosis, 31 input features are fed to the proposed model. After classification of the first breast cancer Wisconsin (diagnostic) dataset, the second breast cancer Wisconsin dataset with 10 features is provided as an input to the proposed model, and the results are recorded. Similarly, for the other four diseases detection, datasets with different features, as described in Table 2, are fed into the proposed model, and results for each disease diagnosis are recorded. For classification, at first, ANN is trained with all available features to classify patients and healthy people in each dataset. In the second step, features are assigned weights using Information Gain, and classification is made based on the weighted features. In the third step, PSO is applied to each dataset, and its results are compared with classification performance without feature selection and with Information Gain. Figure 2 presents the architecture of the proposed model, where w stands for the weights assigned to the features, while x and y are used for input and output, respectively.
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FIGURE 2. Proposed model architecture.




Classification Algorithms

The Artificial neural network classification algorithm is compared with seven state-of-the-art classification algorithms, namely, Naive Bayes, K-NN, Decision Tree, Random Forest, Logistic Regression, SVM, and Deep Learning. There are various classification algorithms to find a correlation between patients' attributes and disease symptoms, but all algorithms have some limitations in input requirements, model construction function, and required computation time (15). ANN is used for five different chronic disease detection. It is inspired by biological neural networks that pass information from the human brain to other body parts by passing through neurons. ANN is a classification algorithm that learns from training examples and applies the trained model to future datasets to predict their output (16). ANN is a set of connected neurons comprising input, processing, and output layers. Each neuron is connected to its adjacent neurons (90), whereas each connection is assigned some weight. These weights are adjusted in the training phase to weaken or strengthen the relationship based on its contribution toward output prediction. Model training is done through backward or forward propagation (91). Naive Bayes is suitable for both numerical and nominal data with multiple dimensions. Naive Bayes is the Bayesian theorem-based classification algorithm, which works on conditional probability, the class with high probability is considered as the final output. Naive means each feature in the dataset is independent of other features and their presence does not affect others. Naive Bayes can be applied to large datasets as its feature independence makes classification faster than other classification algorithms (16).

KNN is the simplest and easiest algorithm used for classification. K is the nearest neighbor of a data sample whose class is being predicted (91). KNN, also referred to as lazy learning (15), allocates weights to the contributing neighbors so that the nearest neighbor will have more influence on prediction. Most commonly, Euclidean distance is used to calculate the distance of all neighbors. KNN assumes that similar instances occur close to each other; hence, the nearest neighbors contribute to predicting the final class (75). KNN with a weighted vote is used for classification in this research study, with k = 10 which represents 10 nearest neighbors. A Decision Tree is the most straightforward classification algorithm, which follows a tree-like structure starting from the root node and reaches the output node (leaf) by evaluating some conditions. Each node is connected to its next node by a connection (branch); this connection represents a condition, if true, then reaches the next node. Since the decision tree works well with categorical data, it is most suitable for the dataset with fewer features (5). This paper uses decision trees with a maximum depth of 10 nodes for predictive analysis. Numerical data is changed to categorical data by using numerical with the nominal operator. Feature selection techniques are applied to select the most significant nodes so that the classification becomes more effective with a smaller number of features.

Random Forest is an ensemble learning technique used for prediction. Random Forest is a more effective algorithm than a decision tree as it combines a set of multiple decision trees by selecting random data samples and predicts the final class based on the majority vote. More trees mean more robust prediction, but implementing many trees requires more processing time (16). The primary aim of ensemble techniques is to strengthen weak algorithms to build a robust predictive model. In this paper, Random Forest with 100 trees is constructed. Logistic regression is a supervised learning classification technique used to output binary classes. It classifies the output by using probability function, results higher than 0.5 are classified as positive while <0.5 are predicted as negative. It operates numerical input data; therefore, categorical attributes are changed to numerical by using nominal to numerical operators (15). SVM is used to classify linear as well as multidimensional data. In SVM, a hyperplane is used to separate different classes of variables. Both sides of the hyperplane represent two other classes. The Euclidean function is used to calculate the distance between variables so that the hyperplane is drawn in its best place (12). SVM is used for both classification and regression problems. In this paper, SVM with the kernel (dot) is implemented to classify data into binary classes. Before the model, nominal building data is converted to numerical. Deep Learning (DL) is a machine learning approach (92), comprised of a Neural Network with multiple hidden layers. The label with the highest value is finalized as output class (93). Since more training gives more accurate results, but it also increases the processing time and makes the model more complex. Deep learning with epoch 10.0 is applied in this research study.



Performance Evaluation

After training and constructing a prediction model, its performance is tested on similar features with an unseen output class to evaluate how accurately the model performs. A confusion matrix is derived to check the similarity between the actual output and predictions of the designed model. In the confusion matrix, true positive (TP) indicates that positive output is predicted as positive, false positive (FP) indicates that negative class is predicted as a positive class, true negative (TN) represents the true prediction of negative class, and false negative (FN) shows that a negative class is falsely predicted as the positive class. These are the primary measures for any classification model. One of the most used performance measures is accuracy. It is the ratio of the correct number of predictions to the total number of instances. Equations 1, describe the accuracy formula.
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Experimental Tool and Setup

In this research study, RapidMiner is used to implement classification algorithms. RapidMiner is a user-friendly platform for the implementation of artificial intelligence algorithms to solve data analysis and data mining problems. It is open-source software with multiple license types for user convenience. However, it is freely available for academic use. RapidMiner contains hundreds of classification, regression, clustering, and feature ranking operators that are used without coding skills (94). RapidMiner is designed for data mining, data pre-processing and visualization, statistical analysis, feature extraction, prediction, and classification. RapidMiner is easy to use as it has input, output, and processing operators that need drag and drop functions and connection building simply. RapidMiner is widely used for machine learning, text mining, sentiment analysis, future predictions, and statistical data analysis. Its Java-based graphical user interface allows business persons and researchers to use it for data preparation, processing, and business future predictions (95).



K-Fold Cross-Validation

K-fold cross-validation is a technique for dividing data into subsets for training and testing of the model. This technique is mainly used with prediction models to evaluate how the designed model will perform on new unseen data. In predictive analysis, a model is generally trained on a dataset available with the required class labels, and when the model is built, it is used for testing on a new dataset with unknown output labels, so that model performance is evaluated (15). There are two techniques for dataset splitting: split data and cross-validation. K-fold cross-validation has an advantage over the split data technique because it works efficiently when applied to a biased dataset. K represents the number of times the data is trained with k-1 subsets for training and 1 subset for testing. In cross-validation, each instance is checked for both training and testing both. The ten-fold cross-validation is used to train and test the classification models.




RESULTS AND DISCUSSIONS

This section presents the results achieved and then briefly describes these results. The ANN classification algorithm applied to feature selection using PSO. The performance of the classifiers is presented using standard measure of accuracy. Seven classification algorithms are applied to each dataset to compare their prediction performance with the proposed model. The prediction performance of ANN is improved using the PSO feature selection approach. Results with and without feature selection are compared to explore the impact of the most influential features and to present how the proposed feature optimization method performs better than other techniques. Figure 3 presents the accuracy of the first breast cancer dataset and shows that logistic regression without feature selection (WFS) gives the highest accuracy of 93.15%, while the information gain increased the performance of ANN and achieved the highest accuracy of 93.67%. Finally, PSO is applied and a 5% increase in accuracy is observed. Therefore, the proposed model obtains the highest accuracy of 98.23%. For the second breast cancer dataset, as shown in Figure 4, Random Forest without feature selection gave the highest accuracy of 96.57%, followed by ANN with an accuracy of 96.43%, which increases to 97.43% after the selection of features by PSO. For diabetes prediction, as shown in Figure 5, ANN and Deep Learning achieve the highest accuracy of 78.72%. After feature extraction with PSO, the accuracy of ANN increases to 86.67%, which is the highest compared to other classification algorithms. When the proposed model is applied to another dataset for diabetes prediction, as shown in Figure 6, the highest accuracy of 93.59% is observed in ANN applied to PSO. Therefore, for both diabetes patient datasets, the proposed model reveals the highest results. For heart attack prediction, as shown in Figure 7, ANN and Deep Learning provide the highest accuracy of 82.17 and 82.13%, respectively. The most significant features are extracted with PSO, which shows an accuracy of 93.44% obtained by the proposed model. The k-NN shows a remarkable increase with an accuracy of 68.88% without feature selection and 90.62% with PSO. The proposed model is applied to another dataset for heart attack prediction, as shown in Figure 8, and PSO is found to show a remarkable increase in accuracy. ANN gave an accuracy of 81.85%, which increases to 85.56% after selecting the most significant features with PSO. Figure 9 presents a comparison of eight classification algorithms with the proposed model for prediction of hepatitis disease. Random Forest achieved the highest accuracy of 95.13%, while ANN gave an accuracy of 93.46%. After feature selection, the proposed model obtained an accuracy of 98.46%. Next, the proposed model evaluates another dataset for hepatitis prediction in order to examine the results more accurately. Figure 10 shows that the proposed model achieved highest accuracy of 73.73%. Figure 11 shows the accuracy of kidney disease prediction. It shows that after PSO optimization, ANN and Random Forest give 98.90% accurate results. Information Gain shows a prominent increase in accuracy, but PSO significantly gives the best results. Different datasets have different accuracy because of different types of features and the number of instances. Optimization techniques help classifiers reduce irrelevant and useless features, remove outliers, and convert complex data into a simple form. It is found that overall, ANN, Random Forest, and Deep Learning give the best results, but ANN outperformed all other techniques. Table 3 presents the highest accuracy gained by the proposed model for all five selected diseases. Table 4 and Figure 12 present the overall accuracy of the eight prediction algorithms achieved with PSO feature selection. An average of the results obtained by each prediction algorithm is calculated and it is found that the proposed ANN model produces the most accurate results.
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FIGURE 3. Cancer diagnosis accuracy (dataset 1).
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FIGURE 4. Cancer diagnosis accuracy (dataset 2).
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FIGURE 5. Diabetes diagnosis accuracy (dataset 1).
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FIGURE 6. Diabetes diagnosis accuracy (dataset 2).
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FIGURE 7. Heart attack diagnosis accuracy (dataset 1).
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FIGURE 8. Heart attack diagnosis accuracy (dataset 2).
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FIGURE 9. Hepatitis diagnosis accuracy (dataset 1).
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FIGURE 10. Hepatitis diagnosis accuracy (dataset 2).
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FIGURE 11. Kidney disease diagnosis accuracy.



Table 3. Highest accuracy achieved by proposed model.
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Table 4. Overall accuracy achieved for all diseases prediction.
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[image: Figure 12]
FIGURE 12. Average accuracy achieved by all classification algorithms.


It is shown that the proposed model gives the highest results, that is, 91.61%, followed by Random Forest with an accuracy of 91.19%. However, the Random Forest required more processing time compared to ANN. Therefore, the processing time of different classification techniques is also evaluated. Only one dataset for each disease is evaluated for processing time comparison. Total processing time is calculated in milliseconds (ms). Figure 13 presents the total training and testing processing time for cancer, diabetes, heart, hepatitis, and kidney. The cancer dataset shows that Random Forest takes the most time. The prediction time required for the diabetes dataset also indicates that Random Forest requires more time compared to other classification techniques. The processing time for a heart attack shows that Random Forest followed by the SVM algorithm takes additional time. Hepatitis data processing time shows that SVM followed by Random Forest requires more time for training and testing. Random Forest and SVM are shown to be the slowest prediction and data processing algorithms for kidney disease. Overall, Figure 13 shows that Random Forest and SVM required the most time for processing. Random Forest is an ensemble technique; its processing time depends on the number of trees combined to construct a forest, while SVM processing time depends on the kernel type. However, Naive Bayes and Logistic Regression take minimal time to build classification models. Furthermore, the processing time is also dependent on the number of instances in the dataset. Large datasets require more time for training and testing processes for all classification techniques. In (19), 10 different datasets are used for disease prediction with multiple feature selection approaches Information Gain, Gain Ratio, and ReliefF. Their proposed model gives the highest results of 99% when used with various subsets of patient attributes. Another study (75), suggested a feature selection method using Information Gain with different numbers of k for cross-validation to early predict kidney disease and achieved an accuracy of 81%. A hybrid classification model is proposed in (2) to diagnose three chronic diseases, including kidney disease, diabetes, and Hepatitis. The probabilistic feature selection approach is applied to a Logistic Regression classifier, and 91.6% accuracy is achieved. In another study (18), a chronic disease prediction model is built with three datasets of Breast Cancer, Diabetes and Heart attack patients. Convolutional Neural Network is applied to correlation coefficient-based attributes ranking technique. Diseases are predicted in two steps, at first with all available features and secondly with features of high significance. Table 5 gives a comparative analysis of previous research studies as compared to the proposed approach.


[image: Figure 13]
FIGURE 13. Data processing time for cancer, diabetes, heart, hepatitis and kidney disease.



Table 5. Comparative analysis.
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CONCLUSION

Early diagnosis of chronic diseases is a major research challenge. Various artificial intelligence techniques are used in literature for medical data classification and disease prediction. Such techniques are often applicable for selected datasets to diagnose specific disease with a limited set of attributes. In this paper, chronic diseases are predicted using an augmented artificial neural network based approach. The accuracy of the proposed model is improved using the particle swarm optimization (PSO) feature selection algorithm. This is shown to eliminate irrelevant features and assign weights to the most contributing features. Our proposed approach performs predictions more effectively and efficiently than other state-of-the-art models. Five most widespread chronic diseases are selected for diagnosis, including breast cancer, diabetes, heart attack, hepatitis, and kidney disease. Nine publicly available benchmark datasets are used in this study. The proposed model comprising an ANN classifier applied with PSO based feature selection is compared with seven state-of-the-art artificial intelligence techniques: decision tree, random forest, deep learning, naive Bayes, SVM, KNN, and logistic regression. Comparative results show that our proposed model performs the best out of all eight classification algorithms, with the highest accuracy of 99.67%. Our model obtained 98.23, 93.59, 98.46, 93.44, and 98.90% prediction accuracy for breast cancer, diabetes, hepatitis, heart, and kidney diseases. Whilst our proposed model produced the best results; the classification performance is found to depend significantly on the data features used for outcome prediction. Therefore, up to two datasets for each chronic disease are further used to apply our proposed model on different attributes. Results showed that our proposed approach outperformed other models. A comparison of processing time of classifiers showed that our optimized ANN approaches required less time compared to random forest, deep learning, and SVM. Our study can play a vital role for predicting multiple diseases using optimized ANN based prediction models in hospitals and medical labs. Further optimizing essential features can be beneficial for medical purposes to reduce patients' data attributes.



FUTURE WORK AND LIMITATIONS

In future, we plan to predict more chronic diseases with our proposed model. In particular, ensemble feature selection approaches may result in better prediction of multiple chronic diseases. Developing a system that can diagnose various diseases in patients is an open research problem and there has been little research work reported in this area. The number of patients living with more than one chronic disease is growing globally. We plan to build a prediction model based on classification and feature selection approaches to diagnose two or more chronic diseases in a person. A limitation of this study is that all classification methods are applied to selected diseases, while a dataset with different patient diseases may lead to suboptimal predictions. Although our augmented artificial intelligence based prediction model has shown promising results, there are a number of open research problems. First, generalized and globally applicable systems for disease prediction are not available. Second, prediction performance in research does not scale to real-world clinical applications due to limited data availability and different sets of attributes used in research studies. Third, real-time implementation and clinical validation of prediction models is a major challenge. Other open research areas include continuously improving prediction results based on clinical validation and diagnosing previously unknown diseases.
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Diabetes is considered to be one of the leading causes of death globally. If diabetes is not treated and detected early, it can lead to a variety of complications. The aim of this study was to develop a model that can accurately predict the likelihood of developing diabetes in patients with the greatest amount of precision. Classification algorithms are widely used in the medical field to classify data into different categories based on some criteria that are relatively restrictive to the individual classifier, Therefore, four machine learning classification algorithms, namely supervised learning algorithms (Random forest, SVM and Naïve Bayes, Decision Tree DT) and unsupervised learning algorithm (k-means), have been a technique that was utilized in this investigation to identify diabetes in its early stages. The experiments are per-formed on two databases, one extracted from the Frankfurt Hospital in Germany and the other from the database. PIMA Indian Diabetes (PIDD) provided by the UCI machine learning repository. The results obtained from the database extracted from Frankfurt Hospital, Germany, showed that the random forest algorithm outperformed with the highest accuracy of 97.6%, and the results obtained from the Pima Indian database showed that the SVM algorithm outperformed with the highest accuracy of 83.1% compared to other algorithms. The validity of these results is confirmed by the process of separating the data set into two parts: a training set and a test set, which is described below. The training set is used to develop the model's capabilities. The test set is used to put the model through its paces and determine its correctness.

Keywords: decision tree, random forest, Support Vector Machine (SVM), Bayesian Naive, diabetes, AI, ML, classification


INTRODUCTION

Diabetes is a chronic disease also known as a silent disease. The World Health Organization (WHO) defines diabetes as a disease that prevents the body from properly using the energy provided by the food it consumes. In addition, the disease occurs when there are problems with the hormone insulin, which is naturally produced by the pancreas to help the body use sugar and fat and store some it (1).

More clearly, when we eat, food is broken down into glucose (sugar). This glucose provides energy for the body to function properly by drawing on its resources. During digestion, the blood carries the glucose throughout the body and supplies the cells. However, in order for the sugar in the blood to be delivered to the cells, the body needs insulin, a hormone secreted by the pancreas, which acts as a key to get the glucose from the blood into the cells of our body (2). There are three most common types of diabetes:

Type 1 diabetes: it is a condition in which the pancreas cannot produces enough insulin or does nor produces any insulin. It accounts for 5–10% of all diabetes cases, commonly affecting childhood and adolescence. Then, Type 2 diabetes–it is a condition in which the insulin produced does not effectively used to maintain the blood sugar level in the body. This type diabetes is common in people age 40 and above, but also appears in younger people. From all diagnosed diabetes cases worldwide, type 2 diabetes accounts for 90–95 percent. There is another type of diabetes called “gestational diabetes”, caused by the lack response of the insulin receptors on the body tissues, even if the insulin levels are normal, which makes this condition different from the second type, and this case is very rare, account for 1–2% of all diabetes cased and it also increase the risk of developing type 2 diabetes later (3).

People with diabetes must be treated according to their type of diabetes. The goal of treatment is to keep the patient's blood sugar level within a normal range.



RELATED WORKS
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METHODOLOGY USED


Model Diagram and Study Explanation

The proposed process is presented in the form of a model diagram in Figure 1 below. The following diagram depicts the flow of the research done in the process of building the model:


[image: Figure 1]
FIGURE 1. Proposed model diagram.


In this study, we split the data set into two parts: a training set and a test set. The training set is used to train the model. The test set is used to test the model and evaluate the accuracy.

In the second step we use a K-means algorithm for data correction in order to improve performance and control the classified model (By changing the number of clusters).

Next, we invite the learned algorithms to be tested using the test database. Finally model evaluation with other related work.



Algorithms Used
 
Support Vector Machine

Support Vector Machine is based on statistical learning theory. SVMs were originally developed for binary classification, but can be effectively extended to multi-layer problems. SVM or Sequential Minimal Optimization (SMO) is a learning system that use a hypothesis space for linear functions in a high-dimensional space, and that has been trained using an optimization theory learning algorithm that employs a learning bias de-rived from statistical learning theory to achieve its results. SVM implements nonlinear class boundaries by translating nonlinear input vectors into a high-dimensional feature space using a linear model, which is implemented using the kernel of the SVM. Support vectors are training in-stances that are closer to the maximal hyper maximum level than the rest of the training examples. In order to define the binary layer boundaries support, all other training samples are rendered inapplicable.

As a result, the vectors are utilized to construct the ideal level hyper linear separation function (in the case of pattern recognition) or linear regression function (in the case of regression) in the feature space in question (13).



K-Means Clustering Algorithm

The k-means clustering algorithm is a machine learning algorithm that groups nearby points into clusters. In this algorithm, there is no learning model construction because we will locate the new point in any cluster based on its distance from all the clusters (mainly its distance from the cluster center or its arithmetic mean) and it is placed in the cluster that is closest. For example, imagine that you want to divide the points of a line into 3 groups. To Determine how close a point is to a particular group, we will use a measure of its distance from the group (for example, the distance between two points) (14).



Naive Bayes

NB is a classification approach in which the idea of independence and relatedness of all characteristics is defined as follows: Specifically, it specifies that the state of a given feature inside a class has no effect on the status of any other feature within the class. As a result of its foundation in conditional probability, it is regarded as a strong algorithm that may be utilized for classification applications. It performs effectively when dealing with data that has imbalance issues and missing values (15):

[image: image]

• P(A|B): conditional probability that the response variable has a certain value given the input characteristics. Additionally, this is referred to as the posterior probability.

• P(A): The response variable's a priori probability.

• P(B): The likelihood that the training data or evidence is correct.

• P(B|A): This is referred to as the probability training data.



Decision Tree

DT learning is one of the predictive modeling techniques used in statistics, data mining, and machine learning. Use a decision tree (as a predictive model) to move from observations on an item (represented in the branches) to conclusions about the target value of the item (represented in the paper). They use a hierarchical representation the data structure in the form of a sequence decisions (tests) to predict an outcome or a category. Each individual (or observation), which must be allocated to a class, is represented by a collection of variables, which are tested in the nodes of the tree. In the internal nodes, testing is carried out, and choices are taken in the paper nodes (16). In graph theory, a tree is a linked graph that is undirected, acyclic, and has no edges. There are three categories of nodes:

• Root node: This is the base of the tree and the most sensitive element when the tree is created and before it is exploded.

• Internal node: refers to nodes that have offspring that are themselves nodes.

• Final nodes: that do not contain any branches.

There are many DT's algorithms, and we can cite: ID3, C4.5, CART, C5, CHAID, SLIQ, UFFT, VFDT... (16).



Random Forest

Random Forest algorithm (17) is for statistics and machines that employs several learning methods to improve prediction performance. The two-part algorithm A. Tree bagging b. Each tree is produced from tree bagging to random forest:

1. Sample N instances at random - but with replacement, from the original data if the number cases are N inside the training set. The training set for developing the tree will be this sample.

2. A random number of characteristics and the optimal division utilized for dividing the node are picked when there are M input variables. During the forest growth, the value M is kept constant.

3. Each tree is cultivated as much as possible.




Dataset Used

We used two different databases in this study; Pima Indian Diabetes provided by the UCI Machine Learning repository (18) and a database extracted from the hospital in Frankfurt, Germany (19). Database extracted from the hospital in Frankfurt the first data is 2000 Pima Indian has 768 patient data with 8 attributes/features and one out-put with the patient's label/outcome (0: Not diabetic, 1: Diabetic). Two databases together consist some distinct medical variables, such as:

1. Pregnancies: number of pregnancies.

2. BMI: Body Mass Index (weight in kg / (height in m)2).

3. Insulin: Dose of insulin (mu U/ ml).

4. Age: Age at least 21 years.

5. Glucose: Plasma glucose concentration.

6. Blood Pressure: Diastolic blood pressure (mm Hg).

7. Skin Thickness: Thickness of the triceps skin fold (mm).

8. Diabetes Pedigree Function: Diabetes pedigree function (heredity).

And two classes (1 and 0)

• If class =1 implies diabetic patient.

• If class =0 implies non-diabetic patient.

The choice of these two bases is justified by the following criteria:

• The size of the database.

• Number of attributes.

• Number of classes.


Data Correction

Data cleaning is the next step in machine learning. It is considered one of the main steps in the working stages, and it is either building the model or breaking it. There is a saying that “the best data beats the most complex algorithms” in machine learning. Several aspects of data cleansing must be considered:

1. Discordances and omissions

2. Data mislabeling, same category repeated.

3. Invalid or missing data.

4. Outliers.



Unexpected Outliers in Both Bases

The observation and analysis of the two databases are presented in Table 1.


Table 1. The observation and analysis of the two databases.
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Methods of Handling Invalid Data Values
 
The Existing Works

• Ignore/delete these cases: delete all the observations with zero values but in this method we get a significant loss of data (about 50% of the data set).

• Put the mean values: calculate the median value of a specific column and replace this value in that column where we have zero.

• Avoid using parameters: The model can avoid using parameters with too many incorrect values. This may help thicken skin, although it's hard to tell.



In This Study

• Use of a classification algorithm: use a classification algorithm to recover the missing data where we have zero and replace them with the value found.

In our case, we have to apply this method and we have chosen the k-means algorithm with a variable K number of cluster (group) and replacing each column needs cleaning by the representative of cluster.




Evaluation Method
 
Train/Test

The data set is split into two parts: training and testing. The training set teaches the model. The test set is used to evaluate the model's correctness.



Pima Indian Database

“Test size = 0.2.” That is, 20% for the test and the rest 80% for the training.



Hospital Frankfurt Database

“Test size = 0.3.” That is, 30% for the test and the rest 70% for the training.




Accuracy Measures

This study uses Naive Bayes, Random Forest, SVM, and DT algorithms. Train/Test Split is used in experiments. This study uses Accuracy, F1-Measure, Recall, and Precision metrics to classify. See Table 2 for accuracy measures (20).

• True positives (TP), False positives (FP)

• True negatives (TN), False negatives (FN).


Table 2. Accuracy measures.
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Experimental Results

This is clear from Table 3, which compares the different performance measures (accuracy, recall, and F1 score) used to evaluate the investigated machine learning models. Random Forest (RF) demonstrated the best accuracy when used in the tuned configuration (97.6 percent). In addition to Random Forest (RF), additional algorithms such as Decision Tree (DT) have demonstrated sufficient accuracy (97.5 percent). We can see that DT, Gaussian Naive Bayes, Random Forest, SVM, performed better. From the basic level, we can observe that Random Forest and DT work better than other algorithms (Table 4).


Table 3. Evaluation attributes results for different models (Frankfurt Germany).

[image: Table 3]


Table 4. Evaluation attributes results for the different models (Pima Indian).

[image: Table 4]

Based on different performance measures such as accuracy, recall, and F1 score, it is clear that the examined ML models are comparable; this is seen in the Table 5, SVM (Support Vector Machine) demonstrated the best accuracy when used in its optimized form (83.1 percent). Other algorithms, such as the Random Forest (RF), have demonstrated sufficient accuracy in addition to the Support Vector Machine (SVM) (80.5 percent). We can see that DT, Gaussian Naive Bayes, Random Forest, SVM, performed better. From the basic level, we can observe that Support Vector Machine and Random Forest work well than other algorithms.


Table 5. Comparison of the proposed work with the existing works (Pima Indian).

[image: Table 5]

From the results of this experimentation, we observe that the accuracy values for this database with all measurements are satisfactory with a disturbance sometimes the rate increases and sometimes it decreases by a small difference when changing the number of cluster as well as the random initialization of cluster centers can influence the results.

Note: After running the model several times, different results can be obtained in the same cluster number. This depends on the step of random initialization of the cluster centers.

According to the above table, the SVM model obtained the best accuracy which is equal to 83.1%. That is, among 153 attributes that were chosen for testing this model are classified 127 patients correctly. We select the SVM model as the most optimal model that works best for our dataset because it's high accuracy.

According to the above table, the Random Forest model obtained the best accuracy which is equal to 97.6%. That is, among 600 attributes that were chosen for testing this model are classified 582 patients correctly. We select the SVM model as the most optimal model that works best for our dataset because it's high accuracy.




DISCUSSION

Based on the results given in Tables 5, 6, the goal of the four algorithms is to better classify future observations while reducing classification errors. it can be concluded that the suggested models are more accurate than other type 2 diabetes prediction models that have been investigated in the research indicated in these tables. When comparing the above findings, it is obvious that the notion of utilizing the k-means algorithm was successful in our work; as a consequence, we infer that improving the quality of the data enhances the outcomes. This is consistent with other studies (26–35) which shows the predictive accuracy of machine learning algorithms.


Table 6. Comparison of the proposed work with the existing works (Frankfort Allemagne).
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CONCLUSION

In this study, we proposed a supportive diagnosis system based on the comparison four models of prediction algorithms to predict diabetes in two different databases. On the basis of several performance assessment methodologies like as accuracy and recall, as well as the F1 score, different machine learning algorithms are compared and assessed. Using the classification results obtained, it can be concluded that the random forest machine learning technique provides more accurate prediction and higher performance than the other methods described in this study. However, when compared to other research accessible in the current literature, some of the other approaches utilized in this study, such as naive Bayes, DT and SVM, Random Forest, and others, produce the most optimum outcomes.

The main objective of this study is to help diabetologist to establish an accurate treatment routine for their diabetic patients. Due to the high accuracy and diagnose the disease in a shorter time and the rapid treatment, this study could open a window in the development of an electronic health system for diabetic patients. There are also a few aspects in this study that could be improved or expanded in the future. In perspective term:

• Creation of diabetes database for Algerian patients

• Diabetes prediction with the deep learning approach.

• Developed a solution based on an Android application in order to help people predict if they have diabetes.
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Background: Colon adenocarcinoma (COAD) is a highly heterogeneous disease, thus making prognostic predictions uniquely challenging. Metabolic reprogramming is emerging as a novel cancer hallmark that may serve as the basis for more effective prognosis strategies.

Methods: The mRNA expression profiles and relevant clinical information of COAD patients were downloaded from public resources. The least absolute shrinkage and selection operator (LASSO) Cox regression model was exploited to establish a prognostic model, which was performed to gain risk scores for multiple genes in The Cancer Genome Atlas (TCGA) COAD patients and validated in GSE39582 cohort. A forest plot and nomogram were constructed to visualize the data. The clinical nomogram was calibrated using a calibration curve coupled with decision curve analysis (DCA). The association between the model genes' expression and six types of infiltrating immunocytes was evaluated. Apoptosis, cell cycle assays and cell transfection experiments were performed.

Results: Univariate Cox regression analysis results indicated that ten differentially expressed genes (DEGs) were related with disease-free survival (DFS) (P-value< 0.01). A four-gene signature was developed to classify patients into high- and low-risk groups. And patients with high-risk exhibited obviously lower DFS in the training and validation cohorts (P < 0.05). The risk score was an independent parameter of the multivariate Cox regression analyses of DFS in the training cohort (HR > 1, P-value< 0.001). The same findings for overall survival (OS) were obtained GO enrichment analysis revealed several metabolic pathways with significant DEGs enrichment, G1/S transition of mitotic cell cycle, CD8+ T-cells and B-cells may be significantly associated with COAD in DFS and OS. These findings demonstrate that si-FUT1 inhibited cell migration and facilitated apoptosis in COAD.

Conclusion: This research reveals that a novel metabolic gene signature could be used to evaluate the prognosis of COAD, and targeting metabolic pathways may serve as a therapeutic alternative.

Keywords: COAD, metabolic, LASSO, Cox, signature, prognostic prediction


INTRODUCTION

Metabolic reprogramming has been recognized as one of the distinguishing feature of tumor cells recently (1). Cancer metabolism is a major contributor to tumor initiation, growth, and metastasis in colorectal cancer (2).

Colon adenocarcinoma (COAD) is a primary intestinal aggressive malignancy (3). It is the third most prevalent cancer (10.0%) and is ranked second (9.4%) in cancer-related mortality worldwide (4). Further, this disease is genetically heterogeneous whose prognosis is uniquely challenging. China, with the most population in the world, is also ranked first in terms of new cases of cancer and cancer-related deaths in the world (5, 6). In China, more than 555,000 new colon and rectum cancer cases are projected to be discovered annually (4, 6). The world's cancer burden including COAD continues to increase and malignancy is quickly becoming the foremost cause of human death in this century (7). Therefore, predicting the prognosis of COAD patients and identifying new therapeutic strategies for COAD are critical.

According to previous reports, metabolism serves a vital role in the progress of COAD and some key genes such as OMA1 mediate metabolism reprogramming under hypoxia, thus facilitating colorectal cancer development by promoting the Warburg effect (8). And LINRIS stabilizes IGF2BP2 and facilitates aerobic glycolysis in COAD (9). However, the link between metabolic-related genes and the prognosis of COAD patients remains largely uncharacterized. Metabolism and expression of specific genes affect the occurrence of metabolism, making it a therapeutic potential target for the management of malignant tumor (10). Thus, it is important to gain further understanding of the underlying metabolic mechanisms of COAD tumorigenesis and progression. Further, it is needed urgently to identify new prognostic-related markers which could become therapeutic potential targets in COAD (11, 12).

First, we acquired expression profiles of mRNA and the relevant clinical features of COAD patients from open data resources in our research. We then established a multigene prognostic characteristic of COAD by metabolic-related differentially expressed genes (DEGs) in a Gene Expression Omnibus (GEO) cohort. Finally, functional enrichment analysis was performed to explain the potential mechanisms involved, after which a prognostic model was developed based on several metabolic-related genes. We consider that this prognostic model with the strong predictive power of COAD will improve prognosis risk assessment of patients with COAD and help to develop a more accurate evaluation of their clinical management.



MATERIALS AND METHODS


Publicly Available mRNA Data and Metastasis Gene Sets

An RNA-sequencing (RNA-seq) dataset and relevant clinical data of COAD patients were acquired from The Cancer Genome Atlas colon adenocarcinoma dataset (TCGA-COAD) and GEO website (GSE25071) to compare human colorectal tumors and normal colorectal tissues. The normalization of gene expression profiles was performed by the scale method provided in the “limma” package in R. We then identified DEGs though the comparison of patients with COAD with recurrent and normal humans in the GEO cohort (GSE21510 and GSE32323). A total of 566 COAD patients from the training set of the TCGA-COAD cohort and 573 COAD patients from the GSE39582 cohort used for the validation set were eventually enrolled. A list of metabolic-related genes was then gathered from the Gene Set Enrichment Analysis (GSEA, v3.0, http://software.broadinstitute.org/gsea/index.jsp) website (13) and is exhibited in Supplementary Table 1.



Building and Verification of a Prognostic Model of Metabolic-Related Genes

DEGs with log (|fold change|) >1 and a false discovery rate (FDR) < 0.05 between tumor tissues and adjacent non-cancerous tissues in the TCGA-COAD and GSE25071 datasets were identified by the “limma” package in R. Differences between the recurrence and normal human GEO cohorts (GSE21510 and GSE32323, respectively) were also evaluated. Univariate Cox analysis of disease-free survival (DFS) and overall survival (OS) in DEGs were carried out to identify the metabolic-related genes with prognostic significance. We utilized the log-rank test to adjust the p-value.

To reduce the number of genes, we used the least absolute shrinkage and selection operator (LASSO) Cox regression analysis to screen genes for DFS and OS, respectively. The input of the LASSO Cox regression analysis were the above-mentioned screened genes. The most vital value in the LASSO Cox regression analysis was λ. Using different λ values, LASSO Cox regression analysis can be utilized to screen for different genes. We used cross-validation to select the optimal λ for DFS and OS. With these λ values, the genes associated with DFS and OS were identified via LASSO Cox regression analysis, respectively. These genes were then subjected to multivariate Cox regression analysis to determine their coefficients for the prognostic models of DFS and OS, respectively. The prognostic models were represented as a risk score, which was expressed as follows:
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A total of 222 patients obtained from the TCGA-COAD cohort with a DFS survival status and survival time were classified into low- and high-risk groups by the best cut-off point determined by the surv_cutpoint function in the “Survminer” package in R. We then plotted the survival curves for the risk score via the “survfit” function with the “survival” R package. We did the same for the 214 patients included in the TCGA-COAD data set who had the stages (stages I, II, and III) information of all those 222 patients, 51 patients for stage I, 147 patients for stage I and II, and 67 patients for stage III. To appraise the predictive power of the risk score, we plotted the receiver operating characteristic (ROC) and displayed the 1-, 3- and 5-year projections as function of survival ROC in the “survivalROC” R package.



Validation of the Prognostic Model as an Independent Clinical Factor

To explore the correlation of the established prognostic model with the clinical information, we carried out univariate cox regression analyses to generate risk scores and consider other clinical features including stage, sex, and age in 214 DFS patients included in the TCGA-COAD data set. Risk scores and other clinical factors were deemed statistically relevant at a p-value threshold of <0.05. Association between risk score levels and other clinical factors with DFS and OS were investigated by multivariate Cox proportional hazard models. The results of the multivariate Cox regression model were visualized in a combined forest plot and the same procedure was also performed in TCGA OS patients and the validation data set.



Verification of the Nomogram

A nomogram was created to forecast the DFS of patients at 1-, 3-, and 5-year survival probabilities to help doctors understand and apply the model. Then, we performed ROC analysis to gain the area under the curve (AUC) and verify the predictive effect of the model. The same procedure was performed in TCGA OS patients and the validation data set. The calibration curve of the nomogram was drawn to validate the nomogram's predictive value. The calibration curve was produced by using the calibration function in the “rms” package in R.

The decision curve analysis (DCA) results were plotted to quantify and assess the clinical value of the nomogram (14). DCA can be performed to obtain the clinical net benefit of the nomogram compared with all or none of the strategies (15).



Functional Enrichment Analysis and Cell Immune Infiltration

A comprehensive knowledge-base update to the sixth version of the original web-based programs is provided by the Database for Annotation, Visualization and Integrated Discovery (DAVID, v6.8, https://david.ncifcrf.gov/). With the comprehensive set of function annotation tools provided by DAVID, researchers can examine the biological meanings of a large set of genes. The Gene Ontology resource (GO; http://geneontology.org) provides structured, computable knowledge regarding the functions of genes and gene products (16). The knowledge of GO resource is both human-readable and machine-readable, and is a foundation for computational analysis of large-scale molecular biology and genetics experiments in biomedical research. DAVID was used to conduct GO analysis based on genes in a univariate Cox analysis of OS and DFS.

Tumor Immune Estimation Resource (TIMER; https://cistrome.shinyapps.io/timer/) is a web interactive platform and is used to analyse tumor-infiltrating immunocytes systematically. We utilized TIMER to study the correlation of genes in the risk score model and the signatures of tumor-infiltrating immunocytes in COAD. The “Gene” module was carried out to investigate the relevance between the risk score model expression and immunocyte infiltration levels specific to each gene (B-cells, neutrophils, macrophages, dendritic cells, CD4+ and CD8+ T-cells) with the TCGA database. We applied TIMER to explore the relationship between the gene expression in the risk score model and the marker gene sets of different immunocytes with the “Correlation” module. The relationship between the gene expression in the risk score model and the tumor-infiltrating immune cells were assessed by purity-correlated partial Spearman's correlation and statistical significance (17).



External Validation Using Online Databases

Hub genes in LASSO Cox were surveyed from the following online databases: (1) Oncomine database analysis. Oncomine database (https://www.oncomine.org/resource/main.html) is a tumor microarray database and online data analysis tool that collects many “multi-arrays” (18). This tool was used to determine gene expression signatures. Gene expression levels in various types of cancers were identified using the Oncomine database at a p-value threshold of 0.001 and a fold change threshold of 2 using gene ranking. The following conditions were used to acquire the mRNA expression level in tumor tissue compared with normal tissues: P < 1E-4, fold change > 2, and top gene rank 10% (19). (2) cBioPortal analysis. The cBioPortal for Cancer Genomics (http://cbioportal.org) was constructed specifically to decrease the difficulty of obtaining complex data sets and promote the translation of genomic data into novel biological knowledge, treatments, and clinical trials (20). This platform encourages the study of multidimensional tumor genomics data by supporting visualization and estimating across genes, samples, and data types. The resource allows researchers to visualize the patterns of gene alterations across samples in one tumor research, to compare the frequencies of gene alterations across multiple tumor researches, and to aggregate alterations of all related genomes in an single cancer sample. cBioPortal encompasses multiple genomic data types such as somatic mutations, DNA copy number alterations (CNAs), mRNA and microRNA (miRNA) expression, DNA methylation, protein abundance, and phosphoprotein abundance (21). (3) PrognoScan database Analysis. The PrognoScan database (http://www.abren.net/PrognoScan/) was utilized to explore the association between gene expression and survival across various types of cancers. PrognoScan was utilized to dissect the correlations between gene expression and prognosis indicators (e.g., OS and DFS) across a large number of open tumor microarray datasets. The threshold of Cox p-value was adjusted to <0.05 (22). (4) GEPIA database Analysis. The Gene Expression Profiling Interactive Analysis (GEPIA, http://gepia.cancer-pku.cn/) database is a developed interactive web server for analyzing the RNA sequencing expression data of tumor and normal samples from the TCGA and the GTEx projects, using a standard processing pipeline. GEPIA provides customizable functions such as tumor/normal differential expression analysis, profiling according to cancer types or pathological stages, patient survival analysis, similar gene detection, correlation analysis and dimensionality reduction analysis (23).



Apoptosis and Cycle Assay

The analysis of the previous sections indicated that FUT1 was an aberrantly expressed gene in COAD tumors and therefore high FUT1 expression could be used as a predictor of adverse outcomes. So we examined the function of FUT1 in cell apoptosis and cell cycle and performed a flow cytometry assay. We cultured HCT-116 cells for 24 h with FUT1 and then harvested the cells. Next, Annexin V and propidium iodide (PI) were used in accordance with the manufacturer's recommendation (Beijing Solarbio, China). The apoptotic rate and cell cycle were detected using a NovoCyte flow cytometer (ACEA, Biosciences, USA) and analyzed using the NovoExpress software (ACEA, Biosciences, USA).



Cell Transfection

Cell transfection was also performed to further verify the effect of FUT1. HCT-116 cells were gained from the American Type Culture Collection. The cells were kept in Dulbecco's modified Eagle's medium (DMEM) (Gibco, USA), supplemented with 10% fetal bovine serum (FBS) (Gibco, USA), 100 μg/mL streptomycin (Gibco, USA) and 100 U/mL penicillin (Gibco, USA) in a humidified incubator with 37°C and 5% CO2. FUT1 was silenced in HCT-116 cells by transfection with FUT1 short interfering RNA (si-FUT1). si-FUT1 and the siRNA negative control (si-NC) were purchased from Tsingke Biotech (Beijing, China). Lipofectamine 3000 (Invitrogen, Carlsbad, CA, USA) was used to carried out the transfection trials according to the manufacturer's instructions.




RESULTS


Patient Selection

A total of 566 COAD patients were selected as the training set from TCGA and 573 COAD patients were selected from the GSE39582 cohort as the validation set. The specific clinical features of the patients were listed in Table 1. A flow chart of our research was illustrated in Supplementary Figure 1.


Table 1. Clinical characteristics of colorectal patients.
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Identifying of Prognostic Metabolic-Related DEGs in the TCGA Cohort

A total of 153 overlapping DEGs were identified between (1) tumor tissues and non-tumor adjacent tissues in TCGA and GSE20571, and (2) recurrent and normal human tissues in the GEO cohort (GSE21510 and GSE32323). A total of 62 genes were identified by matching 153 DEGs with metabolic-related genes, 21 of which were correlated with OS and 10 were correlated with DFS in the univariate Cox regression analysis (P < 0.01) in the training set (Tables 2, 3).


Table 2. Disease-free survival associated gene list in COAD from the training set (TCGA).
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Table 3. Overall survival associated gene list in COAD from the training set (TCGA).
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Establishment of a Prognostic Model in the TCGA Cohort

We used LASSO Cox regression analysis to both the 10 DFS genes and 21 OS genes to develop prognostic models with the expression profile of the above-mentioned genes. LASSO Cox regression analysis was used to screen four genes (CCND1, EDAR, FUT1, and PPAT) in DFS and eight genes (CCNB1, CDC6, FUT1, GPD1L, MAD2L1, MMP1, SPP1, and TKT) in OS, which acted as the input for multivariate Cox regression analysis. We obtained the coefficients of the prognostic models of both DFS and OS using multivariate Cox regression analysis (Figures 1A,B,D,E). Finally, prognostic models were displayed in the form of a risk score as follows:

[image: image]

GO term analyses were carried out to investigate the potential biological meanings of the 21 identified DFS genes and 10 OS genes. As depicted in Figures 1C,F, GO annotation revealed top categories that were positively correlated with metabolism in DFS such as chemokine-mediated signaling pathway, G1/S transition of mitotic cell cycle, and re-entry into mitotic cell cycle, among others. Other pathways were identified for OS including G1/S transition of mitotic cell cycle, cell division, and inflammatory response. These results indicate that GO enrichment is critically important in COAD patients and is strongly associated with metabolism, especially in the G1/S transition of the mitotic cell cycle.


[image: Figure 1]
FIGURE 1. Identification of genes screened via LASSO cox regression analysis. (A,D) Coefficients of different genes screened via LASSO cox regression analysis with different λ in DFS and OS. The two dashed lines represent lambda.min and lambda.1se and lambda.min was selected for both DFS and OS. (B,E) Partial likelihood deviance of cross-validation with different λ in DFS and OS. (C,F) GO analysis of identified genes of LASSO cox regression analysis in DFS and OS.


The relevance between the gene expression in the risk score DFS model and six types of infiltrating immunocytes (B-cells, neutrophils, macrophages, and dendritic cells, CD4+ and CD8+ T-cells) was examined further. The DFS analysis indicated that 3/4 of the expression levels in the risk score model were obviously related with the infiltrating of B-cells, CD8+ T-cells, and macrophages (Supplementary Figure 2). The EDAR coefficient in the risk score of DFS was positive and EDAR expression was positively associated with the levels of B-cell and CD8+ T-cell infiltrating in COAD (Supplementary Figure 2B). Our analysis indicates that CD8+ T-cells and B-cells may be obviously associated with COAD.

We also investigated the correlation between the gene expression in the risk score OS model expression and 6 types of infiltrating immunocytes. The OS analysis indicated that the genes in the risk score OS model were associated with CD8+ T and B-cell infiltrating. The coefficients of FUT1 and SPP1 in the risk score of OS were positive, and FUT1 expression was critically correlated with the levels of B cell infiltrating in COAD (Supplementary Figure 3C). SPP1 expression was critically associated with the infiltrating degrees of CD8+ T-cells in COAD (Supplementary Figure 3F). Above all, we considered that CD8+ T-cells and B-cells may be obviously correlated with COAD in both DFS and OS.



Independent Prognostic Role of the Prognostic Model

Kaplan-Meier (KM) survival analysis was conducted for the risk score. The optimal risk score cut-off point in 222 DFS patients with DFS status and time records was 0.18 as illustrated in Figure 2A. Based on this best cut-off point, we divided the 222 DFS patients into high- and low-risk groups, the distribution of which was illustrated in Figure 2A. The survival curves of the 222 DFS patients under the optimal cut-off point were depicted in Figure 2B (P < 0.0001). The optimal cut-off point for the risk score in all 214 patients with stages I, II, and III was 0.13, as illustrated in Figure 2C. Based on this optimal cut-off point, we separated all 214 DFS patients into high- and low-risk groups, the distribution of which was depicted in Figure 2C. The survival curves of the 214 patients are shown in Figure 2D (P < 0.0001). The survival curves of the patients with stage I, I + II, and III are depicted in Figures 2E–G with P = 0.015, P < 0.0001, and P = 0.00038, respectively. All survival curves indicated that the risk score was an independent prognostic parameter, and the low-risk group had a favorable prognosis. As an independent prognostic parameter, the predictive performance of the risk score was represented by the ROC in Figure 2H. The AUCs of 1-, 3-, and 5-year predicted by the risk score were 0.779, 0.798, and 0.845, respectively. The OS results for TCGA are included in Supplementary Figure 4. The survival curves of DFS and OS for the validation data set are also included in the Supplementary Figures 5, 6.
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FIGURE 2. The risk score results acted as an independent prognostic factor in DFS. (A) Optimal cut-off of the total 222 DFS patients and distribution of high- and low-risk groups based on the optimal cut-off of 0.18. (B) Survival curves of the total 222 DFS patients under the optimal cut-off of 0.18. (C) Optimal cut-off of the total 214 DFS patients at different stages (including stage I, II and III) and distribution of high- and low-risk groups based on the optimal cut-off of 0.13. (D) Survival curves of all 214 DFS patients under the optimal cut-off of 0.13. (E–G) Survival curves of the DFS patients at stages I, I + II, and III, respectively. (H) ROC of 1-, 3-, and 5-years predicted by the risk score.




The Prognostic Model as an Independent Clinical Parameter

Univariate Cox regression analysis of the 214 DFS patients included in the TCGA-COAD data set indicated that sex and our prognostic model were significantly correlated. Multivariate Cox regression analysis revealed that this prognostic model was an independent prognostic parameter of DFS (Figure 3A). Among the 554 OS patients included in the TCGA-COAD data set, the prognostic model was also shown to be an independent prognostic parameter of OS (Figure 3C), which was consistent with the results from the TCGA-COAD DFS cohort. To make the proposed approach more practical for clinicians, nomograms for both DFS and OS were developed to predict survival probability (Figures 3B,D). The C-indices of DFS and OS were 0.786 and 0.748, separately. The results for the validation data set are included in the Supplementary Figure 7.


[image: Figure 3]
FIGURE 3. Forest plots and nomograms for DFS and OS in TCGA-COAD. (A) Forest plot for DFS in TCGA-COAD. (B) Nomogram for DFS in TCGA-COAD. (C) Forest plot for OS in TCGA-COAD. (D) Nomogram for OS in TCGA-COAD. **P < 0.01; ***P < 0.001.




Validation of the Nomogram

The calibration curve for TCGA-COAD was plotted to validate the predictive performance of the nomogram, which was presented in Figure 4. The calibration curves illustrated in Figures 4A–C represent the 1-, 3-, and 5-year survival of DFS patients in TCGA. The x-axis suggests the nomogram prediction probabilities and the y-axis indicates the observed rates. The dashed line denotes the reference line. The closer the calibration curve was to the reference line, the better the predictive performance of the nomogram. The same results for OS patients in TCGA were illustrated in Figures 4D,E. The calibration curves for the validation dataset of GSE39582 were shown in Supplementary Figure 8.


[image: Figure 4]
FIGURE 4. Calibration curve for TCGA-COAD. (A–C) Calibration curve of 1-, 3-, and 5-year survival for DFS patients in TCGA. (D–F) Calibration curve of 1-, 3-, and 5-year survival for OS patients in TCGA.


In DCA, the y-axis denotes the net benefits and the x-axis indicates the threshold probability. The gray diagonal line in Figure 5 denotes the hypothesis that all patients have 1-, 3-, and 5-year survival rates. The black horizontal solid lines represent the surmise that no patients have 1-, 3-, or 5-year survival rate. The 1-, 3-, and 5-year DCA for DFS patients in TCGA were illustrated in Figures 5A–C. The higher the net benefit, the better the nomogram. The same results for OS patients in TCGA were shown in Figures 5D–F. Additionally, the DCA for the validation dataset of GSE39582 is shown in Supplementary Figure 9.


[image: Figure 5]
FIGURE 5. DCA for TCGA-COAD. (A–C) DCA of 1-, 3-, and 5-year survival for DFS patients in TCGA. (D–F) DCA of 1-, 3- and 5-year survival for OS patients in TCGA.




External Validation Using the Online Database

In the cBioportal for Cancer Genomics website, FUT1 exhibited the most frequent genetic alterations (2.9%) among the four genes of the prognostic model, with missense mutation being the most common alteration (Figure 6A). Consistent with our results, CCND1, FUT1, and PPAT were found to be significantly overexpressed in tumors, whereas EDAR was not significantly expressed in COAD in Oncomine (Figure 6B). FUT1 was also found to be significantly overexpressed in COAD tumors compared to normal tissues in the GEPIA database (23) (Figure 6C). Survival analyses were carried out by the GEPIA database. Patients with high FUT1 expression displayed remarkably shorter DFS and OS in GEPIA (Figures 6D,E); however, CCND1, EDAR, and PPAT showed no significant differences in DFS and OS (Supplementary Figure 10). Further, FUT1 was found to be consistent with the DFS and OS results of GSE17536 in PrognoScan (Figures 6F,G). Taken together, our findings indicated that FUT1 was an aberrantly expressed gene and high FUT1 expression could be used as a predictor of adverse outcomes.


[image: Figure 6]
FIGURE 6. Expression and genetic alterations of the four predictive genes. (A) Genetic alterations of the four genes. The data were obtained from the cBioportal in COAD. (B) Expression profiles of the four genes in the Oncomine database. (C) FUT1 expression in COAD and normal tissue in GEPIA. (D) Prognostic value of FUT1 expression in DFS in GEPIA. (E) Prognostic value of FUT1 expression in OS in GEPIA. (F) Prognostic value of FUT1 expression in DFS in GSE17536 in PrognoScan. (G) Prognostic value of FUT1 expression in OS in GSE17536 in PrognoScan. *P < 0.05.




si-FUT1 Inhibited Cell Migration and Induced Apoptosis in Colon Cancer Cells

A flow cytometry assay was performed to examine the effect of FUT1 on cell apoptosis and the cell cycle. Transfection with si-FUT1 significantly raised the apoptotic rate of HCT-116 cells compared with that of NC cells (Figures 7A,B), and significantly reduced the number of cells in the G2 phase (Figures 7C,D). Next, cell migration was detected using the streak method. Transfection with si-FUT1 significantly inhibited the cell migration rate of HCT-116 cells compared to that of NC cells (Figures 7E,F).
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FIGURE 7. Apoptosis and cycle assay and cell transfection experiment. (A) Flow cytometry assay in NC cells. (B) Flow cytometry assay in HCT-116 cells. (C) Cell cycle in NC cells. (D) Cell cycle in HCT-116 cells. (E) Cell migration in NC cells. (F) Cell migration in HCT-116 cells.





DISCUSSION

Metabolic reprogramming is considered as a new critical feature of malignancy (1). Some potential molecules regulating abnormal metabolism have been tested in preclinical or clinical investigations (24). The interactions between bile acids, cholesterol metabolites, and colonic epithelial cells may be relevant in colon carcinogenesis (25). Meanwhile, big data analysis is an important tool for Prediction task (26–30), and disease forecasting is a vital part of the medical research (31, 32). However, the role and mechanisms of metabolic-related genes in COAD remain unclear. The present study was thus conducted to further explore the association of metabolic genes with prognosis in patients with COAD.

Big data and machine learning algorithms have been widely used in basic and clinical medicine research, such as antlion re-sampling based deep neural network model for classification of imbalanced multimodal stroke dataset, and deep neural networks to predict diabetic retinopathy (32, 33). High-throughput multimodal massive medical data is just right for research with big data and machine learning algorithms. The blockchain-enabled internet of medical things (IoMT) can provide strong trust establishment and ensure the traceability of data sharing in the IoMT networks (34). Due to the emergence of heterogeneous IoMT, large volumes of patient data are dispatched to central cloud servers for disease analysis and diagnosis (29). Many publicly available data resources and analytical tools are available for research. Analysis methods including survival analysis, nomogram and data visualization have also been developed with corresponding R packages for researchers to use. Our work used LASSO machine learning algorithms as survival analysis and prediction tool. Multiple data sources and analytical tools in a way that leverages data from previous studies and yields valuable results even when clinical trials are not yet readily available. As more data resources and analysis tools are developed, we believe that big data and machine learning algorithms will be more widely used in medical research.

In our research, we comprehensively probed the expression of 62 metabolic genes in COAD tumor tissues and the relationships between recurrent patients and DFS and OS. A new prognostic model including four metabolic genes associated with DFS was first established based on the TCGA dataset and validated using the GSE39582 dataset. The validity of the novel signature was shown in the training, validating, and stage subgroups. The signature exhibited a robust prognostic capacity, especially for the short-term survival of patients with COAD. Besides, the OS of patients with high-risk was shorter than that of patients with low-risk in the TNM stage. Multivariate Cox regression analysis indicated that our prognostic model was an independent prognostic parameter for DFS and OS (HR > 1, P < 0.001). ROC curve analysis verified the predictive power of the features. Additionally, the forest plot suggested that the risk score was an independent parameter in the multivariate Cox regression analyses. Moreover, a nomogram was built to predict 1-, 3-, and 5-year DFS rates. The efficacy of the nomogram was verified in validation cohorts, and the calibration plots and DCA showed that the precision of the nomogram was good. Therefore, our nomogram may provide simple and accurate prognostic predictions for COAD.

In the cBioportal for Cancer Genomics website, FUT1 possessed the most frequent genetic alterations (2.9%) among the four genes of the prognostic model. FUT1 was also found to be obviously overexpressed at the mRNA level in COAD tumors compared to normal tissues in the GEPIA database (Figure 6C). Patients with high FUT1 expression displayed remarkably shorter DFS and OS in the GEPIA to low FUT1 expression (Figures 6D,E). Moreover, the FUT1 results were consistent with the DFS and OS results in GSE17536 in PrognoScan (Figures 6F,G). Taken together, our findings indicated that FUT1 was an aberrantly expressed gene and therefore high FUT1 expression could be used as a predictor of adverse outcomes.

FUT1 encodes a Golgi stack membrane protein that participates in the synthesis of a precursor of the H antigen. Gene expression profiling analysis unexpectedly showed a significant number of up- and down-regulated metabolism-associated FUT1 genes in nasopharyngeal carcinoma (35). Additionally, FUT1 plays an important role in a regulatory mechanism involving fucosylation through which glucose restriction promotes cancer stemness to drive tumor recurrence and drug resistance. FUT1 overexpression is a poor prognostic indicator of hepatocellular carcinoma (36). We also examined the function of FUT1 in cell apoptosis and cell cycle and performed a flow cytometry assay. Transfection with si-FUT1 significantly raised the apoptotic rate of HCT-116 cells and obviously reduced the number of cells in the G2 phase while also significantly inhibiting the cell migration rate of HCT-116 cells compared to that of NC cells. Therefore, si-FUT1 inhibited cell migration and induced apoptosis in colon cancer cells. FUT1 overexpression may thus be a new prognostic marker and therapeutic target of COAD tumors.

Functional analyses also revealed enriched metabolism-related pathways. The top categories were critically important in COAD patients and strongly associated with metabolism, particularly the G1/S transition of the mitotic cell cycle. Correlation analysis between the genes in the risk score DFS model expression and six types of infiltrating immunocytes suggested that CD8+ T-cells and B-cells may be significantly related with COAD in both DFS and OS.

Immunocytes are essential ingredients of the tumor microenvironment. These immunocytes differentiate into subsets with distinct effects, and metabolic reprogramming participates in this process (37). These immunocytes in the tumor microenvironment have metabolic characteristics that differ from those in non-tumor tissues (38). OS was dramatically worse in patients with low levels of CD8+ T-cell infiltrating than those with high levels of CD8+ T-cell infiltrating. The survival rate in patients with high CD8+ T cell infiltrating was 100%. Peritumoral CD8+ T-cell infiltration has an anti-tumor effect in patients with colorectal cancer (39). CD8+ T cell expansion and function rely on glycolysis; however, the mechanisms underlying CD8+ T cell metabolism remain unclear (40). We previously demonstrated that increasing B-cell a infiltrating, clonal expansion, and mutational frequency from the cecum to the sigmoid colon were linked to an increasing number of reactive bacterial species (41). Numerous B-cell clones distribute into two broad networks: one includes the blood, bone marrow, spleen, and lung, whereas the other is distributed to digestive tract, including colorectal tissues (42). B-cell clonal lineages is a basis for investigations on tissue-based immunity, including infection, vaccine response, autoimmunity, and tumor (42). Metabolic reprogramming of tumor cells and the tumor microenvironment are up-and-coming as essential characteristics affecting tumor development, metastasis, and response to treatments (43). A better understanding of metabolic communications among tumor cells, intestinal flora, and immunocyte populations will open new ways for identifying strategies to boost anti-tumoral immune responses in COAD patients.

Although our work has yielded many meaningful results through bioinformatics methods, these results still need to be further validated by preclinical studies and clinical trials. The use of numerous data sources and analytical tools also makes it more difficult to understand the research process and results. The interpretation of the results of big data studies is also an area prone to controversy. Therefore, there is still work to be done in predicting the prognosis of patients with COAD. For example, more patients and clinical characteristics of patients should be included in further studies.



CONCLUSIONS

In summary, we identified a novel signature comprised of four metabolic genes that could precisely predict the prognosis of patients with COAD. Metabolic-related signatures may have a potential role in the anti-tumor process and serve as therapeutic targets for COAD.
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Agricultural is an indispensably public healthcare industry for human beings at any time and smart management of it is of great significance. Since substantial technical advance relies on long-term efforts and continuous progress, reasonably scheduling the distribution of agricultural products acts as a key aspect of smart public healthcare. The most intuitive factor affecting the distribution of agricultural products is its dynamic price. Forecasting price fluctuations in advance can optimize the distribution of agricultural products and pave the way to smart public healthcare. Most researchers study the prices of various agricultural products separately, without considering the interaction of different agricultural products in the time dimension. This study introduces a typical deep learning model named graph neural network (GNN) for this purpose and proposes deep data analysis-based agricultural products management for smart public healthcare (named GNN-APM for short). The highlight of GNN-APM is to take latent correlations among multiple types of agricultural products into consideration when modeling evolving rules of price sequences. A case study is set up with the use of real-world data of the agricultural products market. Simulative results reveal that the designed GNN-APM functions well.

Keywords: graph neural network, agricultural products, public healthcare, deep data analysis, smart management


1. INTRODUCTION

Since ancient times, agriculture has been a life industry for human survival, which is closely related to the most basic life guarantee of human beings. At present, food shortage is one of the most important problems faced by many regions in the world (1). This phenomenon is generally reflected in two aspects (2). For one thing, there is still room for improvement in current agricultural technology, which makes grain yield fail to meet the expectations (3). For another, due to the lack of scientific management and scheduling strategy, the production of agricultural products is not reasonable (4). The exploration of advanced agricultural technology has lasted for at least a 100 years, and some technological breakthroughs have been made in some key fields (5, 6). However, this process exerts an imperceptible influence as we all know, which needs to be accumulated over a long period of time to make progress (7). The use of advanced computing technology to manage the agricultural products market can improve the distribution and dispatch efficiency of global agricultural products to a certain extent (8), and then alleviate the problem of food shortage (9). The key to improving management efficiency is to forecast the market conditions of several major types of agricultural products (10). To realize such a goal, data-driven methods are the most intuitive ways (11, 12).

Rationalizing the distribution of agricultural products is an important aspect of smart public healthcare. Predicting price fluctuations in advance can optimize the layout of agricultural products and pave the way for smart public healthcare. Many scholars have studied the agricultural products market in recent years (13–32). For example, Fan et al. (14) analyzed the value-added mechanism of agricultural products circulation value chain and put forward three optimization methods of agricultural products organization mode. These existing researches are mainly realized through the research methods of social sciences. Their analyses focus on the mechanism of social development and evolution but have to deal with large-scale computational tasks in a manual way. Without the assistance of intelligent computing, these methods are always faced with certain limitations. There are also some scholars who use intelligent computing methods to solve this problem. They regard the forecasting problem of the future agricultural products market as a time series forecasting problem based on historical data. However, most of them just treat different agricultural products as independent categories and then build time series prediction models separately. In this way, potential relationships between categories are ignored, so that the precision of the modeling process is reduced.

In order to solve the above challenges, a graph neural network (GNN) can be used to model this time series prediction problem (33). Different from the traditional model that deals with grid-structured data, GNN deals with the data of topological structure. GNN is based on deep learning (34) and is widely used in various fields due to its good performance and interpretability (35). It can deeply perceive the relationship between entities in the process of modeling by graph-structured data. Vertexes and edges connecting vertexes together constitute graph structure. The vertexes are object entities, and the edges are the specific relationship between the entities. Specifically, several common agricultural products can be regarded as entities, and the correlation between them can be regarded as edges, which together constitute a kind of graph network. By introducing a neural computing structure, a GNN model for time series prediction can be constructed. Therefore, this study designs a graph neural network-based smart management for the agricultural products market (GNN-APM). The main highlights of this article can be summed up as follows:

• The internal complexity of agricultural products systems is investigated for further management.

• The GNN is employed to construct a time-series price prediction method for agricultural products systems.

• A case study is carried out to evaluate the performance of the proposed method on real-world scenes.



2. SYSTEM MODEL

The left part of Figure 1 illustrates the learning and training process inside GNN-APM. First, the feature space of different types of agricultural products is coded into vectorized representations. Then a prediction model is obtained by learning the data samples. As a necessity in our life, agricultural products have a strong correlation among various categories, and these correlations are very meaningful and worth exploring further. The complex interrelation between different categories affects their demand to a great extent. The introduction of the GNN model deeply excavates the correlation between different categories of agricultural products and builds a graph structure with agricultural products as the entity. Through analysis, the market conditions of agricultural products can be predicted and further intelligent management of public health can be realized.


[image: Figure 1]
FIGURE 1. System model and overview of the designed graph neural network-based smart management for agricultural products market (GNN-APM). (A) architecture and (B) training process in computing layer.


Generalized to the problem scenario in this study, there are several types of agricultural products whose market conditions need to be forecasted. The learning algorithm of GNN-APM is shown in Algorithm 1. Types of agricultural products are viewed as the set of nodes, and their internal relations are regarded as the set of edges. Market conditions of agricultural products refer to the average market price in this research and will be updated temporally. Each time that the market condition is updated, is defined as a timestamp t which ranges from 1 to M. During each timestamp, market conditions of all the agricultural types are denoted as [image: image], where i is the index number of agricultural products types. Inputting market conditions data of M timestamps, the main goal is to predict unknown market conditions data of following timestamps. Obviously, internal relations among nodes are likely to influence the tendency of market conditions. Thus, a relationship-aware sequential forecasting problem is formulated, and the GNN model is adopted to deal with such a problem.


[image: Algorithm 1]
Algorithm 1. The learning algorithm of GNN-APM.




3. METHODOLOGY

Graph convolution network (GCN), a typical GNN model, is utilized here to model correlated sample space. The GCN extends the convolution operation to non-Euclidean data with graph structure. It is a deep learning method for graph structured data. Graph data can naturally represent data structures in real life, such as traffic networks, communication networks, and social networks. In other words, it is the way to represent this kind of data format. Unlike image and text data, graph data has different local structures for each node. This is because the nodes in the graph represent the different entities in the network, and the edges that connect the nodes represent the relationships between the entities.

As is shown in Figure 2, taking graph structure as input, GCN obtains new node representation through graph convolution operation on neighbor nodes of each node in the graph. Then, all nodes are pooled to obtain the representation of the whole graph. In particular, an undirected graph with nodes is defined as G(V, E), where V is the number of nodes and E is the edge between two nodes. Enumerating i from 1 to N, vi constitutes the node set V. Let j denote the index number of nodes different from node i, edge eij constitutes all the edges between pairs of nodes. Additionally, all the edge states inside graph G are able to make up an adjacency matrix A.


[image: Figure 2]
FIGURE 2. Workflow of the graph convolutional network employed for prediction.


There are two kinds of GCN methods: spectral method and spatial method. Spectral CNN is the first method to construct a convolutional neural network on the graph. This method uses the convolution theorem on the graph to define graph convolution from the spectral domain. Specifically, it uses the convolution theorem to define the graph convolution operator in each layer. Under the guidance of the loss function, it learns the convolution kernel by gradient backpropagation and builds neural networks by stacking multiple layers. The spectral method is more general in most time-series prediction problems and is selected as the main technique of this study.

The spectral GCN method derives from the Fourier transform (FT) theory which can transform signals of the time domain into signals of the frequency domain. After such transformation, complicated convolution operations of the time domain can be approximated as multiplication operations of the frequency domain. The FT and inverse Fourier transform (IFT) are defined as follows:
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where U is the eigenvector that approximates the FT to matrix computation. Thus, the graph convolution operation is defined as follows:
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where x is the input, ⊗G is the graph convolution operator, g is the core, and ⊙ is the harmand product operator. Introducing Laplacian eigenvector as a basis function, the input signal can be expanded as:
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Expanding g with matrix forms and then substituting Equation (4) into Equation (3), the following formula can be deduced:
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Letting Chev(λ1) denote first-order Chebyshev polynomials of λ1, the convolution operator g can be approximated as:
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Among, the Chev(λγ) can be represented as:
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Hence, Equation (5) can be rewritten as the following formula:
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where E is the degree matrix, and α0 and α1 are parameters to be learned. For simplicity, it is supposed to set α0 = α1 = −θ. Therefore, the above equation can be rewritten as:
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In order to facilitate searching for optimum, renormalization operation is conducted on the above formula:
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where Ẽij is the degree matrix of the i-th node, and [image: image] is the number of edges between the i-th node and other nodes. The final expression of graph convolution operation can be represented as:
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At the t-th timestamp, the main input is related to the outputs of the previous several timestamps and the relation status among nodes. For the i-th node, its information state at the t-th timestamp can be represented as the following formula:
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where [image: image] is a vector that records output values at previous several timestamps, ai is a vector that records relation status between the i-th node and other nodes, β is a tuning parameter that adjusts the weight of two parts in Equation (14), and WS1 and WS2 are parameters to be learned. It is widely known that the internal of GCN is the information propagation process, as GCN emphasizes modeling of various dynamic or static relations. Accordingly, the representative vectors for node status can be also propagated to the following timestamps, which can be expressed as the following formula:
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where WS3 and bS1 are parameters, and σ1(·) is the Reluctant Unit activation function represented as follows:

[image: image]

Hence, the prediction result at the t-th timestamp can be calculated as the following formula:
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where WS4 and bS2 are parameters. As for training, the following optimization objective can be formulated to search for the optimal parameters:
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where V(t) is the predicted result at the t-th timestamp, [image: image] is the real result at the t-th timestamp, Θ is the parameter set, p is the penalty parameter, and [image: image] is the Frobenius norm. Finally, the Adam optimization algorithm can be utilized to search optimal solution for Equation 18.



4. SETTING OF CASE STUDY

To evaluate the GNN-APM designed in this study, real-world data is used here to set a simulative analysis situation. The real-world data was crawled from the official website of the Ministry of agriculture of China 1, including the market data of several key agricultural products from April 2019 to March 2021. The data demonstrates the average market price of agricultural products wholesale and contains five types of agricultural products. Market condition data for these agricultural products are updated once a week, and there are totally 96 weeks of data concerning the five types of agricultural products. Of all the five types of agricultural products, there are 10 kinds of node combinations, indicating 10 kinds of edges among these nodes. In other words, the adjacency matrix in this situation is a matrix with five columns and five lines, representing relation status between every two combinations of nodes.

During each round of simulations, these 10 groups of relations are randomly generated according to a Gaussian distribution whose mean is set to 0.5 and variance is set to 0.05. As for the ratio between training data and testing data, it is majorly set to 7:3 and 6:4. To quantify the error between prediction results and real results, two typical metrics are selected. They are mean absolute error (MAE) and root mean squared error (RMSE). In addition, two general prediction models are employed as baseline methods for comparison. Different from the designed GNN-APM in this study, the two baseline methods never take internal correlations among nodes into consideration. The two methods are the long short-term memory (LSTM) model and the multi-layer perceptron (MLP) model.



5. RESULTS AND ANALYSIS

In this study, the whole simulative experiments are composed of three parts. First, the fluctuation tendency of the involved five agricultural product types is visualized using a curve diagram. Second, the prediction efficiency of the GNN-APM on five objects is compared with two baseline methods. Third, the robustness of the GNN-APM is tested by changing several parameter combinations.


5.1. Data Pre-processing

Figure 3 visualizes the total tendency of market conditions for five types of agricultural products. It can be observed from the figure that five curves from the bottom to the top correspond to eggs, chicken, pork, mutton, and beef. During a long period about nearly 2 years, eggs and chicken remain relatively stable, mutton and beef show an ascending tendency, and the pork fluctuates frequently. These five types of agricultural products possess their own fluctuation tendencies and satisfy the assumption of diversity. And it can be also seen that the fluctuation tendency of pork has some effect on the other four types of agricultural products. Thus, the assumption that correlations exist among these types of agricultural products is reasonable.


[image: Figure 3]
FIGURE 3. The total tendency of market conditions concerning five types of agricultural products.




5.2. Performance Assessment

Tables 1, 2, respectively give MAE results and RMSE results of these experimental methods when the proportion of training data ranges from 50 to 70% and the learning rate ranges from 0.001 to 0.002. Each of them has five lines and seven rows. The first two lines list the experimental setting, and the other lines present the experimental results of three methods. The first row lists three experimental methods, the second to the fourth rows present results under a learning rate of 0.001, the fifth to the seventh rows present results under a learning rate of 0.002. It can be observed from the two tables that MAE results and RMSE results of GNN-APM are below two other baseline methods, regardless of the proportion of training data and learning rate. This demonstrates that the performance of the GNN-APM is better than baseline methods.


Table 1. Mean absolute error (MAE) results when proportion of training data ranges from 50 to 70% and learning rate ranges from 0.001 to 0.002.

[image: Table 1]


Table 2. Root mean squared error (RMSE) results when the proportion of training data ranges from 50 to 70% and the learning rate ranges from 0.001 to 0.002.

[image: Table 2]

Figures 4, 5 illustrates prediction efficiency with respect to using two metrics: MAE and RMSE. As there are totally five types of agricultural products involved, the MAE results and RMSE results are obtained as the mean value of prediction results on the five types. This figure has two subfigures, corresponding to MAE results and RMSE results. Among them, Figure 4 is the curve diagram and Figure 5 is the bar diagram. For the former, the X-axis demonstrates three kinds of training sizes and the Y-axis demonstrates values of MAE results. For the latter, only the two most typical training sizes are utilized for evaluation. Thus, it has two clusters of bars, corresponding to RMSE results under two training sizes. It is clearly observed that the GNN-APM is always endowed with better prediction efficiency compared with baseline methods. To sum up, this group of simulative experiments well demonstrates the good performance of the designed GNN-APM.


[image: Figure 4]
FIGURE 4. Average mean absolute error (MAE) results under two different learning rate values.



[image: Figure 5]
FIGURE 5. Average RMSE results under two different learning rate values.


In order to visualize the tendency of MAE results and RMSE results under different experimental settings, some of the results are illustrated with the use of curve diagrams or bar diagrams. Figure 4 illustrates the MAE results of three methods under two different learning rate values: 0.001 and 0.002. It has two subfigures that correspond to results about two learning rate values. In each subfigure, the X-axis denotes the proportion of training data ranging from 50 to 70%, and the Y-axis denotes values of MAE results. Figure 5 illustrates RMSE results of three methods when the training data size is set to 60 and 70%. This is because it can be seen from previous experiments that result under the two training data sizes are relatively better. It has two subfigures that correspond to two learning rate values. In each subfigure, the X-axis denotes two training sizes, and the Y-axis denotes values of RMSE results. It can be observed from these figures that values of GNN-APM are obviously below the other two methods and that values show descending tendency when the proportion of training data increases. Such results demonstrate the improvement process of methods with being trained more sufficiently. These figures show a better performance tendency of GNN-APM compared with two other baseline methods.



5.3. Parameter Sensitivity

Besides, it is also expected to explore parameter sensitivity of the GNN-APM, and relevant simulative results are illustrated in Figure 6. During this group of experiments, the GNN-APM is not compared with baseline methods and just performance of itself is explored. Figure 6 has two subfigures, corresponding to sensitivity results using two different metrics: MAE and RMSE. Inside each subfigure, the X-axis denotes the change of learning rate, and the Y-axis denotes the change of training size. In the middle square area, the color depth indicates the different values of evaluation metrics. As the two subfigures are heatmaps, the color depth degree inside figures is able to indicate values of metrics. Each subfigure includes a squared area, gentle color change inside it indicates that the performance of GNN-APM fluctuates not heavily. It can be objectively found that color fluctuation in both two subfigures seems quite gentle, revealing that the GNN-APM is not susceptible to parameter change. In other words, the GNN-APM is always able to remain stable, no matter how the key parameters change. This group of simulative results well prove that the GNN-APM possesses proper robustness.


[image: Figure 6]
FIGURE 6. Parameter sensitivity results of the designed GNN-APM concerning MAE and RMSE.





6. CONCLUSION

Agriculture has been viewed as the most fundamental industry since ancient times. Nowadays, E-commerce is an important sales channel of agricultural products. To better manage and schedule the supply of agricultural products, dynamic price prediction for agricultural products in the E-commerce market is of great significance. To overcome the shortcomings of existing research studies, this article proposes a deep learning-based price prediction model for agricultural products in the E-commerce market. In particular, the most typical GCN is utilized to establish a time-series prediction model for the dynamic price of agricultural products. In addition, the whole simulative experiments are composed of three parts. First, the fluctuation tendency of the involved five agricultural product types is visualized using a curve diagram. Second, the prediction efficiency of the GNN-APM on five objects is compared with two baseline methods. Third, the robustness of the GNN-APM is tested by changing several parameter combinations.

Nowadays, data mining and data management for many industries are gradually approaching the application of the Internet of Things (IoT), yielding such as mobile IoT (36, 37), financial IoT, medical IoT (38), cloud-assisted IoT (39), vehicular IoT (40), and industrial IoT (41, 42). As is known to all, the IoT is a kind of effective tool or platform to integrate multi-domain data and schedule business flows. To realize more effective scheduling management of the agricultural product market, designing an integrated microservice IoT platform that is embedded with robust artificial intelligence algorithms (43), is in urgent demand to deal with many disturbing issues in various industries. Thus, for future outlook, the authors plan to deeply investigate optimal scheduling and management schemes for the agricultural product market with the use of novel IoT-related technologies.
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To avoid the problems of relative overlap and low signal-to-noise ratio (SNR) of segmented three-dimensional (3D) multimodal medical images, which limit the effect of medical image diagnosis, a 3D multimodal medical image segmentation algorithm using reinforcement learning and big data analytics is proposed. Bayesian maximum a posteriori estimation method and improved wavelet threshold function are used to design wavelet shrinkage algorithm to remove high-frequency signal component noise in wavelet domain. The low-frequency signal component is processed by bilateral filtering and the inverse wavelet transform is used to denoise the 3D multimodal medical image. An end-to-end DRD U-Net model based on deep reinforcement learning is constructed. The feature extraction capacity of denoised image segmentation is increased by changing the convolution layer in the traditional reinforcement learning model to the residual module and introducing the multiscale context feature extraction module. The 3D multimodal medical image segmentation is done using the reward and punishment mechanism in the deep learning reinforcement algorithm. In order to verify the effectiveness of 3D multimodal medical image segmentation algorithm, the LIDC-IDRI data set, the SCR data set, and the DeepLesion data set are selected as the experimental data set of this article. The results demonstrate that the algorithm's segmentation effect is effective. When the number of iterations is increased to 250, the structural similarity reaches 98%, the SNR is always maintained between 55 and 60 dB, the training loss is modest, relative overlap and accuracy all exceed 95%, and the overall segmentation performance is superior. Readers will understand how deep reinforcement learning and big data analytics test the effectiveness of 3D multimodal medical image segmentation algorithm.

Keywords: deep reinforcement learning, three-dimensional multimodal, wavelet shrinkage, medical image segmentation, high-frequency signal component


INTRODUCTION

In current medical practice, medical images such as MRI image, CT image, and ultrasonic imaging are important diagnostic basis for diagnosing patients' physical conditions. Doctors or researchers analyze the tissues and organs in the human body through the medical image, obtain the relevant information of the tissues and organs in the human body according to the medical image, and carry out treatment planning in combination with medical knowledge. Therefore, medical image has become an indispensable part of disease diagnosis and treatment and quality. Medical image segmentation is not only a prerequisite for computer-aided diagnosis and many medical image applications, but also an important stage of medical image visual analysis (1, 2). Image segmentation of medical image can help to directly obtain the contour of the target by identifying the target of interest. In diagnosis, it is convenient for doctors to obtain the patient's condition information (3). With the development of medicine, medical images have been continuously optimized to gradually form three-dimensional (3D) multimodal medical images, which make medical images clearer and have higher resolution (4, 5). In order to effectively distinguish the pathological region from the normal region in medical image and enable doctors to diagnose and treat more intuitively, the segmentation of 3D multimodal medical image has become the focus of current research. However, in practical application, the factors such as image device, organ position, and shape still hinder the high-precision segmentation of medical image. The traditional image segmentation algorithm is difficult to overcome the influence of many factors and the effect of segmented medical image is poor.

At present, with the continuous improvement of science and technology, deep reinforcement learning technology has been applied in a large number of fields because this technology has high feature extraction ability. Compared with the traditional segmentation algorithm, it has obvious advantages and is widely used in the process of image segmentation (6). Therefore, a 3D multimodal medical image segmentation algorithm using deep reinforcement learning is proposed in this article. The image segmentation is performed by constructing a deep reinforcement learning model. The main contributions of this article are as follows: (1) We combine wavelet denoising with bilateral filtering to realize 3D multimodal medical image denoising. According to the traditional wavelet denoising method, Bayesian maximum a posteriori estimation method is used to realize wavelet shrinkage and combined with bilateral filter to improve the denoising performance of image; (2) The extended convolution is added and two-dimensional convolution is introduced to improve the receptive field and ensure that comprehensive context information can be obtained during segmentation; and (3) In deep reinforcement learning, the residual network is introduced to make the segmentation results more accurate and improve the training speed of deep reinforcement learning. Using the introduced residual structure, the feature extraction performance of the network can be improved.



RELATED WORKS

Many scholars have studied the related problems of medical image segmentation. Literature (7) studied medical image segmentation based on spatial constraints and fuzzy spatial segmentation. By analyzing the image edge position, the realization of spatial constraints and complete medical image segmentation were determined. However, the algorithm is only suitable for fuzzy and uncertain medical image processing. When it is used for 3D multimodal medical image, the segmentation performance of the algorithm is poor. Literature (8) studied the weakly supervised retinal vascular segmentation algorithm and used the hierarchical clustering algorithm to classify the vascular and non-vascular pixels. Moreover, the classification results based on the driving database were used as the basic facts to train the neural network. By calculating and comparing the image feature differences between the target domain data and the source domain data extracted from the network, the data required for training were extended based on semi-supervised clustering to realize retinal vessel segmentation. The algorithm can make pixels highly reliable, but the algorithm can improve the segmentation accuracy of retinal vessels, but its segmentation effect is poor. Literature (9) studied the automatic segmentation of lung tumors in CT images based on multiresolution residual connected feature flow. Incremental and dense multiresolution residual connected networks were used to detect and segment lung tumors by combining the features of multiple image resolutions and feature levels. The algorithm can effectively improve the image dimension in the segmentation process, but the segmentation operation can only be realized according to the feature flow, so the segmentation quality factor is poor. Literature (10) studied image segmentation combining image weighting and transfer learning and used kernel learning as a method to reduce the difference between training and test data, so as to enhance the performance of image segmentation through continuous learning and training. However, the algorithm does not consider the multimodality of 3D image in the segmentation process, so the definition is poor. Literature (11) studied Pulse Coupled Neural Networks (PCNN) medical image segmentation based on multifeature gray wolf optimized bionic algorithm and used image multifeatures to realize segmentation. However, the algorithm has poor structural similarity between training and actual segmentation, cannot completely realize segmentation, and the signal-to-noise ratio (SNR) is low, resulting in more noise points in the image. Literature (12) studied medical image segmentation based on dice score and the Jaccard index and the relationship within the measurement sensitive loss function group from a theoretical point of view. Moreover, the existence of the optimal weighting scheme of weighted cross entropy was questioned to optimize the dice score and the Jaccard index during the test and realize medical image segmentation through dice score and the Jaccard index. This method optimized medical image segmentation to some extent, but it did not denoise the image, so the effect of medical image segmentation is poor. Literature (13) studied medical image segmentation based on context feedback loop and expressed the segmentation problem as a recursive framework by using two systems. The first is the forward system of encoder-decoder convolutional neural network, which predicts the segmentation results from the input image. The predicted forward system probability output is encoded by a context feedback system based on a complete convolution network. Then, the coding feature space of the complete convolution network is integrated back into the feedforward learning process of the forward system. This method uses the context feedback loop based on complete convolution network and the forward system can learn and extract more advanced image features. Moreover, it fixes the previous errors and improves the segmentation accuracy over time. This method can effectively improve the segmentation accuracy, but it does not denoise the collected medical image, so that the segmentation quality factor is low.

In the process of image segmentation by the above methods, the analysis of influencing factors in the process of image segmentation is not comprehensive, resulting in low relative overlap and signal-to-noise ratio of image segmentation 3D multimodal medical image. Therefore, this article studies the 3D multimodal medical image segmentation algorithm based on deep reinforcement learning and uses wavelet algorithm and bilateral filter to denoise the image to make the image clearer. Then, a deep reinforcement learning model is constructed to realize multimodal medical image segmentation by combining residual structure and dilated residual and deeply supervised U-Net (DRD U-Net) convolution model. The performance of the proposed algorithm is verified by experiments.



METHODOLOGY


Medical Image Denoising of Three-Dimensional Multimodal Based on Wavelet and Bilateral Filtering

Combined with wavelet denoising and bilateral filtering, 3D multimodal medical image denoising is realized. According to the traditional wavelet denoising method, Bayesian maximum a posteriori estimation method is used to realize wavelet shrinkage and combined with bilateral filter to improve the denoising performance of image.


Setting of Wavelet Threshold Function

In order to realize the accurate segmentation of medical image segmentation, it is necessary to denoise the image. In this article, the wavelet threshold function is set to provide the prerequisite for image denoising. The calculation formula of wavelet shrinkage threshold function is constructed [image: image] for analysis.

where M refers to the total number of wavelet coefficients in the corresponding wavelet domain. Because the calculation effect of the general threshold function is not perfect, the general threshold function is redesigned in an improved form, as shown in Equation (1).

[image: image]

where after decomposition, the number of layers with wavelet coefficients is described by j = (1, 2, ..., J). The maximum number of decomposition layers is J, aj is the adaptive parameter, and the adaptive parameter corresponding to layer j is 2J−j+1.



Design of Wavelet Shrinkage Algorithm

In order to obtain the threshold function of wavelet shrinkage, according to the constructed wavelet shrinkage threshold function, the wavelet coefficients of noiseless signal are analyzed by generalized Laplace distribution. Moreover, the Bayesian maximum a posteriori estimation method is used to calculate the a posteriori probability and complete the design of wavelet shrinkage algorithm.

Wavelet coefficients of noiseless signals can be analyzed by generalized Laplace distribution [image: image] and calculate its probability distribution through Equation (2).

[image: image]

where pG (g) refers to the probability distribution of the coefficient, g refers to noise-free signal, subscript (l, k) is coordinates in wavelet domain, the gamma function is [image: image], and the scale parameter is s. If shape parameter v = 1, Equation (2) can be changed to Laplace distribution, as shown in Equation (3).

[image: image]

The speckle noise [image: image] in the wavelet domain can be calculated by Gaussian distribution, as shown in Equation (4).

[image: image]

where pN (n) refers to the probability distribution of the speckle noise and the noise SD in wavelet domain is described by σN. In order to obtain the signal estimation in the domain, the Bayesian maximum a posteriori estimation method is used to calculate the a posteriori probability. It is obtained by Equation (5).

[image: image]

where f refers to the medical image network signal obtained in the initial state and Equation (3) and Equation (4) are introduced into Equation (5) to obtain Equation (6).

[image: image]

To calculate the maximum a posteriori probability, set the result of derivation calculation from ln (pG|F (g|f)) to g is 0. It is obtained by Equation (7).

[image: image]

where g is estimated to be ĝ and set f and g are of the same number. The threshold function of wavelet shrinkage is obtained through the Equation (7) calculation. Therefore, the wavelet shrinkage algorithm is expressed by Equation (8).

[image: image]



Combination With Bilateral Filter

The traditional wavelet denoising methods retain the unchanged wavelet coefficients in the low-frequency domain and only deal with the threshold of wavelet coefficients in the high-frequency domain, so the denoising effect is not obvious (14, 15). In order to remove the noise spots in the low-frequency domain, this article combines the bilateral filter to filter the wavelet coefficients in the low-frequency domain. The structure of the bilateral filter is represented by Equation (9).

[image: image]

where the normalization factor is described by [image: image] and the window region with the pixel x as the center is Ω(x). A bilateral filter is formed by combining two filter cores (16, 17), i.e., the regional kernel c (ξ, x) and range kernel s (f (ξ), f (x)). In the above formula, the distance function from the edge pixel ξ in region Ω(x) and the pixel of the central region x is c (ξ, x). Meanwhile, in the Ω(x) region, the similarity function between the pixel value cc of the edge pixel point ξ and the pixel value f (ξ) of the pixel point f (x) in the center region is described by s (f (ξ), f (x)). After bifiltering by f (x), the calculation result is shown by h (x).



Steps of Medical Image Denoising

In order to obtain the denoised medical image, the ultrasonic network signal collected by the ultrasonic imaging system needs to be processed by logarithmic transformation.

(1) Log transforms the ultrasonic network signal collected by the ultrasonic imaging system. If 3D multimodal medical image is directly collected, this step is not required.

(2) Through the image obtained in wavelet decomposition processing step (1), four frequency domains are obtained, which are LL1, LH1, HL1, and HH1. Continue wavelet decomposition of LL1 in low-frequency domain and obtain four frequency domains again (18, 19), in order: LL2, LL2, HL2, and HH2. Perform wavelet decomposition repeatedly until the maximum number of layers is decomposed J.

(3) The bottom low-frequency region LLJ is processed by bilateral filtering of Equation (9).

(4) The wavelet coefficients in the high-frequency region (LHj, HLj, HHj, j = 1, 2, ..., J) of each layer are shrunk by Equation (8) and the SD of noise, image, and noise-free signal in each frequency domain is calculated, respectively.

(5) The inverse wavelet transform is performed on the above parameters to obtain the denoised medical image and complete the denoising.




DRD U-Net Model Using Deep Reinforcement Learning

This article selects the end-to-end DRD U-Net model to segment the 3D multimodal medical image after denoising. The convolution part of the traditional reinforcement learning model is adjusted to the residual module (8, 20) and multiscale context feature extraction atrous spatial pyramid pooling (ASPP) is introduced into the model, so that images of different sizes can be segmented.


Multiscale Context Feature Extraction Module

In order not to increase the parameters rapidly, this article adds extended convolution and introduces two-dimensional convolution to improve the receptive field.

By expanding convolution, the receptive field can be increased when the parameters remain unchanged, so as to ensure that comprehensive context information can be obtained during segmentation (21). It is assumed that ASPP consists of four parallel extended convolutions. At the same time, set the module input as x ∈ R4c×h×w, the expansion rate is set as [3, 5, 7, 9]. Then, Equation (10) can be used to calculate the output of the module.

[image: image]

where [image: image], according to the expansion convolution with different expansion rates, a large number of context features are obtained and then a variety of features are spliced to comprehensively extract image multiscale features.



Medical Image Segmentation Algorithm of DRD U-Net Model

The model introduces residual network in deep reinforcement learning to make the segmentation result more accurate and improve the training speed of deep reinforcement learning.


Residual Structure

The residual module can improve the optimization performance of neural network, make the training process easier, and slow down the degradation speed of deep network. In this article, batch normalization (BN) operation is combined in the residual module and ReLu is selected as the excitation function. At the same time, in order to improve the problem of channel number mismatch during input and output, 1 × 1 convolution is used to speed up the channel number transformation and a large number of parameters are not added to the convolution.

The residual structure of the module actually refers to the introduction of a bypass, so that the input and output data can be added to obtain the deep reinforcement learning model. The introduced bypass is usually called shortcut. Using the residual structure, the convergence speed of learning can be increased. Suppose b1 is network input, then the output of a residual network unit can be represented by Equation (11).

[image: image]

where the function to be fitted in the network is described by h (·), the convolution calculation is described by I (b1, w1), the weight parameter in the network is w1, and the first layer network output is m1. If h (·) belongs to identity mapping, h (b1) = b1. Therefore, the network output m1 of the first floor residual structure can be calculated by Equation (12).

[image: image]

After the initial data of the input image and the output data after convolution calculation are linearly added, it is all the outputs of the residual unit. Therefore, one addition algorithm can be used to describe all the network outputs. If there are N residual structure network modules in the whole network, the overall network output can be calculated by Equation (13).

[image: image]



Medical Image Segmentation of Joint Residual Structure and DRD U-Net Convolution

For 3D multimodal medical image, the edge of medical image has high complexity, so it is usually difficult to effectively segment the lesion area from the normal area. Therefore, by adding the residual structure, the initial output characteristics of the image are retained to prevent the edge data around the tissue from being damaged during segmentation. At the same time, the local data in multimodal medical image can be fully combined during training.

In this article, the convolution layer in the residual module is set as 3D convolution form, a multiscale context feature extraction module is added, and the BN layer is adjusted to GN layer. According to the convolution kernel size, construct the convolution layer of 3 × 3 × 3. Then, it is introduced into the GN layer to improve the convergence ability of the network and then input to the non-linear activation function layer. Next, it is input to a 3 × 3 × 3 convolution kernel again. In order to accurately extract context features, two 3D convolution layers are used to increase the depth of the network. On this basis, the computational complexity can be effectively improved. Using the introduced residual structure, the feature extraction performance of the network can be improved.




Medical Image Segmentation Algorithm for Three-Dimensional Multimodal

With its powerful feature representation ability, deep reinforcement learning can accurately segment multidimensional and multimodal medical images. The 3D multimodal medical image segmentation algorithm based on deep reinforcement learning is as follows:

[image: image]

where B refers to obtain the pixel value of the target of interest in the medical image, H refers to the total pixel value in the medical image obtained, v refers to the region where interested target locates, and v refers to the region where interested denoised target locates.

Negative rewards often occur in the process of deep reinforcement learning. In order to solve these problems, the reward method from the starting point of intermediate difficulty is used to calculate from the intermediate process. The reward calculation of medical image segmentation is as follows:

[image: image]

where after the best segmentation mt, get the next monitoring region st+1, and predict the reward according to the segmented W. If the image segmentation at time t+1 is greater than the image segmentation at time t, a reward is given. Otherwise, a penalty is given. Through the reward and penalty mechanism, the incorrect segmentation of medical images is minimized. The image segmentation at time t can be expressed by the following Equation:

[image: image]

where κ ∈ [0, 1] represents the discount factor. The greater its value, the greater the total reward.

To prevent local minima, use χ to mean the accurate qualitative strategy, χ begins from 0.9 and decreases by 0.1 each time till χ remains at 0.1.

[image: image]

Through the above calculation process, the 3D multimodal medical image segmentation is realized and the calculation process is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Process of three-dimensional (3D) multimodal medical image segmentation.






EXPERIMENTAL RESULTS AND ANALYSIS


Data Set

In the experiment, PyTorch is used to build the structural framework of deep reinforcement learning and python language is used to complete the programming of medical image segmentation algorithm.

In order to verify the effectiveness of 3D multimodal medical image segmentation algorithm based on deep reinforcement learning, the algorithm is verified by experiments. The LIDC-IDRI data set, the Segmentation in Chest Radiographs (SCR) data set, and the DeepLesion data set are selected as the experimental data set of this article. The LIDC-IDRI data set: This dataset includes diagnostic and screening chest CT scans for lung cancer. A total of 1,018 study examples are included in the data set, with annotated lesions indicated. The SCR data set: This data set is a public database containing 247 chest images with segmentation of each image. The DeepLesion data set: This data set is an open dataset of CT images, including 32,735 CT images and lesion information from 4,427 patients, of which brain images and lung images are selected for this experiment. From the above three datasets, 5,000 medical images were selected for experimental analysis. The image sizes in the medical data were adjusted to 84 × 84 and the resolution of the images was 0.84 × 0.84 × 3 mm. These experimental data were randomly sorted and 4,000 images were selected as the training data set and 1,000 images were selected as the test data set for the experiments in this article.



Evaluation Criteria

1 Structural similarity: Medical image has a good structure and the pixels of image have many important correlations. The calculation procedure is shown in Equation (18).

[image: image]

where brightness comparison is described by l (X, Y), contrast comparison is described by c (X, Y), image structure comparison is described by s (X, Y), through parameters α, β, and γ, adjust the relative importance of the above three components. The greater the structural similarity, the better the segmentation effect.

2 Signal-to-noise ratio: The ratio between image information and noise is the SNR. Through the analysis of SNR, we can get the noise situation after image segmentation. When the SNR is higher, it means that the segmentation effect is better.

3 Training loss: The loss is a numerical value indicating the accuracy of image segmentation. If the segmented image is the same as the actual image, the loss is zero.

4 Relative overlap: The segmentation performance verification criteria is defined by the Equation (19) and the relative overlap is shown in Equation (19).

[image: image]

where the overall target area is described by A (T), the size of the segmented target area is described by A (S), and the higher the R_overlap, the more accurate the segmentation.

5 Accuracy: Accuracy analysis is performed on the test data set, when the greater the accuracy, the more accurate the segmented image is, using the Equation (20) to calculate the accuracy.

[image: image]




RESULTS AND DISCUSSION

In order to verify the effectiveness of the 3D multimodal medical image segmentation algorithm based on deep reinforcement learning, the proposed algorithm is validated by simulation experiments.

The proposed algorithm is used to segment the 3D multimodal medical images in the test set. Five brain images in the DeepLesion data set and three lung images in the SCR data set are selected for this study and the comparison of the effect pre- and postsegmentation is shown in Figures 2, 3.


[image: Figure 2]
FIGURE 2. Comparison of the effect of brain image segmentation before and after. (A) Presegmentation brain images. (B) Brain images postsegmentation by proposed algorithm.



[image: Figure 3]
FIGURE 3. Comparison of the effect of lung image segmentation before and after. (A) Presegmentation lung images. (B) Lung images postsegmentation by proposed algorithm.


According to Figures 2, 3, the application of the segmentation proposed algorithm can effectively achieve medical image segmentation. The image edge is clear for postsegmentation, the noise points can be effectively removed, and the definition is high.

In order to further verify the performance of the segmentation algorithm, the structural similarity, SNR, training loss, relative overlap, and accuracy are selected to verify the actual performance of the algorithm.

The training data set was trained with different iterations to analyze the structural similarity of the different algorithms after training and the analysis results are shown in Figure 4.


[image: Figure 4]
FIGURE 4. Comparison of structural similarity of different algorithms.


According to Figure 4, with the increase of the number of iterations, the structural similarity of different algorithms increases, which shows that the training of each algorithm can optimize the algorithm. Among them, the structural similarity of the algorithm in literature (11) remains the lowest in the last iteration. Therefore, the segmentation performance of the algorithm is poor, while the structural similarity of the algorithm in literature (8) increases rapidly during the iteration and finally reaches 96%. This shows that the algorithm can effectively ensure the structural similarity of the image during segmentation, but the algorithm is still lower than the proposed algorithm. When the number of training iterations is 250, the structural similarity reaches 98% and each iteration has the highest structural similarity. Therefore, compared with other algorithms, the segmentation training effect of proposed algorithm is better. The proposed algorithm combined with bilateral filter to filter the low-frequency wavelet coefficients and uses deep reinforcement learning to segment the medical image, which can enhance the structural similarity of image.

The ratio between image information and noise is the SNR. Through the analysis of SNR, the noise content after image segmentation can be obtained. The higher the SNR, the better the segmentation effect, so as to analyze the changes of the SNR of different algorithms after training. The results of the analysis are shown in Figure 5.


[image: Figure 5]
FIGURE 5. Comparison of the signal-to-noise ratio (SNR) variation of different algorithms.


It is seen from Figure 5 that when the number of iterations increases gradually, the SNR increases postsegmentation by different algorithms. Among them, the SNR of the algorithm in literature (8) increases greatly, gradually from 24 to 47 dB, but the SNR of the algorithm is still lower than that in literature (11) and the proposed algorithm. The SNR of the algorithm in literature (10) remains the lowest during iteration and there is no significant increase and the maximum SNR is only 33 dB, which shows that the algorithm has low noise reduction ability during training. The proposed algorithm always has a high SNR during training and is very stable. Under different iterations, the SNR is always maintained between 55 and 60 dB. Therefore, using proposed algorithm for segmentation can effectively reduce image noise.

The training loss of each algorithm segmentation under different training times is analyzed and the analysis results are shown in Figure 6.


[image: Figure 6]
FIGURE 6. Training loss of different algorithms.


According to Figure 6, when the number of iterations increases, the training losses of algorithm in literature (7), algorithm in literature (8), algorithm in literature (9), and algorithm in this article gradually decrease, while the training losses of algorithm in literature (10) and algorithm in literature (11) show an upward trend. Among them, the training loss of the algorithm in literature (11) is always the highest, indicating that the algorithm always has a large loss during segmentation training and cannot guarantee the integrity of the image. The training loss of the proposed algorithm decreases gradually in the iterative process, which shows that after training, the proposed algorithm can make the image segmentation more complete and ensure the effectiveness of segmentation. Because proposed algorithm uses DRD U-Net model, the model introduces residual network in deep reinforcement learning, which makes the segmentation result more accurate and the training loss less.

The relative overlap analysis is performed on the test image data set by comparing the proposed algorithm with those of literature (7), literature (8), literature (9), literature (10), and literature (11). The experimental results are shown in Table 1.


Table 1. Comparison of the relative overlap of different algorithms.

[image: Table 1]

As can be seen from Table 1, the relative overlap of each algorithm reaches more than 80%. Among them, there are small differences in the relative overlap of the algorithms under the three data set tests of the LIDC-IDRI, the SCR, and the DeepLesion, but in terms of numerical size comparison, the proposed algorithm always maintains a high relative overlap of up to 95%, which is much higher than other algorithms in the literature, indicating that the proposed algorithm can achieve a more complete segmentation. Because the proposed algorithm uses deep reinforcement learning methods, with its powerful feature representation capability, it can accurately segment multidimensional multimodal medical images through its reward and punishment mechanism, thus improving the relative overlap of segmentation results.

The accuracy analysis was performed on the test dataset, when the larger the accuracy value, the better the image segmentation effect. The test images were analyzed using Equation (20) and the segmentation accuracy capabilities of different algorithms were compared and the analysis results are shown in Figure 7.


[image: Figure 7]
FIGURE 7. Comparison of segmentation accuracy of different algorithms.


According to Figure 7, it can be seen that when the number of images increases, the segmentation accuracy of different algorithms changes. Among them, the algorithm of literature (11) has a large increase, but its segmentation accuracy always remains low and the segmentation accuracy of literature (7) is higher compared to other algorithms in literature, but the highest does not exceed 95%, whereas the proposed algorithm always maintains the highest accuracy and is 95% when performing segmentation. Therefore, it is clear that the proposed algorithm can effectively guarantee the accuracy of image segmentation. Because the proposed algorithm uses deep reinforcement learning method, proposed algorithm used the framework of deep learning and reinforcement learning thinking, which can segment medical images accurately.



CONCLUSION

This article proposed the 3D multimodal medical image segmentation algorithm based on deep reinforcement learning, so as to realize the segmentation of 3D multimodal medical image through deep reinforcement learning training and verify the actual performance of the algorithm by experiments. Experiments show that the algorithm in this article has high relative overlap, structural similarity, and quality factors and has strong image segmentation ability and high definition. It can effectively reduce image noise and has high application effect. In the future studies, we can continue to optimize according to the existing research theory, continuously strengthen the segmentation ability of medical images, and realize the effective segmentation of various types of medical images.
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Background and Objective: Viral hepatitis is a major public health concern on a global scale. It predominantly affects the world's least developed countries. The most endemic regions are resource constrained, with a low human development index. Chronic hepatitis can lead to cirrhosis, liver failure, cancer and eventually death. Early diagnosis and treatment of hepatitis infection can help to reduce disease burden and transmission to those at risk of infection or reinfection. Screening is critical for meeting the WHO's 2030 targets. Consequently, automated systems for the reliable prediction of hepatitis illness. When applied to the prediction of hepatitis using imbalanced datasets from testing, machine learning (ML) classifiers and known methodologies for encoding categorical data have demonstrated a wide range of unexpected results. Early research also made use of an artificial neural network to identify features without first gaining a thorough understanding of the sequence data.

Methods: To help in accurate binary classification of diagnosis (survivability or mortality) in patients with severe hepatitis, this paper suggests a deep learning-based decision support system (DSS) that makes use of bidirectional long/short-term memory (BiLSTM). Balanced data was utilized to predict hepatitis using the BiLSTM model.

Results: In contrast to previous investigations, the trial results of this suggested model were encouraging: 95.08% accuracy, 94% precision, 93% recall, and a 93% F1-score.

Conclusions: In the field of hepatitis detection, the use of a BiLSTM model for classification is better than current methods by a significant margin in terms of improved accuracy.

Keywords: disease diagnosis, deep learning, hepatitis diagnostics, decision support system, bidirectional LSTM


INTRODUCTION

Data mining is becoming more common in a variety of industries, including business, education, and healthcare, as a result of the rise of AI. Many researchers are interested in healthcare decision support systems because they make it possible to glean valuable information from vast amounts of medical records. Decision support systems may be able to speed up the diagnosis process for human health care providers (1). Data mining techniques known as “deep learning” (DL) employ a variety of feature-encoding algorithms to learn from past data and deliver accurate predictions (2). Sentiment categorization (3), smart agriculture (4), and other applications are among them. In the last several years, neural network models have shown a stunning capacity to predict and classify information. Deep learning algorithms, as demonstrated by Shickel et al. (5) and Miotto et al. (6), have appeared notably in healthcare for knowledge discovery and illness diagnosis, such as heart diseases, mental disorders, and hepatitis disorders, utilizing health data.


A Need for Hepatitis Disease Prediction

Viral hepatitis is a major public health concern around the world. Hepatitis A and E viruses (HAV and HEV) are endemic in many low-income countries. They usually cause self-limiting hepatitis, but in case of compromised liver status, they can cause fulminant liver failure and chronic infection. Hepatitis B and C viruses (HBV and HCV) both cause acute liver injury and are more frequently associated with progressive liver fibrosis, cirrhosis, and a higher likelihood of liver cancer (hepatocellular carcinoma or HCC). Hepatitis D virus (HDV) is often transmitted by co-infection with HBV. Because of the severity of complications, co-infection is considered the most serious type of viral hepatitis. Hepatitis viruses are 100 times more infectious than HIV/AIDS and are the leading cause of liver cancer, which is the world's second-leading cause of cancer-related deaths. Abnormalities in liver function tests such as aspartate aminotransferase, alanine aminotransferase, alkaline phosphatase, gamma-glutamyl transferase, lactate dehydrogenase, bilirubin, and albumin can indicate the liver injury and are the integral part of the biochemical investigations in hepatitis patients. Hepatitis is one of the leading causes of liver cancer, which underscores the critical importance of early detection and diagnosis for an effective antiviral treatment (7–10).



Aims of the Project

Computational techniques like machine learning (ML) have been researched by a majority of researchers (8, 9) in recent years in order to predict the prevalence of hepatitis. Detecting hepatitis before symptoms manifested was the primary focus of their scientific work, and they were successful in this aim. Conventional encoders couldn't handle the illness dataset's predictors' relationships well. For the sake of this investigation, the suggested BiLSTM-based framework properly identifies (survivability or death) in patients with severe hepatitis. The goal of this research is to develop a prediction model that will assist physicians in determining the prognosis and survival of hepatitis patients based on medical conditions provided by the patients themselves. As a result, patients who receive early care are less likely to die.



Baselines

Akbar et al. (9) created an ML-based hepatitis disease prediction method. ML was used to better predict hepatitis using random forest (RF), support vector machine (SVM), and other classifiers. There are intrinsic links between the predictors, but this is not taken into consideration by ML classifiers. Because of this, current ML models fail to accurately forecast hepatitis patients' long-term survival using medical information. BiLSTM is an updated DL model that has previously been applied effectively in several areas, such as DDoS attack prediction (10), behavior identification (2), and others (3). To better understand hepatitis, we created a BiLSTM model. The steps are as follows: an oversampling method and a BiLSTM model were used to balance the dataset for hepatitis. Using our recommended technique, we can anticipate hepatitis patient survival from patient health data by using both data balance and the BiLSTM layer.



Problem Statement

It is challenging to reliably predict hepatitis from patient data when standard feature sets are used in conjunction with a machine learning classifier (8, 9). Aside from that, the absence of important information makes DL models for the prediction of hepatitis sickness less successful than they could be. To deal with the aforementioned challenges, the prediction of hepatitis from patient data is considered a binary-label prediction problem. The presence of hepatitis is predicted based on the disease dataset provided. The dataset contains two types of class labels: D1 (Hepatitis_patient_ survivability = yes) and D2 (Hepatitis_patient_ survivability = no). In order to predict whether or not someone has hepatitis, the neural network makes use of these two sets of information: we intend to use a deep neural network to construct an automated system that can learn from training data and predict the survivability of hepatitis patient based on contextual information.



Research Questions

The following are the research questions we hope to achieve in our study so that we can accurately diagnose hepatitis.

RO1: Using patient sickness data, the BiLSTM deep learning model will be used to create predictions regarding hepatitis infection.

RO2: BiLSTM model's comparison with traditional machine learning and deep learning models for hepatitis prediction.

RO3: The efficiency of the suggested technique in predicting hepatitis patients is compared to previous studies.



Research Contributions

The following are some of the most significant outcomes of this research work:

1. The development of a deep learning (BiLSTM) system for hepatitis disease diagnosis.

2. The proposed deep learning hepatitis detection approach outperforms existing machine learning techniques.

3. The effectiveness of the model in predicting hepatitis has been significantly improved as a result of the recommended strategy.

The following is the sequence in which the remaining sections of the study are organized: Section Related Work provides a review of the existing literature, and section Proposed Methodology outlines the approach that has been proposed by the authors. section Experimental Results and Discussion presents the findings and discussion, and Section Conclusion and Future Work discusses the application of the suggested strategy in the future.




RELATED WORK

This section summarizes previous research on hepatitis illness prediction.

Chicco and Jurman (7) used a RF classifier model to examine the EHRs of 540 control subjects and approximately 80 patients who had been diagnosed with hepatitis C. We use the best classifier (Random Forests) to find the most important variables for hepatitis C. The work of Kashif et al. (8) focuses on predicting LOLA therapy responses in hepatitis c patients. They employed K Nearest Neighbor, kStar, Bayesian Network, Randomized Forest, Radial Basis, PART, Logistic Regression, OneR, Svms, and Multi-Layer Perceptron to estimate therapeutic efficacy. For the purpose of evaluating the effectiveness of machine learning algorithms, several performance metrics are employed. It was shown that CDSS may be used to predict and diagnose Hepatitis-B infection in studies by Panigrahi et al. (11). The expert system's knowledge base has 59 rules. ES-builder, a web-based Expert System Shell, is used to implement the envisioned system (ESS). Querying the suggested system has been extensively tested to verify its efficacy. The goal of the study conducted by Wicaskno and Mudiono (12) is to use artificial intelligence to help diagnose hepatitis effectively. In this study, the certainty factor was used to diagnose the kind of hepatitis early on. Based on the data provided by the patients, this study's findings will aid in the early diagnosis of hepatitis types with precision. In order to forecast HBV integration sites, Wu et al. (13) created the DeepHBV model. DeepHBV was taught and evaluated using HBV inclusion data files from the dsVIS database by autonomously learning localized genomics features. By combining machine learning and artificial neural networks, Butt et al. (14) created an Intelligent Hepatitis C Stage Diagnosis System (IHSDS) (ANN). Only 19 of 29 attributes from the Uci repository were chosen for the study; 70% of this dataset was used for training and 30% for validation. Orooji and Kermani (15) employed machine learning to handle unbalanced data in hepatitis diagnostics. They used data preparation, data analysis, examination, and software implementation as phases. Data balance strategies were used in data preprocessing. When it comes to predicting the diagnosis of individuals with persistent hepatitis, Parisi and RaviChandran (16) have developed an innovative variable selection (FS) technique that merges neighborhood component analysis and ReliefF by taking the average of their findings, paired with a Lagrangian SVM Classifier (LSVM), which is utilized as an ML-based classification model for decision-making. Wu et al. (17) published the results of a comprehensive review and meta-analysis of the available literature, followed by validation and attention in an external cross-section of 986 cases. The area under the curve method (AUROC) and the calibrating indices were used to evaluate the model's potential to anticipate HCC within three, five, seven, and ten years. Table 1 presents a review of selected studies.


Table 1. A review of selected studies.

[image: Table 1]



PROPOSED METHODOLOGY

For this complex problem of decision-making, it is critical to use deep learning techniques to combine existing data and experience into a DSS. Our DSS (see Figure 1) incorporates data, experience, and models so that hepatitis clinicians may use this knowledge to form diagnostic decisions. As recommended by Turban et al., we spoke with medical experts at every phase of the design process, in order to include the users even more deeply. We followed Turban et al. (1) in building the DSS because of the DSS's nature and the sophistication of the decision topic. There are four major components of the DSS: data management, model management, knowledge-based management, and user interface.


[image: Figure 1]
FIGURE 1. A preview of the proposed hepatitis disease prediction system.



Data Management System

A decision support system (DSS) makes use of databases and/or datasets in order to give relevant data to the decision support system. In addition to local, public, and customized sources (1), DSS data may be obtained from organizational and official sources (1). The dataset utilized in this study is the Hepatitis dataset from the University of California, Irvine repository (18). If we look at the dataset (see Figure 2), there are 155 instances with 20 attributes. The dataset contains 19 attributes and a single class (outcome), which may be divided into the following five groups (19).


[image: Figure 2]
FIGURE 2. Hepatitis dataset breakup.



How to Make Use of the Data

The spreadsheets are transformed into CSV format. The “csv” command line option is specified via the “pd.read” command—line interface option. This is an important Panda utility. We divided the training/testing sets through using sklearn train (80%) and test (20%) partitioning tool (2) to get the desired results.



Train Set

Approximately 80% of the data from the training set was used throughout the training process (3). Both outcome descriptors (response variables) and input parameters are included in the training phase (predictor variables).



Validation Set

Overfitting and underfitting may be handled by using validation data in the system. The model is evaluated using data from a 10% validation subset (2). When working with Keras, you have the option of changing parameters manually or automatically. Automated validation in this study will allow for a more objective evaluation of the suggested strategy.



Test Set

The test set offers unique cases to assess the algorithm's effectiveness. This process is used after considerable training and testing. Evaluation of the model is possible through the use of a test set (10). 10% of the testing data was employed, with no relation to the training instances. It is utilized once the model has already been adequately trained. It is then validated against actual data. Scikit-train-test divides the data into 90/10 ratios, with 10% of the data used for testing and the other 90% used for learning. Using a validation set, we adjusted the model's settings and analyzed the outcomes.



Treatment of Data

A 10-fold cross-validation test is used to verify the model. Ten copies of the training instance are collected and stored at each level. In this instance, we looked at one more “holdout” model. The variant with the greatest F1 score was selected for the holdout sample.




Model Management System

It performs the function of a data management system. Incorporated into DSS is a modelbase of statistical and other algorithms that allow for the provision of complex analytics. An MMS transforms data from a DMS into information by applying models to it. For the purpose of developing a viable prediction model, it is necessary to adequately pretreat the available health data. Null value substitution and imbalanced datasets are both taken care of by the data management system.


Management of Unbalanced Data Sets

There is a considerable imbalance in the underlying dataset, which treats both groups unequally. Patients who die make up 26% of the class, whereas 74% of those who live make up the remaining 26% of the class. It might be difficult to get accurate predictions from predictive algorithms when the data is imbalanced.

When a model learns from data that is skewed and unequally classified, the output generally favors the main class while neglecting the smaller categories during the classification step (20). This is seen as a class imbalance issue. Oversampling, a data processing sampling technique, is used to equalize all instances of a class. Small classes can be expanded by oversampling. Increasing the imbalance percentage is all that random up sampling accomplishes. The categorization results were much improved with the addition of small group replication. In both the T1:415 and T2:414 classes, random oversampling is applied to the balanced dataset in the same way. The total number of instances is 829.



How to Deal With Missing Data

Reliable data should be entered into the model to patch in any empty attributes (20). Filling the spaces can be done by averaging the values of the items in the previous levels, picking a random element, or switching back and using the previous level's number. Following our decision to go with the third alternative, we proceeded to update all of the missing data. In the dataset, there are just a few missing values. The PROTIME attribute has 67 missing values (43%), accounting for <10% of the total dataset.




The Knowledge Management System

Combined with other DSS modules, this component may be able to offer the most current information to help fix the issue. It is necessary to change information into knowledge when it has been discovered, acquired, and organized in some way. Analyzing and categorizing data is an essential part of the research process. To summarize, the suggested model consists of three main parts: embedding layer data structure, storing forward as well as backward contextual information, and softmax layer-based categorization. The second module can encapsulate features using numeric representation (21). Using Bi-LSTM to encode data contexts inside a sequence when it comes time for the final module, softmax activation is used to classify the data (see Figure 3). Here's a breakdown of each component:


[image: Figure 3]
FIGURE 3. BiLSTM is used for the hepatitis prediction system.



Embedding Layer

Using embedding, it is possible to convert items (categories) into a continuous numeric array of a certain size (vectors). In neural networks, elements represent discrete variables as low-dimensional vector embeddings, which are then represented as a function of the input data. There are a number of advantages to utilizing neural embeddings in categorical data reduction and in identifying categories in the resultant space over other methods of data reduction and description. Keras facilitates the usage of embeddings by making them more accessible. Embedding vectors with attribute-level representations were employed to represent the data in the hepatitis dataset, with an embedding dimension that was equal to or greater than the dimension of the input data (22). The data embedding vector was constructed using a Keras embedding layer with 32 layers. Within the embedding layer, a two-dimensional embedding matrix (feature matrix) was built in which “represents the length of the input data” and “denotes the dimension of a word embedding” were used as input parameters. Once the embedding matrix had been produced, it was moved to the next tier in the hierarchy.



The Bi-Directional LSTM Layer

When predicting hepatitis sickness, the suggested technique makes use of a deep neural network, especially a bidirectional long-short time memory (BiLSTM), which can distinguish between D1 (Hepatitis_patient_ survivability = yes) and D2 (Hepatitis_patient_ survivability = no). Long-term dependencies are discovered through the use of the Bi-LSTM layer. As a result, it aids in the preservation of the two preceding and subsequent contexts of encoded data (23). In place of storing information from earlier contexts, a single unidirectional LSTM simply retains the information that has already been stored. As a result, Bi-LSTM is capable of analyzing encoded patient data in considerably more depth. Bi-LSTM employs both forward and backward LSTM to learn the context of data in the past and future (2). This is accomplished by the use of the following mathematical formulas (Equations 1–12).

The formulas for Forward LSTM:
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The formulas for Backward LSTM:
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Prediction Based on the SoftMax Algorithm

After that, SoftMax is utilized to determine the probability of forecasting target labels (i.e., the hepatitis disease). Using the formula (Equation 13), it is possible to calculate the net value of the input.

[image: image]

The input vector is denoted by “l,” whereas the weight vector is denoted by “w.” Bias is represented by “b.” By putting it into Equation (14), one can calculate the SoftMax.

[image: image]




Applicable Case

Based on the available illness data, we ran a number of computations to predict the presence of hepatitis. Every level of the BiLSTM model is described in depth.


Preparing the Data

For each patient occurrence in the disease dataset, our model predicts whether the patient has hepatitis D1: hepatitis Yes or “D2: hepatitis No.”. Data on disease is first obtained for the DL model by using the attribute selection module. A Keras parser was used to turn the input into a matrix of indexes, which was then sent to the embedding layer of the DL model for assessment. Using the embedding layer, each illness indication is transformed into a vector of streaming values. [0.6 0.4 0.3 0.7] is an example of a vector embedding, which contains information about disease in the form of the index [1]. It ended out like this in terms of the wrapping of the matrices: [0.66, 0.53, 0.75, 0.14], [0.62, 0.71, 0.41], [0.81, 0.42, 0.74, 67], [0.54, 0.28, 0.41].



Retrieval of Contextual Data

A corrected feature map created from the previous deep network serves as input for this layer's neural network. The most important components in BiLSTM layer computations are the potential candidate value (c~t), output gate (ot), forget gate (ft), and input gate (it).



1st Hidden Layer

(it) and (ht−1) are the LSTM's present and previous states, respectively. To perform the calculations, we need Equations (1–6). Finally, the “[image: image]” hidden state is computed (see Figure 4) by the first hidden layer (forward pass LSTM).


[image: Figure 4]
FIGURE 4. 1st hidden layer.




2nd Hidden Layer

The backward phase LSTM is composed (see Figure 5) of the current input (it) and the future state (ht+1). The Equations (7–12) are used to do the computations. The final step is to employ the following layer to generate the hidden state [image: image] (backward phase LSTM).


[image: Figure 5]
FIGURE 5. 2nd hidden layer.




BISLTM Outcome

Combining forward “[image: image]” and backward “[image: image]” from the neural network (see Figure 6), we arrive at the “[image: image]” that make up BISLTM's final state (5).


[image: Figure 6]
FIGURE 6. BiSLTM outcome.




Prediction of Hepatitis Patient Survivability

In order to find out how probable each of the tags “D1” and “D2” is, we used the SoftMax technique. The following is an example of how the overall input was calculated using Equation (13).

For Hepatitis_patient_ survivability = yes, the class label for decision attribute 1 is “D1.”

[image: image]

For Hepatitis_patient_ survivability = no, the class label for decision attribute 2 is “D2.”

[image: image]

Each target class (D1 and D2) is assigned a probability of success using the SoftMax algorithm (14).

[image: image]

Similarly, the SoftMax function was developed for the second class of hepatitis patient survival predictions.

[image: image]

Class D1: Hepatitis patient survivability = yes (live) had the highest likelihood in our calculations (0.681). Based on these data, we may estimate the patient's likelihood of survival as “D1” (live) (Figure 7).


[image: Figure 7]
FIGURE 7. Hepatitis patient survivability classification using the softmax function.





User Interface

In order to assist in the prediction of hepatitis, the Keras package (3) incorporates a Python user interface. Specialists and other practitioners can use hepatitis prognosis software to better diagnose hepatitis. In order to make the content more accessible and easier to understand, it has been broken down into smaller chunks. In the software's body, there are three main parts: data acquisition, categorization, and hepatitis detection.

• Patient Entry: A patient's medical history is required for this section. Each patient in the database has a new case patient identifier created from the improved and more recent information. The hepatitis prediction system utilizes a patient's medical history to generate educated guesses about their condition. As soon as the necessary information is entered into the software, a patient specific identity is generated. Using this identifier, each patient's specific condition may be diagnosed and followed. A patient case entry is shown in Figure 8 on the interface that has been used to gather and evaluate the data. Previous assertions are applied to the data when it is handled on the system's server. It is because of this that we have a design that can be tailored to the needs of every unique patient.

• Uploading the Dataset: It is possible to train classifiers and develop models using a hepatitis dataset, as shown in Figure 9.

• Preprocessing: Data preprocessing yields a classifier and a model that can predict the outcome of hepatitis. On the backend, the data is preprocessed (Figure 10).

• Model Training and Testing: The screen below shows what happens when a patient clicks on the ”Model Training“ option. It serves as a training aid by displaying the loaded data. Model training is activated by clicking on the “train-test model” (Figure 11).

• Predicting survivability of Hepatitis Patient: To predict hepatitis, all you need to do is enter the necessary patient information and click the “Predict hepatitis” option on the site. The “Update Training Set” button activates an updated training set. After inputting the patient's disease details and clicking on the “predict hepatitis” button, the findings are shown as “Hepatitis_patient_ survivability = yes,” “D2: Hepatitis_patient_ survivability = no,” and a predicted degree of confidence for each option. “Hepatitis_patient_ survivability = yes (Live)” is the possible outcome of the hepatitis illness prediction for the given list of criteria, as shown in Figure 12.


[image: Figure 8]
FIGURE 8. Patient entry form.



[image: Figure 9]
FIGURE 9. Hepatitis prediction data input form.



[image: Figure 10]
FIGURE 10. Preprocessing form for Hepatitis prediction.



[image: Figure 11]
FIGURE 11. Model training interface.



[image: Figure 12]
FIGURE 12. The interface for predicting hepatitis.





EXPERIMENTAL RESULTS AND DISCUSSION

This section presents the results of a series of experiments aiming to address the questions raised in section Introduction.


Experiment#1

Based on patient sickness data, we applied the BiLSTM deep learning model to generate hepatitis predictions.

Research question # 1 was answered by altering the parameters of one of the most commonly used models for survivability prediction of hepatitis patients, the BiLSTM algorithm. Various additional epochs and filtering techniques were employed as well. Several batch sizes and epochs are included in the algorithm's three hidden layers. As a result of using the SoftMax activation function, there were 62 vocabulary vectors, and the embedding dimension was 128 (8, 16, and 32). A selection of BiLSTM models' accuracy, recall, and F-scores are shown in Figure 13. This filter has an accuracy of 93% when used with the following parameters: filer size of 280, unit size 2, “f1 score” of 94%, recall of 94%, and precision of 94%. Filter number 8 has an accuracy of 95.08%.


[image: Figure 13]
FIGURE 13. The accuracy, recall, and f1-score of the BiLSTM deep learning models.


The results of 10 BiLSTM experiments with varying parameter values are presented in Table 2. We compared the accuracy of each model against one another. Because it included eight filter sizes, sixteen filters, and ten LSTM units, it had the highest accuracy of all the models tested.


Table 2. Accuracy, test loss, and training time of the BiLSTM models.

[image: Table 2]



Experiment#2 With Datasets That Are Balanced and Unbalanced

As stated in section 2.0, an imbalanced data classification, randomized training division, and testing set created an uneven class result. It is unbalanced since there are 71 surviving patients and 22 deceased. To equalize the dataset, we used random oversampling. As shown in Figure 14, when data balancing is used instead of not using data balancing, efficiency is significantly increased. By analyzing the empirical values, it is possible that the proposed model may be utilized to properly predict the survivability of hepatitis patients in real-world situations.


[image: Figure 14]
FIGURE 14. Confusion matrix.




Experiment#3

This experiment is carried out to compare of the BiLSTM model for predicting hepatitis survival with traditional machine learning and deep learning. Conventional machine learning algorithms and deep neural networks were compared to see how the BiLSTM findings for diabetic illness prediction stacked up.

• ML vs. recommended system (BiLSTM): Patients' data was used to compare the proposed method (BiLSTM) to other commonly used machine learning methods. Machine learning makes use of feature extraction approaches like TF-IDF and CountVectorizer. Table 3 displays the outcomes of the assessments. A brief summary of the findings is provided in the following paragraphs.

• BiLSTM vs. SVM: We utilized the SVM algorithm to compare the proposed BiLSTM model to various machine learning approaches. Table 3 summarizes the findings.

• BiLSTM vs. KNN: In this experiment, we compared a typical machine learning classifier with a BiLSTM model. A closer look at Table 3 indicates that KNN classifiers have worse precision, recall, F1-score (0.78), and accuracy (0.77) compared to other classifiers.

• BiLSTM vs. NB: In this experiment, the BiLSTM classifier was competing against the Nave Bayes (NB) classification. Table 3 shows that the F1-score (0.74%), recall (0.73%), and precision (0.73%) are all lower than in the previous Table (0.73%).

• Deep learning vs. suggested method (BiLSTM): The proposed method is compared to existing deep learning techniques, such as long/short-term memory (LSTM), convolutional neural networks (CNN), and recurrent neural networks (RNN), in order to properly forecast hepatitis based on patient data. Table 4 sums up the findings of the study.

• LSTM vs. Proposed BiLSTM: In this study, we evaluated the performance of the BILSMTM model against that of the LSTM model. Table 4 shows that the LSTM model had the lowest precision, recall, F1-score, and accuracy of the four models tested.

• CNN vs. Proposed BiLSTM: Our goal was to compare the performance of the BiLSTM approach to that of the CNN model in this particular experiment. For accuracy, precision, recall, F1, and precision, the CNN model behaved poorly in Table 4.

• RNN vs. Proposed BiLSTM: We ran this test to see which approach worked best. On the basis of the results in Table 4, it can be concluded that the RNN model's performance on these four metrics is less than ideal.


Table 3. Classifiers based on machine learning vs. suggested model (BiLSTM).

[image: Table 3]


Table 4. BiLSTM in comparison to other deep learning models.

[image: Table 4]



Experiment#4

In this experiment, the suggested method's efficacy in predicting hepatitis patients is compared to baseline research. In the third research question, we evaluated the suggested BiLSTM model's effectiveness in similar research. To determine how effective the proposed system is, it is contrasted with a variety of other comparing methodologies. According to this study (Figure 15), BiLSTM surpasses a baseline study when compared to the latter. For a variety of reasons, it is difficult to conduct a comprehensive assessment of published methodologies. These approaches were hard to compare because of the variety of datasets.


[image: Figure 15]
FIGURE 15. Proposed model's performance with and without balancing data.


Kashif et al. (8)'s work: Kashif et al. (8) created an ML-based hepatitis disease prediction method. ML was used to better predict hepatitis using random forest (RF), support vector machine (SVM), and other classifiers

Akbar et al. (9)'s work: Prediction of hepatitis using ML has been proposed. Hepatitis data sets were analyzed using a variety of machine learning methodologies. The performance of a DL model can be improved by using a more effective data balancing method.

Proposed work (our model): The DL-based hepatitis prediction approach uses a deep neural network. Figure 16 shows that the predictor variables (Figure 16) selected have a considerable influence on the anticipated (target) parameter. The combination of data balance and the BiLSTM neural learning model is the most important factor in our achievement in predicting hepatitis illnesses. By using the BiLSTM layer, contextual information can be retained.


[image: Figure 16]
FIGURE 16. Comparison of other research and the BiLSTM model.




Analyzing Results

A comparison is made between experts' predictions and the prognosis supplied by the suggested strategy, and the performance of the proposed method is evaluated. The processes for the first 12 patients are depicted in Table 5.


Table 5. Human expert vs. proposed system prognosis.

[image: Table 5]




CONCLUSION AND FUTURE WORK

Because of the tremendous expansion in healthcare content, it has become more important to gather and analyze healthcare data in order to discover hepatitis illness in patients. A successful DSS model based on DL was created and put into practice in order to accomplish this. A deep neural network (BiLSTM) is used to predict hepatitis based on data gathering, preprocessing, and validation. Additional experiments were conducted using both balanced and unbalanced data sets. A BiLSTM model was also utilized to predict the chance of having hepatitis in the future. The results are encouraging when compared to prior attempts. The suggested strategy's dependence on embedding rather than on a pre-trained model is an obvious limitation. In the future, the use of pre-trained algorithms like word2vec or Fasttext with hepatitis data sets from different fields (e.g., patient data from different fields) may be looked into.
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Percentage mammographic breast density (MBD) is one of the most notable biomarkers. It is assessed visually with the support of radiologists with the four qualitative Breast Imaging Reporting and Data System (BIRADS) categories. It is demanding for radiologists to differentiate between the two variably allocated BIRADS classes, namely, “BIRADS C and BIRADS D.” Recently, convolution neural networks have been found superior in classification tasks due to their ability to extract local features with shared weight architecture and space invariance characteristics. The proposed study intends to examine an artificial intelligence (AI)-based MBD classifier toward developing a latent computer-assisted tool for radiologists to distinguish the BIRADS class in modern clinical progress. This article proposes a multichannel DenseNet architecture for MBD classification. The proposed architecture consists of four-channel DenseNet transfer learning architecture to extract significant features from a single patient's two a mediolateral oblique (MLO) and two craniocaudal (CC) views of digital mammograms. The performance of the proposed classifier is evaluated using 200 cases consisting of 800 digital mammograms of the different BIRADS density classes with validated density ground truth. The classifier's performance is assessed with quantitative metrics such as precision, responsiveness, specificity, and the area under the curve (AUC). The concluding preliminary outcomes reveal that this intended multichannel model has delivered good performance with an accuracy of 96.67% during training and 90.06% during testing and an average AUC of 0.9625. Obtained results are also validated qualitatively with the help of a radiologist expert in the field of MBD. Proposed architecture achieved state-of-the-art results with a fewer number of images and with less computation power.

Keywords: breast cancer, BIRADS Density Classification, DenseNet, deep learning, multichannel architecture, mammographic breast density


INTRODUCTION

Breast cancer has its reputation as a deadly disease and it is the second most frequent event of departure for the women community in society. It is frequently diagnosed in women with 12.3% compared to the average population (1–4). The incidence of breast cancer is associated with many biomarkers such as calcifications, masses, mammographic breast density (MBD), and architectural distortion. Advanced apprehension and proactive strategy are the unique alternatives to protect the lives of breast cancer cases and regress their subconscious shock (5–8). MBD is an essential biomarker in interpreting digital mammograms and preparing a systematic mammography screening program. According to epidemiological investigations, females with highly dense breast tissue risk developing breast malignancy (9, 10). MBD is a radiographically visible density on the mammogram, consisting of lobular elements, ducts, and fibrous connective tissue compared to the lucent fatty tissue in the breast (11). The reports are prepared during the digital mammography screening program as per the American College of Radiology Breast Imaging Reporting and Data System (ACR BIRADS) catalog. This catalog was last modified in November 2015 (12, 13). As per the BIRADS, MBD gets classified into the four significant groups of mammographic breast density as class A, class B, class C, and class D, which reduces the sensitivity of digital mammography (14). Figure 1 depicts all the MBD BIRADS classes.


[image: Figure 1]
FIGURE 1. The proposed multichannel architecture for mammographic breast density classification.


Different scientific studies have revealed that digital mammograms' sensitivity strongly depends on the density class of the breast tissue. In dense breasts, the sensitivity of mammograms is as low as 63%, while in the low-density breast, there is an exponential rise of 87%. Hence, patients with high-density breasts have to go for additional imaging such as tomosynthesis, ultrasound, or breast MR to enhance cancer detection chances (15). Researchers have proposed many semiautomatic and automatic approaches for measuring breast density from the last two decades. However, the assessment of mammographic breast density (MBD) is subjective, which expert radiologists do (16). Despite this labeling, due to poor interreader and intrareader reproducibility, MBD classification has many limitations (17).

For an automatic objective assessment of MBD classification, many study efforts have been in progress from the last few decades. The initial study focuses on image processing techniques such as area-based thresholding, region growing, and clustering algorithms. A significant step formulated was the emergence of the machine learning (ML) algorithms based on different extracted image topographies from the histogram, texture intensities, patterns, and image acquisition parameters. Nowadays, deep learning algorithms provide yet another leap forward in MBD classification. Deep learning algorithms can go substantially deeper and discover all the significant features from the image. Due to system architecture and hardware improvements, it is possible to train deep learning architecture intensely. This improvement makes deep learning architecture an excellent tool for medical image analysis. Many deep learning architectures such as LeNet, (visual geometry group) VGG19, highway networks, residual networks, and DenseNet are recorded in literature.

Nevertheless, before every deep learning network lets more intelligence, a new study intricacy happens, the “vanishing gradient problem.” DenseNet (dense convolutional network) provides unique insight to secure the best data flow between layers to solve the connectivity problem. This interface immediately combines all the layers, agreeing on characteristic map dimensions in feed-forward type; hence, the individual layer receives input from all the previous layers also transfers its distinct map to all the farther layers. Thus, the DenseNet concatenate feature map passes through all the subsequent layers instead of summarizing features such as ResNet. This concept includes L (L+1)/2 connections instead of L connections, identifying a dense connectivity pattern (18). The consequence of this connectivity guide, i.e., DenseNet architecture, provides the following advantages:

1. Effective solution for gradient vanishing.

2. Consolidation in characteristic distribution.

3. Provision of feature recycle.

4. Significant reduction in training parameters.

5. Easy to train and offers better parameter efficiency.

Due to these advantages, it is helpful to use this model without pretraining for medical image analysis.

The elemental aspiration behind this study is to investigate the use of multichannel DenseNet architecture for MBD classification and analyze the proposed architecture compared with different existing methods. Figure 2 depicts the proposed multichannel architecture for MBD classification.


[image: Figure 2]
FIGURE 2. BIRADS classification-(A) fatty-class A (B) fat with some fibro glandular tissue -class B (C) heterogeneous dense-class C (D) extremely dense-class D (Image courtesy: Densebreast-info.org).


The key feature of this architecture is classifier performance that is evaluated with 800 digital mammograms among the diverse BIRADS density categories. Results are confirmed exclusively by expert radiologists and objectively with classification accuracy and the area under the curve (AUC). Various sections described in this article are as below. Related study section covers unique existing deep learning algorithms for MBD classification, Study dataset section presents the aspects of the source dataset, Proposed methodology section represents the proposed architecture, and Analysis of experiment and outcomes section introduces the empirical outcomes. Finally Discussion section discusses the future scope and Segment 7 concludes this study.



RELATED STUDY

Mammographic breast density classification is a long-lasting study area due to more thought-provoking and challenging image preprocessing, segmentation, and classification tasks. Successful deep learning classifiers such as ResNet, VGGNet, and GoogLeNet give brand-new pathological imaging and investigation prospects. This section describes the remarkable of such existing methods used for MBD classification. In summation, these classifiers offer better results on different imaging modalities for image classification. Intrinsically, high interreader fluctuations are the prime problem in MBD assessment. To overwhelm this problem, Ciritsis et al. (19) suggested deep learning architecture with 11 convolutional layers, three fully connected layers, and an output SoftMax layer to distinguish breast density into two classes and four classes. Two expert radiologists marked density ground truth during this classification task. A combination of mediolateral oblique (MLO) and craniocaudal (CC) (left or right) views (20,578) digital mammograms were used to train the proposed model. During the training, to enhance the model's performance and desist overfitting, the convolutional layers are zero-padded and used a dropout rate of 50%. Batch size and the highest number of epochs used during training are 40 and 120, respectively. Input data segmented as 70% for training and 30% for validation. This model is validated independently on CC and MLO views for two-class classification and achieved an overall classification accuracy of 89.9 and 86.6%.

Predominantly, fat appears darker than fibroglandular tissue in MBD assessment. Hence, the pixel intensity of the histogram acts as an essential feature for classifier training. Wu et al. (20) suggested this technique for MBD classification. In this method, the SoftMax regression classifier is used to learn pixel intensity histograms. Four regular views [left CC (LCC), right CC (RCC), left MLO (LMLO), and right MLO (RMLO)] of 2,00,000 screening images were given individually to train the prototype. The proposed architecture is deep and consists of 100 hidden units between input and output layers. All the hidden layers use Rectified Linear Unit (ReLU) as an activation unit. This model is tested for two- and four-class classification and achieved 81.1 and 82.5% classification accuracy. Thus, this model provides moderate classification accuracy despite an extensive dataset. Lizzi et al. (21) suggested a residual convolutional network for MBD classification. The recommended design consists of 41 convolutional layers formed in residual blocks with 2 million parameters. The first block of this architecture consists of a convolutional layer, a batch normalization layer, a leaky ReLU as an activation function, and a two-dimensional (2D) max pooling. A series of four sections consisting of three residual modules uses the output features of the input block. Leaky ReLU with α = 0.2 activation functions was used to train the architecture. Categorical cross-entropy as a loss function validates the performance of the model. Maximum accuracy with four-class classification is 78% and the two-class accuracy is 89.4%.

In a comparative study for evaluating the performance of deep learning and transfer learning on a similar dataset, Lee et al. (17) proposed both the approaches on 22,000 mammographic images. In this approach, expert radiologists marked density ground truth for the input images. Initially, the model's training starts with 500 images with the AUC of 0.942 and the final value of the AUC is 0.9882 reported on the whole dataset. Then, the proposed model is cross-validated with the transfer learning (ImageNet) application and obtained the overall AUC of 0.9857. Thus, this study shows that both the deep learning and transfer learning applications provide almost identical results on the equivalent dataset. The requirement of a larger dataset for training is an essential need of deep learning architecture. Shi et al. (22) proposed optimized lightweight deep learning architecture to optimize deep learning performance on smaller datasets. This architecture combines three convolutional neural networks (CNNs), one dense layer, and an output layer with the SoftMax function. Data augmentation is done with additional image processing to increase the numbers in the dataset. This architecture was trained and tested on the 322 mini-Mammographic Image Analysis Society (MIAS) dataset. This architecture provides overall accuracy of 83.6% on four-class classification. The main limitation of lightweight architecture on smaller datasets is the low stability of the network, which may occasionally cause large and significant variations in the accuracy. Data augmentation can enlarge the dataset in this method, but it is still challenging to get well-trained convolutional layers due to little diversity between the original and generated datasets. In the literature, there are two ways that are recorded to enhance the model performance with a smaller dataset, which are generative adversarial network (GAN) and another is transfer learning (23).

Recently, different researchers proposed the concept of transfer learning on a smaller dataset. For example, Kaiser et al. (24) proposed new architecture that can take all the four views of single patients to classify MBD into two-class classification (dense and nondense). For this purpose, the author proposed four-channel VGGNet architecture to extract all the features with average global pooling from input mammograms. Before the classification layer, to concatenate all the input layer features, two dense layers are used. Then, the proposed model is trained with 5-fold cross-validation and recorded 88% classification accuracy with the AUC of 0.954. Finally, subjective assessment is done with a panel of 32 radiologists to compare interobserver variability. In this approach, interobserver variability for breast density assessment is observed even high in two-class classification. Thus, the automated processes for MBD can help to minimize interobserver variability. Despite different automated approaches, MBD assessment is subjective and consists of intra- and interobserver variations. Objective evaluation of other commercially viable methods consists of mixed evaluation results. Another fundamental limitation is that most of existing deep learning methods need a higher dataset and validated density ground truth; hence, data acquisition becomes difficult for researchers. In addition, mammographic images are vendor specific, making deep learning more robust; training the deep learning model through different vendor-specific samples is required, another bottleneck in MBD classification. All the limitations mentioned above result in moderate objective MBD classification accuracy.

The primary motivation behind this study is to investigate the transfer learning application of DenseNet architecture toward enhancing the classification accuracy of MBD. A significant contribution is the design and development of multichannel architecture to utilize four mammographic views of a single patient.



STUDY DATASET

The intended study utilizes the openly available dataset from digital database for screening mammography (DDSM) (25), consisting of 2,620 samples of various classes labeled as benign, normal, and malignant with confirmed pathogeny data. The aimed algorithm uses 200 Right-MLO, 200 Left_MLO, 200 R_CC, and 200 L_CC views. A total of 800 mammograms are used for training and testing purposes. The ground truth of each class is labeled with the help of specialist radiologists team into four classes as 0, 1, 2, and 3 as a four MBD classes. All the density groups consist of 200 cases of different images (MLO, LMO, R_CC, and L_CC). Table 1 presents the details of the ground truth input dataset used in this proposed study.


Table 1. Input dataset used for testing and validation of proposed algorithm.

[image: Table 1]



PROPOSED METHODOLOGY

This segment explains the proposed MBD classification technique and divided into three subsections as presented subsequently.


Segmentation of Pectoral Muscle

Instead of using raw images for models' training, the proposed method preprocesses both the LMO and MLO views. Input mammographic images consist of high-intensity marks of artifacts and tags and pectoral muscle. Those fields in the breast region can reduce the MBD classification accuracy (26, 27). The proposed method uses the depth-first search algorithm, our previous study (28), to remove pectoral muscle, artifacts, and tags from all the MLO and LMO views. This preprocessing study helps the model to classify all the BIRADS classes correctly with less input images. Depth-first search (DFS) algorithm identify all the unwanted high-intensity areas (artifacts and pectoral muscle) of MLO and CC views and removes them, which further help the model to make the correct decision. Figures 3, 4 depict the input and output images after preprocessing.


[image: Figure 3]
FIGURE 3. Input raw images- (A) Left_MLO (B) Left_CC (C) Right_MLO (D) Right_CC.



[image: Figure 4]
FIGURE 4. Output Images after segmentation and cropping - (A) Left_MLO (B) Left_CC (C) Right_MLO (D) Right_CC.




Contrast Enhancement

Mammographic breast density classification is a function of the density of fibroglandular tissues inside the breast. Contrast enhancement helps to improve the visibility of fibroglandular tissues. Subsequently, it helps to improve the classification accuracy of deep learning models. In literature, many contrast enhancement methods are recorded to enhance the quality of medical images. These methods are “histogram equalization (HE),” “adaptive histogram equalization (AHE),” and “wavelet transform (WT) coefficients” (29–31). But, these documented practices take ample processing time and are less effective in noise reduction. Another recorded method is the “unsharp masking (USM) method,” which enhances the local contrast inside the image by limiting the global contrast. Still, this technique creates artifacts in the image. Due to this, the image looks artificial; therefore, it is not fitting for the enrichment of the medical images (32–34).

In contrast to gain agreement for the high-frequency element of the image, which is the basic principle behind “adaptive contrast enhancement (ACE),” it consists of limitation in terms of high processing time (32–38). In MBD classification, local details are more important than global features and reduce processing time; the proposed architecture uses the contrast limited adaptive histogram equalization (CLAHE) algorithm for limited contrast enrichment of fibroglandular tissues (39–41). The first merit of this method helps to minimize the edge shadowing effect and noise produced in homogeneous input digital mammograms. Second, small images known as tiles are used instead of the entire image to perform the CLAHE operation. Hence, contrast enhancement of each tile histogram matches with exponential distribution or Rayleigh distribution. Moreover, to overcome artificial-induced borders, neighboring tiles are connected by bilinear insertion. This advanced CLAHE technique is outlined under:

1. Initially, all the input mammograms are divided into 8 × 8 non-overlapping contextual fields of equal sizes and later a histogram of various contextual regions is calculated.

2. The clip limit (β) is the threshold parameter used to alter the contrast of the image, which is calculated by Equation (1).

[image: image]

Where β is the clip termination, calculated as eight by several experiments, M × N is the number of pixels in each field, L is the number of gray scales, and α is a clip factor (0–100). It is the highest allowable slope, which is set to be 4 for this analysis.

3. Each histogram is aligned, so that its maximum does not surpass further than the clip boundary.

4. The transformation function, which is described below, is used to modify the histogram.

[image: image]
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Equations (2) and (3) describe the probability function of input image gray scale value j, n is a total number of pixels in input mammogram image, and nj is input pixel number of gray value j.

5. The adjacent tiles were joined by bilinear interpolation and the image gray scale values were altered according to the revised histograms.

In this method, the contrast factor is limited to 0.01 to prevent oversaturation of the image, specifically inhomogeneous areas for optimized output. Furthermore, the number of bins for the histogram structure is restricted to 64 over the uniform distribution for contract enhancing transformations. Figure 5 depicts the result of contrast enhancement of the CLAHE algorithm on input images.


[image: Figure 5]
FIGURE 5. Contrast enhancement of input images.




Multichannel Model Development

This article proposes the feature learning ability of multichannel DenseNet architecture presented by Huang et al. (18) toward MBD classification. The proposed method uses four independent DenseNet architecture as four-channel architecture known as multichannel architecture. This architecture is competent in taking all the four views of an individual patient for the classification of MBD.


Conversion of Gray Scale Image Into RGB

The DenseNet model is pretrained on red, green and blue channel (RGB) images, but the proposed study uses the gray scale image as the input image. To appear gray scale image as an RGB, perform repetition of image array three times due to which the same image appears on the channels. Then, after duplication of the input image, all the input images are resized into 320 × 320 × 3. Figure 6 depicts the conversion of the gray scale image into a three-channel RGB.


[image: Figure 6]
FIGURE 6. Conversion of grayscale image appears as an RGB.




Input Convolutional Layer

The four input channels of the proposed architecture are marked as L_CC, L_MLO, R_CC, and R_MLO. The fundamental merit of this combination is that all the four views of digital mammography are processed concurrently. Each input layer of DenseNet architecture consists of a convolution layer of the kernel of 7 × 7 with a stride of 2. This convolution operation reduces the input size of the images to 112 × 112 × 3. Input image further passes through a pooling layer of 3 × 3 maximum pooling with stride 2 × 2. Thus, the input layer's convolution and pooling operation reduce the input image size to 56 × 56 × 3 and before passing to the dense blocks. Figure 7 depicts the proposed multichannel architecture.


[image: Figure 7]
FIGURE 7. The proposed multichannel Dense-Net Framework for BIRADS classification.




Design of DenseNet Neural Structure

The DenseNet architecture consists of different design variants such as DenseNet121, DenseNet169, DenseNet 201, and DenseNet 264. The DenseNet architecture's fundamental merit is the structure of dense layers precisely designed to take care of downsampling and feature concatenation. Therefore, out of four variants, the proposed architecture uses the DenseNet121 network structure, consisting of a combination of dense block layers and transition layers. Thus, the proposed model uses 58 convolutional layers and a growth rate (k = 12), including four dense and two transition layers. In addition, the proposed model consists of comparatively fewer parameters hence, saving computational memory and reducing the overfitting.


Dense Block Layer

In four dense blocks, the individual layer is responsible for forming a k-characteristic map after convolution, which also maintains feature maps of each layer are in the same size. K convolution kernels extract all the features from the layers. Parameter k is known as a hyperparameter in DenseNet, which is the growth rate of the network. Each dense layer receives the different inputs from previous layers to reduce computation and enhance the efficiency of the dense block. The dense block internally uses the bottleneck layer (1 × 1 convolution layer between batch normalization, ReLU, and 3 × 3 convolution layer).



Transition Layer

This section consists of a batch normalization layer and a one × one convolution layer followed by a two × two average pooling layer. This layer combines two nearby dense block layers to reduce the feature map size. A combination of 4 dense blocks and transition layers converts the image size into 7 × 7 × 3, further provided to the output layer. Each layer connects to the previous stage as an input described by Equation (4):

[image: image]

A non-linear transformation function Hl(.) is responsible for combining series output of batch normalization, ReLU, pooling, and convolution operation. Figure 8 depicts the design architecture of dense layer.


[image: Figure 8]
FIGURE 8. The architecture of dense layer.





Output Classification Layer

The output layer of the proposed architecture consists of a specific average pooling layer for each channel to extract meaningful features. Extracted features are flattened by the flatten layer and are given to the individual dense layer. MBD features received from four-channel are concatenated together with two concatenation blocks. Subsequently, the third concatenation block joins all the proposed method features together. The three dense layers accept all the features collected together and, finally, the classification layer receives the output of three dense layers for classification. The proposed method uses the SoftMax classifier to classify output into four classes as per the BIRADS Density Classification. Table 2 presents the specifications of the proposed method.


Table 2. Technical specification of proposed architecture.
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ANALYSIS OF EXPERIMENT AND OUTCOMES

The experimentally proposed design is trained and tested upon the PyTorch framework on Google Colaboratory, a free online cloud-based Jupiter notebook environment. The proposed method input dataset is not sufficient to split into the train, validate, and test data sets; hence, training and testing of the model are done in two phases. Figure 9 depicts the image data distribution during training (phase I) and training and testing (phase II).


[image: Figure 9]
FIGURE 9. The distribution of image data.



Phase I

The entire model is trained with stochastic gradient descent (SGD) algorithm using batch sizes 4 and 30 epoch on the whole dataset. SGD is an optimization algorithm that estimates the error gradient for the model's current state with an example of a training set; after this, it updates the weights of the model using backpropagation (35–37). Equation (5) describes weight updating mechanism in SGD algorithm.

[image: image]

Where wnew is new weight, is weight at previous iteration is learning rate and weight gradient. The primary merit of this algorithm is that it updates parameters for each training example and performs one update at one time. Thus, SGD is faster and can also learn online. The weight updating step size is the learning rate of the model. The learning rate is a configurable hyperparameter that controls the speed by which the model learns. The initial learning rate for this model is 0.1 (default value) and further divided by ten at 50 and 75% of the total training epochs. The categorical cross-entropy acts as a loss function in this model, quantifying the difference between four probability distributions. This loss function works well with the SoftMax activation function in multiclass classification. Equation (6) describes the categorical cross-entropy mathematically, which is:

[image: image]

Where C.E. is cross-entropy ti and si ground truth and the convolutional neural network (CNN) score for each class i in c. Table 3 presents the setting of different hyperparameters used to obtain the optimized results of the proposed architecture.


Table 3. Setting of hyperparameters used during experiment.
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During the training on the entire dataset, the best classification accuracy score was 96.35% at 18 epochs with a loss factor of 0.1344. Figure 10 depicts the training phase results on the dataset as a whole.


[image: Figure 10]
FIGURE 10. Training phase performance of the model (A) model accuracy and (B) model loss.




Phase II

After training the model on the entire dataset, the proposed model performance is validated by spitting the image dataset in a ratio of 80% as training and 20% as testing. The proposed model performed significantly well on all the BIRADS density classes during the testing phase and recorded the best classification accuracy, 90.00%, with a validation loss of 0.3814. Figure 11 depict the outcomes of validation over the training model.


[image: Figure 11]
FIGURE 11. Validation results of the proposed model in phase-II (A) model accuracy (B) model loss.




Results Evaluation

The proposed multichannel DenseNet architecture performance is analyzed from the confusion matrix of the model on the test dataset. Figure 12A shows the proposed architecture's heat map (confusion matrix) on the test dataset. The heat map helps to analyze which category is correctly classified by the proposed architecture. The main diagonal darker version indicates a better classification rate. Although it is clear that the model is working well in classes A, C, and D, there is some confusion in classifying category class B. Still, this model correctly classifies heterogeneous dense (C) and extremely dense (D), which is the essential bottleneck behind MBD classification. Figure 12 depict the heat map and the AUC curve, respectively, of the proposed model.


[image: Figure 12]
FIGURE 12. (A) The Heat map (B) and the ROC curve of the proposed model.


Evaluation of the classification results of the intended architecture is performed in terms of precision, recall, the F1-score, and classification accuracy. Among those parameters, precision is the proportion of samples with optimistic predictions concerning the total number of correct positive samples. The recall ratio of correctly predicted samples to the whole samples and the F1-score are the precision and recall weight. Finally, classification accuracy is the total correct predictions to the total number of samples. Equations (7) to (10) define precision, recall, the F1-score, and classification accuracy, respectively:

[image: image]
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Where NAll is the total number of images and Na, Nb, Nc, and Nd signify the number of images in MBD classes A, B, C, and D.

[image: image]
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Where, Nt is the correct number of predictions of a specific category and Ni is all the number of forecasts of a class and indicates the actual number of the category, among them are precision and recall, respectively. The model accuracy is the ratio of the sum of the diagonal elements to all the elements. Thus, it acts as an indicator of the overall prediction of the model. Table 4 presents the model's overall performance in detail and variation in precision rate, the recall rate, and the F1-score rate under different categories. The number (or percentage) of accurate positive samples for all the four BIRADS density classes are 92, 75.5, 92.2, and 94.7% of their respective totals. From the results shown in Table 4, there is no confusion between classes A and C, B and C, and C and D. The proposed algorithm results are consistent with the results evaluated by the radiologists, which are a positive sign that indicates that deep learning models are helpful for the classification of MBD. Another graphical technique utilized to investigate the realization of computer-aided diagnostic methods is the receiver operating characteristic (ROC), as shown in Figure 12B. This curve analysis performance of the prototype should be in terms of true positive rate (TP) and false positive rate (FP). The AUC value refers to the area enclosed by the ROC curve in the [0, 1] period and the X-axis. The higher the AUC content, the more reliable the realization of the model. It additionally highlights the ability of the model to differentiate among the classes.


Table 4. Performance parameter of the proposed method.
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DISCUSSION

Inconsistency in MBD assessment is the fundamental reason behind unnecessary extra screening procedures and cause for patient anxiety (41–43). Due to improved system architecture and hardware capability, the deep learning model can be an alternative for medical image classification. Still, the need for a larger dataset and vanishing gradient are the primary bottleneck issues to obtain state-of-the art results from deep learning models (44).


Advantages of Proposed Method

This study article proposes multichannel DenseNet architecture for MBD classification to investigate the performance of DenseNet architecture on a smaller dataset. The proposed architecture has recorded good classification performance in four-class classification. Furthermore, the visualization results show that the model can distinguish between all the BIRADS density classes, especially in “scattered density” and “heterogeneously dense category of the BIRADS.” Thus, this model can help the radiologists to classify the BIRADS density classes quickly. The main reasons for the excellent performance of this model are as follows:

1. Instead of using raw images, the proposed architecture uses preprocessed images. Hence, there are no high-density areas such as pectoral muscle and tags on mammograms, which are helpful to increase the classification accuracy of the proposed architecture.

2. The proposed method uses a contrast enhancement technique to improve the quality of training data.

3. The model contains four DenseNet branches, which extract the features of mammograms from four views of the single patient, so that the network can focus on a broader range of spatial information.

4. Due to multichannel architecture, it is possible to process all the views of a single patient simultaneously.

5. Subsequently, with multichannel and multiview architecture, it is probable to consolidate all the features collectively; consequently, the performance of the intended model is found more reliable than single-view classification.



Comparison With Existing Methods

While there are variations in related datasets and evaluation methods, the straightforward comparison is challenging to researchers. This section compiles the proposed algorithm's comparison state with existing classifications. To study the interobserver variation in MBD assessment, N Kaiser et al. (24) proposed the novel multichannel VGG architecture. This approach uses a total of 8,150 digital mammograms, divided into 600 cases. This method recorded 88% two-class classification accuracy (dense and nondense) with the AUC of 0.954. Besides, these results are also compared with the 32 individual radiologist's panel's density ground truth. This study reveals that the deep learning approach performs better than average radiologists. Thus, we only need to refine the deep learning model for MBD classification. However, the fundamental limitation of this method is that the gradient flows from the final layer to the initial layer; hence, vanishing gradient problem takes place, which increases training time and reduces the classification accuracy. In the proposed method, due to DenseNet architecture, all the layers are directly connected in feed-forward nature, acting as an effective solution for vanishing gradient and reducing training time. Thus, the results of the proposed algorithm outperform this method on a smaller dataset.

Another method directly comparable to the proposed method is the optimized lightweight deep learning architecture proposed by Shi et al. (22). The elemental focus of this method is to overcome the requirement of the larger dataset and vanishing gradient problem of the deep learning algorithm. This method combines three CNN layers, one dense layer, and an output layer to classify MBD. This architecture is tested on the 322 mini-MIAS dataset with different data augmentation techniques and recorded 83.6% classification accuracy. However, due to the smaller dataset, this architecture has limitations regarding moderate classification accuracy and low stability of the network. Therefore, the proposed method used the concept of transfer learning and multichannel architecture to overcome these limitations. As a result, the proposed model outperforms this method in classification accuracy on a smaller dataset. Table 5 provides the comparative state of the proposed method with other different existing methods.


Table 5. Comparative status of the proposed method with current state-of-the-art methods.
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Limitations and Future Study

Even though the proposed method has improved the classification performance of the BIRADS density classes, some issues still need to be addressed. First, this study uses a smaller amount of image data and no image enhancement strategies are used to expand the dataset. Hence, model performance, especially stability during validation, is affected due to limited image data and model found it a little confusing to classify classes A and B. Therefore, in future study, data enhancement techniques will improve the model's performance. Second, the proposed study addresses only one type of dataset; hence, this approach does not address the robustness of the model. Future study will address the robustness of the model by training the model with different vendor-specific image datasets and testing results of all the mentioned state-of-the-art methods with the proposed method with the same work environment. The proposed study will be undoubtedly helpful in addressing the issues mentioned above.




CONCLUSION

In summary, the primary objective behind this study is to classify MBD as per the BIRADS classification. This study proposes the novel approach of multichannel architecture with DenseNet121 for the objective assessment of MBD. The proposed framework uses the four views of a single patient to enhance feature learning ability through a multiview approach. In the method, image contrast enhancement and preprocessing of the input image are implemented to enhance the condition of the training image data. The input images are processed through multichannel architecture to extract and fuse all the features. Analysis of the results suggests that the proposed model successfully distinguishes between all the BIRADS density classes, but is predominantly found superior in the two most distinctive and challenging BIRADS categories: “BIRADS_C” and “BIRADS_D.” Classification accuracy of the proposed model is recorded at 96.67% during training and 90.06% during testing and the average AUC of 0.9625. The introduced design consists of some weaknesses discussed and will be addressed in future study; with certain modifications, the proposed method is suitable for application in clinical workflow in breast cancer screening to avoid false recalls.
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Machine learning algorithms are excellent techniques to develop prediction models to enhance response and efficiency in the health sector. It is the greatest approach to avoid the spread of hepatitis C, especially injecting drugs, is to avoid these behaviors. Treatments for hepatitis C can cure most patients within 8 to 12 weeks, so being tested is critical. After examining multiple types of machine learning approaches to construct the classification models, we built an AI-based ensemble model for predicting Hepatitis C disease in patients with the capacity to predict advanced fibrosis by integrating clinical data and blood biomarkers. The dataset included a variety of factors related to Hepatitis C disease. The training data set was subjected to three machine-learning approaches and the validated data was then used to evaluate the ensemble learning-based prediction model. The results demonstrated that the proposed ensemble learning model has been observed ad more accurate compared to the existing Machine learning algorithms. The Multi-layer perceptron (MLP) technique was the most precise learning approach (94.1% accuracy). The Bayesian network was the second-most accurate learning algorithm (94.47% accuracy). The accuracy improved to the level of 95.59%. Hepatitis C has a significant frequency globally, and the disease's development can result in irreparable damage to the liver, as well as death. As a result, utilizing AI-based ensemble learning model for its prediction is advantageous in curbing the risks and improving treatment outcome. The study demonstrated that the use of ensemble model presents more precision or accuracy in predicting Hepatitis C disease instead of using individual algorithms. It also shows how an AI-based ensemble model could be used to diagnose Hepatitis C disease with greater accuracy.

Keywords: artificial intelligence, machine learning, hepatitis C, Quest, ensemble learning


INTRODUCTION

Hepatitis C is a liver condition caused by the hepatitis C virus (HCV), which affects the immune system. The main reason behind the spreading of Hepatitis C is through the blood contact of an infected person. Life-threatening and serious health issues such as Cirrhosis and liver cancer are the result of chronic hepatitis C. Often, the early-stage symptoms or the sickness don't appear in people suffering from chronic hepatitis C. When these symptoms appear in patients, they might often show signs of advanced liver disease (1). Unfortunately, there is still no vaccine available in medical facilities to treat Hepatitis C. By not sharing needles and refraining from behaviors that could lead to the spread of this disease, such as injecting drugs, the most effective strategy to stop HIV from spreading is to avoid it. Treatments for Hepatitis C that have been evaluated and found effective can cure a patient infected with the virus within 8 to 12 weeks if administered on time.

Hepatitis C infections may be considered as acute (short-term) or chronic (long-lasting). If the symptoms last for 6 months, then that patient is considered to be suffering from acute hepatitis. Unfortunately, in more than 50% of the cases, the patient's body becomes unable to clear the virus and hence this acute infection transforms into a chronic disease. According to some researchers' projections, the United States will be free of this chronic Hepatitis C infection by the year 2036. When it comes to better understanding a condition and its prognosis, medical practitioners can use their patient's electronic health information to uncover new findings and trends that might otherwise go unnoticed by physicians. Machine learning classifiers are used in this work to predict the diagnoses of healthy controls and patients who have been diagnosed with hepatitis C. Other viral infections and cancers may benefit from the use of genetic analysis and machine-learning techniques to choose the best course of treatment. The hepatitis C virus can cause substantial liver damage when it infects the liver and produces inflammation. Blood transfusions, injectable drug usage, and sexual behaviors that expose people to blood are the most common ways in which this virus is spread. It is a bloodborne virus.

The acute phase of hepatitis C infection is the first stage of a long-term infection. Hepatitis C is often misdiagnosed due to the lack of symptoms associated with acute hepatitis C infection. Within 1 to 3 months of infection, acute symptoms occur and continue anywhere from 2 to 3 months. It's not usually the case that an acute hepatitis C infection becomes chronic.

Hepatitis C spreads through contact with the blood of someone who has HCV. This contact may be through (2):

• Hepatitis C spreads through sexual transmission.

• Assisting someone who has HIV by sharing drug needles or other drug paraphernalia Hepatitis C is most commonly acquired this way in the United States.

• Getting poked by a needle that was previously used on someone with HCV. The same thing can happen in a hospital or medical facility.

• Using instruments or inks that have not been disinfected after being used on someone with HCV to get tattooed or pierced

• HCV-infected blood or open sores can spread the disease.

• Razor blades and toothbrushes that may have come into contact with someone else's blood should not be shared.

• Being born to a mother infected with the human papillomavirus (HPV).

• Sexual contact with an HCV-infected person that is not protected

In the period before 1992, the common causes of the spread of Hepatitis C were through blood transfusions and transplants of organs. Infections spread by these ways are now extremely rare in the United States, thanks to the widespread use of routine blood supply testing (3). The medical experts have highly recommended the screening of hepatitis C even for people not showing any symptoms of this disease as after analyzing the population the researchers have concluded that people suffering from chronic hepatitis C may doesn't show any symptoms until it causes complications (4).

Artificial intelligence (AI) advancements assist clinicians in providing patients with faster diagnoses and more effective therapy. Artificial intelligence (AI) and human diagnostic efficiency have been compared in studies. AI was found to be just as good at diagnosing as humans, and in some cases better, when compared to less-experienced doctors. In this article, we introduce an artificial intelligence technique based on previously acquired data from a large number of patients (5). The main objectives of this study are given as below:

• O1: Develop a novel Ensemble model of Machine learning algorithms for Hepatitis C prediction.

• O2: Predicate the level of Hepatitis C using machine learning where it plays a significant role in accurately predicting the disease in different age groups.

• O3: Implement Ensemble model to Hepatitis C prediction and compare it to existing model.

The objective O1 is being designed for predicting Hepatitis C. Moreover, for finding the accurate prediction of Hepatitis C, the objective O2 is planned. Objective O3 will be fulfilled by applying the Ensemble model to predict Hepatitis C. The results are then compared with existing Machine Learning algorithms. The main output of these objectives is predicting Hepatitis C disease more accurately.

The remainder of this paper is organized as follows: Section Related Work reviews the related work in the body of literature. Section Materials and Methods discusses the data and materials used followed by section Methods which explains the theory behind the algorithms. Section Results and Discussion presents and analyzes the experimental results. Finally, the paper concludes and proposes future work in section Conclusion.



RELATED WORK

To capitalize on this hepatitis information base, scientists utilized a fleeting reflection technique. We offer novel ideas and strategies for abstracting momentary changed and long haul changed tests in light of hepatitis hidden data and information investigation. Information deliberation empowers us to utilize a wide scope of AI methods to distinguish new and intriguing data for clinical doctors (6–9).

Utilizing AI draws near, Mahmoud ElHefnawi et al. (10) fostered an impressively precise prescient model for Egyptian patients' reactions in view of their clinical and biochemical information. The CART characterization calculation was used for choice trees (DTs). Pruning levels of 9, 11, 13, and 17 were examined, as were hubs going in number from 45 to 61 in every one of the six DTs. Hematology action record and fibrosis, viral burden and Alfa-feta protein and egg whites were the most measurably huge instructive parts of the 12 elements in this examination. At last, a 20% test set was utilized to confirm the models. The ANN and DT models have the most noteworthy and middle exactness of 0.76 and 0.69, separately, and 0.80 and 0.72. This test had an exactness of 0.95 percent, and an explicitness of 0.89 and 0.89%. We've reached the resolution that choice trees are more exact at anticipating reaction and can be utilized to direct patients toward the most ideal course of treatment choices.

The essential justification behind liver transplantation in Latin America is hepatitis C disease. Long haul results, for example, demise are further developed when hepatitis C is treated in contaminated patients. Almost 50% of patients treated with pegylated interferon and ribavirin had a drawn out viral reaction. Over the most recent couple of years, new meds have been fostered that have drastically worked on long haul viral reaction, making triple treatment the norm of care. People with chronic hepatitis C now have a place to go in Latin America thanks to these guidelines.

Using a virtual screening (VS) strategy, Wei et al. (11) discovered new HCV NS5B polymerase inhibitors using a combination of irregular backwoods (RB-VS), e-pharmacophore (PB-VS), and docking techniques. A sum of five mixtures were picked for extra enemy of HCV movement testing and cell cytotoxicity examines from the last hit list. Hindrance of NS5B polymerase by each of the five mixtures was viewed as at IC50 values going from 2.01 to 23.84 M, and hostile to HCV action at EC50 values going from 1.61 to 21.88 M. All compounds, except for compound N2, showed no cell cytotoxicity (CC50 > 100 M), albeit compound N2 showed feeble cytotoxicity at a CC50 worth of 51.3 M. There was a particular file of 32.1 for N2's HCV antiviral action, making it the most intense. NS5B polymerase inhibitors could be created from the five hit compounds with novel platforms that have been distinguished.

Hepatitis C infection (HCV) habitually shapes a constant contamination, which is regularly asymptomatic in the beginning phases of the illness. There are as of now no symptomatic models for deciding if a HCV contamination is ongoing vs. persistent. In light of HCV's inclination to mistake in replication, every tolerant has an assorted assortment of hereditarily unmistakable HCV strains. Therefore, it is for the most part accepted that the degree of intra-have HCV heterogeneity develops over the long haul. Because of elements, for ex-ample, particular breadths and negative choice that happen during persistent disease (2, 12), fundamental measurements for evaluating hereditary heterogeneity are not ex-act enough for HCV contamination organizing in light of the intricacy of the primary improvement of HCV populaces inside has.

In a revelation dataset (n = 499) of hepatitis B infection (HBV) patients, Wei et al. (13) constructed and contrasted AI draws near and the FIB-4 scoring. The HBV dataset (n = 86) was utilized to test the models' presentation. To test the relevance of these models, we applied them to two separate datasets of hepatitis C (HCV) (n = 254 and 230). Angle helping (GB) reliably beat FIB-4 scores (p b.001) and different methodologies in the revelation information for the expectation of cutting edge HF and cirrhosis. HBV-approval information showed that the GB model had a region under col-lector working trademark bend (AUROC) that was 0.918, though the FIB-4 model had a region under beneficiary working trademark bend (AUROC) of 0.841. Two HCV datasets utilized GB-based forecast and higher shorts for both GB and FIB-4 scores were important to accomplish equivalent explicitness and awareness, yet the GB-based expectation actually performed well. A correlation of the GB-based forecast technique to FIB-4 in HBV and HCV partners involving different end values for various etiological groupings showed non-stop upgrades comparative with FIB-4. LiveBoost, an easy to understand web stage, empowers our expectation models to be utilized in clinical examination and applications with practically no limitations.

Patients with ongoing hepatitis C were isolated into two gatherings in light of their METAVIR scores: those with gentle to direct fibrosis (F0–F2), and those with cut-ting edge fibrosis (F3–F4). Progressed fibrosis hazard expectation models in view of choice trees, hereditary calculations, molecule swarm advancement, and multistraight relapse calculations have been made. The proposed models were assessed utilizing collector working trademark bend examination. There were genuinely huge relationships between's cutting edge fibrosis and age, platelet count, AST, and egg whites. With an AUROC of 0.73 to 0.76 and a precision of 66.3 to 84.4 percent, the AI calculations had the option to foresee moderate fibrosis in HCC patients. Ends: Alter-native strategies, for example, AI, could be used to estimate the probability of cutting edge liver fibrosis because of constant hepatitis C disease.

As per Cai et al. (14), an outrageous learning machine was prepared to anticipate the fibrosis stage and aggravation action grade of constant hepatitis C utilizing serum lists information from patients to foster a programmed determination framework for persistent hepatitis C. For instance, the basic design and fast estimation speed of the outrageous learning machine make this independent finding framework work well. Serum markers are utilized to survey the proposed robotized determination framework for ongoing hepatitis C. For the finding of ongoing hepatitis C fibrosis stage and provocative movement grade, trial information show that the recommended method beats current baselines.

Utilizing Non-direct Iterative Partial Least Squares, Self-Organizing Map strategy, and troupes of Neuro-Fuzzy Inference System, Mehrbakhsh estimate the hepatitis infection. Likewise, we utilize choice trees to pick the most important highlights in the exploratory dataset. Utilizing a genuine world dataset, we put our procedure under serious scrutiny and contrast the outcomes with those of prior investigations. Utilizing the dataset, we observed that our strategy outflanked the Neural Network, ANFIS, K-Nearest Neighbors, and Support Vector Machines. As a shrewd learning framework for hepatitis sickness diagnostics in the medical care industry, this innovation has incredible guarantee.

Utilizing an AI approach, Ahammed et al. (15) fostered a calculation that can precisely group the periods of liver sickness in hepatitis C tainted patients. They utilized the UCI AI archive to acquire instances of liver fibrosis sickness in Egyptian patients. Manufactured minority oversampling approach has been utilized to expand the quantity of engineered patients to keep an even conveyance across all classifications. They then, at that point, utilized an assortment of element choice methods to decide the main hepatitis C viral characteristics in this dataset. Classifiers have been utilized to separate patients into bunches in view of whether their HCV cases are adjusted essential, include picked essential, or essential. In the wake of examining the information, KNN ends up as the winner, with a precision pace of 94.40%. Hepatitis C infection irresistible sickness has profited from this present review's discoveries.

NGS (cutting edge sequencing) is a usually involved strategy for delivering top caliber, profound, and proficient arrangement information. The pre-S area of the HBV genome was sequenced in 139 people, including 94 HCC patients and 45 constant HBV (CHB) patients, utilizing NGS innovation. We made two various types of information-al indexes. To begin with, we used an essential nearby arrangement search instrument (BLAST) to plan every NGS short read and convert every arrangement into an amino corrosive by DNA codon table for the information on amino corrosive event recurrence. The info highlights are the Shannon entropy-based event frequencies of 20 major amino corrosive.



MATERIALS AND METHODS


Dataset

The dataset used in this research work was fetched from the source- Kaggle. The data set includes laboratory values of blood donors and patients suffering from Hepatitis C along with their demographic factor values such as age. The data was collected from UCI Machine Learning Repository: https://archive.ics.uci.edu/ml/datasets/HCV+data.

Except Category and Sex values, all other attributes are numerical. For classification, the target attribute is Category (2): blood donors vs. Hepatitis C patients [including its progress (“just” Hepatitis C, Fibrosis, Cirrhosis)].



Methods
 
Data Processing

In order to transform the fetched raw data in useful and highly efficient format, certain data pre-processing techniques are employed. At this stage, different types of functions are implemented so as to find the missing values, outliers, redundant and skewed features (16).



Missing Values

Once the above pre-processed data is loaded, a function is employed to find the missing values in relation to each feature (17). The term “missing data” refers to values that aren't available, and that would be relevant if they were observed. For example, a data input error or incomplete file might cause a data set to be blank or out of sequence. Missing data is a common occurrence in real-world datasets. For analysis and modeling purposes, you must first convert data with missing data fields. This, too, might be more art than science, as is the case with many other parts of data science. Having an understanding of the data and the context in which it originates is critical. A setback isn't always a setback when you have missing numbers in your data. Although the model is lacking some information, this is a chance to do some feature engineering to help it make sense of what's been omitted. Automated detection and remediation of missing data is possible thanks to machine learning techniques and software packages.



Outliers Data

After the above pre-processing stage, a certain category of data is referred to as noisy data if it may be corrupted, distorted, or cannot be interpreted. This kind of data may have originated from improper procedures or wrong data collection. However, it can be handled by implementing the methods such as regression, clustering or binning (18–20).



Multilayer Perceptron

The feedforward artificial neural network known as a multilayer perceptron (ANN). Multi-layer perceptron (MLP) networks are commonly referred to as feedforward ANNs, but the word is also used more specifically to describe a specific type of ANN with many layers of perceptrons (with threshold activation). The input layer transmits the signal to be processed. Prediction and categorization are under the purview of the output layer. There may be any number of hidden layers between the input and output levels in the MLP's computational engine (11, 14, 21) as seen in Figure 1.


[image: Figure 1]
FIGURE 1. MLP Diagram.


For the back propagation process to work, it needs to traverse two different layers of a network in both directions. Pattern or input vector are applied to the input layer, and this effect propagates across multiple layers and generates an output vector in the forward pass The weights of the synapses in the network remain constant during this operation. The weights vary during the backward pass because of the mistake correction rule. Comparing the output signal's present state to the desired state is done (13, 22) as seen in Figure 2.


[image: Figure 2]
FIGURE 2. MLP Accuracy.


Using MLPs, it is possible to approximate any continuous function, including those that cannot be separated linearly. Pattern classification, recognition, prediction, and approximation are the most common uses of MLP as seen in Figure 3.


[image: Figure 3]
FIGURE 3. MLP Classification for Category.




Bayesian Network

As an alternative, developing a model that preserves known conditional dependence between random variables and conditional independence in all other situations. In a graph with directed edges, Bayesian networks represent the probabilistic graphic representation of a system's known conditional dependence. The Bayesian network seen in Figure 6 depicts the structure of the problem domain. In order to identify hepatitis illness, the network models a variety of factors, including certain symptoms and a small number of disorder nodes (10, 15, 23–33).

Hepatitis C is more likely in those who have jaundice, and vice versa, as shown by the arcs between the two nodes: jaundice raises the likelihood of Hepatitis C, and vice versa. The model's layout serves as an illustration of the causal links between the many elements involved in the diagnostic process. Figures 4, 5 shows the Bayesian network for the problem under study in this paper and its accuracy.


[image: Figure 4]
FIGURE 4. Bayesian network for current problem.



[image: Figure 5]
FIGURE 5. Bayesian network Accuracy.


In creating the framework, we drew inspiration from medical fiction, conversations with herpetologists, and the model's numerical elements, including as Hepatitis patients' medical records are mined for prior and conditional probability distributions. Figure 6 shows the Bayesian network Classification for Category.


[image: Figure 6]
FIGURE 6. Bayesian network Classification for Category.




Quest

Classification systems and prediction algorithms can be built using decision tree approach, which is commonly used in data mining. Branch-like segments of a population form an inverted tree with a root node, inner nodes, and leaf nodes. Rather than relying on a complicated parametric framework, the method uses a non-parametric approach to deal with large and complex datasets. When the sample size is large enough, training and validation datasets can be segregated from one other. QUEST evaluates a node's predictor variables using a set of criteria based on significance tests. Each predictor at a node may only need to be tested once for selection reasons. This method does not analyze splits as thoroughly as either C&RT or CHAID does, nor does it study category combinations as thoroughly as either C&RT or CHAID does as seen in Figure 7.


[image: Figure 7]
FIGURE 7. QUEST for current problem.


This helps to speed things up. The target categories are divided into groups by doing a quadratic discriminate analysis using the specified predictor. When determining the ideal split, this approach is faster than C&RT (Complete and Recursive Search). Quest Diagnostics, a major clinical laboratory test supplier in the United States, provided the data for this study. Also Figure 8 depicts the Quest Classification for Category.


[image: Figure 8]
FIGURE 8. Quest Classification for Category.


Ordered HCV antibody immunoassay testing and RNA diagnostic tests for de-identified individuals. When available, data on patient gender and age were incorporated into the study. It was concluded that the data obtained from Quest Diagnostics could not be used to identify any particular person. In the event of a positive antibody test result, all specimens will be sent for HCV RNA quantitative testing.



Proposed Ensemble Learning Model

Combining predictions from multiple models to improve predictive performance is called ensemble learning. As many ensembles as you like may be created for any predictive modeling challenge, but there are only three methods that dominate the field of ensemble learning. Much to the dismay of many, each algorithm has given rise to an infinite number of sub-algorithms. It's important to understand the three main classes of ensemble learning methods before moving on to the math and programming, so that we can understand the underlying concepts.


Typical Ensemble Learning Techniques

Although there are practically infinite ways to accomplish this, there are probably three kinds of ensemble learning approaches that are most frequently studied and employed in practice. Their appeal stems from their ease of use and ability to solve a wide range of predictive modeling challenges. They are:

• Bagging.

• Stacking.

• Boosting.

Each strategy has an algorithm that specifies it, but the success of each approach has crucial to realize that, while these three methods are widely discussed and used, they don't define the scope of ensemble learning on their own.



Bagging Ensemble Learning

It is an ensemble learning method that uses bootstrap aggregation or bagging. Bootstrap and aggregation are the two primary components of Bagging, as their names suggest. An unpruned decision tree is almost commonly used to train each model on a separate sample of the same training dataset in this manner. A basic statistic, such as a vote or average, is used to combine the forecasts of the ensemble members. When training the classifiers, we utilize a weak classifier whose decision boundaries vary significantly in response to even small perturbations in our training data. This ensures that the ensemble has a diverse set of classifiers.

When training ensemble members, the preparation of each dataset sample is critical. The dataset is randomly sampled for each model. In this dataset, the examples (rows) are chosen at random, but replacement is performed on them. The bootstrap distribution is used in bagging to generate alternative base learners. To put it another way, data subsets are collected via bootstrap sampling for the purpose of training the foundational learners.

It's called a bootstrap sample. In statistics, it's a method for assessing the statistical significance of a small sample of data. Rather than estimating directly from the dataset, it is possible to obtain a more accurate overall estimate of the desired quantity by doing many bootstrap sampling. Training datasets for many independent predictive models can be built in the same way and used to make predictions. Rather to fitting a single model directly to the training dataset, averaging the predictions from multiple models is often more accurate. Bagging's most important characteristics can be summarized as follows:

• Samples from the training dataset that have been bootstrapped.

• On each sample, unpruned decision trees fit.

• Simple voting or prediction averaging.

In summary, bagging makes a contribution by changing the training data used to fit each ensemble member, resulting in skilled but distinct models.



Bagging Ensemble

It's a broad strategy that can be readily expanded. More changes to the training dataset, for example, could be made, the algorithm that fits the training data could be altered, and the mechanism that combines predictions might be changed. This method is used in a number of popular ensemble algorithms, including:

• Bagged Decision Trees (canonical bagging)

• Random Forest

• Additional Trees

Next, let's look into stacking in more detail.



Stacking Ensemble Learning

Stacked To find a diverse group of members via generalization or stacking, one can vary the model types that are fit on training data and combine these models' predictions with one another. Stacking is a common technique for teaching a student how to mix up a large group of students. In education, the term “first-level learner” refers to an individual student, whereas “second-level learner” refers to the combined group. Level-0 models refer to the members of an ensemble, while level-1 models describe the model used to integrate the forecasts. The following are a few of the most important aspects of stacking:

• The training dataset has not been modified.

• For each ensemble member, different machine learning techniques are used.

• Using a machine learning model, we can figure out how to combine predictions in the most effective way.

The several machine learning models that make up the ensemble add variety. Using a number of models that are taught or developed in a variety of ways ensures that they make a wider range of assumptions and, as a result, have less related predictions errors (34, 35). In an ensemble method known as “boosting,” the training data is manipulated in an attempt to draw attention to examples that previous models that were fitted to the training dataset mistakenly detected. In boosting, the training dataset for each new classifier is progressively narrowed to examples that prior classifiers had incorrectly classified. The idea of correcting prediction errors is an important characteristic of boosting ensembles. To make sure that the first model's predictions are as accurate as possible, subsequent models are fitted and added to the ensemble in a logical order. Weak learners, or decision trees that only make one or a few judgments, are commonly used to do this.

Data can be weighed to signify how much attention an algorithm should give the model while it is being learnt. The following are a few of the most important aspects of boosting:

• Bias training data in favor of difficult-to-predict examples.

• Using a weighted average of models, combine forecasts.

There have been a few different approaches to making it possible to turn a large number of weak students into a small number of strong ones. The Adaptive Boosting (AdaBoost) method proved boosting to be an effective ensemble strategy for this paper. An algorithm known as “boosting” can predict more accurately.






RESULTS AND DISCUSSION

In this research paper, following machine learning algorithms are being used including:

• MLP

• Bayesian Network

• QUEST

The Figures 9, 10 depicts the working of the proposed Ensemble Learning model. Ensemble node mixes three model nuggets to obtain more accurate predictions than can be derived from any of the individual models (MLP, Bayesian Network & QUEST) (MLP, Bayesian Network & QUEST). By merging predictions from different models, limitations in MLP, Bayesian Network & QUEST models have been eliminated, resulting in a higher overall accuracy. MLP, Bayesian Network & QUEST Models integrated in this manner often perform at least as well as the best of the MLP, Bayesian Network & QUEST models and often better.


[image: Figure 9]
FIGURE 9. Proposed Ensemble learning model.



[image: Figure 10]
FIGURE 10. Accuracy level of Proposed Ensemble learning model.


Table 1 represents the level of accuracy at 95.59%. This value is more efficient to individual machine learning algorithms as shown in Table 1. This is also represented in Figure 11.


Table 1. Accuracy comparison.

[image: Table 1]


[image: Figure 11]
FIGURE 11. Accuracy comparison.


Then results of this proposed model indicate that the proposed ensemble model can accurately predict the advanced fibrosis stage in chronic HCV patients. The proposed model offers us 95.9% correct results. We can improve the model's efficiency in the future by adding more patient data. In addition, more liver ailments could be investigated in the future. Figures in the paper appeared in sequence.



CONCLUSION

In this research paper, different machine learning algorithms are being applied for predicting advanced liver fibrosis in Chronic Hepatitis C patients. It is observed that individual model is capable of providing the accuracy up to 94.67%. Then the ensemble model including Bayesian network, MLP and QUEST decision trees has been developed.

In designing healthcare systems, innovative techniques that carefully balance public health initiatives with limited resources should be taken into consideration. In order to help individuals who don't have health insurance or are underinsured, there should be an increase in access to healthcare, community outreach, and the growth of telemedicine, including safe laboratory testing.
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This paper assesses the stochastic convergence of relative per capita ecological footprints within BRICS countries over the period 1961–2017 in the field of Public Health. Our initiatives have targeted ecological Indicator and health behaviors. Using the local Whittle estimator and some of its variants we assess whether relative per capita ecological footprints are long memory processes which, although highly persistent, may revert to their mean/trend in the long run thereby indicating evidence of stochastic convergence, or divergent processes in nutshell. Furthermore, we test whether (possibly) slow convergence or the complete lack of it may be the result of structural changes to the deterministics of each of the relative per capita footprint series by means of the tests of Berkes et al. (1) and Mayoral (2). For the ease of comparison, this paper assesses the stochastic convergence of relative per capita ecological capacities for BRICS as well. Our results show relatively strong evidences against stochastic convergence of ecological footprints. Furthermore, with regard to China and Russia, our results also decisively indicate that a slow or lack of convergence is the results of a structural break in the relative per capita ecological footprint series. However, our empirical researches support stochastic convergence of relative per capita ecological capacities for BRICS. In addition, we can conclude whether the per capita ecological footprints converge or not is dependent on the level of economic development, and the stochastic convergence occurs in those rich countries more probably, indicating that public health is becoming a more serious concern in developing countries.
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INTRODUCTION

The convergence implication envisaged by the neoclassical growth model is that if each country has the same savings rate, population growth rate and technological progress rate, the income level gap between countries will gradually disappear. Since the production of most goods and services requires the consumption of energies such as coal, natural gas and oil, energy-producing requires the exploitation of natural resources. The availability of many natural resources at low cost increases the vulnerability of countries' economic development models. Considering the close relationship between economic growth and environmental pollution, Grossman and Krueger (3) first introduced the Environmental Kuznets Curve (EKC). The EKC indicates that the degree of environmental deterioration will increase with the increase of the per capita income level, but the environmental quality will start to increase when the per capita income level reaches a certain threshold. This hypothesis means that there is an inverted U-shaped relationship between per capita income and environmental impact indicators and economic growth. At the same time, the view that economic growth will promote environmental improvement after a certain critical point has been discussed in many studies. Many studies believe that the income level of developing countries has not reached a critical point. With an increase in incomes, environmental pollution will continue to rise. On the other hand, developed countries are more successful in reducing environmental pollution, as their higher income levels may exceed the critical point or adopt cleaner energy technologies. Brock and Taylor (4) linked the environmental pollution indicators with the EKC hypothesis. Their Catch-up hypothesis means that poor countries have more environmental pollution. Moreover, in the initial stage, the gap of environment indicators between the rich and poor countries is divergent. This difference is rooted in the difference in the initial capital stock of the two countries. However, with their incomes increasing, once the developing countries start to use the advanced technology of environmental protection, the difference in environmental quality between the two countries will be reduced and various environmental pollution indicators will converge. Although the initial stage of economic growth resulted in environmental damage, the environmental quality is bound to be improved eventually.

In the past, air pollutants were used as a single indicator to measure environmental quality, which could not fully reflect the improvement of environmental quality. Now there is a more comprehensive environmental indicator, the ecological footprint. Ress (5) first proposed the concept of ecological footprint (EF), which was then developed by 4. EF is a measure of human demand for natural resources and services, revealing the relationship between human lifestyle, consumption patterns and consumed natural capital (5), which can comprehensively evaluate the feasibility of achieving a country's sustainable development goals. The Global Ecological Footprint Network describes the ecological footprint as: the ecological footprint measures the amount of “biologically productive” land or water that enables human beings to sustain itself. The term “biologically productive areas” refers to the areas with biological productivity that are needed to maintain the survival of individuals, regions or countries, or that can absorb wastes discharged by human beings. The ecological footprint can be used to evaluate and manage resource use throughout the country, measure and assess if people's lifestyles are sustainable, and account how much waste can be absorbed by the ecosystem, also known as “appropriated carrying capacity.” EF consists of 6 sub-footprints: carbon footprint, fishing grounds footprint, forest footprint, cropland footprint, built-up land footprint and grazing land footprint. These ecological footprints reflect a country's ownership of natural resources and the ecologically productive area that has been used, and can comprehensively reflect the environmental problems as well. Moreover, the ecological footprint is a resource accounting tool that measures how much renewable energies in the biosphere can be used by human activities. In addition, EF can also measure the ecological cost of goods and services that the nature provides to humans, such as land, and the maximum sustainable population in a given area. In a word, EF indicates the environmental limit and the extent to which human beings exceed the natural limit, which can assist countries to evaluate how the ecological resources are being used.

This study focuses on the BRICS countries for the following reasons:

First, compared with many other emerging countries, the BRICS countries have experienced a rapid transition from an ecological surplus to an ecological deficit. This is mainly due to the rapid economic growth of these countries over the past decade. The BRICS countries contribute 21% of global GDP and have 41% of the world's population. These countries have an average annual economic growth rate of 6.5% (6). Moreover, between 2005 and 2016, the total GDP of the BRICS countries ranged from US$ 218.7 billion to US$ 162.6 billion. The rapid economic growth has also led these countries to consume more than 40% of the global total energies, and they are also the major global CO2 emitters (7). They are facing both environmental and natural resource stresses due to their rapid economic growth. Their ecological indicators may be long-memory and may not converge. In view of this, in order to reverse the growing trend of carbon dioxide emissions, reasonable policies are needed to ensure that while economic development is taking place, it will not cause huge damage to the ecological environment.

Secondly, despite the huge potentials of renewable energies, BRICS countries still rely excessively on fossil fuels to meet their energy needs, which poses a huge threat to the environment. At the same time, while pursuing high-speed economic development, the region has also experienced a continuous decline in ecological sustainability. In addition, the research on this area can help the policy makers to prevent the environmental deterioration with practical and reasonable policies.



LITERATURE REVIEW

The literature on the deterioration of ecological footprints mainly focuses on developed countries and international organizations mainly composed of developed countries. As far as we know, the first paper on convergence of ecological footprints is Ulucak and Lin (8). They analyzed the random behavior of ecological footprints and each sub-component using Fourier unit root test via the dataset of ecological footprints of each state in the United States from 1961 to 2012. The empirical results show that the ecological footprints of states in US are non-stationary, and not mean-reverting processes. Therefore, an impact on these sequences will result in a permanent deviation from the long-term equilibrium paths. Since then, there have been a lot of relevant researches mainly exploring developed countries' ecological indicators. For example, Ulucak and Apergis (9) studied the convergence of the per capita ecological footprints using data samples from 20 EU countries during the period 1961–2013. The results show that there are three convergence clubs. Bilgili and Ulucak (10) studied the convergence of per capita ecological footprints among G20 countries during 1961–2014 by using bootstrap panel KPSS unit root test and club convergence test considering structural breakpoints. It is concluded that the per capita ecological footprints of these countries will reach random convergence and deterministic convergence, and two convergence clubs are identified. Solarin (11) uses LM and RALS-LM unit root methods to test the stochastic convergence of ecological footprints of 27 OECD countries from 1961 to 2013. They found that the ecological footprints and carbon footprints of 25 countries are stationary. They also performed β convergence and σ convergence test in their research. Among the 25 countries with random convergence, the ecological footprints of 13 countries are β convergent; among them, 15 countries have β convergent carbon footprints. In terms of σ convergence, the ecological footprints and carbon footprints of all countries selected meet the convergence criteria. Studies show that, although not all countries meet the convergence conditions, those countries in which convergence happened already can jointly formulate environmental protection policies to improve convergence among more countries. Yilanci et al. (12) uses the annual data of ecological footprints and each sub-component of 25 OECD countries from 1961 to 2013, and uses various stability test methods to prove that the other footprint sequences except the fishing ground footprint are stationary. Yildirim et al. (13) proposed the Fourier cross-section panel KSS unit root test to study the convergence of ecological footprints among 16 EU membership countries. They further use the rolling window method to consider the time-varying stationarity of the ecological footprint sequences. Through their study on the convergence of the ecological footprints and each sub-component, they prove that the convergence or divergence of the ecological footprints has different states in different periods.

In recent years, there have been a large number of researches on the convergence of ecological footprints between countries with different levels of development, and the relationship between the convergence of ecological footprints and the degree of economic development is discussed. Solarin and Bello (14) studied the convergence of the ecological footprints of 128 countries with different levels of development during the period 1961–2013. The results show that the ecological footprint series of 96 countries (81%) are non-stationary and there is no mean reversion (non-convergence). This means that various environmental protection policies have long-term and permanent effects in many countries. Bilgili et al. (15) selected 15 countries in Asia, Africa, America and Europe to test the stationarity of the ecological footprints, and asserted that the ecological footprints of the Asian group are non-stationary and diverge. Using the club convergence method proposed by Phillips and Sul (16) and Solarin et al. (17) showed that 92 countries' ecological footprints and each sub-component have club convergence. Ozcan et al. (18) used panel KSS and Fourier panel KSS to study the stability and convergence of ecological footprints in 113 countries with different levels of development depending on their national development levels. The ecological footprints of all high-income countries, some low-income countries and upper-middle-income countries are stable, while the ecological footprints of lower-middle-income countries are not stationary. Erdogan and Okumus (19) used the annual sample data from 1961 to 2016 to test the random convergence of ecological footprints and club convergence of different income groups. The FPKPSS panel statistics of the countries in the high, middle and low income groups indicate that the per capita ecological footprints are non-stationary. At the same time, the FKPSS method was also used to test the stability of ecological footprints at the national level. On this occasion, 6 out of 26 high-income countries and 8 out of 38 middle-income countries have stationary ecological footprints. In 8 out of 25 low-income countries ecological footprints are stationary. At the same time, the club convergence method was used to test the convergence of the ecological footprints. It is concluded that there are convergence clubs in different income groups. Işik et al. (20) employed the threshold autoregressive panel unit root test to study the convergence of ecological footprints of NAFTA countries during 1961–2016. The study suggested that EF converges at the latter stage of the threshold, and the second stage accounts for 48.8% of the total sample. The ecological footprints of the first stage are divergent. These conclusions highlight the need for NAFTA countries to formulate common environmental policies to mitigate environmental degradation.

With the rapid economic development in developing countries, the academic community has become more and more interested in the convergence of the ecological footprints of international organizations composed of developing counties in recent years. Yilanci and Pata (21) used the panel data of the five ASEAN countries' per capita ecological footprints from 1961 to 2016, and used two-mechanism threshold autoregressive panel unit root test to study the convergence of ecological footprints. Researches argue that the ecological footprints in the second mechanism are divergent; in the first mechanism they are absolutely convergent. The second mechanism accounts for 80% of the sample, so the results strongly support that the per capita ecological footprints of the five ASEAN countries are absolutely convergent, and they believe that common policies should be implemented to slow down the environmental deterioration. Tillaguango et al. (22) studied the convergence of the ecological footprints of Latin American countries from 1990 to 2016 and found that there exits a per capita ecological footprint club. Using the method of logistic regression, the paper explored the factors that affect the convergence of the ecological footprint clubs and found that economic complexity, shadow economy and abundance of natural resources can significantly affect the formation of the clubs. Their research indicated that there are three convergence clubs in Latin America, and the two clubs are divergent.

As can be seen from the literature review above, a large number of techniques have been applied to test the stochastic convergence and divergence of ecological and environmental indicators (8, 10, 13, 18, 20, 23, 24), but most of these studies only used the time series econometric method to analyze the existence of its stochastic convergence characteristics. From a random point of view, if the per capita ecological footprint sequences tend to converge as time lapses, the impacts of external shocks on the sequence should be only temporary, and the data are stationary. In the presence of a unit root, the external impacts on the sequence will be permanent, indicating that these sequences are divergent. From the literature review, it can also be clearly seen that the evidence of convergence of ecological and environmental indicators is very complicated. One possible explanation is that the existing literature ignores the possibility that ecological footprints are long memory processes, i.e., they are mean- (or trend-) reverting, but it will take a long time for these processes to arrive at their means or trends. There are two reasons to doubt this view: First, a country's ecological footprints are determinated by a lot of fundamental factors, such as economic size, economic structure and technological level. All these factors may only change slowly as time goes by, so environmental indicators such as relative ecological footprints between countries may also change slowly. Secondly, previous studies have found that GNP and per capita GNP are long memory processes (2). The long memory process means that there exists significant interdependent relationship between two observations over a long time, so the effects of shocks tend to decay slowly, although they are still mean-reverting in nature. If environmental indicators such as ecological footprints are indeed long memory processes, then previous studies might provide misleading results. For example, if the null hypothesis of a unit root has not been rejected in previous studies, this may not mean a lack of convergence, but may reflect that the environmental indicator has the difference order of fractionally integrated processes, which might not be integer. Therefore, this means that the convergence process is taking place, albeit vary slowly.

The analysis in this paper focuses on conditionally stochastic convergence, which does not require every country (region) to converge to the same steady-state level just as β and σ convergence do. When the per capita ecological footprint gap between countries (regions) follows a mean stationary process, i.e., the impact of the relative per capita ecological footprints only brings temporary deviation from their convergent trends. This paper uses the stochastic convergence test approach to determine whether it can be ensured that ecological indicators converge permanently in a country. If such a necessary mechanism does not exist, deviations from trends are permanent. Thus, the concept of convergence is more important to the study of ecological footprints because it can test the durability of impact effects. In this regard, few researchers use unit root test to study whether the impacts on ecological indicators are temporary or permanent. The lack of convergence researches makes it difficult for a country to take joint actions to hinder environmental deterioration. The stochastic behavior and dynamic changes of ecological indicators will help to formulate sustainable development policies. If ecological indicators are stationary, their impacts exerted by external shocks are transient, and these sequences will converge stochastically to their means once these impacts disappear. On the contrary, if the impacts are permanent, the sequences will diverge from their means. If the evolution trend of variables is known, the convergence and divergence of environmental indicators make it easier for policymakers to apply more effective environmental protection policies. In this paper, the fractionally integrated autoregressive moving average model (ARFIMA) is used to estimate the fractionally integrated parameters of the ecological indicators using the 1961–2017 data set. The ARFIMA model is a generalized version of ARIMA and an improvement on the I(0)|I(1) dichotomy. It can estimate the integration order parameters, which can be of any real number in the data generated processes. Because the unit root test can only judge whether the ecological indicators are convergent I (0) processes or divergent I (1) processes, and cannot test the convergence speed, the fractionally integrated model may be more appropriate.

In this paper, for exploring whether the relative ecological indicators per capita contain unit roots (the null hypothesis is a non-convergent process). We leverage the local Whittle (LW) estimation method (25) and its modified versions, e.g., exact local Whittle (ELW) and two-stage detrended (breakpoint) exact local (ELW) estimation method (26, 27) to estimate the parameters of fractionally integrated model. In contrast, the alternative assumption is that they are long-term memory processes that, although highly persistent, may return to their mean/trend over the long term (meaning slow convergence). The existence of structural breakpoints may lead to biased estimation of parameters [see (28, 29)]. In the case of the fractionally integrated processes, this problem is mostly applied to evaluate their expectation performance. From our point of view, there is evidence that the existence of structural breakpoints on the deterministic trend may lead to an overestimation of the order of the fractionally integrated process, so the conclusions drawn are biased in favor of supporting the long memory process [see (30, 31)]. In this study, the structural breakpoints are incorporated into the ARFIMA model by introducing dummy variables into the deterministic components Zt of Equation (5), including mean breakpoints and trend breakpoints, respectively. Furthermore, the Mayoral (2) test is used to identify the false long memory state in the ecological indicator sequences, i.e., the long memory phenomenon is caused by the existence of breakpoints in the deterministic trend of the sequences. Finally, we use the non-parametric CUSUM statistics of Berkes et al. (1) to determine the points in time when the structural changes of the ecological indicator sequences occur (if there is a breakpoint).



MODEL

In this paper, the fractionally integrated models are used to test whether the environmental indicators, e.g., ecological footprints and ecological carrying capacities in BRICS converge. The idea of this test is that if the per capita environmental indicators are converging between countries, the logarithm of the ratio of the per capita environmental indicators in a country to the average environmental indicators in all countries should be stationary, or at least the mean- (or trend-) reverting. Therefore, referring to Strazicich and List (32), this paper defines yit as the natural logarithm value of the relative environmental indicators per capita in t year of the i country, and its expression is shown in Equation (1):

[image: image]

The PCEit is the per capita environmental indicator in t year for the i country. J is the total number of countries. In order to test the null hypothesis that per capita environmental indicators diverge, we examine whether the natural logarithm yit of the annual per capita relative environmental indicators in the i country contain a unit root, or whether they can be characterized by trend-stationary and mean-reverting processes.


Discrimination and Test of Convergence of Relative Environmental Indicators per Capita

When a time series has the structural change in its deterministic trend, the standard unit root test method often has the problem of significant level distortion; Moreover, when the unit root of the sequence is close to 1, the performance of standard unit root test is affected substantially. In other words, the unit root test is often unable to decide whether a sequence is highly persistent or infinitely persistent. The test method based on fractionally integrated processes provides a general framework, which can test whether an ecological and environmental indicator is an I (1) process with infinite persistence or with long persistence (which may be not covariance-stationary), but characterized by mean reversion in the long term, indicating that the environmental indicator is an I(d) process with the integration order bounded the domain that 0 < d < 1. The fractionally integrated expression of a environmental indicator sequence containing a time trend, such as the ARIMA (0, d, 0) model, is shown by Equation (2):
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where uit is a white noise process with zero mean value, di is the integration order of a single sequence and a deterministic trend function (there may be breakpoints). According to various values of di, we can identify the states of convergence or divergence of relative per capita environmental indicators.

Scenario 1: −0.5 < d ≤ 0. This is a short memory process, i.e., there is “fast convergence” or “short memory convergence.”

Scenario 2: 0 < d < 0.5. This is a long memory but still stationary process, and also a convergent process with slowly (or smoothly) decaying speed. In this case, a country's environmental indicators might undergo a long period of convergence toward a common long-term trend.

Scenario 3: 0.5 < d < 1. This is a long memory process, which is non-stationary but still has the property of mean reversion. In this case, the process is characterized by a high degree of persistence. Therefore, the impact of the distant past will still have lasting effects on the present.

Scenario 4: d ≥ 1. This is a unit root or divergent process. In this case, any initial shock has a significant impact on the future, and the process is unlikely to return to the mean at some point in the future.

The testing approach to the fractionally integrated order allows a richer classification of convergence states, so that stationary convergence and non-stationary convergence but with mean reversion can be distinguished. Another characteristic of this classification scheme is that it can take into account the lasting impact of the previously invoked shock on the present, or the rapid attenuation without any impact on the present, and more importantly, it can take into account the states in between two extremes mentioned above. The simple I(0)|I(1) dichotomy could not capture these states because the standard unit root test can only considers two extreme cases, i.e., persistence or no persistence at all.

Then, we use local Whittle likelihood estimation method (LW) and various improved versions to estimate the parameter of fractional integration d of Equation (2). The advantage of this method is that the estimator is not affected by the non-stationarity of the short-term process. In order to judge whether a per capita environmental indicator is an unit root process or a mean-reverting and long memory process with finite or inflated variance (depending on the estimated [image: image] value), we conduct hypothesis test of the null hypothesis [image: image] and the alternative hypothesis [image: image]. If the hypothesis holds that per capita relative environmental indicators are mean-reverting, there is enough evidence to prove that these indicators are stochastically convergent processes.

After applying LW, ELW, two-stage detrended ELW (2ELWd) and the 2ELWd method with breakpoints removed to obtain an estimate of the order of the fractional integration [image: image] of the individual environmental indicator series, we use the Robinson (33)'s LM test framework to test the hypothesis of the environmental indicator series of each country as shown in Equation (4):

[image: image]

In this hypothesis test, the null hypothesis is the existence of unit root. The alternative is that the per capita environmental indicators have long memory characteristics. Robinson (33) proposed the following statistics and proved that the standard normal distribution is satisfied under certain regularity conditions:
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where,

[image: image]
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I(λj) represents the periodogram of [image: image]t as follows:

[image: image]

where [image: image]t is the least squares residual obtained from Equation (2), g is a known function from the spectral density:

[image: image]

Robinson (33)'s test framework relies on some specific assumptions imposed on the short memory component ut. If it is a white noise, g ≡ 1; If it is a process that follows as the form of AR (1) ut = τut−1 + ηt, [image: image], and [image: image]. The parameter considered is the long memory parameter d, which shows whether a time series process is long memory. Because that d < 1 means the relative per capita environmental indicators converge, the null hypothesis is set as follows in this study:

[image: image]

This study uses the data set of the BRICS countries from 1961 to 2017 for empirical analysis. Obviously, the data set is a small sample (n = 57), so it is necessary to calculate the empirical distribution of various local Whittle estimators. When the sample size n = 57 and the truncation parameter α is in the interval [0.65, 0.8], we will give the accurate distribution of the memory parameter d estimators of LW, ELW, 2LWD and the detrended 2LWD method, and then construct the confidence interval of the estimators.



Convergence Pseudo-Long Memory Test of Relative Environmental Indicators per Capita

That relative environmental indicators are long memory processes indicates that it takes a long time for these indicators to approach convergent paths. However, although a time series (as mentioned above yit) is a long-term memory process, it is not clear whether it is indeed a long memory process or a short memory and stationary one with a mean shift (showing the characteristics of long-term memory processes). Although these two cases show that the sequences of relative environmental indicators per capita converge, it is slower for the stationary processes with mean shifts to approach convergence than the real long memory processes. If their means shift toward the upward direction of the sequences, these indicators converge more slowly; If means shift downwards, these sequences converges faster. After obtaining evidence that these indicators are long memory I (d) or infinite memory I (1) processes, this paper will continue to determine whether the potentially slow convergence or lack of convergence is real or the result of a structural change in the mean of an otherwise stationary process.

This paper introduces a test method proposed by Mayoral (2) to solve this spurious long memory problem. If per capita environmental indicators are pseudo-long memory processes, it means that these processes are stationary, but at a certain time point, a structural fracture occurs in the opposite direction of the sequence trend, indicating that the per capita environmental indicator would reach convergence after a shorter time. These two types of models fitting the two processes can be nested together and expressed as Equation (11) below. This paper assumes that the relative environmental indicator data set y1, y2, ···, yn are generated from the model listed as follows:

[image: image]

Where Zt is a deterministic component, and Vt(ω) can be a constant or a trend function. It is used to judge whether the time series has undergone structural changes. The observations of the time series are Zt−k after the break point appears, while they are evaluated as zeros before the break point appears. Meanwhile, the random term xt is defined as:

[image: image]

Based on this data-generating structure, the hypothesis testing should set the following null and alternative hypothesis:

[image: image]

To test the above hypotheses, Mayoral (2) proposed a semi-parametric test method, and constructed a Most Powerful Invariant (MPI) statistics by comparing the log-likelihood ratio under the null hypothesis H0 and the alternative one H1. This consistent statistics [image: image] is of the form as follows:

[image: image]

where the order [image: image] of fractional integration is the uniform estimator obtained by ELW and other methods. As a semi-parametric test method, the statistics should be evaluated by resorting to the ordinary least square method (OLS) to estimate the parameters in Equation (11) under H0 or H1 hypothesis, respectively. All the parameters of the numerator, including [image: image] and [image: image] on the right side of the Equation (14) are estimated when the null hypothesis H0 holds, while [image: image] and [image: image] in the denominator are estimated under the alternative hypothesis H1. At the same time, under the null hypothesis H0, [image: image] represents εit variance estimator. ω = k/n is the ratio of the number of sub-sample observations before the possible break point to the total sample. Considering that allowing the break point to appear in the whole interval (0, 1) will cause the test to have a very low power potentially, we adopt the restricted interval Ω = [0.15, 0.85] suggested by Andrews (34). In addition, the parameter λ2 in Equation (14) can be obtained from the following formula:

[image: image]

where γi is the i autocovariance function of εt, and k(▪) is the Bartlett kernel function. q is the bandwidth parameter. According to the method of Newey and West (35), we take q = 4 × (n/100)2/9 as the initial value and select the bandwidth automatically decided by data. Mayoral (2) proved that [image: image] is a uniform statistics.

For the initial estimate of fractionally integrated order of a single sequence and the test under the null hypothesis that [image: image], the Monte Carlo and Bootstrap critical values of the statistics [image: image] are given by means of 20,000 repetitions of the simulation of the time series data with sample size of 57. If the value of the statistic [image: image] is less than a critical value at a confidence level, this is evidence to reject the null hypothesis, which means that the time series is pseudo long-memory.



Identification of Time Point of Structural Mutation of Convergence Path of Relative Environmental Indicators per Capita

Although the test method proposed by Mayoral (2) has good test effect in identifying true long- memory (including infinite-memory, i.e., unit root processes) processes from pseudo long-memory ones, it is not a accurate break point detection method (23). This means that it can only identify whether a process is a long-term memory (non-stationary process) or a stationary process with a mean shift, but cannot identify the exact location of the break point in the case of “pseudo long-memory processes.” Therefore, it is necessary to identify the specific positions of all break points in the sequence by perfecting the above-mentioned test method. For this purpose, this study uses the null hypothesis H0 proposed by Berkes et al. (1), shown by the Equation (16):

[image: image]

where k* is a point in time when the mean-shift happens, and μ and μ + Δ is the unknown mean and shift of the potential data generated process respectively. The sequence {xt} is a fourth-order stationary process with a mean of zero. This study uses the non-parametric CUSUM statistics proposed by Berkes et al. (1) and Aue et al. (36) to test H0 listed below.

H0: The observations y1, y2, ···, yn follow the mean-shift process (21) and xt is the stationary process with a weak auto-correlated structure.

H1: The observations y1, y2, ···, yn are a long memory process, i.e. their potential model setting satisfies Equation (12).

For defining hypothesis test statistics, we apply the main ideas of Berkes et al. (1) to introduce a break point that occurs at time point [image: image], and estimate it by the following equation:

[image: image]

Since the identification program is designed for a single break point, we take the minimum {▪} in the algorithm for detecting possible breakpoints to obtain the position of the strongest mean shift point. Therefore, the entire sample is divided into two sub-samples dependent on the break point [image: image]. In each sub-sample, the Tn statistic can be constructed according to the following two formulas:

[image: image]
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In the above equations, the CUSUM statistics is standardized by long-term standard deviations sn,1 and sn,2 respectively. sn,1 is the standard deviation calculated based on the first piece of sample data [image: image]; sn,2 is the standard deviation calculated based on the second part of sample data [image: image]. There are several different methods to estimate the long-term variance [image: image]. For example, if the series {yt} has a serial correlation structure, it can be estimated according to [image: image] as follows:

[image: image]

The [image: image] can be calculated as follows:

[image: image]

Where ωj(▪) is a weighting kernel function, and q(n) is the bandwidth of the kernel function ωj(▪). Andrews (34) discussed seven different types of kernel functions that can be used to calculate the HAC estimator. We select the “Bartlett” kernel function ωj(q) = 1 − j/(q + 1) according to Berkes et al. (1) and Aue et al. (36) with the optimal bandwidth used by Newey West in the selected kernel function. Once the Tn statistics of the two sub-samples are obtained, the following Mn statistics can be constructed:

[image: image]

Tn can be used to discriminate whether the sample has been generated by a short or long-range dependent stationary process. Hence, if we split the sample at time [image: image], which is close to the true change-point k* asymptotically we can assume that [image: image] and [image: image] are samples from a stationary sequence with a constant mean. Thus, we can use Tn,1 and Tn,2 to test if the samples [image: image] and [image: image] have been generated by a short-range or long-range dependent process. The CUSUM statistic compares the sample mean of the first k* observations with the sample mean of the last (n − k) observations. If we assume a change in the mean at time k*, the absolute value of the difference of the means should be large for k = k*.

Berkes et al. (1) derived the following asymptotic distributions of the statistics Mn under the null hypothesis:

[image: image]

where B(1)(t) and B(2)(t) is a Brown bridge corresponding to two sub-samples, respectively. If the relative environmental indicator per capita is weakly dependent (there is no change in mean), the statistics Mn will converge to the upper bound of the Brown bridge. However, if an environmental indicator fellows a mean shift or a long memory process, Mn → ∞. The latter case is referred to as a false rejection of the null hypothesis that there is no change in mean. Because the dataset used here is not large enough to achieve an approximately asymptotic distribution. Therefore, we calculate the asymptotically critical values under H0 at the significance level of 10, 5 and 1% respectively. If Mn exceeds the critical value at a significance level, the null hypothesis cannot be rejected, and the breakpoint identified at the corresponding significance level is reasonable.

This paper follows the procedure shown in Figure 1 to test whether ecological indicators are convergent in BRICS countries.


[image: Figure 1]
FIGURE 1. A flow diagram for testing the long-memory of ecological indicators.





DATA

The data used in this paper are from National Footprint Accounts (NFAs). NFAs provides global and national annual accounting of biocapacity (BC) and ecological footprint (EF). This paper collects annual data of EF and BC per capita at the national level. The data range is from 1961 to 2017, with a total time span of 57 years. Figure 2 shows the trend of per capita ecological footprints and ecological carrying capacities of the BRICS countries (China, Brazil, India, Russia and South Africa) and the world. During the sample period, EFs are larger than the quantities enough to ensure sustainable development in BRICS and the world. In other words, the existing productive land and other resources are insufficient to meet the needs of human food, housing and CO2 absorption. During this period, around the worldwide, per capita EF increases by nearly 120%. BC per capita decreases by 50% during the same period. In 2017 the ecological deficit fell to 5.26 gha (a measure unit of ecological footprint and ecological carrying capacity), while EF almost doubled. This shows that human activities have been imposing great pressures on the nature. Although the ecological footprint can maintain the trend of not decreasing, the ecological carrying capacity decreases rapidly and the ecological deficit continues to increase every year. All three environmental indicators reveal that globally, human beings consume more resources with ecological productivity than available. For example, from 1961 to 2017, the ecological carrying capacity per capita decreases by 41.4%, from 3.12 gha to 1.83 gha per capita. This fact means that resources available per capita have been decreasing and more people are competing for limited resources (37).


[image: Figure 2]
FIGURE 2. Per capita environmental indicators for BRICS and the world (gha). Russian data before 1989 are replaced with data from the former Soviet Union. So you can see from the fifth chart that there is a jump in 1989.


Figure 1 shows that the world's per capita EF was stable in the 1980s and 1990s, and has shown an upward trend since the beginning of the twenty-first century, while per capita BC decreased gradually. Since 1961, the world EF per capita has been steadily increasing at a rate of 2.1% per year, almost tripling from 4.62 gha to 5.24 gha in 2017. Figure 2 also shows the trend of the per capita EFs and ecological carrying capacities of BRICS countries over time. In most countries, the per capita EFs continue to increase, while the per capita BCs are gradually decreasing or remain unchanged. With the rapid economic development of the BRICS countries, the problem of environmental pollution is becoming more and more serious. In 2017, all BRICS countries except Brazil were in ecological deficit. Compared with previous years, this deficit were very high in most of these countries. Therefore, it is necessary to study the stochastic evolution path of ecological indicators in BRICS. The EFs increase significantly in BRICS except for South Africa, especially after 1985. The per capita EFs have risen sharply in China and India, the biggest economies, indicating that these two countries are rapidly consuming natural resources. Although the trend of increase in per capita EF in Russia is not obvious, the level of per capita EF in Russia is higher than the sum of EFs in China and India. Although Brazil is the only BRICS country with an ecological surplus, its per capita BC is also declining at the fastest rate among BERICS, reaching the brink of an ecological deficit in 2017. Obviously, the level of economic development is closely related to the per capita EF. On the other hand, South Africa's ecological carrying capacity is obviously declining rapidly. In the past decade, China and South Africa have undergone higher ecological deficits than other countries. This means that the two countries with higher per capita incomes have put more pressures on the environment and faced a bigger problem of environmental deterioration. Environmental sustainability requires that the consumption of resources by the present generation cannot pose a threat to the needs of future generations. The imbalance between ecological footprints and ecological carrying capacities means that the present society is using the resources of future generations to live. In order to prevent the trend of further deterioration of the ecological deficit, the close cooperation between countries is required to take actions to improve the modes of production of enterprises and consumption patterns of human beings. Table 1 shows the descriptive statistics of BRICS and the world environmental indicators. From these summary statistics, we can see that there are also great differences in environmental indicators among BRICS. Russia has the highest per capita EF, while Brazil has the highest per capita BC.


Table 1. Summary statistics of per capita environmental indicators in BRICS and the world.
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From Figure 2, it is also clear that the CFs and BCs are persistent, BCs downwards and CFs upwards. With respect to most of series, the processes might be not mean-reverting, and exhibit long memory properties presumably from the argument proposed by Granger and Joyeux (38) that the aggregation of first order Markov processes leads to a long memory process.



EMPIRICAL ANALYSIS


Analysis of Convergence and Divergence of per Capita Ecological Indicators (EF and BC)
 
Convergence and Divergence of per Capita Ecological Indicators

Tables 2, 3 report the memory parameter estimates of the fractionally integrated processes estimated using LW, ELW and the ELW methods with detrended (or with removed breakpoints) for each environmental indicator sequence. The integration order of each environmental indicator in all countries is greater than 0, indicating that all sequences exhibit long memory characteristics. For each estimated memory parameter, a corresponding 95% confidence interval is provided. According to the confidence interval range of fractionally integrated proesses' memory parameters, it can be found that, in general, the confidence intervals of the memory parameter estimates of per capita ecological footprints in all countries have low bounds higher than 0.5, indicating that these indicators may be non-stationary. However, the low bounds of the confidence intervals of the per capita BC memory parameter estimates of BRICS are less than 0.5, which means that the per capita BCs may be stationary. For most countries, the memory parameter estimates of the ecological footprints per capita are greater than 1, which means that they will not converge to their common average of BRICS. Therefore, it is possible to reject both pure stationarity and unit root. In some cases, the effect of a given random shock will be temporary, but the sequence tends to return to its trend and converges slowly at a slower rate than a pure stationary sequence. The memory parameter of per capita BC sequences in BRICS are <1, indicating that these sequences are mean reverting (i.e., convergence). These insights can be analyzed in detail as follows.


Table 2. Long memory parameter estimates of per capita EFs in BRICS.
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Table 3. Long memory parameter estimates of per capita BCs in BRICS.
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As for testing per capita ecological indicators' convergence, the Monte Carlo critical values and bootstrap critical values of the Robinson test make the consistent conclusion, indicating that the per capita ecological footprint sequences of China and India are divergent; The per capita ecological footprints of Russia and South Africa are convergent, but the processes of convergence are quite slow; The per capita ecological footprint of Brazil shows a very weak convergence dynamics. All countries expect for South Africa have memory parameters of per capita carbon footprint series significantly >1, which means that the per capita carbon footprints of these four countries are far from convergence. China's relative ecological footprint per capita has the highest persistence ([image: image]); Russia's per capita relative ecological footprint has the lowest persistence ([image: image]), indicating that Russia's per capita carbon dioxide emissions are serious. The confidence interval for the estimated fractionally integrated process parameter (long-memory parameter) is very narrow and generally located within a positive interval range. For the relative ecological footprints per capita, the upper bound of the confidence intervals are generally >0.5, indicating that the ecological footprints are non-stationary and some are even mean-reverting, but exhibit long memory characteristics. The two environmental indicators in other countries do not have the feature of mean reversion and are not convergent. For South Africa and Russia, the inference results, i.e., convergence or divergence, are very consistent, no matter Monte Carlo or bootstrap approach is used to statistically infer. Specifically, the range of estimates [image: image] is between 0.49 and 0.72 (statistically always different from 1), indicating long memory and mean- reverting (convergent) processes, but not covariance stationary processes. Therefore, the per capita relative ecological footprints of China, India and Brazil are not convergent, while those indicators of South Africa and Russia are convergent, although the convergence will take quite long time ([image: image]).

However, as for the ecological carrying capacities, it is another story. The upper bounds of the memory parameters [image: image] of the BC sequences per capita in most of BRICS countries are greater than 0.5, but less than 1, which indicates that these sequences are mean-reverting, but of not stationary. These results show that in all BRICS countries the BC sequences are convergent, with quite different convergent rates. In China and India, the BC sequences have the longest memory degree, and the estimated memory parameters are [image: image] and [image: image], respectively, which means the two countries have the slowest convergent paths. However, the memory parameter of South African per capita BC sequence is that [image: image], in other words no long memory characteristic, i.e. converging quickly. The memory parameter estimate of the BC sequence of Russia is less than 0.5 ([image: image]). The analysis above means that the per capita BC is a stationary process, but a long memory process, converging in a relatively fast rate. From the policy perspective, as long as the government adopts environmental protection and resource use policies designed appropriately, the decline trends of the per capita ecological carrying capacities of BRICS can be reversed and eventually converge. It is not as stubborn as the worsening trend of the ecological footprints, which have put tremendous pressures on the governments of BRICS.



Statistical Test of Convergence and Divergence of per Capita Ecological Indicators (EF and BC)

We now turn our attention to investigating the finite sample simultaneous coverage probability and effectiveness of the critical intervals for the Robinson (33)'s tests. This kind of graphic is very useful for choosing among critical values that have reasonable coverage distortions and effectiveness improvements: it permits to make arbitrage between the coverage distortion and the true effectiveness for each critical values and then to chose the most appropriate. More specifically, we do both the IID and Monte Carlo and bootstrap sampling respectively for 2,000 independent replications with n = 64. In each replication, we calculate uncorrected marginal intervals. We then plot the point estimate of the coverage and effectiveness along with simultaneous confidence regions in Figures 3, 4.


[image: Figure 3]
FIGURE 3. A comparison of confidence intervals of Monte Carlo and counterparts of bootstrap for the Robinson test using EF indicators.



[image: Figure 4]
FIGURE 4. A comparison of confidence intervals of Monte Carlo and counterparts of bootstrap for the Robinson test using BC indicators.


We consider coverage plots as suggested by de Peretti and Siani (5) defined as follows. For a nominal coverage x the coverage is calculated as xs = 1 − 2 min{pv, 1 − pv}, where pv is equal to

[image: image]

where pv is the estimated probability distribution function at the true Robinson (27)'s statistics [image: image], using any of the bootstrap and Monte Carlo strategies described above. τ0 is the correspoding critical value, and B simulation repetitions. The closer the coverage line is to 45 degree line the better the strategy used to approximate the distribution of Robinson statistics performs. The third column of Figures 2, 4 presents the coverage plots of the interval based on inverting (single) bootstrap tests for the five BRICS countries. Not only is the frequency of coverages important to assess the performance of a CI but its length is also a relevant measure of its effectiveness [see (5)]. If two CIs have the same confidence level the shorter is preferable, indicating higher precision in the estimation. The second column of Figures 3, 4 presents the confidence level-effectiveness curves of the interval based on inverting (single) bootstrap tests based on the parameter estimates of the five counties. On the basis of confidence level-effectiveness curves, two critical values seem to have the same effectiveness (expect for Brazil) and to be dominated differently. Following the results on Figures 3, 4, the Bootstrap method has the most satisfactory “true” effectiveness for Brazil.

As is analyzed above, Figure 3 shows clearly that MC critical values should be resorted to judge the Robinson tests for EF indicators, and the confidence interval based on inverting bootstrap tests is by far the best method on the basis of coverage accuracy criterion in China and India. However, the bootstrap critical values should be used to infer Robinson tests in other BRICS countries since these coverage curves approaches 45 degree lines closer, and their confidence intervals are narrower.

It is obvious that the Bootstrap critical value does not perform well for judging the statistic hypothesis test of BC indicators in almost all BRICS countries (shown by Figure 4) since the MC plot is closer to the 45 degree line. Consequently, in these countries MC critical values should be employed to infer Robinson test. However, in Brazil, Bootstrap critical values are more appropriate tools to decide the inference of Robinson test at a significance level.




Pseudo-Long Memory Test (Mayoral Test) for Per Capita Environmental Indicator Sequences
 
Pseudo-Long Memory Judgment of Per Capita Environmental Index Sequence

In the second stage, for achieving the more accurate estimates of the long memory or infinite memory parameters in BRICS, we control the deterministic trend and possible breakpoints of the ecological indicator sequences. Table 4 provides the statistical test and long-memory parameter estimation results. The Mayoral test shown by Table 4 identifies which hypothesis is true: non-stationary long memory vs. I(0) + breakpoints for the environmental indicator series. The purpose of this test is to determine the cause resulting in the observed long-term memory processes: whether it is the result of a highly persistent shock, or whether those rare and unexpected events have changed the sequence's potential dynamics, inducing structural breakpoints. For each country, the first line reports the memory parameter estimates, while the second and third lines report the critical values generated by the corresponding methods, i. e. Monte Carlo and Bootstrap approaches. We discuss presence or absence of structural breakpoints in the context of ARFIMA models, and are particularly interested in the effect of structural breakpoints on fractional integration parameter estimates. The results in Table 4 show that the inference of whether or not per capita environmental indicator sequences are long memory is very robust. According to the statistics [image: image] of per capita ecological footprints of BRICS, there is no evidence to reject the null hypothesis that the per capita EF sequences are fractionally integrated process (FI) with long memory characteristics in BRICS countries. Therefore, we can conclude safely that these fractionally integrated sequences might be non-covariance-stationary, with no significant breakpoints in the deterministic trend detected (as shown in Figure 1).


Table 4. Pseudo-long memory Mayoral test of relative per capita environmental indicators in BRICS.
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In China and India, with respect to the per capita BC sequences, we cannot reject the null hypothesis that the sequences of Equation (7) are long memory processes by the Mayoral test, depending Monte Carlo and bootstrap critical values. As shown in Figure 2, the per capita BCs are really long memory processes. For Brazil and South Africa, the Mayoral statistics is calculated by using the memory parameter estimates obtained from the detrended 2ELWd method. Both Monte Carlo and bootstrap critical values show that there is a breakpoint in per capita BCs, indicating that per capita BCs converge faster. Although the memory parameters estimated by the LW method in Russia show the existence of structural breakpoints, for the LW method is a relatively ineffective method, we generally prefer to the estimation results of the improved LW method. Therefore, it can be concluded that there is no breakpoint for the per capita BC in Russia. The economic implication of this conclusion is very clear: the Mayoral test indicates that there is no breakpoint in most countries' environmental indicators, which means that environmental indicators are highly persistent processes.

Therefore, on the whole, the overwhelming majority of BRICS countries have not undergone structural changes in the per capita environmental indicators, and they are long memory processes. Implications arising from the results above that international multilateral agreements such as the Kyoto Protocol and the Paris Agreement, which restrict greenhouse gas emissions and promote sustainable development, have not played a substantive role.



Pseudo-Long Memory Statistical Test of per Capita Environmental Indicator Sequences

In this paper we use inverting (single) bootstrap tests to construct three confidence intervals named by H0: Monte Carlo, H0: Bootstrap and H1: Bootstrap (see notations shown by legends of Figures 5, 6) for the Mayoral test statistics in 5 BRICS countries and compare with each other and infer whether the H0 hypothesis hold at usual significant levels. The results presented in Figures 5, 6 suggest that CIs are constructed more profitably under H0 than under H1.


[image: Figure 5]
FIGURE 5. A comparison of confidence intervals of Monte Carlo and counterparts of bootstrap for the Mayoral test using EF indicators.
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FIGURE 6. A comparison of confidence intervals of Monte Carlo and counterparts of bootstrap for the Mayoral test using BC indicators.


Of the three confidence intervals, the evaluation of H0: Monte Carlo and H0: Bootstrap is based on their coverage accuracy and average length. Column 2 and 3 of Figures 5 and 6 show average lengths and the coverage probabilities of the confidence intervals calculated for 2,000 runs, respectively. A shorter average length corresponds to a better effectiveness performance. Figure 5 shows that the Monte Carlo test statistics produces CIs that are longer (lower effectiveness) than CIs constructed using the bootstrap test statistics for EF indicator in China, India and Brazil; while MC critical values are of minor advantages over Bootstrap counterparts in South Africa and Russian based on effective curves.

The results set out in Figure 6 show that the confidence interval of the Mayoral test statistics built by Monte Carlo simulation has the better performance on coverage probability compared with that of the bootstrap method for Mayoral test in South Africa and Russia. Just the opposite is true to other BRICS countries. However, the results displayed in Figure 6 reveal that for the BC indicators' Mayoral test statistics, the average length of the Monte Carlo confidence intervals is longer than that produced by the Bootstrap method in Brazil, indicating worse effectiveness. The inference dependent of Bootstrap critical values is more effective in terms of higher coverage probability and shorter average length than Monte Carlo counterparts of other countries among BRICS. On the contrary, the average length of the Monte Carlo confidence intervals is shorter in South Africa, which means Monte Carlo critical values are more satisfactory inference tools. The effectiveness curves do not show the visually obvious difference in other three BRICS countries. Synthesizing the results of Figures 5, 6, and balancing the performance of the effectiveness and coverage probability, Monte Carlo critical values are appropriately able to be used in Mayoral test in South Africa and Russia. Thus, the exact bootstrap method is not recommended for identifying potential break points in the two countries. By contrast, bootstrap critical values are the preferred inference tools to Mayoral test in remaining countries. No matter what environmental indicators are tested, these conclusions from Figures 5, 6 are the same.




Breakpoint Identification of per Capita Environmental Indicator Sequences (Berkes Test)
 
Breakpoint Judgment of per Capita Environmental Indicator Sequences

In order to check the reliability of the results, this paper supplements the Mayoral (2) test by using the CUSUM statistic of Berkes et al. (1) to perform a further test so as to infer the existence of breakpoints and determine the locations of breakpoints. Table 5 shows the statistics Mn of Berkes et al. (1). Due to the good performance of small samples, we use the Bartlett kernel function and select the optimal bandwidth suggested by Newey-West (see Section Convergence Pseudo-long Memory Test of Relative Environmental Indicators Per Capita). The null hypothesis represented by Equation (10) indicates that there is no structural change in the deterministic trend of the ecological indicator sequence. Figure 7 shows how the ecological footprint statistics Mn for each country evolves over time. Due to the space limitation, the statistics Mn of the BCs per capita in BRICS countries over the sample years is not listed in the present paper. The statistics in Figure 7 and Table 5 shows that the maximum value of the Berkes statistics of the per capita EF sequences and per capita BC sequences of the BRICS countries will not be lower than critical values of themselves, which can reject the null hypothesis and there are not any break points identified. Therefore, within the sample region of 57 years, the ecological footprints per capita and BC sequences per capita are either covariance non-stationary process of mean reverting or unit root process, i.e., there is long memory.


Table 5. Pseudo long memory Berkes test of relative per capita environmental indicators in BRICS.
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[image: Figure 7]
FIGURE 7. Mn statistics for BRICS. This graph plots Berkes statistics (blue lines) evolving over time. Red solid lines represent Monte Carlo critical values at 5% significant level; while red dash lines represent bootstrap critical values at 5% significant level. When red lines are located above the maxima of M statistics, Berkes test reject null hypothesis. With respect to Berkes statistics represented by Equation (22), empirical critical values are obtained by 2,000 repetitions of Monte Carlo simulation and 2,000 repetitions Bootstrap resample respectively.




Breakpoint Statistical Test of per Capita Environmental Indicator Sequences

Figures 8, 9 show coverage and effectiveness results for EF and BC indicators respectively, with separate plots for Monte Carlo and Bootstrap critical values. These two figures show that the Monte Carlo arbitrament methods tended to provide smaller confidence intervals with better coverage accuracy than the bootstrap arbitrament methods over almost all Berkes test statistics domains (judged by the first column and the third column of Figure 8).


[image: Figure 8]
FIGURE 8. A comparison of confidence intervals of Monte Carlo and counterparts of bootstrap for the Berkes test using EF indicators.



[image: Figure 9]
FIGURE 9. A comparison of confidence intervals of Monte Carlo and counterparts of bootstrap for the Berkes test using BC indicators.


The two figures again indicate that Monte Carlo method coverage probability generally compare favorably against those of Bootstrap method based on inverting Bootstrap CIs, and in particular Monte Carlo method intervals seem to emerge with slightly better coverage rates asymptotically from their evolving dynamics as well. However, the Monte Carlo method indiscernibly performs better than does the Bootstrap methods when the Berkes test methodology is employed to the Russian EF indicator and the South African BC indicator. These plots also indicate that, comparing with the Bootstrap method, although the Monte Carlo inference method has similar coverage rates over higher confidence levels, there are obvious systematic differences in overall interval lengths. Over lower confidence levels, we can identify similar effectiveness of the two inference methods generally.

When we test potential breakpoints occurring in BC indicator sequences, in terms of interval lengths, the Monte Carlo method has uniformly narrower intervals, especially when confidence levels are small (Figure 9). Following the results provided by Figure 8, the Monte Carlo critical values has the most satisfactory “true” effectiveness for the inference of potential break points in almost all the BRICS countries, expect for South Africa and Russia when EF indicators are tested. However, the difference between the average lengths of the various methods is not very large, especially over lower confidence levels. Consequently, the Monte Carlo critical values should be retained to judge whether a long-memory process is true or just a mean-shifted process, on the double basis of the coverage and the average length criteria. With respect to the BC indicator, the confidence intervals for critical values from the Monte Carlo methods are shorter than the bootstrap method at usual confidence levels, e.g., 95%.

Our simulation results indicate that when the BC indicators are tested if they are pseudo-long memory processes, the Monte Carlo critical values have the best performance based on both coverage probability compared with the bootstrap counterparts, since the coverage plots produced by MC critical values are closer to 45° lines. However, what the second column tells is that more statistory effectiveness curves are produced by bootstrap critical values expect for India and Brazil. A summary statement can be concluded that Monte Carlo CIs generally performed better than their bootstrap counterparts. Based on the analysis above, when the EF indicators are tested pseudo-long memory, the bootstrap critical values should be resorted to in South Africa and Russia, and the Monte Carlo critical values are appropriate to other BRICS countries. Therefore, this study recommends Monte Carlo confidence interval to quantify the uncertainty of the Berkes statistics, and more robust inferences based Monte Carlo critical values.

Combined with the Mayoral and Berkes pseudo-long memory tests of the environmental indicators (EF and BC) of each BRICS country, the results provide consistent evidence that only China and Russia have breakpoints in their per capita EF (the China's per capita EF breakpoint occurred in 1990; The per capita EF breakpoint in Russia occurred in 1993). Therefore, a large number of countries follow the evolutionary trend of long memory processes. These breakpoints correspond to the late 1970s and early 1980s. During this period, the Iranian revolution and Iran-Iraq war broke out in 1978–1979. These two major oil producers, accounting for 6% of the world's oil output, experienced a decline in oil products. The real price of oil doubled between 1978 and 1981, which had a negative impact on the economies of BRICS countries where the ecological indicator breakpoints occurred. In response to the oil price shock, BRICS countries' ecological footprints fell significantly, following their economic recessions. We can also see that the two significant structural breakpoints in China correspond to the 1990s, when events, including the Gulf War and coming into force of the Kyoto Protocol at the end of 1997, affected the ecological indicators. However, the break point in the rising process of Russian per capita EF sequence is due to taking the former Soviet Union data as a proxy before 1991, which resulted in sudden shifts in per capita ecological indicators between 1992 and 1995.

Tables 2, 3 summarize the results judged by the estimated values of d. The results show the ecological indicators are long memory in all BRICS countries, and the subjects we selected are good for this study. The BRICS are grouped into three categories in term of the degree of long memory. The first group refers to the countries belonging to the ‘mean reversion’ case (i.e., South Africa and Russia in term of CFs, and China, India and South Africa in term of BCs with an order of integration significantly smaller than 1); the second group refers to those countries showing evidence of unit roots (i.e., Brazil and Russia in term of BCs with orders of integration around 1); and the third group refers to countries with divergent ecological indicators (China, India and Brazil in term of CFs with orders of integration significantly above 1).

It is not surprising that the per capita ecological footprints of the vast majority of BRICS countries reported in the empirical results are non-stationary and non-mean-reverting. This reflects that the per capita ecological footprints develop along a trend path, usually along an upward trajectory, and does not return to their means during the sample period. However, due to heavily consuming natural resources, in BRICS countries the ecological carrying capacities evolve along the downward trend. This indicates that these countries have continuously imposed more pressures on the per capita ecological footprints and ecological carrying capacities, resulting in the ecological footprints exceeding the biological carrying capacities of these countries. Therefore these countries uniformly fall into an ecological deficit state, as shown in Figure 2. Some of these countries have high per capita ecological carrying capacities, but have a higher marginal consumption propensity when they are utilizing the nature. For example, Brazil has the highest per capita ecological carrying capacity, but will still faces the dilemma of an ecological deficit due to excessive demand for natural resources.





CONCLUSIONS AND IMPLICATIONS

The importance of a composite indicator of environmental degradation (ecological footprint) is that it can go beyond exparte discussions of climate change and sustainability, because it can also track demand for services provided by a wide range of natural resources and ecosystems, rather than just focus on the atmospheric carbon accumulation. In the contemporary world, people have used 1.6 earths to produce the resources consumed and dump the wastes discharged. This trend means that it will take the earth 1 year and 6 months to regenerate natural resources used and absorb wastes per year because of human activities. If this kind of consumption pattern is as of old, the total demand for ecosystems is expected to exceed 80% of natural carrying capacities in another 10 years (39).

Environmental economics is paying more and more attention to the convergence of environmental indicators such as ecological footprints, especially the topics related to natural deterioration. There are two reasons why convergence of environmental indicators is important. (1) The need for close cooperation between countries and regions with similar productivity characteristics when formulating and implementing environmental policies. In order to mitigate the threat of global warming, policies should not be limited to the territorial scope of just one country, but should take actions at the international level. The Tokyo Protocol and the Paris Agreement are examples of the international communities' joint resistance to environmental degradation. (2) The consumption patterns, foreign trade and industrial structure of countries or regions affect the evolving trend of environmental and ecological indicators. Therefore, it is urgent to identify the factors that determine the convergence or divergence of ecological indicators. Environmental policies to protect the nature have an obligation to change the deteriorating trend of environmental indicators. Therefore, identifying the mechanisms that trace the trajectories of changes in ecological indicators is a topic of interest to both policymakers and academic researchers.

This present paper applies the sample data from 1961 to 2017 to study whether or not the stochastic convergence occurred in the ecological footprint and ecological carrying capacity series of BRICS countries. Two rigorous statistical testing methods are employed to identify whether or not the long memory processes (if exist) characterizing ecological indicators are falsely modeled (i.e., identified break points). Through various frequency-domain Whittle estimators and statistical tests, it is found that the fractional integration parameters of the vast majority of per capita EF sequences are greater than 1, indicating that these environmental indicators are non-mean reverting (divergence); The parameters of fractional integration of BC sequences are mostly within the interval 0 < d ≤ 1, which indicates that the ecological footprints are non-stationary long-memory processes. The fractional integration parameters of ecological carrying capacities are obviously smaller than those of ecological footprints, but they are still in the non-stationary and long memory domain. The significant discrepancy to the EF indicators in most countries, however, is that the BC sequences are convergent processes, namely mean-reverting. By comparisons, it is found that the convergence of ecological footprints and ecological carrying capacities is closely related to the economic development of various countries. Generally speaking, richer countries have a higher convergence rate of these two indicators being discussed; As the world's largest developing countries, the BRICS countries' ecological indicators are mostly divergent.

From the perspective of existing or potential policies that prevent ecological indicators worsening, the conclusions of this study are very informative. For most BRICS countries, the ecological footprints exhibit non-stationary behaviors, which fully demonstrates that policies that affect the ecological footprints actually have long-term and permanent effects. There are several policies that can address the growing ecological footprints. Such a series of policies includes a carbon tax designed to reduce the demand for carbon and governmental subsidies expended to guarantee the consumption of alternative clean energies. Controls on land use should also be strengthened to protect land, forests and other natural habitats. Regardless of whether or not certain environmental policies are temporary in nature, the fact that the ecological footprints are non-stationary ensures governmental policies can take long-term effects on these indicator's dynamics. China's per capita EF series have undergone structural changes during the sample period, indicating that the rising rate is faster than other BRICS countries. Implications arising from this observation a more stringent and long-term policy tool package should be adopted for energy conservation and carbon emission reduction. The per capita BC sequence in South Africa has also undergone structural changes in the process of persistent decline (judged by the Mayoral test), anticipating a faster decreasing rate. Therefore, in the pursue of economic development, Brazil should get rid of over-exploitating nature and adopt stricter environmental protection policies to prevent the further decline of its ecological carrying capacity.

Because the ecological footprints are found to be non-stationary in most BRICS countries, predicting their evolving dynamics based on past behavior may constitute a great obstacle (if not be feasible). However, their non-stationary behaviors means that policies aimed at changing it will have lasting and persistent impacts. As the vast majority of macroeconomic variables are also non-stationary, especially for level values (not differenced values), the ecological footprints may have the same fractional integration order as that of macroeconomic variables, thus indicating the existence of cointegration between these variables, in other words, long-term equilibrium relationship, which can assist in formulating relevant environmental policies.

Convergence of environmental indicators between countries is considered as a fair share of carbon dioxide emission rights. However, different countries have different natural endowments, and furthermore resources can be transferred between different countries. The stationarity of a sequence provides information about whether the effects of a shock to the sequence is temporary or permanent. A stationary sequence manifest itself that the effects of this shock are temporary. Therefore, if the impacts of shocks to the ecological footprint sequences dissipate quickly, these sequences of various countries converge to the sample means stochastically. A non-stationary sequence indicates that the effects of the shock hitting it are permanent, i.e. this sequence will deviate from the sample mean eventually. Similarly, when a ecological indicator is non-stationary, environmental policies that affect it have persistent, and even permanent effects. At the same time, the convergence of ecological indicators between countries shows that it is necessary to adopt internationally cooperative policies to protect the vulnerable environment. The lack of convergence indicates that these policies are out of permanent effects and the cross-broad policies are not very powerful.

Due to the long-memory characteristics of environmental indicators, the impacts of a positive shock (usually comes from an environmental policy) will be long-term and this policy effect will be better. For example, specific policies include energy efficiency improvement projects and subsidies for renewable energies. However, the divergence of environmental indicators is more disadvantageous. If an adverse random impact occurs, the impact will be very long-term, and a stronger policy intervention is needed to reverse the trajectory of environmental deterioration. In order to deter the worsening trend of ecological indicators, a steadfast policy stance is necessary. Therefore, we argue that: (1) A policy that is designed to be temporary or eventually revoked cannot expect to have lasting effects. (2) A policy that is either permanent or believed to be permanent will often have stronger and more persistent effects. Based on our empirical results, the degree of commitment is as important or more important than the validity or the potential effects of a policy.

In addition, some country-specific characteristics, such as the degree of economic development, industrial structure and consumption patterns, should also be taken into account. As high-income countries and developed countries formulate some better policies and more effective measures to confront the challenge of the ecological indicator worsening, low-income countries should borrow some advanced experiences of developed countries who share similar evolving trajectories of ecological indicator to achieve greater progress in curbing the deterioration of ecological indicators.
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Objective: To comparatively analyze the effect of early external fixator and plate internal fixation treatment on postoperative complications and lower limb function recovery of patients with unstable pelvic fracture based on smart healthcare.

Methods: The clinical data of 98 patients with unstable pelvic fractures treated in our hospital from August 2018 to August 2021 were collected for retrospective analysis, and the patients were split into group A (plate internal fixation, n = 49) and group B (early external fixator treatment, n = 49) according to the surgical modalities. The time of operation, intraoperative blood loss, postoperative complications, etc. were compared between the two groups.

Results: Between the two groups, group B had significantly better clinical indicators (P < 0.001), a greatly higher good rate of fracture reduction and postoperative Harris score (P < 0.05), and obviously lower VAS score and total incidence rate of postoperative complications (P < 0.05).

Conclusion: Through the analysis based on smart healthcare, it is found that compared with plate internal fixation treatment, early external fixator treatment presents a better effect in treating patients with unstable pelvic fracture, because it is a reliable method to accelerate fracture healing, reduce postoperative complications, and improve lower limb function.

Keywords: early external fixator, plate internal fixation, unstable pelvic fracture, postoperative complications, lower limb function recovery, smart healthcare


INTRODUCTION

Pelvic fractures account for approximately 3% of all fractures. Unstable pelvic fractures are classified as high-energy injuries (1) and are often associated with other complications, with high mortality and disability rates. Conservative treatment is often selected in clinics to treat unstable pelvic fractures, but the incidence rates of complications such as hypostatic pneumonia and gastrointestinal hemorrhagic stress ulcer are higher (2), which, despite current improvements in medical technology, still affect the prognosis of patients, resulting in a severe reduction in their quality of life (QOL) (3, 4). Since the pelvic bone is not stable and relies mainly on soft tissues such as ligaments, so the key to treatment is to provide it with an environment that is mechanically stable throughout its structure, thus aiding the recovery of both the bone and soft tissues (5). With the progress of Internet technology, China proposes to develop the smart health industry and promote the deep integration of cloud computing, big data, mobile Internet, and the health services industry, under which context smart healthcare was born. Smart healthcare enables a more scientific management model of daily life and production that greatly improves the distribution and utilization efficiency of resources. Plate internal fixation is currently a common method for the clinical treatment of unstable pelvic fractures, and clinical studies (6) have found that although it has a better fixation effect, there are disadvantages such as a long time of surgery, high difficulty in surgical manipulation, long time of incision healing and more postoperative complications. The external fixation technique is mostly used in the first aid of pelvic fractures because it plays an important role in the stability and hemodynamics of pelvic fractures and saves valuable time for the management of combined injuries, and its effect has been demonstrated in some fracture types, such as femur fractures, tibial shaft fractures, and comminuted intra-articular fractures of the distal radius in children (7–9). Currently, there are fewer clinical studies on the external fixation treatment for pelvic fractures. The study, based on smart healthcare, further summarized and concluded the diagnosis and surgical treatment for fracture types to better apply the external fixation technique in pelvic fractures, and meanwhile, measured the best position and angle for external fixator screw installation according to patients' three-dimensional CT images of the pelvis before surgery, in the hope of providing greater theoretical and data support for the surgery.



MATERIALS AND METHODS


General Data

The study objects were patients with unstable pelvic fracture treated in our hospital. All patients received relevant examinations after admission, see Figure 1 for the technical route. The study met the World Medical Association Declaration of Helsinki (2013) (10).


[image: Figure 1]
FIGURE 1. Technical rout.




Inclusion and Exclusion Criteria

Inclusion criteria. ① The images met the X-ray signs of unstable pelvic fracture; ② the time from injury to surgery ≤ 3 weeks; ③ the patients met the indications of surgical treatment; and ④ the patients had complete clinical data.

Exclusion criteria for the patients. ① Pathological or old fracture; ② complicated with severe head trauma, organic injury, or neurovascular injury; and ③ severe osteoporosis.



Therapies

Patients in group A received internal fixation with steel plate, and the steps were as follows. General anesthesia was performed, before surgery, 0.08 mg/kg of midazolam (manufacturer: Yichang Humanwell Pharmaceutical Co., Ltd.; NMPA approval no. H20067040; specification: 2 ml: 2 mg) was administered via intramuscular injection, and 0.03 mg/kg of midazolam, 3 μg/kg of fentanyl (manufacturer: Jiangsu Nhwa Pharmaceutical Co., Ltd.; NMPA approval no. H20113509; specification: 10 ml: 0.5 mg), 1.5 mg/kg of propofol (manufacturer: Sichuan Guorui Pharmaceutical Co., Ltd.; NMPA approval no. H20040079; specification: 10 ml: 0.1 g) and 0.6 mg/kg of rocuronium (manufacturer: Guangdong Jiabo Pharmaceutical Co., Ltd.; NMPA approval no. H20183109; specification: 5 ml: 50 mg) was given via an intravenous drip. For patients with pure anterior ring injury such as separation of the pubic symphysis, the Pfannenstiel incision approach was adopted to expose the pubis and pubic symphysis site, the tissues inside the inguinal canal were well protected, and pelvic reduction was performed with pelvic reduction forceps or screw reduction forceps, the pelvic reconstructive plate was used for fixation, which was placed above the pubic symphysis site. For patients with fractures at the root of the superior branch of the pubis and acetabulum, an ilioinguinal approach was adopted, the femoral veins, femoral arteries, and peripheral nerves were well protected, after reduction, fixation was performed with the reconstructive plate, which was placed above the pubic branch, and C-arm X-ray was used to confirm that the screws were not in the acetabulum. For patients with pubic branch fracture at the anterior pelvic ring or mild separation of the pubic symphysis, if the pelvis was stable after reduction and fixation of the posterior ring, the method of single posterior ring fixation could be adopted (11). For patients with subluxation or luxation of the sacroiliac joint, an ilioinguinal approach was adopted to expose the front of the whole sacroiliac joint and iliac fossa, subperiosteal dissection was performed, the Kirschner wire (manufacturer: Tianjin Jinxingda Industries Co., Ltd.; model: type ZQY) was screwed in sacrum from the outside of L5 nerve root, and fixation was conducted with 2- to 4-hole steel plate. For patients with sacroiliac joint luxation or sacrum fracture, a posterior exposure approach was performed, the patients were in the supine position, a straight or arc-shaped incision was made along the sacroiliac joint, the gluteus maximus was separated from the attachment point, and the superior gluteal blood vessels and nerves were protected. Closed reduction was mostly adopted for the fixation of iliosacral screws, the patients were in the supine position or prone position, the C-arm system confirmed that the position, direction, and length were appropriate in 3 planes on the lateral part, pelvic inlet, and outlet, and the corresponding screws were selected for fixation of fracture and luxation (12).

Patients in group B received early external fixator treatment. After general anesthesia, the patients were in the supine position, routine disinfection and draping were conducted, and before skin incision, 1 g of tranexamic acid (manufacturer: Shandong Yijian Pharmaceutical Co., Ltd.; NMPA approval no. H20043218; specification: 10 ml: 1.0 g) was administered via intravenous infusion. The anterior inferior iliac spine was located by C-arm X-ray, the skin and subcutaneous tissues were cut open, and the lateral femoral cutaneous nerves were protected; intermuscular blunt dissection was performed to expose the anterior inferior iliac spine and place the sleeve and drill holes with a depth over 3 cm (13). After withdrawing the drill, the threaded nails 6 mm in diameter and 150 mm long were screwed in with a depth over 3 cm, and attention should be paid to avoid entering the hip joint. When the fracture reduction was satisfied, according to the pelvic 3D-CT image before surgery, the best screw installation position and angle of the external fixator were measured, the connecting rod was installed and the nuts were fixed, and then routine suture was performed.



Observation Indicators

Various perioperative indicators of patients in the two groups were recorded, including time of surgery, intraoperative blood loss, fracture healing time, and total length of the incision.

During postoperative follow-up, reduction evaluation was conducted according to the pelvic imaging data and by Matta's criteria for pelvic ring fractures (14), with displacements of less than 4 mm indicating excellent, 4–10 mm indicating good, 10–20 mm indicating fair, and more than 20 mm indicating poor. The scale could be used to evaluate the quality of fracture reduction, and the good rate = (number of excellent cases + number of good cases + number of fair cases) / total number of cases × 100%.

The patients' hip joint recovery after surgery was assessed by the Harris Hip Scale (HHS) (15), which covered four domains, function, pain, absence of deformity, and range of motion. The maximum score was 100 points, with more than 90 points indicating excellent, 80–90 points indicating good, 70–79 points indicating fair, and less than 70 points indicating poor.

The degree of postoperative pain was assessed by the Visual Analog Scale (VAS) (16), to be specific, a vernier slide caliper about 10 cm long was marked with 10 scales on one side and “0” (no pain) and “10” (the worst pain imaginable) at both ends. In clinical use, the side without the scales was faced to the patients for them to pick the corresponding position that best indicated their current degree of pain, and the doctor gave the score accordingly.

The occurrence of complications after-treatment of the two groups was recorded, including venous thrombosis, neural injury, and incision infection.



Statistical Methods

In this study, the data were processed by the professional statistic software SPSS26.0 (IBM, NY, USA), the picture drawing software was GraphPad Prism 7 (GraphPad Software, San Diego, USA), the enumeration data were examined by X2 test and expressed by [n(%)], the measurement data were examined by t-test and expressed by Mean±SD, and differences were considered statistically significant at P < 0.05.




RESULTS


Clinical Data

No significant between-group differences in clinical data including gender ratio, time from injury to surgery, and cause of injury were observed (P > 0.05), presenting comparability. See Table 1.


Table 1. Clinical data (n = 49).

[image: Table 1]



Perioperative Indicators

Various perioperative indicators were significantly better in group B than in group A (P < 0.001). See Table 2.


Table 2. Perioperative indicators [Mean ± SD].
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Fracture Reduction Quality

The good rate of fracture reduction was significantly higher in group B than in group A (P < 0.05). See Table 3.


Table 3. Fracture reduction quality [n(%)].
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Harris Scores

The postoperative Harris score was remarkably higher in group B than in group A (P < 0.001). See Figure 2.


[image: Figure 2]
FIGURE 2. Postoperative Harris scores [Mean ± SD]. The horizontal axis denoted groups A and B, and the vertical axis denoted the Harris score (points); After surgery, the Harris scores of groups A and B were respectively (66.37 ± 2.83) and (74.78 ± 3.28); and *indicated a significant between-group difference in postoperative Harris scores (t = 13.589, P < 0.001).




VAS Scores

The postoperative VAS score was significantly lower in group B than in group A (P < 0.001). See Figure 3.


[image: Figure 3]
FIGURE 3. Postoperative VAS scores [Mean±SD]. The horizontal axis denoted groups A and B, and the vertical axis denoted the VAS score (points); After surgery, the VAS scores of groups A and B were respectively (5.71 ± 1.02) and (3.55 ± 1.16); and *indicated a significant between-group difference in postoperative VAS scores (t = 9.789, P < 0.001).




Postoperative Complications

The total incidence rate of postoperative complications was significantly lower in group B than in group A (P < 0.05). See Table 4.


Table 4. Postoperative complications [n(%)].
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DISCUSSION

Smart healthcare is a rapidly developing high-tech means of medical treatment in the era of big data, and it has gradually infiltrated into people's daily lifestyles. This technique helps people better solve problems in the field of medical health through artificial intelligence (AI) technology, big data, cloud computing, etc., and then opens up new directions in the construction of medical fields. Each patient is considered as an independent individual in smart healthcare, and multiple diagnosis and treatment modalities depending on different patient conditions can be provided, thereby promoting medical quality. Pelvic fractures are injuries resulting from high energy, which are often accompanied by multiple life-threatening injuries to other parts of the body, so the implementation of emergency trauma control and restoration of pelvic ring stabilization is essential for patient survival and treatment. Since the deformity caused by pelvic fracture usually triggers long-term dysfunction, surgical reduction and fixation need to be performed to restore the stability of the pelvis (17). Due to the complexity of pelvic structures and fracture types, surgery is often challenging, so there is currently no consensus on the surgical approach and the choice of fixation method. As a simple method of external fixation, traditional complete pelvic fixation has many advantages, such as easy operation and access, making it a common surgical procedure for the treatment of unstable pelvic fractures for a time (18). However, the poor fixation strength and fixation results of this technique make it unsuitable for some complex pelvic fractures. The previously used internal fixation treatment methods have the shortcomings such as a long time of surgery, high difficulty in surgery, long time of postoperative healing, and more postoperative complications. The external fixator technique is frequently applied in the emergency treatment of pelvic fractures and plays a key role in performing reduction, controlling bleeding, and reducing mortality (12). By drawing on previous clinical treatment experience, this study better exerts the application of external fixator technology in a pelvic fracture through a comparative analysis of the clinical effects of early external fixator and plate internal fixation in the treatment of unstable pelvic fracture, presenting a certain reference and guidance significance for the treatment of an unstable pelvic fracture.

The study results showed that the postoperative good rate of fracture reduction was significantly higher in group B than in group A (P < 0.05), which was due to the fact that the adjustable external fixation technique can reduce bleeding at the pelvic fracture end and stabilize the condition, providing a surgical opportunity for other combined injuries. In addition, the study also found that, compared with plate internal fixation treatment, an early external fixator can reduce intraoperative blood loss, time of surgery, and total length of incision to a certain extent, and accelerate the fracture healing time, which may be due to the fact that the external fixator treatment causes little skin and muscle damage and only needs to place screws firmly (19), and the efficacy of such easily operative procedure has been demonstrated in multiple metatarsal fractures (20). Moreover, the study results showed that the total incidence rate of postoperative complications was remarkably lower in group B than in group A (P < 0.05), and the reason may be that plate internal fixation uses the steel plate to stabilize the anterior and posterior pelvic ring for reconstruction, so as to restore fracture reduction and associated site function with the help of the plate. Some studies have pointed out (21, 22) that plate internal fixation, although has a good effect, can easily induce damage to soft tissues and nerve tissues and increase the chance of postoperative complications because of the large intraoperative incision and high impact on the body and some soft tissues. Whereas external fixator treatment is highly adjustable because the angulation can be adjusted by the attachment of fixators, which greatly reduces the occurrence of complications and allows the patient to turn over after surgery, alleviates decubital ulcers resulting from prolonged bed rest, and makes nursing more convenient. Meanwhile, it also can increase patient stability during handling and inspection to some extent, and then reduce secondary damage and complications (23, 24). The shortcomings of the study were the small sample size and a single source of cases. So further biomechanical study should be carried out to comprehensively observe the clinical effects of the two different fixation methods, so as to provide an evidence-based basis for the treatment of unstable pelvic fracture patients.

In conclusion, through analysis in the context of intelligent medicine, it is found that early external fixator treatment has better results in treating patients with unstable pelvic fractures. In recent years, with the promotion and improvement of technologies such as minimally invasive surgery and spine-pelvis combined fixation, various new directions have appeared in the treatment of pelvic fracture, meanwhile, with the continuous development of imaging-guided systems and the deepening research of biological models of real pelvic fracture established by computer simulation, conditions have been provided for the broadening of new ideas for clinicians, and the treatment of stable pelvic fractures will continuously develop in the aspects of ease of operation and firmness.
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Many firms in the modern world utilize m-banking systems to communicate with their consumers. The word m-banking refers to a widespread method of providing financial services and localization to customers. Since m-banking is important to both banks and users, it has been included in numerous literary works. As a result, embracing financial services via the m-banking platform is critical. This article's technique is mostly descriptive research that investigates common views, current situations, modern tactics, tangible emerging consequences, etc. The main objective here is to analyze the benefits of this study by investigating the past. Since this article analyzes what exists and is descriptive, the data is being retrieved by conducting a cross-sectional survey method about different features that are relevant by sampling the population. The main aim of this study is to explore the adoption of mobile banking technology by consumers. Based on the values of different variables such as affective commitment (AC), transaction convenience (TC), perceived ease of use (PEU), perceived reliability (PR), pre and post benefits (PPB), service, system, and information quality (SSIQ), bank trust (BT), and profitability (P), the inter-relationship between them and the adoption of m-banking technique by the users in banking technology. The model is investigated by examining the hypothesis and identifying the relationship that exists between these different parameters. A simple linear regression method is implemented using the Statistical Package for the Social Sciences (SPSS) software.

Keywords: mobile technology, banking, financial service, transaction convenience, mobile banking


INTRODUCTION

Nowadays, mobile technology plays a vital role in many industries such as banking on managing stocks and finances, business firms sell their products through applications and websites. Mobile banking services such as payment systems influence people's lives more dramatically than other innovations in the recent times (1). Mobile technology made banking services such as payment, transaction, and other services easy through the online mode instead of offline mode. Even the adoption of mobile banking services increased day-by-day by the consumers, still mobile payments do not become ordinary to many of the public (2). Due to the growth of mobile network technology, there is a need for security infrastructure for mobile payments. The security measures give trust to the consumers to adopt mobile banking at anytime from anywhere.

For achieving a successful outcome in business, mobile technology is recognized as competitive and creative equipment that provides better online transaction options (3). Recently, cellphones are being widely used as a tool by people for online shopping, banking, paying bills, etc. Our day-to-day routine lives have been changed through the adoption and development of mobile technology that modifies the way of communication, approaches for selling and buying goods and services, and also the mode of information collection. Such corresponding correlation arises in a constructive environment that has no limitation regarding the time or place (4).

The rapid development in mobile technology and the protection framework facilitate the people to perform m-banking transactions at any time from anywhere, whereas m-banking comprises financial service which is implemented directly or indirectly over a network of wireless telecommunication (3). In the financial sector, the services applied by mobile are referred to as mobile financial services (MFSs) they also include mobile banking and mobile payment. Several studies were conducted to examine the peoples' mindset in view of understanding the mode of adopting mobile banking as a unique and usual service (5). According to the statistics, the level of usage of smartphones has increased from 35 to 80% in 2020, also worldwide, the number of mobile phone beneficiaries is about 6.8 billion, though each mobile was fully activated with the internet. Thus, mobile banking helps in the development of bank access rates which influences bank perception (6). In the banking sector, it is observed that most of the customers have switched to smartphone, apps, or tablets which are highly utilized in their day-to-day life for shopping, entertainment, learning, socializing, and jobs, and these mobile-centric customers are preferred by more bankers (7). For example, a bank in Japan, Jibun Bank whose principal communication with customers is through the mobile channel and was the first bank that affords their complete banking services and products over mobile channels. With the help of cameras and mobile phone, customer has the facility to start a new account with their bank. This mode of banking enables the bank to improve their customer service over anywhere at any time basis. Also, the different mobile banking services are payment, web-related shopping, fund transfer, and web-related marketing. This Jibun Bank has reached more popular for its efficient services within the short duration of their mobile banking introduction (8). Through this, they have attained above 500,000 new bank accounts in their bank. In the initial days, the bank had the facility to send usual text messages related to money transfer and withdrawal and these services were updated to provide its customer a complete functional banking experience (9).

Mobile banking is adopted by many consumers as it is easy to open an account, pay bills, transfer funds, do mobile-based shopping, etc. Many banks in China and America who introduced mobile banking for all their services experienced high demand for their services through mobile banking (10). But many challenges were faced by these banks due to no face-to-face interactions. Trust is an important factor in mobile banking but lack of interaction led to the risk of uncertainty and anonymity. On the other hand, the consumers also suffer from uncertainty whether the bank is trustworthy are not.

During the last decades, mobile banking became relevant all over the world. The number of fund transfers through mobile banking also increased since last year, but mobile banking has many security problems. Sometimes, the security setting of mobile phones can be overridden by the virus in smartphones (11). Many banks open their banking applications, these apps should be updated frequently otherwise the consumers can be vulnerable to the attacks such as DDoS attacks, phishing, spoofing, corporate account takeover, and skimming (12).

The major contribution of the article is:

• To analyze the benefits of this study by investigating the past.

• To explore the adoption of mobile banking technology by consumers.

The remaining article is arranged accordingly. Section Literature Review presents the related work and the hypothesis is formulated in Section Hypothesis Development and Research Methodology. The results in terms of linear regression and descriptive analysis are provided in Section Results and the article is concluded in Section Conclusion and Discussions.



LITERATURE REVIEW

In the modern world, many firms use systems of mobile banking to communicate with the customers. The payment system in mobile banking services benefited people's lives. This article aims to analyze the effect of people using the technology of mobile to make banking services more accessible. Literature on mobile banking adoption, electronic banking services, mobile payment service user acceptance are reviewed.

Hamidi et al. (13) studied the influence of mobile banking adoption on consumer engagement and satisfaction utilizing the customer relationship management (CRM) system, which is the most essential aspect in banking industry. CRM is also seen as a critical role for enhancing client satisfaction in mobile banking. The statistical study performed evaluated the dialogue between the bank's customer sector and their client. The statistical analysis findings have a favorable influence on consumer interactions and satisfaction.

Geebren et al. (14) investigated the importance of consumer satisfaction in mobile eco-systems that used electronic banking services, particularly in developing nations. This entailed researching consumer satisfaction in mobile banking, with a focus on the importance of trust. To determine consumer satisfaction, structural modeling using partial least squares (PLS–SEM) methods were employed to examine the data, and trust demonstrated that customer contentment had a beneficial influence.

The relevance of an early trust theoretical model in mobile payment service user acceptance was highlighted by Gao et al. (15). The initial trust theoretical model highlighted the facilitators and barriers to user trust in m-payment services. The links in the original trust theoretical model were assessed using partial least squares structural modeling (PLS–SEM). The findings may be used in m-payment adoption research and practice in a variety of ways. In total, 52.3% of the difference in usage intention was explained by the current model.

Hentzen JK et al. (16) offered a mobile technology that allows for vital involvement, as well as an explanation of how a retirement app might assist people in planning for their post-retirement strategy. The available literature survey data were used to evaluate a sample of 440 Australian pension fund members. The findings show that consumers' perceived financial security, financial self-efficacy, retirement planning involvement, future consequences consideration, and perceived usefulness with a mobile retirement app have direct and indirect effects on their expected engagement through their goal to adopt the app.

Zhu et al. (17) investigated existing technology designs, including mobile banking, used by rural communities in six Chinese regions. According to the findings, interpersonal and mass communication channels have a bigger influence than organizational communication channels. Mobile banking should be examined since it can assist alleviate the lack of access to financial goods and financial infrastructure in rural areas.

Afeti et al. (18) developed a mobile payment technology for payment for micro-businesses. The study draws on the transaction cost theory and the task-technology fit (TTF) theory as the assumed lens. In total, 20 micro-businesses based on qualitative data were analyzed and the research findings denote those micro-businesses adoption of mobile payments results in strategic and operational benefits.

Alamoudi et al. (19) proposed that the mobile technology acceptance lookalike was changed as we investigated consumers' acceptance of mobile shopping in general stores by examining transaction convenience, usefulness, attitudes, ease of use, transaction speed, optimism, and personal innovativeness. A total of 351 respondents completed the questionnaire evaluation. Consumers are willing to use mobile shopping channels if the system is clear and straightforward to use.

Jebarajakirthy et al. (20) used a comprehensive moderated mediation framework to evaluate the influence of online convenience aspects on mobile banking uptake. Covariance-based structural equation modeling and the process macro are utilized to test these predictions. This study examines how convenience characteristics influence mobile banking adoption intentions.

Abdinoor et al. (21) studied the adoption of mobile financial services in Tanzania with the use of a technology acceptance model. To select the sample from data collection, a random sampling technique was used. The user and non-user of mobile financial services were included in the sample. Zhang et al. (3) investigated customers' use of mobile technology to help them with banking services and activities, as well as the variables that impact their adoption and engagement. Here, the analysis is done by the structural equation modeling technique to know the consumers' intentions toward mobile banking. The result examines the adoption of mobile banking apps to facilitate bank consumers' banking services.

Tiwart et al. (22) researched the variable that influences adoption in Commercial Bank Ethiopia. The author used factors such as perceived ease of use (PEOU), infrastructure (INF), security (SEC), trust, and e-banking adoption. Here, a structural equation model based on least partial square analysis is used. The result of this analysis proves that the trust of customers mediates between PEOU, INF, SEC, and e-banking adoption and realized the factors that guess the purpose and adoption of e-banking by Ethiopian customers.

The problem identified in mobile banking services is critical financial services through mobile banking because it has security problems.



HYPOTHESIS DEVELOPMENT AND RESEARCH METHODOLOGY


Participant's Demographic Information

This study is mainly conducted in China by taking the top e-banks that utilize m-banking. The questionnaire is distributed to both the users and staff of the bank. Within 6 months, 293 questionnaires were completed. These details were taken into consideration in this study. The details of the questionnaires were obtained online and also provided to the users on their official bank pages. The information obtained in the questionnaire is provided in Tables 1, 2.


Table 1. Demographic analysis.
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Table 2. Participant details.
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Participant Details

The information of the customers is mainly obtained based on their m-bank usage. The five main banks such as state-owned, joint-stock, postal savings, commercial city bank, and the agricultural bank were selected. Each participant was asked to say about their experience of their usage.

The amount of time spent by each user on average is provided in Figure 1A. As seen in Figure 1A, more than 39.38% of users are using more than 3 h a day and a minimum of is online Conceptual Model for less than 1 h. In total, 8.21% of the users only use the application for a limited amount of time (below 30 min).


[image: Figure 1]
FIGURE 1. Usage analysis of m-banking application (A) Users using m-banking during the day and (B) users' friends and references using mobile banking.


Figure 1B presents the percentage of people the users have referred for mobile banking. Based on Figure 1B, a total of 48.52% has more than 100 contacts who have been referred to the m-banking. The increase in m-banking contact can improve efficiency.



Conceptual Model

The main aim of this research is to identify the usage of mobile technology of consumers for the banking system. The hypothesis provided for each variable is explained in detail in this section and the conceptual model is provided in Figure 2. The measurement instrument used for this study is presented in Table 3.


[image: Figure 2]
FIGURE 2. Conceptual modeling structure.



Table 3. Measurement instrument to analyze different parameters.
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Hypothesis Modeling
 
Service, System, and Information Quality (SSIQ)"

System quality mainly measures the efficiency of the overall m-banking system in terms of service provider anonymity. The system quality of the m-banking mainly depends upon the ease of use, the attractiveness of the application, trust of the user, etc. If the user trusts the system quality, then they mainly select the system for future transactions. Service Quality mainly relies on the service provided by the m-banking system and it also evaluated the effectiveness of the service in terms of personalization, reliability, delay, etc. Hence, service quality is crucial to improve the quality of m-banking since poor-service quality can result in minimal user trust and satisfaction. Information quality mainly implies that high-quality information is reliable, complete, accurate, relevant, and accessible. The information quality is an important variable that improves the usage, trust, and satisfaction of the customers in the m-banking system.

Hypothesis (H6): The service, system, and information quality had a positive relationship in improving the m-banking quality and user satisfaction.



Affective Commitment

Affective obligations between business partners reflect mental reliance on others and are founded on emotions, loyalty, and dependency. The psychological bond in this example demonstrates an emotional commitment. Support for differences in particular data among new and long-term clients. Based on their differing expectations, new and loyal clients behave in the same way.

Hypothesis (H1): The interaction of customers helps to develop a good relationship with the affective commitment of a person to the bank which is focused on interaction.



Pre- and Post-benefit Convenience

The time and attempt to acquire some benefits of services is said to be benefit convenience. Some of the components of benefit convenience are fast service, timely services, and bank employee attitudes. Sometimes in banks, the consumer needs to visit repeatedly to avail specific service. But in m-banking, consumers can avail any services on the go from the home itself. So, the time and attempt to acquire the service became very easy. Therefore, benefit convenience shows a positive result in mobile banking adoption (23). The time and attempt to contact a service provider for a particular service is said to be post benefit convenience. In m-banking, the service provider can be contacted and solve the grievances within a few clicks through various means such as email, live chat, and toll-free numbers. But in offline banking, the consumer needs to visit the branch and wait for the service provider to solve the problem in service. So, the post benefit convenience shows a positive result in mobile banking adoption (20).

Hypothesis (H5): The pre- and post-benefit convenience are positively interrelated with m-banking.



Transaction Convenience

The fast and simple way to complete the transaction is said to be transaction convenience. Acquiring the service of transaction in a lesser time is the main component of transaction convenience. Other components of transaction convenience are uninterrupted transaction, transaction confirmation, easy checkout, and price inconsistency. By using m-banking, the transaction can be done in any place at any time in a few clicks and can do several transactions simultaneously. But in offline banking, consumer needs to wait in a queue for availing a transaction service. Hence, transaction convenience shows a positive result in mobile banking adoption (24).

Hypothesis (H2): The transaction convenience is positively interrelated with m-banking.



Profitability

Customer participation in an organization's mobile banking may increase customer value and profitability (25).

Hypothesis (H8): Profitability shows positive results in mobile banking adoption.



Perceived Reliability

Perceived reliability is specified as the limit to which the individual has independently considered the technology as a faithful one. In order to offer a trustworthy technical service, the system reliability is important that enables the user to attain the aimed objective. An undependable technology that is employed by an individual seems to be low confidence and such technology utilization should be restricted (26). Research related to mobile technology and information system has revealed that a technology with perceived reliability possesses has an important impact on customers' perceived satisfaction, detected value, and observed quality. Also, customers' understanding level of trust is examined and analyzed as an antecedent of confidence in an organization through the mobile commerce setting. Though mobile is a wireless technology, it is easily susceptible to violations or attacks (27). Mostly, the customers were insisted to share their personal data while consuming and shopping services performed through mobile technology such as date of birth, debit and credit card details, funds, and address. The reliability of mobile technology should be improved thereby increasing customers' belief in securing their personal data. The postulated hypotheses are mentioned as follows:

Hypothesis (H4): Perceived reliability in m-banking helps to improve the consumer's trust and ease of use of banking services.



Banking Trust

In this hypothesis, trust is considered as a faith of competence, integrity, ability, and benevolence that the individual has toward each other. Trust has become an important reducing feature of risk, whereas the e-commerce connection is considered as a naturally risky factor (28). Also, trust in banking is specified that it is linked to reliability and perceived privacy. Generally, the primary interaction between the customer and banker will significantly affect the trust progress in them.

Hypothesis (H7): Based on their usage of mobile devices and attitude, the consumer trust toward M-banking increases.



Perceived Ease of Use (PEU)

Perceived ease of use evaluates the increase in the amount of work required to acquire a job utilizing new technologies on an individual basis. In the effort condition, the simplicity of use of mobile innovation is critical for including customers in the co-creation of value experiences (29). Mobile technology's ability to increase advantages for bank clients has been widely shown, and its simplicity of use is a key factor in consumer acceptability. PEU has been linked to advanced tackling new technologies in the banking industry in several research. However, the launch was difficult, and it was claimed that customers' inclination to utilize mobile banking services is not intrinsically related to employment prospects. As a consequence, it indicates that study into PEU and its influence on consumer attitudes, as well as the interactive method, are both worthwhile endeavors (30–32).

Hypothesis (H3): Customers' views about the usage of mobile devices for facilitating financial services are favorably associated with their perceived ease of use (PEU).





RESULTS


Scale Validity and Reliability

The reliability of the scales was assessed using Cronbach's alpha values. Goodness-of-fit approaches were used to assess the overall model fit for confirmatory factor analysis (CFA). The RMSEA was 0.09, the comparative fit index (CFI) was 0.99, the goodness-of-fit (GFI) was 0.98, and the standardized root mean square residual (RMR) was 0.06. The X2 to df ratio was 4.14, the root mean square error of approximation (RMSEA) was 0.09, the CFI was 0.99, the GFI was 0.98, and the standardized RMR was 0.06. As indicated in Table 4, the reliability coefficients of all constructs were more than 0.87, which is higher than the 0.9 thresholds. The extracted average variance was used to assess convergent validity (AVE). Because the AVE values ranged from 0.58 to 0.92, convergent validity was not an issue. The AVE scores were lower than the squared correlations between pairs of constructs, indicating discriminant validity in the data set. Table 4 shows the results of the Cronbach's alpha and AVE tests.


Table 4. Hypothesis testing.
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Linear Regression Test

Regression tests are run when the allowable alpha coefficient for the scales has been determined. Table 5 shows the regression test results for each of the assumptions discussed in the following sections. Affective commitment (AC) and interaction were investigated, and the correlation coefficient 0.297 and likelihood of significance 0.000 indicate that there is a positive and significant relationship between the two. The regression test supports this positive relationship, showing that the interaction variable may be able to predict AC variation.


Table 5. The results of the linear regression test.

[image: Table 5]

With a correlation value of 0.333 and a probability of significance of 0.000, the following test demonstrated a positive relationship between perceived ease of use and satisfaction (PEU). The correlation coefficient between the variables perceived reliability (PR) and interaction was 0.172, with a probability of significance of 0.000, demonstrating a positive link between the two variables. The correlation value of 0.430 and the probability of significance of 0.000 indicated a positive relationship between satisfaction and service, system, and information quality (SSIQ) (3).



Descriptive Data

The items in this questionnaire were answered using a five-point Likert scale, with the alternatives being: very low (1), low (2), medium (3), high (4), and very high (5). Table 6 shows the SD, middle value (MV), and lowest value (LV) of the descriptive data received from the surveys (3).


Table 6. Descriptive data analysis.
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CONCLUSION AND DISCUSSIONS

Mobile banking is a cost-effective way to reach customers. The different activities that can be performed by the consumers in m-banking are checking their bank balance, making transactions, making investments, getting account statements, paying bills, etc. The motivation for user adoption and use of mobile banking is examined in this research. Positive connections between profitability, trust, and transaction convenience to utilize mobile banking have been found in previous studies. Users' confidence in using mobile banking services, enjoyment, utility of the system, etc., are not the same thing. The participants were unconcerned about the danger of fraud, system dependability, or perceived privacy while building and extending faith in their banks and mobile services. Because of today's technology-driven lifestyle, individuals are receptive to embracing new technologies that are compatible with their mobile phones.

To add value to practice, we must obtain convincing and widespread results from both users and mobile banking service providers. Like mobile phones, smartwatches have become more popular among people nowadays. With this wearable technology, banks have the greatest responsibility to fulfill hedonic and social needs. The purpose and use of this research are common to all consumers irrespective of various countries, populations, and socio-economic status. The variables used in this work are, namely, affective commitment (AC), transaction convenience (TC), perceived ease of use (PEU), perceived reliability (PR), pre- and post benefits (PPBs) service, system, and information quality (SSIQ), bank trust (BT), and profitability (P). Consumer behavior such as untrustworthiness, fraudulence, and so on, as well as mobile banking transaction risks such as financial, privacy, and cyber security, are important risk concerns that may be addressed in future research developments.

The problems and risks that arise by the consumers and banking sector for adopting mobile banking services would be reduced by the scientific researchers using various technologies and methodologies in the future. The results in this article show the different statistical surveys and believed that it is true for both mobile banking consumers and non-mobile banking consumers with various socioeconomic environments. But when we consider globally each country had its own rules and regulations regarding mobile banking transactions, services, and products. And these rules and regulations react differently in different countries.
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New Media Technologies refer to all kinds of web-related technologies like social networking sites, blogs, online social media networking, and other communication technology forms. The primary purpose of this study is to examine the mediating role of new media engagement in this digital age. Furthermore, this study defines the concept of new media, highlights the characteristics of new media technologies, and analyzes the application of new media technologies in this digital age. To meet the objectives stated, the researchers conduct a questionnaire survey to showcase that new media engagement plays a mediating role between the instructions provided to the newsroom in this digital age and the attitude of people toward social media. Results of the study state that the majority of the individuals in this digital era display positive engagement with new media technologies. People in this age believe that social media is safe and less risky for all individuals with regard to communication and interactions.

Keywords: new media technologies, social networking, digital age, communication technologies, attitude toward social media


INTRODUCTION

In recent years, there has been growing interest in investigating the role new media technologies play in diverse areas including business, media, education, mass communication, and so on (1, 2). New media technologies are popularly referred to as Web 2.0 technologies. These technologies use web technologies like online social networking, blogs, wikis, and other social media platforms to communicate with a larger group audience. The last few years have witnessed a steep decline in the use of old media such as magazines, television, newspapers, radio, and other traditional media forms, while the internet has taken over the place of old media rapidly; and for that very reason, old forms of mass communication are becoming extinct with each passing day.

Several studies, for instance Lysak et al. (3), Andrus (4), and Boulos et al. (5) have demonstrated that television took the place of life magazines; emails and telephone took over the telegraph; and so forth. From these instances, it can be understood that old media has been replaced by modern communication techniques. New media communication technologies supplemented the different forms of old media by working in parallel to meet the demands of different organizations. Nowadays, any kind of mass communication is available on the internet and at newsstands (5). Mass communication media allows the readers to comment in real-time on blog sites and online social networking sites. Developments in the arena of new media technology permit individuals to participate in public discussions (6). The whole of mass communication technology has changed with the recent developments in the field of technology. An entirely new shape has been given to the communication process where people began to relate to new media on a personal level unlike the old media forms (7). Many researchers stressed the fact that the concept of virtual identity is growing popular in recent years, as it will help them to understand the role of new media technologies in developing one's own identity in this digital age (7, 8). This will also help the researchers to analyze how people shape their own identity by communicating through online networking platforms. Another interesting fact of new media technology is that it allows users to participate in socially or politically mass discussions. In fact, these technologies provide the user a personal space to comment their opinion on the computer-generated public sphere. New media technologies make it possible for users to generate online content with a carefree attitude.

Preliminary studies on new media technologies primarily focused on limited effects of the modern means of communication (9, 10). In the field of media, for instance, barely a newspaper reporter will be able to understand the significance of blogs; hardly a television producer will be able to know why people moved from network television to online television, and so forth. One of the recent studies on New Media technologies traced the advancements in transforming knowledge in the digital format (11). It was found that users looking for information, irrespective of the place, time, and convenience led to the digital transformation through the mobile-first strategy. Other interesting findings in this field are as follows: (a) young people spend more time on social media platforms to consume information; (b) people began to verify information through the internet; (c) businesses began to promote their brands, products, and services through online social networking platforms and other social media forms; (d) People working in media began using new media to search for a new audience, cross-check the information, promote the coverage of news, and verify the accountability of the news; (e) advertising/marketing channels use new media technology to create branding for their products and services; and (f) academicians also began using different new media technologies for educational purposes (12). Recent studies underline that there is an increase in the percentage of people using various types of new media technologies from 4% in 2008 to 36% in 2018 (13, 14).

For several years, researchers have been focusing on the role of new media technologies in an attempt to understand their impact on the Digital Age. It has been traced that new media technologies build content with the help of the computer-generated public sphere. These technologies are considered an effective tool to maintain engagement in this digital age. Immediacy and cost-effectiveness are the added advantages of such technologies. As an example, one of the recent studies provided evidence of people going live on the Facebook application, which helped them to reach a much larger audience than expected (15). Although there exists no way to measure the engagement of new media, it has been emphasized that the involvement of people, the connectivity aspect between people, and their level of interest in taking participation will help the researcher define and measure the mediating effect of engagement in this digital age. With the help of advanced technologies such as web analytics, organizations from different arenas can monitor the role of people's engagement in those activities filled on new media technologies like online social networking sites, blogs, wikis, and other social media platforms. Counting the number of likes, shares, views, and comments, one can monitor the role of engagement. Processing of healthcare and travel data using machine learning algorithms in place of the traditional healthcare system to identify COVID infected persons (33).

Overall, the aim of this research paper is to investigate the mediating role of new media engagement in this digital age. Furthermore, this study defines the concept of new media, highlights the characteristics of new media technologies, and analyzes the application of new media technologies in this digital age. This study also attempts to provide a framework representing the relationship between new media and engagement in the digital age. As we all know, the twenty-first century is ruled by new media, and therefore its influence on individuals, organizations, disciplines, and so forth is relatively higher than the old media. The present study is structured as given below: Section Introduction provides an introduction to the topic; Section Literature Review examines the existing literature review on the concept of new media, its characteristics, and the impact of new media on individuals, organizations, and other areas. This section also examines the application of new media technologies in various disciplines. Section Methodology presents the methodology adopted for the study. Section Data Analysis discusses the findings and results of the study. Lastly, Section Results and Discussion discusses the conclusions derived from the study.



LITERATURE REVIEW


Understanding New Media

New Media is a new term that is universally applied in multiple ways. Seminal contributions have been made by past researchers on the concept of new media and its contextual use, with regard to communication and technology (7, 10, 16). These studies observed that communication practices, the technology or medium through which the message is communicated, and the social context in which the message is passed are quite important compared to other factors. That is, the message, channel, and source are important to communicate the information. The majority of the literature focused on the above three aspects of new media for a longer duration, besides other advanced practices and technologies like digitization, collaboration, and telecommunication (7, 10, 17). Few other studies defined new media as a web-related technology that uses advanced computer technologies to transmit messages to a larger group audience (18).

From the term new media technologies, it can be understood that such newly developed technologies use specific computer technologies to process the information and communicate it to the audience (19). A networked telecommunication system is used to interact between the users. Communication in the new media technology occurs when two electronic devices are used to share information supported by advanced technologies and software. Emails, chat rooms, social media services, instant messaging, and so on are the best examples of new media technology communication. These platforms made the communication process easier, resulting in the establishment of a universal networked society. Additional advantages of new media services include allowing the people to work together irrespective of geographical differences, promoting globalization, establish worldwide socio-political dialogues, and framing sociological structures across the disciplines (20). A number of authors have also recognized that communication through new media has changed the whole process of communication. Most importantly, new media is known for convenience and smooth communication processes (21).

Most early studies, as well as current work, stated that the term new media encompasses various aspects like the message, the medium used to transmit the message, the technology used to transmit the message, the time during which the message is transmitted, and the social context in which the message is transmitted (22). Certainly, the term media refers to the technology through which the message is communicated. From the above statements, it is inferred that the medium through which the message is transmitted is more important than the content of the message.



Characteristics of New Media

This section presents a review of recent literature on the characteristics of new media. The wide range of new media technology characteristics includes—communication, collaboration, convergence, creativity, and community. In general, new media technologies are relatively concerned about one or other forms of communication. Blogs, which are known as one form of new media technology, allow the users to publish content on one's own web pages. Hence, the blog is an alternative web-technology communication method of transmitting information to large group audience. Furthermore, blog posts are not one-way communications, and thus demand the readers to interact/comment/post their reviews/opinions online. Therefore, there is a factor of engagement in the whole communication process, which is two-way and interactive in nature. In short, communication through new media can be categorized as collaborative, networked, and unidirectional (23). In this rapid networking age, the term viral is used to indicate the rapid speed of transmission, for instance, viral video, viral marketing, viral branding, and viral posts. Furthermore, the participants involved in new media technology communication play the role of both sender and receiver. They can even post their opinion/feedback with the support of a computer-mediated communication process.

It was reported in the literature that, if not all new media technology, at least a few of them facilitate collaboration through the internet. Much of the past collaboration happened through emails. Multiple documents could be shared with multiple people at the same time, which saves time (22, 24). Although there were minimal disadvantages of such email collaboration, it was one of the most effective means of new media communication. Such collaboration is available on Wikipedia, an online encyclopedia. Unlike wikis and emails, blogs have limited collaboration and can be shared among a specific group of people. Recent studies found that google docs permit users to share documents with each other (24). It also allows two users to work together on the same document. While social networking platforms like Facebook, Skype, WhatsApp, and others, users collaborate on the aspects of virtual communication and audio conversing. The majority of the social media platforms permit users to virtually connect with each other by means of conference calls and chats (25).

Another interesting characteristic of new media is that it fosters a sense of community. New media technologies like Skype, Facebook, Yahoo groups, Usenet, Webkinz, YouTube, and others incorporate a sense of community among the users by creating logins. The creativity of the users is the next surprising feature of new media technologies (24, 25). No user plays a passive role anymore, instead, they play an active role in transmitting the messages through web technologies. New media technologies enable its users to create videos, edit videos, post blogs, post reviews/comments on blog posts, post reviews for products/services offered by brands both national and international, and finally create content on wikis. People in this digital age not only read, listen to, or view the content posted online, but also edit, comment, and posts feedback. Hence it can be stated that there is a factor of engagement or interactivity within new media technologies. The new media technologies are broadly known for their convergence with media, technology, and other forms of web-related communication technologies. Apart from the above characteristics of new media technology, a few other features include digitized messages, multi-way communication, and a smooth flow of information (26).



New Media and Engagement

Over time, extensive literature has developed on examining the role of engagement in new media technologies. It was traced that new media becomes the most significant channel across the arenas to promote news, education, marketing, branding, and so on. Specifically speaking, people use the new technologies to share critical information with a large group audience. Multiple studies also discussed the use of new media and observed that people tend to spend more time on the newly developed technologies to read, listen, view, comment, and share information with one another (27, 28). These studies also found that user engagement plays an important role in transmitting the message to the target audience. Likewise, recent studies in the field traced that most people in this digital age posts activities through various social media platforms. In short, it can be stated that user participation is much important to process any kind of information (29–32). These new media technologies are changing the behavior of people, enabling them to interact online, create online communities, and become socially engaging. Thus, it can be argued that engagement of the audience/users/individuals is crucial in new media technology communication. Negligible studies have tried to examine the mediating role of new media engagement in this digital age and thus, this paper aims to examine the mediating role of new media engagement in this modern digital age. In the light of the above literature, the study proposes the following hypothesis as represented in Figure 1.


[image: Figure 1]
FIGURE 1. Proposed hypotheses of the study.





METHODOLOGY

The current study mainly concentrates on exploring the mediating role of new media engagement in the digital age. It also examines the concept of new media, identifies the different types of new media technologies, and the characteristics of new media technologies. The study also examines the application of new media technology in a digital age. The analysis of the current study has been conducted through secondary literature and primary analysis as well. The study has developed hypotheses based on the analysis and review of the secondary literature. The formulated hypotheses are tested using a questionnaire. Thus, the current study gathers all the required data using a questionnaire and hence the study is descriptive. Using the results of the questionare the researcher will evaluate the hypotheses. This method involves describing the objectives, defining the population, selecting the sample, and later interpreting the data and results.

The population is nothing but the complete set of individuals or objects bound together by certain common characteristics. The population is of two types- target and accessible. The target population consists of those for whom the researcher wishes to generalize the findings of the study. While the other set of the population acts as the sub-set of it. In the current study, the total population includes all the people who fall under the age group of 18–50. From the total population, the study derives the required sample. The term sample includes the individuals selected to participate in the study. These selected participants are popularly known as respondents/subjects of research. Sampling methods are of two types—probability/random sampling and non-probability. To carry out the research, this study employs a random sampling method. At times, researchers also tend to use purposive sampling with the aim of obtaining required data from a certain area of research.

For the purpose of fulfilling the objectives of the study, the study selects a sample consisting of 100 respondents between the age group of 18–50. Both primary and secondary data are collected to find out the results. The primary data is collected using the structured questionnaire designed to collect the required data from the participants. The collected data will help the researcher to examine the mediating role of new media engagement in this digital age; review the attitude or behavior of users who use new media technologies to communicate, and examine the factor of engagement and interactivity among users with a special focus on the digital age. The researcher collects the secondary data required for the study from research articles and other journals. Besides, the study measures the formulated hypothesis with the help of 3-point Likert Scale. A pilot study is conducted to check the reliability and validity of the questionnaire, for 30 respondents. Finally, all gathered information was collected and analyzed to answer the research purpose. Figure 2 presents the methodology followed in the study.


[image: Figure 2]
FIGURE 2. Flow chart of the methodology.




DATA ANALYSIS

This section of the article presents the data gathered from the selected respondents through the questionnaire. Firstly, the demographic details of the respondents are presented, along with the duration, context, and other essential details. The duration of the study lasted for 4 weeks, that is from the end of November to December. To all these 100 respondents, the questionnaire was distributed through online sites. All the participants attended the questionnaire with extreme dedication, as they were asked to fill the questionnaire in an appropriate manner. Although the questionnaire was distributed to 150 participants that include young people, employees working in various organizations like marketing, media, press, education, and self-employed; only 130 were received of which 100 were valid. These 100 valid responses were used for further analysis. Table 1 records the demographic details of the active respondents. Figure 3 represents the graphical representation of demographic details.


Table 1. Demographic details of the participants.

[image: Table 1]
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FIGURE 3. Graphical representation of respondents' details.


From Table 1, the following deductions can be recorded: (1) Most of the respondents (45%) fall under the age group of 21–30; (2) 25% of the respondents fall under the age group of 31–40; (3) 10% of the respondents fall under the age group of 41–50; (4) 10% of the respondents fall under the age group <20. Of all the active respondents, 58% of them were men and 42% of them were women, who were working in different organizations associated with brands, marketing, and so on. The majority of the respondents work in news media followed by education, marketing, students, and self-employed individuals, respectively. The statistics given in Table 1 clearly state that almost all the participants either work in a large organization or are entrusted with new media technologies in this new digital age.

Table 2 presents the responses to the questionnaire collected from the participants of the study.


Table 2. Responses of the participants.

[image: Table 2]

From the statistic given in Table 2, it can be deduced that the questionnaire was distributed to 150 people that including employees working in marketing, press, media and others, students, and self-employed individuals. Of all 150, 130 questionnaires were completed and 20 of them were incomplete. Of these 130 questionnaires, only 100 were considered valid and reliable.



RESULTS AND DISCUSSION

This section of the study presents the analysis of the data gathered through the questionnaires. The data analyzed with the help of the questionnaire are presented in Tables 3–6 followed by a discussion of the results. An opinion poll is used to collect the data for the study. All the participants filled out the questionnaire and submitted their results online. These opinions submitted by the participants are analyzed using a 3-point Likert scale. Table 3 records the details of how many people understand new media technology.


Table 3. Concept of new media technology.
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Understanding New Media Technology

From Table 3, it can be deduced that of all participants, 40% of them reported that they were fully aware of the term and concept of new media technology, 30% of them reported that they were partially aware of the term and concept of new media technology, 15% of them reported that they were unaware of term and concept of new media technology, and another 15% of them stayed neutral.



Characteristics of New Media Technologies

From Table 4, it can be inferred that out of 100 participants, communication features cater to 30%, convergence and community cater to 10%, the creativity of the users cater to 30%, and collaboration caters to 30%, which will positively affect the behavior of an individual/user in this digital age. This shows that almost all characteristics of new media technology impact the behavior of an individual.


Table 4. Characteristics of new media technologies.
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New Media Technologies and Digital Age

From Table 5, it can be inferred that out of 100 participants 70% of them agreed that there is a positive relationship between new media technology and the digital age, while 20% of them agreed that there is a negative relationship between new media technology and the digital age. often percent stayed neutral. This shows that there certainly exists a relationship between new media and the digital age.


Table 5. New media technology and digital age.
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Mediating Role of Engagement and Interactivity

From Table 6, it can be inferred that out of 100 participants 80% of them agreed that new media plays a mediating or engaging role in this digital age to share information, view content, post feedback on blogs, and so on. Meanwhile 15% of them agreed that interactivity is essential in new media technologies, especially in this digital age, and hence interactivity plays a mediating role. Only 5% of the respondents stayed neutral. This shows that both engagement and interactivity play a mediating role between new media and the digital age. New media engagement is essential to share information with each other, develop creative content, create branding, and so on.


Table 6. Mediating role of engagement and interactivity.
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Results of Rating Scale

Table 7 records the statistical analysis of the rating scale selected in this study. The results of the rating scale were analyzed on a three-point Likert scale ranging from “Always” to “Never.” Figure 4 presents the graphical representation of the results of the rating scale.


Table 7. Results of rating scale.
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FIGURE 4. Graphical representation of rating scale results.


The findings of the current study are given in the given Table 8 given below.


Table 8. Item statics.
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Figure 5 shows the assessing the measures for different parameters. The current study analyzed the mediating role of engagement between new media and information in this digital age. The demographic data of respondents were also considered, which helped us to understand if the respondents were aware of the new media technologies that are rapidly spreading in this digital age. The results suggest that people in the digital age are aware of the new media web-communication technologies. Moreover, the results also indicate that almost 90% of the respondents think that communication convergence, community, creativity, and collaboration are the five major characteristics of new media, which influences the use of new media in this twenty first century. In addition to, these characteristics are generalized and can be applied worldwide, as everything has become online these days. Furthermore, the study also found that there is a positive relationship between new media technology and the digital age. A digital age permits the users to adopt different new media web-communication technologies in their daily life for easier and smooth communication. Results of the study stated that new media plays a mediating or engaging role in this digital age to share information, view content, post feedback on blogs and so on. The study also found that interactivity is essential in new media technologies, especially in this digital age, and hence interactivity plays a mediating role. Both engagement and interactivity play a mediating role between new media and digital age. New media engagement is essential to share information with each other, develop creative content, create branding, and so on. The current study can be seen as a beginning and future researchers can explore mediating role of other factors in the digital age. It is also suggested to extend the number of respondents for more information on this study. User engagement plays an important role in transmitting the message to the target audience. Likewise, it is also traced that most of the people in this digital age posts activities through various social media platforms. In short, it can be stated that user participation is very important to process any kind of information. These new media technologies are changing the behavior of the people, enabling them to interact online, create online communities, and become socially engaging. Thus, it can be argued that engagement of the audience/users/individuals is crucial in new media technology communication. Table 9 shows the performance measure as shown below.
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FIGURE 5. Assessing the measures.



Table 9. Assessing the measures.
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CONCLUSION

The present article has proposed and tested the mediating role of new media engagement in this digital age. Interactivity is essential in new media technologies, especially in this digital age, and hence interactivity plays a mediating role. Both engagement and interactivity play a mediating role between new media and the digital age. New media engagement is essential to share information with each other, develop creative content, create branding, and so on. This research analyzed the characteristics of new media technologies which affect the communication process in all organizations across various fields. The results of the study indicated that new media technologies influence the behavior of the people, enabling them to interact online, create online communities, and become socially engaging. Thus, it can be argued that engagement of the audience/users/individuals is crucial in new media technology communication. Future researchers can adopt a scientific approach to understand the mediating role of new media engagement in this digital age. They can focus on the element of interactivity by conducting case studies to have much more appropriate results that can apply across the fields.
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In this contemporary world, the words data and sustainability play a crucial role in determining the financial budgets of small and medium-sized enterprises (SMEs). Usually, it is stated that the survival of small and medium-sized enterprises (SMEs) is directly proportional to the growth and sustainability factor of the nation. The economic sustainability of a nation is dependent on appropriate functioning of SMEs. Any kind of direct impact on the working of SMEs will have its impact on the whole economy of a nation. There are different factors such as lack of financial capacity, low market demands, restrictions with regard to the capital, and barriers in the supply chain that affect the sustainability of SMEs worldwide. Nevertheless, small, and medium sized enterprises around the world are greatly investing on skills, innovation, and other capital related resources to mark up the demands of the external market. The main objective of this study is to examine the financial budgets of technology-based SMEs from the perspective of sustainability and big data. For this, the study collects data through a questionnaire from 1,800 Small and Medium Sized Enterprises. Based on a detailed and careful examination of the data, only 1,400 of the responses received were considered valid (79.75%). To test the hypothesis stated, the study employs structural equation modeling. This will help the researcher to examine the direct effect of financial budget and technology adaption of SMEs from the perspective of sustainability and big data. Results of the study stated that SMEs sustainability and big data are directly and positively related to the financial budget planning of technology-based SMEs. The study also found that big data plays an important role in the businesses, specifically for their own growth.
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INTRODUCTION

Recently, businesses across the world are facing extreme sustainability issues and thereby adversely impacting the economy of the nations. Due to the current societal circumstances, most of the businesses are enforced to formulate new ideas to deal with the problems associated with the pressurized societal situation. Especially, Small and Medium sized Enterprises (SMEs) recorded the most pressing difficulties including financial and Non-financial. There are other factors like limited market demand, supply chain disruption, and trade discontinuation that will impact the economy of the nation (1). The current environmental situations in the world critically affected the economy of the nation, nevertheless, the most affected sector was identified as Small and Medium sized Enterprises (SMEs) (2).

Very recently, (3) provided evidence stating that SMEs act as the major driving force in increasing the growth of the nation. SMEs also create employment opportunities, open markets for economic sustainability, and develop trade liberalization. Because of financial and economic crisis, several small and medium sized enterprises are facing challenges. Most of the SMEs are failing to contribute the economic development of their nation. Several studies, for instance (4, 5), have revealed that SMEs are the gravest hit industries, especially during any type of crisis. It was noted that these SMEs knowledge level was low, susceptible, less reliant, and so on. Moreover, SMEs were greatly dependent on financial agents who support them during a crisis (6). Several studies also recorded that SMEs are facing multiple challenges with regard to financial obligation such as paying credit to the financial institutions, identifying shortages in the inventory, and identifying shortage in the operations.

To achieve the goal of sustainability, it becomes equally important for the SMEs to predominantly survive and contribute to the total economy of the country. Although there exist several ways that hinder the growth of SMEs, it becomes crucial for an SME to survive by itself and contribute to the whole economy of the country (7). Despite SMEs have sorted their own methods/ways to deal with survival, it had affected their businesses in a positive and negative manner. Usually, owners of the businesses are concerned about the operations of the SMEs, which included financial budget activities, financial disruption activities, creating unemployment, creating social imbalance, creating security imbalance, and planning the whole production. It was also observed that these operations had had a deep impact on the society (8).

Preliminary studies of SMEs sustainability primarily focused on exploring factors that affected the growth and development of small and medium sized enterprises. Factors such as adopting technology in the SMEs, implementing financial budgets, appropriating financial planning, effective big data management, and so forth affected the growth and functioning of SMEs (9). A growing number of literatures has proved that technology-based SMEs perform well in terms of dealing with sustainability and big data. It was also found that there is a positive relationship between adapting technology and sustainability of SMEs. From the above statement, it can be deduced that the technology-based functioning SMEs find advantages in the market and thus moving toward the path of sustainability (10). Although there exist several studies exploring the relationship between finance and the growth of SMEs, so far, no study has tried to analyze the financial budgets of technology-based SMEs from the perspective of sustainability and big data.

Past studies confirmed that data is regarded as one of valued assets for any business, and it's been increasing rapidly day-by-day. This valued asset is popularly termed as big data that comes with 3 peculiar features. These three features are identified as having high volumes of data, variety of data types, and velocity to process the data. Almost all the organizations in the world are striving hard to discover all the possible ways to utilize this big data and develop their business. Majority of the studies confirmed that big data is quite important in the growth and development of a business (11). It was also added that, both large and small organizations are focusing on accurate and valuable data to make some important decisions related to business development. Likewise, few other studies demonstrated that big data supports SMEs to reach out to their target audience, understand their preferences, identify their needs, and then meet them in new ways (9, 12). Hence, it can be understood that big data plays a significant role in the growth of an SME, which is why SMEs should adopt big data in their business. Therefore, this study focuses on examining the financial budgets of technology-based SMEs from the perspective of sustainability and big data, which are considered as the backbone of a nations' economy. The other objectives of the study are to improve the business process of SMEs by adopting new technologies and planning for financial budgets, which will effectively promote the growth of SMEs. This study will address the existing research gap by examining the process of planning financial budgets to the technology-based SMEs through the perspective of big data and sustainability. It will also examine the relationship between finance and SMEs; technology and SMEs; big data and SMEs; and try to understand this complex relationship from the perspective of SME sustainability.



LITERATURE REVIEW


Relationship Between Finance and SMEs

The growth of small and medium sized enterprises is directly related to the aspect of finance. Innovations with regard to finance, especially in the smooth functioning of SMEs play a critical role in various forms. In order to perform well, external and internal financial resources are necessary within an SME (13). Generally speaking, the performance of a firm is predominantly determined by intellectual resources and other major decisions. Moreover, any firm seems to face external and internal constraints (14). Past studies advocated that SMEs receive financial support from different traditional sources like merchant banks, development banks, commercial banks and so on. Most of the existing financial institutions were established to maintain the financial budgets of private organizations. For a smooth flow of business, these banks serve them with their effective channels (15). To manage the business in a much effective manner, every organization need loans from bank. From the above it can be understood that there is a direct relationship between credit of banks i.e.,' bank loans and the performance of a company, be it large or small and medium sized enterprises. The economic activity between a bank and an SME, is thus correlated.

Recent studies discussed about the effectiveness of the integration of e-commerce within Small and Medium sized Enterprises and found that latest technologies like mobile banking permits many SMEs the flexibility to settle down their financial transactions through the application (16). These new technologies also help the businesses to effectively perform financial transactions and reduce costs. It was also found that adopting mobile banking services within the small and medium sized enterprises will improve the diversity of business, reduce the cost, maintain the security, provide settlements with regard to finance. To perform monetary transactions, mobile commerce technology uses computer networks and other wireless networks. Previous studies observed that there has been a steady increase in the number of people using mobile applications and devices to buy products/services online. Using smartphone technology within the businesses can reduce the normal risks associated with finance. Hence, the study proposes the following hypothesis:

H1: There is a positive relationship between financing and SMEs sustainability.



Relationship Between Technology and SMEs

Previous studies have shown that technology plays a crucial role in the effective functioning of an enterprise. Adapting to the innovative technology will permit the business entity to establish their brand in the market. It will also boost the competitor factor within the SMEs in the global market (17). As a result of globalization, the economic and financial condition of the SMEs are continuously persisting in terms of attaining large economy scale. Moreover, the revolution created by technology has led to several problems addressing the SMEs and the owners of SMEs had to respond to those issues. Interestingly, it was found that innovations in technology enhanced the business of SMEs and as a result SMEs witnessed a long-term growth. Hence, from this perspective it becomes important to understand the role of technology in achieving SMEs sustainability (18, 19).

Few other studies stressed that certain SMEs export their products/services at international level. They broaden their market with the help of innovative technologies. Technology based SMEs focused on pushing themselves to enter international market and expand their potential. When the SMEs are exposed to the overseas market, equivalently they et an opportunity to expand themselves and efficiently communicate, transport, and trade their services (20–22). Above all, advanced technologies enhanced the internal and external communication process from the organization perspective. It also boosted the competitiveness among SMEs by improving the quality of goods and services. With the advancement of technology, supply chain linkages has also improved by aiding new services.

Another important aspect of using technology in SMEs is that it gives excellent outcome in the market. Use of advanced technology strengthen the condition of firms in the markets at international and national level (23). Recent studies found the strong appeal on adapting technology within the SMEs. For various reasons like social culture, technology adaptation, economic structure, and political condition of nation, sometimes the business can be prolonged. Numerous studies discussed the advantages of implementing technologies in SMEs (24–26). Nevertheless, few other studies aimed to focus on adopting technology within small and medium sized enterprises. Both developing and developed countries are interested in adopting technology to the SMEs, which will enhance the performance of firms. Innovations in technology will enhance the firm performance, thereby making SMEs sustainable. Hence, it can be commented that technology-based SMEs are critical in developing the economy of nation. Thus, the study proposes the following hypothesis:

H2: There is a positive relationship between adopting technology and SMEs sustainability.



Big Data and SMEs

There exists a considerable body of literature on the importance of data within the companies. Data is regarded as an important asset of SMEs. SMEs across the world are exploring different ways to tackle the data, which is usually called as big data. Big data is not only used in large multinational organizations, but also in SMEs. With the aim of improving the quality of a business, SMEs make use of big data to make accurate and quick decision in the need of hour (27, 28). The literature review shows that the use of big data in the business will enhance the whole process of business, and for this reason, SMEs are thinking on adopting big data to businesses (29–31). The use of big data technologies will help SMEs in deriving market value. The best way to deal with the challenges in the business is to adopt big data in SMEs (27). However, researchers have shifted their focus on big data, on discovering the benefits of big data.

A series of recent studies has indicated that multinational organizations are buying big data. Even startups are purchasing big data technologies to understand the new market, new clients, new business and so forth. Big data will also help SMEs to cut down the costs of business and enter the market. Transforming the big data to business applications will cost them real difficulty. Investing capital in the big data hardware and software is high. Few other studies revealed that technology adaptation, financial innovations, and big data are regarded as the strong pillars of SME (14, 16). In fact, organizations that use big data can increase their productivity and growth, which will improve the performance of enterprises. It will also help SMEs to understand the behavior of the market. Therefore, the study proposes the following hypothesis:

H3: There is a positive relationship between Big Data and SMEs sustainability.

H4: Big Data increases the growth and development of SMEs.

H5: Innovative Finance, Technology adaptation and Big Data technologies are essential in SMEs sustainability.




METHODOLOGY

The current study mainly concentrates on examining the financial budgets of technology-based SMEs from the perspective of sustainability and big data. It also examines the relationship between innovative finance and SMEs, adapting new technologies within the SMEs, adopting to big data technologies from the perspective of SME sustainability. The analysis of the current study has been conducted through secondary literature and primary analysis as well. The study has developed hypothesis based on the analysis and review of the secondary literature. The formulated hypothesis is tested using a structured questionnaire. Thus, the current study gathers all the required data using questionnaire and hence the study is descriptive. Using the questionnaire's results the researcher will evaluate the hypothesis. This method involves describing the objectives, define the population, select the sample, and later interpret the data and results. Population is a complete set of individuals who are bound together by certain common characteristics. Population is of two types- target and accessible. Target population consists of those whom the researcher wishes to generalize the findings of the study. In the current study the total population include 7.2 million SMEs in China. From the total population, the study derives the required sample. The term sample includes the individuals selected to participate in the study. These selected participants are popularly known as respondents/subjects of research. Sampling methods are of two types–probability/random sampling and Non-probability. To carry out the research, this study employs random sampling method. At times, researchers also tend to use purposive sampling with the aim of obtaining required data from certain area of research.

For the purpose of fulfilling the objectives of the study, the study selects the sample consisting of 5,210 SMEs located in China. This study focused on those SMEs in China that were relatively easy to connect using an electronic channel. Prior to the administration of the questionnaire prepared, consent from the SMEs was imitated as the first step. Only after the participants acknowledgment, the questionnaire link was distributed to the selected sample. Out of 5,210 sample, around 4,000 of them acknowledged and agreed to participate in the study. So, in total 4,000 SMEs sent their prior consent, out of which only 2,000 were considered valid. Based on the analysis of the secondary literature, the researcher prepared a structured questionnaire, which addressed the factors like innovations in finance, adapting new technologies within the SMEs, adopting big data within SMEs from the perspective of SME sustainability. This structure questionnaire will allow the selected respondents to share their views, opinions, beliefs, attitudes, and values on the research topic. The data was collected during the period of November 2021 to December 2021 and sample of 3,000 was considered along with their responses. Table 1 presents the technical details of the research. In total, 1,800 responses were collected back and after the screening process, data of 1,400 respondents were finalized and considered for further analysis. Both primary and secondary data is collected to find out the results. The primary data is collected using the structured questionnaire designed to collect the required data from the participants. The collected data will help the researcher to examine the financial budgets of technology-based SMEs from the perspective of sustainability and big data. The researcher collects the secondary data required for the study from research articles and other journals. Finally, all gathered information was collected and analyzed to answer the research purpose.


Table 1. Research details.
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The present identifies different variables like innovative finance, innovative technology, SMEs sustainability, and Big Data technology along with the measurement model. This model is presented in Table 2 and its graphical representation is presented in Figure 1.


Table 2. Variables of the study.
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FIGURE 1. Graphical representation of the identified variables in the study.


To analyze the data collected, the researcher employs SPSS and AMOS −26.0 version. To study the relationship between the variables identified, the study adopts structural equation modeling. Furthermore, the selected SMEs will be able to provide accurate and precise information on the questions covered in the questionnaires related to the research topic. As the SEM method is highly resilient and efficient in modern times, the researcher decided to use the same. This method will help the researcher to examine the relationship between the variables identified by testing the proposed hypothesis. This method also focuses on the appropriateness of the results and hence was taken into consideration.

Although the owners of SMEs were reluctant to share the details of firms such as firm performance, innovations in finance budgeting, adopting innovative technologies, and adopting big data technologies, from the perspective of SME sustainability initially, later, they understood the need to evaluate the financial budgets of technology-based SMEs from the perspective of big data and sustainability and thereby opened, which helped the researcher to record the accurate data. Past researchers also tried to measure the sustainability of SMEs, which were in line with the opinions of the respondents, marked in 5-point likert scale, scaling from extremely poor to extremely good. The study also recorded responses from the participants on innovative ways to manage finance in SMEs from the perspective of sustainability and big data, and even their attitude toward the concept of innovative finance on the 5-point likert scale. Lastly, the study also recorded the responses of the respondents on adapting to innovative technologies and big data within SMEs that will enhance the sustainability on a 5-point likert scale.



RESULTS AND DISCUSSION

The current study confirmed the following findings. Table 3 records the demographic details of the respondents, who participated in the structured questionnaires. When analyzing the data of SMEs, it was understood that 65.75 of them are males and 35.1 of them are females, spread across business units like manufacturing and services, fashion houses, units of handicraft and boutique. 52.01% of the respondents come under the manufacturing businesses and 47.12% of them belong to service units like beauty parlor, fast food, book shops and so on. Likewise, 40.10% of the SMEs were established for almost more than 10 years and come in between 15 years, 22.09% of the SMEs were established for more than 15 to 20 years, 19.61% of the SMEs were established for more than 20 years, and least 18.12% of them were established for <10 years. With regard to employee count, 49.21% of them disclosed high level of engagement in operations, 39.41% them disclosed a mediating level of employee engagement, and 13.01% exhibited low levels of employee engagement. Lastly, with regard to the employee revenue, 42.60% of them earned almost 5–10 million in a year, followed by 32.23% (<5 million) and 27.21% (<10 million).


Table 3. Demographic details of the respondents.
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The validation of the instrument used in the study is recorded in Table 4. From the table, it can be understood that the skewness test range results suggest that innovative finance, adapting technology within SMEs from the perspective of big data and sustainability are equally distributed. The extreme loading values presented in the table state that the instrument used is highly reliable and valid, which is calculated as 0.7. in terms of implementation. Moreover, the results presented in Table 4 also confirm the absence of multicollinearity in the data gathered. Figure 2 presents the graphical representation of validating the Instrument used in the study.


Table 4. Validating the instrument used in the study.
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FIGURE 2. Graphical representation of demographic details of respondents.


The result of the empirical study shows that innovative ways to manage finance within the SMEs will play a crucial role from the perspective of SME sustainability, as the coefficient value seems to be higher than the cut-off value. Likewise, the results associated with variable adopting technology within the SMEs also confirmed that they seem to significantly impact the smooth functioning of the SMES, especially when advanced technologies are implemented in line with SME sustainability and big data. Al the identified variables seem to efficient and hence the results can be considered as reliable. The findings of the study also disclosed that there is no reliability and validity issue with regard to the identified constructs. The Figure 3 shows the Graphical Representation of Validating the Instrument used in the study.


[image: Figure 3]
FIGURE 3. Graphical representation of validating the instrument used in the study.


In addition to, the study presented the results in measurement models including all the identified various variables. Table 5 presented the measurement model results of the study, which indicate that there exists a relationship between the constructs–innovative finance, adopting technology within the SMES, adapting to big data technologies from the perspective of SME sustainability and big data. Figure 4 represents the results of Hypothesis testing.


Table 5. Results of hypothesis testing.
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[image: Figure 4]
FIGURE 4. Graphical representation of results of hypothesis testing.


The study found that the hypothesis proposed in the study have high impact on the SME sustainability. Results of the study document that there is a positive relationship between SME and innovative finance, adapting to technological innovations, adapting to big data technologies, especially from the perspective of SME sustainability and big data. The study also found that the SME in China are high in number and hence the operations of the SMEs should focus on adopting to innovative finance, technology from the perspective of big data and sustainability, which stay significant for the survival of SMEs in this modern world. Even big data technologies will create new challenges and opportunities to the SMEs in contemporary world. Furthermore, there is a positive relationship between adopting technology and SMEs sustainability, which will expose SMEs to new opportunities and challenges. In short, it can be summarized that Innovative Finance, Technology adaptation and Big Data technologies are essential in SMEs sustainability.



CONCLUSION

The present article has proposed and tested the relationship between Innovative Finance, Technology adaptation and Big Data technologies, which play an essential role in SMEs sustainability. Hence this study examined the financial budgets of technology-based SMEs from the perspective of sustainability and big data. The results of the study indicated that there is a positive relationship between SME and innovative finance, adapting to technological innovations, adapting to big data technologies, especially from the perspective of SME sustainability and big data. There is a positive relationship between adopting technology and SMEs sustainability, which will expose SMEs to new opportunities and challenges. Thus, it can be argued that can be summarized that Innovative Finance, Technology adaptation and Big Data technologies are essential in SMEs sustainability.
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Blockchain is a recent revolutionary technology primarily associated with cryptocurrencies. It has many unique features including its acting as a decentralized, immutable, shared, and distributed ledger. Blockchain can store all types of data with better security. It avoids third-party intervention to ensure better security of the data. Deep learning is another booming field that is mostly used in computer applications. This work proposes an integrated environment of a blockchain-deep learning environment for analyzing the Electronic Health Records (EHR). The EHR is the medical documentation of a patient which can be shared among hospitals and other public health organizations. The proposed work enables a deep learning algorithm act as an agent to analyze the EHR data which is stored in the blockchain. This proposed integrated environment can alert the patients by means of a reminder for consultation, diet chart, etc. This work utilizes the deep learning approach to analyze the EHR, after which an alert will be sent to the patient's registered mobile number.

Keywords: electronic health records, blockchain, deep learning, integrated environment, hyperledger fabric


1. INTRODUCTION

In this modern period, many clinicians do not maintain the physical ledger of a patient's information, diagnostic details, and treatments. Instead, they keep health records electronically. These records hold the patient's complete information such as his history, allergies, treatment taken, etc. It can be viewed by clinicians, hospitals, and healthcare providers for any cause. These records require the utmost safety and security in order to prevent misuse by third parties or cyber attackers (1, 2). It contains confidential information about medication, symptoms, scan reports, and even biometrics. This work uses blockchain-based storage for Electronic Health Records (EHR) to provide privacy and security for the data. It is very crucial that EHR be maintained because it contains sensitive information (3, 4). There are some drawbacks in existing EHR maintenance which include:

1. Whether to trust an organization that stores EHR.

2. Hacking and medical data breaching.

3. Difficulty in retrieving the patient's history for treatment suggestion.

4. In case of emergencies, how to get the patient data, and if it can be trusted.

To overcome all these drawbacks, the work proposes a storage method using a blockchain-hyperledger fabric to store the patient data with enhanced security and privacy. The medical report of any patient cannot be accessed without their permission. Other users like doctors, healthcare providers should have a digital certificate from the government to join and access EHR in the blockchain network. Only doctors, healthcare providers, and clinicians would be able to perform CRUD operations in the block. The data from the block is retrieved using the hash value. Next, the retrieved patient's block is analyzed using Recurrent Neural Network-Long Short-Term Memory (RNN-LSTM). Then the performance of RNN-LSTM is compared with RNN-GRU. Once the patient's block is analyzed, an alert will be sent to the patient's registered mobile number.


1.1. Motivation

The Electronic Health Records contain very sensitive information, and the chances of cyber attackers misusing the reports are very high in the centralized storage environment. Furthermore, the patients track their reports for regular consultation, medication, diagnosis appointments, etc. The motivation of this proposed work is to analyze the patient's EHR witha deep learning mechanism stored in the Blockchain and to create an alert system for the patient.



1.2. Contribution

To incorporate the reliable Hyperledger fabric blockchain to store the medical records of the patient. It also analyzes the blocks(the patient's EHR) using the RNN-LSTM and RNN-GRU mechanism. An alert system is created for the patients welfare, for activities like an alert for the next consultation, medication, and for diagnosis. The behavior and efficiency of the RNN algorithm is analyzed. Asa result, a reliable Hyperledger fabric is utilized for storing the EHR. Those medical records are analyzed by the deep learning Recurrent Neural Network algorithm, and it creates an alert system to monitor the patients remotely.



1.3. Organization of the Paper

The rest of the paper is organized as follows: Section 2 describes related works. Section 3 explains materials and methods. Section 4 discusses the results. Finally, Section 5 concludes the work.




2. RELATED WORK

Blockchain is a booming technology which has been incorporated in many areas like industry and academic scenarios (3, 5). The diet recommendation system was created for patients affected by heart disease and to avoid heart disease (6), while also checking for the family history. Kutia et al. (7), Plastiras and O'Sullivan (8), and Shabbir et al. (9) studied the impact of different parameters that influence the adapting to and use of the online health facilities in Ukraine and China, such asallergies, food preferences, age, blood pressure. It utilizes machine learning algorithms for the recommendation system. The authors (8) proposed a tailored recommendationfor patients based on different parameters, with reference to their health records using Artificial Intelligence. The study (10) proposes a literature survey of machine learning algorithms that are used in a recommendation system. Agapito et al. (11) proposed a diet organizer system, which can be utilized by both healthy people and patients with chronic diseases. The authors in Mani et al. (12) and Singhal et al. (13) utilized the blockchain, Hyperledger fabric storage using Inter Planetary File Storage (IPFS) protocol to save data in the blockchain. Wang et al. (14) showed how bigdata analytics can be utilized for the healthcare industry, with the pros and cons of the model. The use of predictive data mining algorithms to recommend healthy diets was proposed by Jaiswal (15). A data mining model was developed to provide users with information about healthy food habits and eating patterns, such as the number of calories burned, the amount of macronutrients consumed, and so on. Patients' dietary preferences are predicted by the patient diet recommendation system by taking into account their eating habits and body measurements. In spite of its effectiveness in predicting healthy diets for patients and nutritionists/doctors, the study is limited by its lack of a flexible model and minimally tailored solutions to fit the patient's needs. Argaw et al. (16) briefly explains that clinical documents and hospitals are very prone to hackers and cyber attackers. There are scalability issues as the data is stored in an on-chain database, which makes the system unstable. However, the author in Egala et al. (17) proposed a ring structure-based access control that ensures privacy. Alsufyani et al. (18) proposed a system to manage data intelligently in a cyberspace environment. Decentralized storage and access to records, as described in Singh et al. (19), are efficient ways to utilize the network's power and resources. In Peng et al. (20), the author employed high-end privacy-enhancing technologies, such as homomorphic encryption, that prevent vulnerabilities due to the processing of data while it is encrypted. To ensure nodes did not engage in malicious behavior, the Agrawal and Jain (21) used zero-knowledge proof and proof authority consensus for mutual authentication as a privacy enhancement technique. There is no doubt that blockchain technology provides a cryptographic solution to the security issue, but there are challenges such as privacy, scalability, and interoperability. Large medical data centers have experienced record breach episodes in the past two decades, which have left medical companies with additional challenges (21). When blockchain technology was newly invented, MedRec (22) became the first recommendation system for an electronic patient record management system that would be made possible with blockchain technology. Ether blockchains are capable of backing up detailed accessibility data. Healthcare providers maintain third-party databases, not the blockchain. This means that the records can still be hacked or misused. A healthcare management system as in Ivan (23) encrypts patient keys as data is recorded on the blockchain. Researchers and hospitals decrypt the data with a patient's public key after receiving consent from the patient. In contrast, we empower our patients to control their own data, so they are the only ones who have access to them.



3. MATERIALS AND METHODS


3.1. Hyperledger Fabric

Hyperledger fabric is an open-source platform which builds the distributed ledger, with a plug-and-play architecture (modular) that facilitates a high level of security, privacy, and confidentiality of the data. The architecture of Hyperledger fabric is shown in Figure 1. The client capitulates the transaction pool through the fabric SDK to the endorser. Endorsing peers verify and execute the transaction, and generate the read and write sets. The response is then sent back to the client. All replies from peers are collected by the client, and they are sent to the “orderer.” In this case, all transactions are ordered by the orderer in ascending order and then formed into a block. Each committer validates this block and adds a new block to their own copy of the ledger as a result. The fabric consists of four components, namely:

1. Membership Service Provider (MSP)

2. Client

3. Orderer

4. Peer


[image: Figure 1]
FIGURE 1. Architecture of hyperledger fabric.


Membership Service Provider is the main component of Fabric which defines a rule to allow members in after authentication and verification. It manages the User ID and the authenticity of the client. The client is the person who initiates the transaction proposal. All transactions have to be written in the shared ledger in blockchain in a consistent order. In order for updates to the world state to be valid, the order in which they are made must be determined.



3.2. RNN-Long Short-Term Memory

A Recurrent Neural Network is a special kind of deep learning where the output of the previous step will be the input of the subsequent step. LSTM is a special type of Recurrent Neural Network which enables the system to learn the long-term dependencies of data. This type of learning is achieved by the repeated module of the LSTM, which has a combination of 4 different layers connected to each other. Figure 2 explains the method, and the three-layeredarchitecture where the embedding layer gives the pre-processed data to the Encoder-LSTM network. It then passes to the attention layer that acts as the intermediate layer, where it facilitates the decoder to pay more attention to the specific parts of the fixed-size vectors.


[image: Figure 2]
FIGURE 2. Architecture of the LSTM RNN.



3.2.1. RNN-GRU

The Gated Recurrent Unit (GRU) is another type of Recurrent Neural Network. It is very similar to the Long-Short-Term Memory RNN.



3.2.2. System Model

This work utilizes the blockchain to store all the EHR of the patients, which cannot be accessed by third parties or cyber attackers, because of its high security and privacy of medical data. Hyperledger Fabric can be used to save these types of medical data. It uses Inter Planetary File System (IPFS) which provides a solution for the file storage problems. IPFS can store and retrieve large files efficiently. Health records are encrypted using symmetric key cryptography to ensure privacy. To protect the record, it is stored in an encrypted format on an IPFS server under the appropriate supervisory authority. To access the patient's record, an entity must first be given the authorization to do so.

1. A private key is used to decrypt the record.

2. RSA key pair public key and symmetric key are used to encrypt the key.

Access to a health record may be removed if:

1. The symmetric key is decrypted by the private key associated with the EHR owner.

2. The symmetric key is used to decrypt the EHR.

3. A new symmetric key is used to re-encrypt the record.

4. Encryption of the symmetric key is completed using the public keys of all authorized users.

Figure 3 describes the model of the system it takes the Input (EHR) from clinicians, doctors, and healthcare providers which is stored in the Hyperledger Fabric using the protocol Inter Planetary File System (IPFS) using Algorithm 1, where from the data is retrieved by a deep learning agent for analyzing the EHR, after analyzing the data in EHR the RNN-LSTM will send the alert for several activities like doctor's consultation, medication, and diagnosis schedule to the patient's registered android device, this was explained in the Algorithm 2.


[image: Figure 3]
FIGURE 3. Model of the system.



[image: Algorithm 1]
Algorithm 1. Creating and updating health records in Hyperledger blockchain.



[image: Algorithm 2]
Algorithm 2. Creating an alert for health records in Hyperledger blockchain Alert ().


This proposed work uses nine different features from EHR to provide an effective alert system. These features are listed in Table 1 above. Considering all these features, we can design an efficient alert system, through whichregular monitoring of thepatient can be done.


Table 1. Reference summary.

[image: Table 1]




3.3. Data Preprocessing

Data pre-processing is an essential task to be carried out. It helps to achieve the maximized efficiency of the model. At this stage, the dataset is pre-processed by four important steps which include:

1. Data cleaning

2. Data integration

3. Data transformation

4. Data reduction

These four steps have to be followed sequentially to get the required pre-processed data to train the model. At first, the dataset is cleansed by assigning missing values, null values, eliminating the nosy data, resolving the inconsistency,and removing outliers. The cleansed data is then used for data integration, which refers to the merging of data from multiple sources into a single larger data store, such as a data warehouse. Inthe data transformation step, wetransform the value, structure, or format of quality data into alternative forms, according to some strategies such as generalization, normalization, attribute selection and aggregation. Finally, the data reduction is carried out to find the appropriate dataset model proposed to achieve the maximum efficiency.



3.4. Evaluation Metrics

Many evaluation metrics are used to evaluate the performance of our model

[image: image]

[image: image]

The objective of precision is to examine the True Positive (AZ) units in connection with False Positive (CZ) units.

The objective of recall is to examine True Positive (AZ) units in connection to False Negative (CN) units that are not classified. The arithmetic arrangement of recall is stated in Equation below:

[image: image]

Sometimes, the assessment of performance may not be very efficient with recall and accuracy. For example, if a mining algorithm has high precision but low recall, then another algorithm is needed. Then comes the question of which algorithm is more effective. This challenge is solved utilizing F1-measure that gives a mean recall and precision. F1-measure can be calculated as follows:

[image: image]
 

3.5. Experiments and Results

In the proposed model, the personal alert system is designed for patients registered mobile numbers. The alert is created for certain activities like the next consultation date, medication, diet specification, and diagnosis date. Initially, the patient's EHR is stored in the Blockchain using IPFS protocol. The data saved in the blockchain will be more secure and distributed. The data that is saved in the blockchain is retrieved by the deep learning mechanism, Long Short-Term Memory for analyzing the data. After analyzing the patient EHR, a tailored alert system is triggered to the registered mobile number.

The proposed work uses nine features from the dataset, the features are ID, age, gender, disease, weight, consultation date, medication, diagnosis, and diet specification. The taxonomical analysis is done with several featuresto give accurate results.

The analysis of the EHR is done using the deep learning techniques Long-Short Term Memory (LSTM) and Gated Recurrent Unit (GRU) which are Recurrent Neural Network techniques. Table 2 shows the list of abbreviation and Table 3 shows the features used in the model. Therefore, the comparison between the two integrated blockchain and Recurrent Neural Networks in analysing the EHR is given in Table 4, in terms of precision, recall, and F1 score.


Table 2. List of abbreviations.

[image: Table 2]


Table 3. Features used in the model.

[image: Table 3]


Table 4. Report of precision, recall, and F1 scores.

[image: Table 4]

The training and testing scores for LSTM are shown in Figure 4. In the graph, the red line represents the training curve and the yellow line represents the testing curve. Training curves start from 93.6% and after 50 epochs, they reach 95%. For the testing curve, it starts at 94% and goes to 97.4%, then goes down to 96%. Training and testing losses for LSTM are shown in Figure 5. The training loss is represented in red, while the testing loss is displayed in yellow. The training loss begins at 0.27 and reduces to 0.128. The testing loss begins at 0.23 and decreases to 0.075. Figure 6 shows the scores obtained during the training and testing for GRU, while Figure 7 shows the losses obtained during the training and testing for GRU. The red curve in Figure 5 represents the training curve. It starts at 93% and goes up to 97% testing and training scores for GRU. Similarly, the yellow curve representing the LSTM's testing score starts at 94% and goes up to 97%. Figure 7 shows the training loss starts at 0.3 and decreases after 50 iterations. It reaches 0.1 after that. Likewise, the testing loss starts at 0.2 and decreases until it reaches 0.05.


[image: Figure 4]
FIGURE 4. Accuracy performance of training and the testing score of LSTM.



[image: Figure 5]
FIGURE 5. Loss performance of training and the testing score of LSTM.



[image: Figure 6]
FIGURE 6. Accuracy performance of training and testing score of GRU.



[image: Figure 7]
FIGURE 7. Loss performance of training and testing score of GRU.


Table 2 shows that the LSTM model outperforms another modelin terms of recall, precision, and F1 score. The Allowed LSTM had 98% precision, 99% recall, and F1 measure scores, respectively. The Not Allowed class had 87% precision,77% recall, and 81% F1 measure score, respectively. The other model Integrated Blockchain-GRU also performs well but not as well as LSTM. Finally, the result of the model is shown for both Allowed and Not Allowed classes in Figure 8.


[image: Figure 8]
FIGURE 8. Classification report of LSTM and GRU.





4. CONCLUSION

The study proposes an integrated blockchain-RNN algorithm for storing the EHR in the Hyperledger Fabric using the protocol Inter Planetary File System. The stored EHR is analyzed with the deep learning mechanism, Recurrent Neural Network algorithms, namely Long-short-Term Memory and Gated Recurrent Units. The integrated model gives an alert to the registered mobile number of patients regarding the consultation reminder, diagnosis alert, medication, diet chart specification. It uses 9 features, i.e., age, sex, weight, disease, medication chart, appointment date, diagnosis date, and diet specification. This proposed work focuses on an integrated model to automate the alert system for various activities of the patient. Finally, experimental results show that the LSTM outperforms the other models in terms of precision, recall, and F1 score. This work is practically possible but the maintenance cost is more when compared to the traditional model. In the Future, the alert system can be improved by collaborating with the calendar application in android mobile with fitness applications and to provide a solution for a cost-efficient model.
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Background: With the development of big data, big data interpenetrate in every person's life. Health care is no exception to this trend, especially in regard to nursing analytics. The data that is analyzed and leveraged in this field is gathered from a variety of sources, including electronic health records (EHRs), medical histories, provider notes and mobile applications, creating an accumulation of personalized health information around each individual.

Objective: To explore the effect of the network-based positive psychological nursing model combined with elemene injection on negative emotions, immune function and quality of life (QOL) in patients with lung cancer (LC) undergoing chemotherapy.

Methods: The clinical data of 90 LC patients who underwent chemotherapy in our hospital from December 2020 to December 2021 were retrospectively analyzed, and the patients were equally split into experimental group (EG) and control group (CG) according to the order of enrollment. The patients in CG received routine nursing intervention during chemotherapy, while those in EG received the network-based positive psychological nursing model combined with elemene injection to compare negative emotions, immune function and quality of life (QOL) between the two groups.

Results: Compared with CG, EG had notably higher immune function indexes (P < 0.001), lower serum VEGF and MMP-2 levels (P < 0.001), lower HAMA and HAMD scores (P < 0.05), and higher scores of PTGI, physiological function, psychological function, social function and physical function (P < 0.001).

Conclusion: The network-based positive psychological nursing model combined with elemene injection is a reliable method to enhance the immune function and QOL of LC patients undergoing chemotherapy and alleviate their negative emotions, which has a high clinical application value.

Keywords: network, positive psychology, elemene injection, lung cancer chemotherapy, negative emotions, immune function, quality of life (QOL)


INTRODUCTION

Lung cancer (LC), mainly occurring in bronchial epithelial cells, is a common clinical malignant tumor with a high incidence (1) and seriously threatens human health. Thoracoscopic radical resection of lung cancer is a common surgical approach to treat LC (2), and postoperative chemotherapy is an indispensable adjuvant therapy. However, chemotherapy can trigger serious adverse reactions in patients, such as gastrointestinal reactions, vomiting and diarrhea (3, 4). In addition, patients during the period of chemotherapy often experience negative emotions due to worries about postoperative recovery and fear of tumors. In addition, the prevalence of the concept of cancer fear and the harm of LC itself expose patients to great psychological pressure, such as anxiety and tension. Besides, studies have found that immune function plays an important role in the disease development of malignant tumor patients, and cancer cells seriously affect the immune function of patients after the occurrence of tumors. At the same time, the toxic reactions of chemotherapy drugs also damage the normal physiological function of patients and result in a series of severe stress reactions, further damaging the immune system of patients, resulting in the decline of immune function and seriously affecting the quality of life (QOL). Therefore, how to alleviate the negative emotions of LC patients undergoing chemotherapy, enhance the immune function and QOL, and prevent disease recurrence is an urgent problem to be solved in clinic (5, 6). Routine nursing measures are carried out from health education, cognitive management and emotional support, which can hardly stimulate the potential of patients and leaves an unsatisfactory effect. Based on the theory of positive psychology, positive psychological intervention taps individual positive factors and stimulates the intrinsic potential of patients through their positive emotional experience and effective social support (7, 8). The development of Internet technology effectively solves the current lack of nursing resources in China. A report (9) shows that the network-based positive psychological nursing model enables patients to understand their diseases and maximizes the effect of psychological intervention through the instant push function of mobile phone APPs. A current study (10) has found that elemene injection can reduce the mitotic ability of tumor cells and induce their apoptosis, thus inhibiting their growth and proliferation, changing their immunogenicity, and strengthening the immune response of the body. Chemotherapy causes great physical and psychological pain to LC patients. In order to alleviate the pain of such patients, this study can play a guiding role in the clinical treatment of lung cancer, effectively improve the negative emotions of patients undergoing chemotherapy, reduce the economic burden of their families, and provide theoretical support for further research in the future. At present, few studies have confirmed the intervention effect of the network-based positive psychological nursing model combined with elemene injection on LC patients undergoing chemotherapy. In order to fill this gap and provide evidence-based evidence for more patients, this study is reported as follows.



MATERIALS AND METHODS


General Information

The study subjects were 90 LC patients who received chemotherapy in our hospital from December 2020 to December 2021, and were equally split into experimental group (EG) and control group (CG) according to the order of enrollment. This study was approved by the ethics committee of Jimo Nanquan Health Center, following the Declaration of Helsinki (2013) (11).



Inclusion and Exclusion Criteria
 
Inclusion Criteria

(1) Patients meeting the diagnostic criteria of LC and receiving chemotherapy; (2) patients with no history of epilepsy or cognitive impairment; and (3) patients with the stable condition and the approval of the attending doctor.



Exclusion Criteria

(1) Patents with a deteriorating condition and unstable vital signs; (2) patients with inability to understand the purpose of the researchers and the content of the questionnaire, and with severe cognitive impairment; and (3) patients who were allergic to the research drugs.




Methods

Patients in CG received routine nursing intervention during chemotherapy through health education and professional guidance, including the pathogenesis, clinical manifestations and stages of disease development, precautions during chemotherapy, side effects of chemotherapy drugs, and dietary guidance (12, 13).

Patients in EG received the network-based positive psychological nursing model combined with elemene injection. The network-based positive psychological nursing model was carried out as below. (1) A network-based positive psychological nursing team was established, with 1 attending physician, 1 head nurse, 3 whole-course nurses, and 2 assistant nurses, aiming to organize the training on related knowledge of LC, chemotherapy and positive psychology, and carry out the assessment. The nurses could take the post only when they passed the assessment. (2) Register on the mobile APP. The LC health management platform was established, including modules such as chemotherapy period, psychological communication and patient assistance. The patients were guided to enter the platform and each module. The head nurse was the platform administrator and the whole-course nurses were responsible for the specific operations. (3) Online knowledge learning. According to the relevant content of positive psychology, combined with the psychological problems of LC patients undergoing chemotherapy, the head nurse organized and compiled the network courses of positive psychological intervention. The whole-course nurses pushed the contents on the WeChat public account weekly to guide patients to learn and use positive psychology to face the discomfort after chemotherapy. (4) Sharing of positive emotions on the platform. The patients were encouraged to write gratitude logs and upload them to the platform to cultivate their positive attitude. (5) Online mindfulness decompression training. The whole-course nurses led the patients to carry out online mindfulness decompression training, and guided them to exchange their feelings and ideas and express their psychological pain. Elemene injection (manufacturer: CSPC Pharmaceutical Group Co., Ltd.; NMPA approval No.: H20110114; specification: 10 ml: 0.2 g × 5 vials/box) was injected into patients, 400 mg/time, 1 time/d. With 21 days as a course of treatment, the patients received the continuous treatment of three courses. The dosage was appropriately adjusted according to the actual situation of patients during the treatment process.



Observation Indexes

The fasting elbow venous blood of both groups after treatment was collected and centrifuged to prepare serum samples. The serum matrix metalloproteinases (MMP-2) and vascular endothelial growth factor (VEGF) were measured by ELISA. A protein immunoassay analyzer (model: CS-AutoBlot 48; manufacturer: Hunan Zhongrui Huxin Medical Technology Co., Ltd.) was used to detect the levels of immunoglobulin (Ig) G, IgA and IgM.

Hamilton Anxiety Scale (HAMA) (14) and Hamilton Depression Scale (HAMD) (15) were used to evaluate the negative emotions of both groups. The total score was 56 in HAMA and 68 in HAMD. Higher scores suggested worse emotions of patients.


Post-traumatic Growth Level

The Chinese version of Post-traumatic Growth Inventory (PTGI) (16) was applied to evaluate the post-traumatic growth level of patients, including life perception (4 items), personal strength (4 items), new possibility (3 items), relationship with others (6 items) and self-transformation (3 items). The Likert 6-level scoring method was adopted with 0–5 points from “no” to “very much”, and a total score of 100 points. A higher score indicated a higher post-traumatic growth level.



Quality of Life (QOL)

The Quality of Life (QOL) scale was used to evaluate the patients from psychological function, social function, physical function and physiological function, with each scoring 100 points. A higher score denoted better QOL.




Statistical Methods

The data were processed by the professional statistical software SPSS26.0 and graphed by GraphPad Prism 7 (GraphPad Software, San Diego, USA). Enumeration data were tested by X2 and expressed as [n (%)], while measurement data were tested by t-test and expressed as Mean ± SD. When P < 0.05, the differences were statistically significant.




RESULTS


Clinical Data

No obvious differences in sex ratio, times of chemotherapy, histological types and residence were observed between the two groups (P > 0.05) (see Table 1).


Table 1. Comparison of clinical data.

[image: Table 1]



Immune Function Indexes

All immune function indexes were notably higher in EG than in CG (P < 0.001), as presented in Table 2.


Table 2. Comparison of immune function indexes [Mean ± SD].
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Negative Emotions

The HAMA and HAMD scores in EG were remarkably lower compared with CG (P < 0.05) (see Table 3).


Table 3. Comparison of negative emotion scores [Mean ± SD].
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Serological Indicators

The VEGF and MMP-2 levels were markedly lower in EG than in CG (P < 0.001) (Figure 1).


[image: Figure 1]
FIGURE 1. Comparison of serological indicators [Mean ± SD]. (A) Comparison of MMP-2 levels. The abscissa represented EG and CG, and the ordinate represented the MMP-2 level (ng/L). The MMP-2 levels of EG and CG were (55.61 ± 4.28) ng/L and (70.27 ± 4.06) ng/L, respectively. *Indicated an obvious difference in the MMP-2 levels between the two groups (t = 16.670, P < 0.001). (B) Comparison of VEGF levels. The abscissa represented EG and CG, and the ordinate represented the VEGF level (ng/L). The VEGF levels of EG and CG were (261.86 ± 13.29) ng/L and (330.83 ± 14.09) ng/L, respectively. **Indicated an obvious difference in the VEGF levels between the two groups (t = 23.887, P < 0.001).




Post-traumatic Growth Levels

The PTGI score in EG was notably higher when compared with CG (P < 0.001), as shown in Figure 2.


[image: Figure 2]
FIGURE 2. Comparison of PTGI scores [Mean ± SD]. The abscissa represented EG and CG, and the ordinate represented the PTGI score (points). The PTGI scores of EG and CG were (63.42 ± 4.78) and (56.18 ± 5.69), respectively. *indicated a notable difference in the PTGI scores between the two groups (t = 6.536, P < 0.001).




QOL

The scores of physiological function, psychological function, social function and physical function in EG were obviously higher compared with CG (P < 0.001), as shown in Table 4.


Table 4. Comparison of QOL scores [Mean ± SD].
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DISCUSSION

Lung cancer (LC), the most common cause of cancer death, is also an important contributor to the damage and great economic pressure (17). Though playing an important role in the clinical treatment of LC, radiotherapy and chemotherapy trigger serious side effects, such as symptoms such as fatigue, cough, shortness of breath, and decreased appetite after chemotherapy, resulting in a serious decline in QOL of patients (18). Therefore, how to reduce or alleviate the side effects of chemotherapy and enhance the QOL of patients has become an urgent problem to be solved. With the insufficient understanding of the disease, LC patients are often accompanied by serious negative emotions such as annoyance, fear and depression with the clinical manifestations of distress, reduced self-esteem and crying once they are informed of the disease (19). While seriously disturbing the clinical treatment, these negative emotions also affect the sleep and QOL of patients. Supported by the Internet and based on the positive psychology, the network-based positive psychological nursing mode aims to alleviate the negative emotions of patients undergoing chemotherapy through the implementation of the positive psychological intervention, so as to explore their advantages, help them establish the confidence and courage to actively face the disease, alleviate negative emotions, and boost the QOL. A recent study (20) has confirmed that cognitive-behavioral therapy in network groups can effectively improve the anxiety and depression of LC patients after chemotherapy, and help patients to face treatment with a positive attitude. However, this study only discusses the psychological emotions of patients, and lacks in-depth discussions on their immune function and QOL. Elemene injection is an anti-cancer drug developed independently in China. With certain curative effects on a variety of malignant tumors, it can enhance the immune function of patients, and interfere with the synthesis of DNA and RNA in tumor cells accompanied by less effects on normal cells, which has been confirmed in tumor diseases such as malignant pleural effusion, advanced gastric cancer and esophageal cancer (21, 22). This paper discussed the effect of the network-based positive psychological nursing model combined with elemene injection on LC patients undergoing chemotherapy, and analyzed the immune indexes and serological indexes of patients, so as to clarify the clinical application value. Based on the above method, this experiment selected 90 LC patients treated with chemotherapy in our hospital as the research subjects, in which the EG group received the network-based positive psychological nursing model combined with elemene injection to analyze the effect of different treatment methods on the patients and clarify the clinical application value by comparing the immune function indexes, serological indicators and other indexes after treatment between the two groups. As shown in Table 1, no obvious differences in age, BMI, times of chemotherapy and histological types were observed between the two groups (P > 0.05), which met the requirements of clinical trials.

Under pathological conditions, activated MMP-2 can degrade the extracellular matrix components and break through the matrix barrier, leading to tumor invasion and metastasis. VEGF is a highly specific angiogenic growth factor to promote the formation of new blood vessels, which maintains a high level in many tumor diseases (23). This study showed that the VEGF and MMP-2 levels after treatment were obviously lower in EG than in CG (P < 0.001), suggesting that this therapeutic schedule can significantly reduce the VEGF and MMP-2 levels in LC patients undergoing chemotherapy, possibly because elemene injection with the effect of anti-angiogenesis can effectively inhibit the proliferation, invasion and migration of tumor cells (24). In terms of the improvement of negative emotions, the HAMA and HAMD scores in EG were markedly lower compared with CG (P < 0.05). This is because the network-based positive psychological nursing model takes individual negative psychological level as the research goal and adopts positive emotions to resist negative emotions, so as to stimulate personal potential, tap personal advantages, help patients actively face the setbacks and misfortunes, and urge them to experience the joy and success experience brought by positive actions. Therefore, their self-worth and sense of identity are enhanced to fundamentally improve the negative emotions. As for immune function and QOL, they were notably better in EG than in CG after intervention (P < 0.001). The reason may be that elemene injection is metabolized through the lungs and has a high concentration in lung tissues with less side effects and good tolerance in patients, which can effectively prolong the survival time and enhance the QOL of patients. These effects of elemene injection have been confirmed in the third-line treatment of advanced non-small-cell lung cancer (25). In addition, an animal experiment (26) has shown that elemene injection can improve the T lymphocyte functions of mice, and enhance the antigen presentation and expression of immune-related factors. The network-based positive psychological nursing model pushes network courses about the positive psychological intervention to patients via mobile APPs, and encourages them to write gratitude logs to imperceptibly cultivate their optimistic attitude toward life, transfer the pain caused by adverse reactions of chemotherapy, and boost the QOL. Contributions: After the network-based positive psychological nursing model combined with elemene injection was applied to LC patients undergoing chemotherapy, this study was aimed to effectively alleviate the negative emotions of such patients, reduce the impact of chemotherapy on their immune function, and enhance QOL by evaluating the clinical indicators of patients after treatment. This nursing model also provides an important basis for improving the treatment confidence osf cancer patients, reflects great progress and development of clinical nursing and has comprehensive guiding significance in modern health education and clinical practice, which will undoubtedly become the future direction of medicine. However, psychological nursing based on positive psychology has not yet formed a unified operation mode, which needs to be continuously expanded and deepened. In addition, its localization research under the cultural background in China needs to be further strengthened.



CONCLUSION

In conclusion, the network-based positive psychological nursing model combined with elemene injection is a reliable method to enhance the immune function and QOL of LC patients undergoing chemotherapy. This intervention is beneficial to patients and is superior to routine nursing intervention in improving patients' negative emotions, reducing their serological indicators and enhancing their QOL, with significant effects.
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As a special group facing the huge pressure of study, employment, life, and other aspects, graduate students have had fierce psychological conflicts. Their mental health status has been greatly affected. Postgraduate mental health problems are related to students' normal life and study and the scientific research work during graduate study. Because of this, this paper uses the BP neural network to establish a diagnostic model for postgraduate mental health status with the dependent variables of SCL-90 psychometric test results to realize the diagnosis of postgraduate' mental health status. The accuracy of the training, validation, and test process of the BP neural network is 98.448, 97.373, 98.128%, and the overall fitting accuracy of the model is 98.273% and the prediction accuracy of graduate mental health is 97.93%. Finally, according to the mental health status of graduate students to ensure the smooth progress of scientific research during graduate students.

Keywords: BP neural network, postgraduate mental health, diagnosis, management, graduate students


INTRODUCTION

The importance of postgraduate mental health is self-evident, whether to the postgraduate or the school, society, and the country. Nowadays, the pace of study, life, and postgraduate scientific research are accelerating. In addition, it is difficult to find a job after graduation, and the psychological pressure of students is increasing rapidly. In many aspects, such as daily study and scientific research, interpersonal communication, emotional life, depression, anxiety, inferiority, and other different psychological problems, which have caused a significant impact on the growth of graduate students. Therefore, attaching great importance to the mental health education of graduate students has become a critical task in graduate student training in various universities.


Research on the Mental Health of Graduate Students

Since the late 1980s, there have been more and more studies on the mental health problems of college students at home and abroad. However, most of these studies focused on the mental health status and related factors of undergraduate students, while relatively few studies on the quality of mental health in the graduate population. Research on graduate mental health can be roughly divided into two aspects. The first aspect is the causes, performance, and countermeasures of graduate student mental health problems. Ma et al. (1) investigated the mental health status and life pressure of 340 graduate students in a university. The SCL-90 results showed that the detection rate of psychological problems in graduate students was 44.16%, which explains the prevalence of mental health problems in graduate students. Shanmuganandapala (2) also noted that nearly 25 percent of graduate students have mental health problems, such as symptoms of depression, anxiety, or seasonal affective disorders. Posselt (3) constructed a hierarchical clustering model, studied the mental health problems of nearly 20,888 graduate students in 69 universities and compared the prevalence of depression and anxiety in different research fields. The results showed that graduate students majoring in humanities, arts, and architecture have a significantly higher probability of depression and anxiety than graduate students in other majors. On the psychological status of the Chinese Academy of Chinese Medical Sciences, Wang et al. (4) found that the psychological problems of graduate students were coercion (14.02%), interpersonal disorder (7.32%), depression (8.54%), and anxiety (5.49%).



Research on Management Strategies for Graduate Mental Health Problems

Given the mental health problems of graduate students, many scholars put forward the corresponding management strategies. Among them, Huang et al. (5) discussed the impact of group counseling guided by positive psychology theory on the mental health level of graduate students. The research results show that group counseling based on positive psychology theory can improve the mental health status of graduate students, reduce their negative symptoms and perceptual stress level, and improve their self-acceptance degree. Based on the positive psychological thought, from the perspective of psychological health promotion, Liang et al. (6) constructed a four-level promotion model of graduate mental health that is based on the needs survey of graduate mental health, classification needs as the goal, promotion mode as the core, and effect evaluation as the feedback means. The results showed that good results were achieved.

To sum up, the current graduate mental health problems are mainly from the causes of mental health, the current situation of mental health education, and countermeasures. Most of these studies are theoretical, and few experts quantify the graduate mental health problems and predict their mental health problems through the relevance of the data. Because of this, this paper takes the mental health status of graduate students as the primary research line, obtains the pressure capacity of graduate students in the face of various factors through questionnaire survey, and obtains the mental health evaluation score of graduate students through the SCL-90 questionnaire. Finally, the BP neural network model with the former as the input variable and the latter as the output variable is used to diagnose and manage graduate mental health status.




QUESTIONNAIRE AND THE MODEL


Acquisition of Graduate Mental Health Data Based on Questionnaires
 
Questionnaire Design

For the analysis of the factors affecting graduate mental health, this paper from the social, family, school, and individual level summarizes the following 15 influencing factors such as social adaptation, social temptation, employment, future choice, new environment, economy, competition, research, interpersonal communication, scientific research, others, parents expectations, family background, character defects, conflict of interest. According to the 15 factors that affect graduate psychology, the questionnaire is formulated as follows (Table 1 is the main content of the questionnaire):


Table 1. Main contents of the questionnaire.

[image: Table 1]



Self-Testing of Graduate Mental Health Based on the Self-Rated Scale of the SCL-90 Test

Symptoms Self-evaluation Scale SCL-90 (7–9) is one of the world's most famous psychological test scales. It is widely used in consultation clinics or hospitals to understand the psychological situation of the patients or patients. It can also evaluate the efficacy of the evolution of the condition before and after consultation. This scale consists of 90 items, including feeling, emotion, thinking, consciousness, behavior, living habits, interpersonal relationship, diet, and sleep, and nine factors are used to reflect nine aspects of psychological symptoms. The S-Assessment Scale SCL-90 judged the mental health status.




The Neural Network Model

An neural network model consists of some nodes/neurons, set at multiple layers: the input layer, one or more hidden layers and the output layer. Each node/neuron has an activation function, which calculates how much neuron is “stimulated” (10, 11). At each layer, the collections of nodes/neurons transform the input parameters; these parameters are distributed to the next layer, which is described as (1), (2) and (3):
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Where x represents the input to the first layer; z represents the first layer's output; i, j represents the neural network node index; [image: image] represents the weight between the jth node in the ith layer and the ith node in the (i + 1)th layer; F(a[image: image]) represents the output value of ith node in (n + 1)th layer after being activated by the activation function; w and w0 represent the weight and bias between the neurons, which measures the significance of the data passed along the link (synapse). F(a) employs the activation function, which employes the hidden layer's aggregated output to calculate output y.

The initial weights and biases randomly assigned, the training process continues until the desired output is obtained, which is evaluated by the cost function (4):

[image: image]

Where y represents the output; t represents the desired output, w represent the weight, Levenberg–Marquardt (LM) algorithm is utilized in the neural network training process, which is a variation of gradient descent. The weight and bias of the neural network model are changed during the training process to minimize the error, which is described as function (5):

[image: image]

Where J=[image: image]represents the full-scale Jacobian matrix related to w; I represents the identity matrix; m represents a combination coefficient; e represents the prediction error.

The Levenberg–Marquardt algorithm starts with a forward computation by (1), (2) and (3). The prediction errors of the output layer and the hidden layer are calculated by (6), (7) and (8):
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As shown in function (9) and function (10), the Jacobian is calculated by a back-propagation process:
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In the training process of the sample, the learning sample should be processed to make it fluctuate in a certain range. The normalization method is adopted in this paper to process the data to ensure that the data is between 0 and 1, which is written as (11):

[image: image]

Where [image: image] represents the average value, xmax represents the maximum value, xmin represents the minimum value.




RESULTS AND DISCUSSION


Questionnaire Results Statistics

The respondents of this questionnaire are 500 graduate students coming from different schools and majors. Five hundred questionnaires were sent out, 487 were recovered, and 461 were valid questionnaires, with an efficiency of 92.2%. For the 15 questions in the questionnaire, options A-E correspond to 1–5 points, respectively, and a higher total score indicates more significant psychological stress. The questions 1–15 and the corresponding SCL90 scores are shown in Table 2 (partial results).


Table 2. Questionnaire results.

[image: Table 2]


Attention

According to the score standard of SCL90, the total score is more than 160, should be further examination, the standard is more than 200 points that there are obvious psychological problems, can turn to psychological counseling, more than 250 is more serious, need a detailed medical examination, is likely to do targeted psychological treatment or take medicine under the guidance of a doctor.




Graduate Student Mental Health Diagnosis Model Establishment

Fifteen factors affecting graduate psychology were used as independent variables based on the above questionnaire. The corresponding SCL-90 mental health diagnosis scores were dependent variables to establish the BP neural network model. The data for the training model has randomly selected 400 sets, with 80% training set, 20% test set, and 20% validation set. The remaining 61 sets of data were control groups, and the error between the SCL-90 score and the actual SCL-90 score was analyzed to verify the model's utility (12).

The training procedure of this model is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Training process of the model; (A) convergence characteristics; (B) regression performance of the model; (C) error histogram of the model.


The training process of the BP neural network model is shown in Figure 1A and improves the above neural network configuration. The regression model is initialized in the training process, with the ideal error convergence rate in step 40. Figure 1B shows that high fitting accuracy is obtained after the training process. Then, the accuracy of the training, validation, and test process is 98.448, 97.373, 98.128%, and the overall fitting accuracy of the model is 98.273%. The model's accuracy is high, especially in the test, where the predicted values of the output parameters are close to the reference value. Results show that the relationship between the input and output parameters is modeled correctly. Further prediction/estimation is reliable. Moreover, the error histogram of the model is shown in Figure 1C. For all models, 20 bins are distributed according to Gaussian rules, proving the representativeness of the training data.



Application of the Graduate Mental Health Diagnostic Model

By establishing the BP neural network model, the mental health of the remaining 61 students was diagnosed, and the questionnaire results of these 61 students were input into the prediction model to obtain the following output results and compare the output results to the actual results of SCL-90, as shown in Table 3.


Table 3. Mental health diagnosis results.

[image: Table 3]

As shown in Table 2, the trained diagnosis model achieved an excellent diagnostic effect in practical application. The overall accuracy reached 97.93%, an average error of 2.07%. Among them, the largest diagnostic error of 7.10%, through the above analysis, it can be seen that the mental health diagnosis model in practice or has very high practical value, the judgment of students with psychological problems is more accurate, achieved the expected effect.



Management of Graduate Mental Health Problems

Figure 2 shows the mental health diagnosis scores of the 461 graduate students in this survey. As shown in Figure 2, 34.06% of graduate students had mild psychological problems in the survey results, and 0.43% had obvious psychological problems. Still, they could be solved through psychological counseling. No students in this survey scored more than 250 points, indicating that the surveyed graduate students could solve their psychological problems through positive guidance methods such as psychological counseling.


[image: Figure 2]
FIGURE 2. Statistics of mental health scores for graduate students. Data source: Author organizes.


It can be seen from this survey that the psychological problems of graduate students are common, but they can be solved through positive guidance.

Given the above analysis, this paper proposes the management strategy of graduate psychological problems:

(1) Improve the tutor responsibility system

During graduate school, the relationship between tutor and graduate student is the most important interpersonal relationship. In the training process of graduate students, the communication between tutors and graduate students is the closest. Attention should be paid to building an excellent psychological contract between “mentor and graduate students.” Colleges and universities should improve the tutor responsibility system, give full play to the guiding role of tutors, and clarify the importance of tutors for enhancing the comprehensive ability of graduate students. Graduate tutors should always be strict with themselves in teachers' ethics, set an example in scientific research work, and abide by the principle of integrity.

The tutor has a subtle influence on students 'mental health problems in scientific research and life. The tutor's guidance and evaluation will directly affect the self-efficacy of graduate students. Sometimes the tutor's sentence can greatly encourage students' enthusiasm for scientific research. When students encounter scientific research problems, they should give timely guidance. When students have mastered the experimental techniques and principles in the field, they should lead students to study the significant cutting-edge problems in the area appropriately.

Due to the expansion of graduate enrollment, the number of tutors increases, so it is difficult to consider all graduate students. In order to improve the quality of graduate training, the relevant departments can appropriately control the number of students. According to relevant surveys, some tutors use the “free-range” mode for graduate students and meet less often, so it is difficult to timely understand the students' scientific research status in time, it is difficult for students to get reasonable guidance, and it is easy to cause too much pressure on scientific research. So suggest tutor according to their own and team, appropriate increase for graduate research guidance and humanistic care time, can be through group form, once a week or once every 2 weeks, timely understand everyone's scientific research and life situation, give full play to the mentor lead and research guidance, create a good relationship between teachers and students, reasonable reduce and avoid graduate mental health level, reduce or relieve the pressure of medical graduate research.

Due to the expansion of graduate enrollment, the number of tutors increases, so it is difficult to consider all graduate students. To improve the quality of graduate training, the relevant departments can appropriately control the number of students. According to relevant surveys, some tutors use the “free-range” mode for graduate students and meet less often. So it isn't easy to understand the students' scientific research status in time timely. It is difficult for students to get appropriate guidance, and it is easy to cause too much pressure on scientific research. Therefore, according to their situation and the research group, the tutors can appropriately increase the time of scientific research guidance and humanistic care for graduate students. They can timely understand everyone's scientific research and life situation and give full play to the role of the tutors in the guidance and scientific research guidance. Finally, it will create a good teacher-student relationship, reasonably reduce and avoid the low level of mental health of graduate students, and reduce or relieve the scientific research pressure of medical graduate students.

(2) Strengthen the mental health education in colleges and universities

Graduate mental health education is crucial in the graduate training stage. We should start from the actual situation of mental health education in colleges and universities to strengthen the mental health education of graduate students and effectively help postgraduate students to relieve psychological pressure. Colleges and universities can establish mental health counseling rooms or online consultation topics by psychological doctors. Graduate students can timely solve their problems in life and scientific research and prevent them from deteriorating into psychological issues.

(3) Increase the scientific research support for graduate students

The generation of scientific research results is inseparable from the support of universities for scientific research work. Therefore, to reduce the pressure of students in scientific research, the schools need to provide vital support in the foundation of scientific research. According to the research subject direction of the institute, each department buys perfect public scientific research facilities so that students can obtain scientific research results through experiments and reduce their burden on scientific research.

(4) Counselors actively carry out psychological counseling work

College counselors are a high-quality team with strong combat effectiveness. They should give full play to the role of counselors and strengthen the attention of graduate students. College counselors should pay attention to graduate mental health education. As a healthy vulnerable group, their mental health level is generally low. Female graduate students have delicate and rich feelings, are sensitive to any stimulation, have a changeable mood, have relatively fragile psychology, and are prone to dependence, inferiority, depression, and other psychological problems. Therefore, counselors should pay attention to the mental health of graduate students, especially the mental health of female graduate students, including family situations and love situations. Counselors can set up a mutual aid group for graduate students to fully play the exemplary role of senior teachers and senior brothers.




CONCLUSION

Under the background of graduate mental health tension, through the study of the graduate mental health factors, and based on design graduate mental health evaluation questionnaire and SCL-90 mental health evaluation, using the BP neural network model to graduate mental health diagnosis, and verify the feasibility of the diagnostic model. After the final model validation, the prediction accuracy of graduate mental health is 97.93%, which indicates that the mental health diagnostic model established in this paper can evaluate reasonably the mental health status and is feasible.
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The rise of computational social science provides a new method for campus bullying research based on large-scale data collection, calculation and analysis. Governing the bullying behavior of a middle school through social intervention, and closely observe the service needs and existing problems of the school youth group. This paper analyzes the characteristics, inducements and negative effects of school bullying. Combine drama courses and working group education methods to intervene in school bullying. Intervention work includes making teenagers aware of bullying behavior and identifying bullying types. To achieve the purpose of empathy through role play, bullies can effectively control irrational thoughts, understand their own cognitive biases, and reconcile their own emotions and behaviors. So that the victims can identify the bullying behavior around them in time, and cultivate their resistance and self-protection awareness in the event of bullying. Based on the empirical analysis of social work to intervene in the practical dilemma, and put forward the corresponding countermeasures to reduce the negative impact of school bullying on all aspects of youth, so as to reduce the various social risks brought by school bullying.

Keywords: school bullying, teenagers, big data, social work, drama education, behavioral interventions


INTRODUCTION

At present, campus bullying is common. Campus bullying is a kind of behavior that intentionally injures the personal and property safety of others, including beating, intimidating, cursing, isolating, controlling, insulting, laughing and so on. Rodríguez-Muoz et al. (1) investigated the phenomenon of bullying in local primary and secondary schools. After in-depth analysis, he believes that intimidation is the main manifestation of bullying behavior among teenagers in school. Bullying is a behavior that continuously harms others. Due to the imbalance of social and physical and mental strength between the victim and the abuser, the victim suffers long-term and continuous harm in the process of bullying (1, 2).

In terms of school bullying (2), stated that bullying means that “in the same group, the powerful party uses words and behaviors to intentionally bring physical and mental stress and harm to the vulnerable group members”. Japan's education ministry in the early 1990s defined bullying as “unilateral, sustained physical and mental attacks that can cause great pain to others”.

Park et al. (3) points out that “Bullying is a pervasive aggressive behavior. This behavior is often characterized by threatening or intimidating others.” Webb et al. (4) believes that school bullying refers to the intentional and violent assault, including physical and psychological assault, on others by means of beating, harassment, isolation and other means. According to Ran et al. (5), campus bullying refers to the continuous bullying of the strong against the weak and the large group against the small group in the campus, which is in conflict with or directly related to the high school students (3, 4).

According to the above literature description, it is not difficult to find that although there is no unified definition of school bullying, it can directly or indirectly reflect the asymmetry of power between the bully and the bullied. Carreira et al. (6) believes that bullying is a common social phenomenon with the characteristics of concealment, diversity, repetition, imbalance, universality and indistinguishable (5). Georgiou et al. (7) believes that bullying is characterized by diverse forms, violent behavior, fragile object and extensive influence (8).

To effective governance adolescent bullying behavior, improve the adolescent bullying phenomenon, at the middle school has carried on the empirical research, this paper adopts the social work intervention combined with drama class, effectively improve the middle school campus bullying problems, and analyze the intervention of social work practice difficulties, some countermeasures are put forward. Finally, it provides references for enriching bullying-related theories. The research on campus bullying in my country started late and the pace is slow, the literature is not concentrated and the understanding is not comprehensive, and most of them are analyzed and studied from the perspective of psychology and sociology. This research adopts practical investigation, analyzes the situation and influencing factors of the problem with the help of theoretical tools, and tries to put forward strategies of management, implementation and guarantee for the prevention and treatment of school bullying from the perspective of pedagogy theoretical research.



STUDENT GROUP NEEDS AND SOCIAL WORK INTERVENTION METHODS


The Needs of Student Groups in the Context of School Bullying

In recent years, the incidents of campus violence have been frequent, which has aroused widespread concern in the society (9, 10). The Office of the Education Supervisory Commission of the State Council issued a special action plan on cracking down on school bullying in May 2018, calling for a severe crackdown on intentional intimidation and bullying by primary and middle school students using physical, verbal and online technology. In addition, a survey on the harmonious situation of teenagers in 10 middle schools in a certain area was conducted. The self-reported bullying rate was 22.3%, the self-tested bullying rate was 13.8 and 33.5% of students said they had witnessed bullying, indicating that it was more serious (11, 12). School bullies seem to be everywhere, and they have different degrees of influence on the growth of teenagers. Even the “mass psychology” of bullying leads children to use similar solutions and imitate the bully to behave in unsafe ways. It threatens the physical and mental development of primary and middle school students. On this basis, the author believes that it is necessary to teach the bully and the victim to express their thoughts from the perspective of emotional control, irrational expression and control, replace violence with correct expression, help the bully and the victim to establish a good relationship, and ultimately reduce the occurrence of bullying (13, 14).

Working at a social workstation in a middle school, I got to know the details of the middle school as follows: Grade 7 was divided into 6 classes with 260 students, Grade 8 was divided into 8 classes with 340 students, Grade 9 was divided into 8 classes with 240 students. The school provides educational resources not only for registered students, but also for children of migrant workers with excellent academic performance. So the students come from different sources (15, 16). The ratio of family enrolments to migrant students is currently about 6:4. In addition, classes will be arranged for students, including those with learning disabilities and disabilities, in a number of classrooms.

Through questionnaires and observations, social workers have found that different groups in schools will need different services by 2019–2020. Group service and demand analysis are shown in Tables 1, 2.


Table 1. Group services and demand analysis.

[image: Table 1]


Table 2. Special group services and needs analysis.

[image: Table 2]

This suggests that eighth-graders, students on loan and students with different behaviors are more likely to have school bullying (17, 18). Without further research, the author reached a consensus with the school to organize eighth grade students to participate in street campus bullying exhibition and campus bullying prevention drama working group, so as to help control campus bullying and create a harmonious campus.

Combined with the results of the unstructured interview, it is concluded that there are both bullies and victims in the working group. Most of them have four problems. Problem 1: Bullies, victims, and bystanders do not recognize that some of the actions they are dealing with are bullying, and do not know how to deal with bullying. Problem 2: At the family level, there are problems such as poor family communication, inadequate family structure, lack of care or inappropriate parenting methods, which are all factors that lead to violent behavior. Bullies often believe that their parents do not understand them, there is a lack of communication and a generation gap. The families of the victims lack communication, they don't like to talk at home, so the parents can't observe the inner changes of the children. Problem 3: In school, teachers tend to pay more attention to students who are good in grades and obedient. Bullies often think that teachers always take themselves as targets or negative teaching materials, so they don't listen to the teacher's orders, and arouse the teacher's attention and recognition by singing the opposite. Problem four: in interpersonal relationships, bullies and victims cannot find intimate friends, they are low self-esteem, lack of confidence. Cowardly and cowardly students are often bullied and ostracized; Students who bully others often hope to establish their status through violence. Bullies believe that power makes people obedient, afraid, safe, and valued. So, the members of the task force have several requirements: First, be aware of bullying. Secondly, it is necessary to understand interpersonal relationships and interpersonal communication skills. The second is to learn how to prevent school bullying and how to protect yourself when it happens (19, 20).



Purpose and Method of Social Work Intervention

Recruit bullies and victims of bullying and use professional social work tools to intervene in bullying and violence incidents. To understand the psychological needs of students, give appropriate treatment, so as to achieve better results, improve the extreme psychology of bullies, so that they reduce aggressive behavior. Develop the victim's confidence in the outside world so that he or she can seek help when confronted with bullying problems (21, 22). A good campus environment helps to correct students' personal behavior, so the construction of a “harmonious campus” environment can enable students to receive good education, so that students have normal interpersonal relations, conducive to the overall development of body and mind.

The use of social work intervention to deal with campus bullying is the main way of social work. The form of social work intervention can promote the working group and its members to achieve their needs, so that students can accelerate their own social transformation through working group. Coordinate and develop interpersonal relationships between individuals and working groups; So as to play the social functions of organizations and groups, improve the social psychology of bullying and victims, so that they can get a sense of social identity and belonging. After establishing a clear goal, team members can help each other and collectively obtain more resources. It makes the members of the working group actively communicate, understand each other, have the courage to take responsibility and get treatment in the mutual cooperation, so as to promote positive changes in the attitude and behavior of the team members (23, 24).

The working group always adopts the way of role play. Role-playing is to understand a variety of behavior habits and norms in the society by playing the role of others, learn to understand the psychological activities and behavior content of others, and finally realize the social transformation of team members. By playing different interpersonal roles, we can gain insight into the positions and psychological activities of the roles we play. In the process of empathy, we can get a better way to deal with campus bullying and interpersonal relationship.

Drama courses are also the basis for social work interventions. Through the drama course, the working group realized the interpretation and correction of school bullying. Drama courses should not only learn the knowledge and interpretation skills of drama, but also enable students to understand the society, think about life, control behavior and protect themselves through drama. Drama course is to introduce drama activities into the field of education and use drama background to achieve educational purposes.

The purpose of drama course in social work intervention is to change the common phenomenon of campus bullying. So that the bully can understand the hurt of the bully through scene modeling, role playing and other methods, and make the bully brave to ask for help when hurt.




ANALYSIS OF SCHOOL BULLYING BEHAVIOR


Characteristics of School Bullying Behavior

Bullying is not an occasional argument or fight. It is an unfair behavior where one party constantly puts pressure on the other. Whether the bystander, the bully or the bullied, campus bullying will bring profound physical and mental harm. In recent years, there have been media reports of “a dispute case concerning the right to health accepted by a certain court”. Some junior high school girls beat up another girl, leaving her handicapped. The incident started when the victim did not pay attention to personal hygiene during school, which caused hostility from other female students in the dormitory. Five schoolgirls slapped her in the face to “educate” her, resulting in a grade 10 disability.

After finishing the junior high school Chinese test, 16-year-old Xiao Huang endured great pain and continued to take the senior high school entrance examination. For 4 years, he kept a secret from his parents: Starting in the fifth grade, he was regularly caught in “unprovoked attacks” by several other students. This kind of school bullying is not uncommon in the media.

A simple message can tell us that bullying is insidious, persistent and communal. School violence is frequent and hidden. Bullying often takes place out of the reach of teachers and parents. For example, dormitory and toilet, whose daily use is relatively private, it is hard to be found by others. Many victims have been bullied for years but do not have the courage to ask their parents and teachers for help. This cowardice makes the bully more aggressive, less moral, and more stubborn. School bullying has a fixed pattern, that is, victims are always bullied; Bullying is not an individual act. It occurs in small groups and groups. They have similar characters and imitate each other in their actions. Bullying behavior is a group behavior formed by a person under multiple individual pressures.



Causes of School Bullying

Middle school students are in a critical stage of physical and mental development, they often do not have enough experience to deal with problems harmoniously, and they cannot empathize with others. So the way they deal with some of these problems is to emulate other students. Personality traits also play an important role in bullying behavior. Bullies generally have strong personalities and need external recognition and “face saving”. They believe that bullying can make them stronger and save face more. Bullies are introverted and timid. They dare not ask for help when being bullied. They can only swallow their pride and become the objects of long-term bullying. There are also some victims of bullying who have birth defects or bad habits. They are often mocked and insulted, but their innate condition makes them unable to resist.

Bullying is not only a personal problem for students, family relationships are also an important cause of school bullying. Every family has a different way of raising children. Some parents do not care about their children's life and psychological state, lack of guidance and education for children's growth, resulting in the lack of correct supervision and guidance of children's behavior, it is easy to lead to bullying behavior; In some families there is tension and parents often scold their children. This leads to a lack of security and the belief that violence is the only way to solve the problem. Lead to bullying behavior to solve conflicts with peers; In some families, the parents are very bossy and don't care about the inner needs of the children. They only demand obedience and obedience from the children. The child who receives this kind of family education will become weak, self-abased, unsociable, etc., and the child will often become the object of bullying. Therefore, the family relationship and parents' education style will decide the child's growth performance (25, 26).

The school environment, as the cradle of children's education and growth, is another factor that leads to bullying behavior. The strict management mechanism of the school will greatly restrict the bad behavior of the school, so that good communication between teachers and students is not only the responsibility of teachers, but also an important condition for students to grow up. To enhance teachers' sense of mission in education, make them pay attention to students' academic performance and psychological state, so as to reduce students' bullying behavior. Or when bullying behavior occurs, teachers can perform their duties, effectively curb the continuation of bullying behavior, communicate with parents in time, and do a good job in family work between the bully and the bullied, so as to solve the problem of bullying on campus from the root.



The Negative Effects of School Bullying

The primary problem of school bullying is that the victim is physically bullied. These include beating, shoving and other acts that may cause physical injury to the victim. Because trauma is especially easy to spot, it's also easy for the media to see physical bullying. Because bullies fear that the outside world will find out about their bad behavior, they choose to beat their victims by avoiding obvious places, such as the face and limbs. Most of the victims have wounds in the abdomen and lower body, leaving internal wounds that are hard to see outside. The health of the victims has been greatly affected.

Moreover, the victims have suffered irreparable psychological trauma. Bullies have been abused, beaten and teased for a long time. Because of the imbalance of power, he will endure hidden psychological pressure and pain for a long time, which will lead to the formation of a pessimistic personality, negative, cowardly and fearful character, not only difficult to maintain their studies, they often fear in life, do not know how to live, do not know how to get along with others. Some victims of intolerance turn to extreme behaviors, such as suicide or self-harm, which can have a devastating effect on their mental health and development. Bullies, on the other hand, usually have poor grades and are “face-saving”, and they use violence to prove their authority. In addition to forming “cliques” among their peers, they also have difficulty communicating with others and often threaten vulnerable groups with violence. It is easy to break the law and crime after becoming an adult, which has a negative impact on social development.




SOCIAL WORK INTERVENTION


Working Group Intervention Objectives

The overall goal of the task force's intervention was to reduce the irrational thinking and behavior of bullying participants through drama lessons and role-playing, to develop a more comprehensive understanding of bullying, and to identify appropriate skills to deal with bullying. Establish good interpersonal relationship and promote campus harmony.

The phased objectives of the intervention by the working group are as follows: firstly, to improve the students' overall awareness of school bullying, so that the working group members can understand the concept, types, hazards and manifestations of school bullying. The second is to change the irrational thinking of bullies, break through the communication barriers between bullies and teachers, parents and classmates, learn interpersonal communication skills, and establish a good interpersonal relationship. The third is to enable the victims of bullying in the group to learn not to let others hurt them, let the bullies know that they have the ability to control their own aggressive behavior, and promote them to establish the values of helping others and harmonious progress together.



Working Group Intervention

Working Group Name: “Peace Elite” Campus Drama Curriculum Working Group

Intervention period: 2:00–4:00 p.m. every Wednesday from March to June 2020

Number of activity classes: 6

Duration: 120 min per session

Group size: 6 people

(1) Section 1: Establishment of working group relationship. See Table 3 for details.

The first drama course is the first step in the development of social work, marking the initial stage of social work intervention in the treatment of school bullying. Since the working group has just been set up and the members are not familiar with each other, the social workers will choose sand tools and sand paintings to let the members show themselves and get to know each other, and to create an atmosphere of mutual trust and ease in the group. Understand and interact with team members on their work goals and expectations to increase their participation and sense of belonging.

Course summary: After the social worker introduced himself first, some team members were gradually led to introduce themselves, but some team members did not adapt to the team atmosphere, and their performance was relatively cold. Working groups should start with ice-breaking sessions so that members can interact more and have more opportunities to get to know each other. The members of the later working group have reached the stage of mutual understanding, and have a certain impetus to the working group, from which the cohesion gradually formed. After that, the communication and motivation between team members will be further strengthened through role playing.

(2) Section 2: How to identify school bullying. See Table 4 for details.

Course Analysis: As the second stage of social work intervention, this course solves the problem of members' lack of participation and unity in the early stage of working group construction through the ice breaking link. At the same time, in order to make the team members know more about campus bullying, the working group should also be responsible for organizing the interaction and questioning among the team members, and explaining the relationship between drama course and campus bullying for the team members. It is also necessary for the members of the group of social work organizations to watch the film, share their impressions and encourage them to express their views through sharing. And in the process of watching the film, the freeze frame screen specifically analyzes the specific types of campus bullying, so that the students participating in the working group can better understand the knowledge of campus bullying. The second section of the course reduces the resistance of group members to the intervention of social work, and the internal vitality of the working group increases with the deepening of the course, gradually forming cohesion (27, 28).

Course Summary: Compared with the first working group course, in the process of carrying out the second course, the team members have eliminated the formality and constraints. Therefore, compared with the first course, this course has been recognized by more team members, and the interaction within the group is gradually frequent. At the beginning of the course, participants were not very active, but when the social worker shared the meeting, participants were attracted; When watching the video, I was very focused. After watching the film, the group members can enthusiastically discuss its content. So the social worker must personally instruct the team members, prepare more cases to share with them, and use multimedia to attract them into the team. Second, members of the working group responded strongly to the video and could easily ask or answer other less relevant questions during the discussion. In this lesson, due to the divergent thinking of middle school students, it is necessary to bring the subject of the course back to the issue of school bullying in time when the course is off topic.

(3) Section 3 Working Group: To recognize their own irrational thoughts. See Table 5 for details.

Course Analysis: The working group has entered the third session on intervention in school bullying. In this lesson, the focus is to understand the irrational thinking of the bully. To understand what irrational thinking is, let the group members find irrational thinking in their daily life. Further strengthening the contact and communication between the groups provides more opportunities for communication and interaction between the groups, and also enables the bullies in the group to learn to solve the problem in a more reasonable way. Bullies reflect on their daily behaviors and thoughts, so that group members can have a deeper understanding of themselves, learn how to deal with irrational thinking, figure out how to control and reduce irrational thinking, and learn how to rebuild rational thinking in group intervention. To fundamentally solve the extremist thoughts of the bully to lay a certain foundation of the course.

Lesson Summary: Bullies in groups tend to be more actively involved in thinking and acting, and they have difficulty staying silent during interactions with others. Bullies like to “rhythm” and interfere with others' sharing, and tend to stray from the group's theme. Social workers need to remind and emphasize the working group's curriculum themes, as well as discipline issues in the curriculum. Because social workers need to spend a lot of time and energy on maintaining the theme and order, their ability to grasp the course schedule is relatively weak. In order to consolidate and practice the daily communication skills and methods of the working group in the teaching of the course, before the end of the course, the social workers assigned some assignments on the subject of the course, and shared their experience in the next class, so as to ensure that the team members understand the consequences of irrational thinking.

(4) Section 4 Working Group: Emotion Control and Interpersonal Communication Skills. See Table 6 for details.

Course Analysis: The fourth part of the working group continues to focus on the issue of emotional control for bullies. The bullies in the group shifted from the resistance group to the acceptance and trust group. In this lesson, the task force shares several ways to calm down a bully in an irrational mood. In addition, through role-playing skills, the team members simulated the psychological activities they experienced in different environments, used “I” to express their thoughts every day, and strengthened their control over bad emotions. Let the bully represent the bullied, learn to put yourself in others' shoes, so as to achieve the thinking change of “putting yourself in others' shoes”, understand the harm of school bullying behavior, and reject bullying behavior from the heart.

Course Summary: The content of the working group is very complete. In this course, the group members have learned how to calm down their emotions, get rid of the control of irrational emotions, experience the inner changes in the role so as to achieve the requirement of self-reflection. Bullies can actively participate in the interaction when they play other roles. Although some students with good face avoid interaction because they are afraid of making a fool of themselves, they finally complete the role playing through the persistence of social workers and the encouragement of their peers. Through communication and interaction, the team members' trust in the team and the friendship among them are enhanced. The group work is progressing smoothly, but there is a lack of negative emotion venting and mature emotion control system in the course. Therefore, we need to adopt appropriate incentive policies and reasonable material rewards, so that team members can more actively participate in the interactive activities of the working group.

(5) Section V Working Group: Behavior Attribution of Bullies. See Table 7 for details.

Course Analysis: The subject of this course is the victim of bullying. First, ask the victim to share positive things in their life, as well as brave things in their daily life. According to the characteristics of the victims, the thinking mode of the victims when they encounter school bullying is analyzed from different perspectives. The teaching video “Know Yourself” and “Snack Fight” were shown. The victims were asked to describe the personality and mood of each character in the video, as well as the influence of their way of doing things. Share the bullying behavior and its characteristics in the video, so that they can get the opportunity to understand themselves in the communication, and lay the foundation for changing the bullying.

Lesson Summary: When the victim joins the work group, the group members have no emotional involvement and are only attracted to the group when they watch a short film shown by the work group. The group members were relatively quiet and could not relax during the activity. Social workers must play ice-breaking games at the beginning of classes, as well as more interactive sessions. Make the team members who have been bullied have confidence in the working group, and more conducive to enhance the cohesion of the group.

(6) Section 6 Working Group: How to say no to school bullying in terms of behavior. See Table 8 for details.

Course Analysis: This course is the last course of social work intervention, and also the last stage of school bullying management. The last class of the working group went smoothly and recorded the school bullying play performed by the whole group by means of photography and video. Members of the team create mementos by recording the scripts they create, produce and execute themselves into video clips. At the end of the stage play, the social workers arranged all the members to write a letter from the heart, put the letter in a time capsule and buried it under the tree on campus. Because of the active participation in the group, the team members unite, trust and encourage each other in the course, and finally learn to correctly understand campus bullying, how to reasonably control emotions and protect themselves. Finally, the staff shared the changes of all team members in this course, and encouraged and recognized all the students who participated in the working group.

Summary: The working group has entered the final stage of intervening in school bullying. At this stage, the members have been able to independently recognize their responsibilities and unite with each other. Compared with the initial stage of the group, the group members' identity with the group and with each other has changed remarkably. During this period, the group members had a deeper understanding of school bullying in the development of group courses, and they also recognized the teaching methods of drama courses more. In the process of sharing and interacting with each class, social workers actively guide students' thinking direction and respond to students' questions. Actively guide the students to summarize their own learning results, so that they can flexibly use the interpersonal skills learned in the drama course in real life. In this for the intervention of social work, draw a perfect full stop.


Table 3. Working group activities and establishment of group relations.
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Table 4. Campus bullying identification course.
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Table 5. The unrational behavior courses for understanding the bullying self.
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Table 6. Emotional control and interpersonal skills.

[image: Table 6]


Table 7. Behavior lying of bullied behavior.
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Table 8. Say no to bullying on campus.
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Drama Course Effect Evaluation

At the end of the drama course, students participating in the drama course were asked to fill in the drama course effect self-scale, and the impact of drama course on school bullying was evaluated according to the proportion of students in the drama course. The results are shown in Table 9.


Table 9. Drama course effect self—scaletitle.

[image: Table 9]

As shown in the table above, In the self-assessment, most of the team members are very clear about the meaning of campus bullying, and have a good understanding of the skills and knowledge of drama course. Through the drama course, the team members have a better understanding of the thinking process of the bully and the bullied, and learned to think in other places, which can improve the bullying behavior on campus. Thirty percent of the students think that they can solve problems with their own methods, which shows that the knowledge taught by the working group cannot be easily used in practice. But more than half of the team members clearly realized that violence did not solve the problem. And realize that violence is a kind of behavior that brings negative influence to the students around them. Only one member passed the scale with full marks. He thought that he could better understand himself through this group. It can also make other team members realize some of their own ideas and understand others' positions and behaviors by themselves and others. Most of the group members don't want to encourage their friends to join the working group, but they are happy to participate in other activities of the social workstation.




SOCIAL WORK INTERVENES IN PRACTICAL DIFFICULTIES


Diversity of Types of School Bullying

There is a wide variety of types of bullying and bullying behavior is not fixed. School bullying can be divided into three main categories: the first is verbal bullying. Verbal bullying is a common phenomenon in daily life on campus. Abuse, personal attacks, nicknames and so on are all verbal bullying; The second category is behavioral bullying. Behavioral bullying means that the bully intimidate others for a long time and cause physical harm to others, such as beating, deliberately pushing, tripping, punching and kicking, or even intentionally harming others' economic interests and life and property safety. Use blackmail, isolation, defamation, and coercion to do something against one's will. The third category is cyberbullying. With the progress of science and technology, the Internet has become an indispensable “necessity” for people, and the phenomenon of bullying comes along with the Internet. There is less pressure and constraint in online communication, so teenagers are more likely to vent their negative emotions without any cost when using platforms such as online social media, such as maliciously slander others and make rumors. Even in school forums, post-bars and other environments, there is bullying both online and offline. Therefore, it can be seen that the role types of school bullying are diverse.



Personal Cognitive Biases of School Bullying

Students' personal factors play an important role in the prevalence of campus bullying. The cognition between people directly affects people's behavior. From the perspective of cognitive behavior theory, among the three factors of emotion, cognition and behavior, cognition plays a role of neutralization and coordination in emotion and behavior. Understanding and observing the same things in many ways will lead to different behaviors. Different cognitive biases of the same behavior can also lead to this result. In terms of campus bullying, with the deepening of bullying, the bully becomes more and more bossy and arrogant; However, the bullied become more and more cowardly. Some people fight against Campus bullying, while others choose to avoid self comfort. People's different views on campus bullying are also due to cognitive bias. The bully usually pursues power and face, thinks that he can get the experience of maximizing ability in bullying, and pursues security and sense of belonging through personal authority; Those who are bullied are often timid, dare not face the bullying, dare not speak up. Lead to their own long-term threat and injury, and ultimately that resistance is useless. Obviously, these are caused by personal cognitive bias.

When social workers asked students, “What is bullying in your mind?”, the students will only one-sided answer: being beaten, coercion. Most students don't realize that verbal abuse, teasing and isolation are also bullying. In order to better solve and prevent the problem of school bullying, schools need to train students to have a correct understanding of school bullying. The task force's research includes the recognition of irrational thoughts and attribution of thought and behavioral outcomes, the use of therapy to correct emotions, change false cognitive biases, and thus transform the way school bullies and victims think and behave, and develop interpersonal skills and confidence. To empower young people to speak up and reject bullying.



The Emergency Management Mechanism of School Bullying Is Not Perfect

As a social worker, the author went to a high school and proposed to set up a school bullying working group. However, after the school learned of the author's intention, the school did not agree to set up educational courses and working groups on the subject of “school bullying”. Later, after the author found social workers, the school decided to change the theme of the working group to “harmonious campus”. During the drama class of school bullying working group, the author observed the students in each class and found the occurrence of campus bullying. There was a slight bullying incident on campus, which was only handled by the teaching director alone. When the bullying on campus is serious, the head teacher will contact the parents to give oral education. The results show that schools have no ability to control campus bullying due to the imperfect emergency management system.




SUGGESTIONS ON COUNTERMEASURES FOR SCHOOL BULLYING


Improve Teenagers' Perception of Bullying

Teenagers are in the special period of adolescence, which is the key stage of psychological development. Many times, teenagers' misunderstanding of things will lead to cognitive bias. If young people want to understand things without one sidedness, they must first understand themselves correctly and form a correct outlook on life and values, which is manifested in dignity, self-confidence and love. First, teenagers must know how to deal with interpersonal relationships, learn interpersonal skills, respect others, especially in middle school life, and learn to control irrational thoughts. When there is conflict with others, we should be able to deal with the problem rationally. We should not use violence and bullying to solve the contradiction. Second, strengthen students' consciousness of self-protection; When they are bullied, they know how to actively resist and take the right way to protect their own interests and security.



Establish a Good Family Relationship and Educational Environment

Parents are children's first teachers, parents' behavior will affect the children's life. The difference of family relationship and family education mode has an imperceptible effect on the development of adolescent personality. Parents should set an example and guide and educate their children to abide by laws, regulations and moral norms. They should not take a rude, non-interference and intolerant attitude toward the difficulties and setbacks their children encounter in the process of growth. Be patient, responsible and careful to teach them. At the same time, family members should communicate with each other at any time to create a harmonious and equal family atmosphere and family relations, promote family harmony and enhance parent-child relationship. Parents must keep close contact with schools and social workers, keep an eye on the phenomenon of school bullying, understand their children's behavior and life in school, track their children's psychological state and correct their psychological differences, so as to eliminate school violence. It is necessary to correctly guide and educate teenagers in the way of interpersonal communication, enhance their awareness of self-protection and prevent the occurrence of school bullying.



Improve the Emergency Management Mechanism of School Bullying

In the case of school bullying, schools must take the main responsibility. In order to prevent the occurrence of campus bullying, the campus should take the following measures to manage bullying incidents. First, the campus should use billboards, broadcasts, publicity boards, forums, official websites and other media to create a campus atmosphere of mutual assistance, friendship, respect for teachers and education. The second is to set up the legal education and mental health class for middle school students, so as to popularize the legal knowledge and establish the legal awareness, so that students can know, abide by and understand the law, do not use violence to threaten the safety of other people's lives and property, and do not use bullying to coerce others into harmful behaviors. To cultivate students' good psychological quality, learn to release bad emotions and pressure, and educate students to reduce bullying behavior on campus. Third, teachers should pay more attention to the phenomenon of school bullying. The phenomenon of school bullying is mostly caused by teachers' neglect of students and students' incomprehension of teachers. Therefore, teachers should be fair to every student and can't ignore them. Do not despise or discriminate against school bullying, maintain sensitive contact, timely intervention to the school and parents, education, care and protection of students. Fourth, schools must cooperate with social workers to hold regular class meetings to discuss the problem of school violence. For students who have all kinds of bullying behaviors on campus, social workers should guide them to follow up and observe or intervene, and use professional theoretical knowledge and skills to solve the problem of school bullying, so as to change their thoughts and behaviors in an all-round way.



Construction of Social Workstations and Multiple Network Mutual Assistance Mechanisms

To reduce the incidence of school bullying, social workstations should combine school and network to establish multiple mutual assistance mechanisms. Through the linkage and mutual assistance of “social work, school, family, network, and community”, we should give full play to the advantages of all aspects and mobilize all forces to protect the victims of bullying to the maximum extent and curb the phenomenon of school bullying. Through the school, family, network, community and other platforms, provide advanced services, use professional social work methods, distribute school bullying brochures at the school gate, to promote and identify school bullying education; To prevent and respond to bullying, schools should work with social workers to provide students with regular training on how to deal with bullying on campus. To clarify teachers' responsibilities and pay more attention to students' physical and mental state, so as to provide strength for the elimination of school bullying; Social workers must maintain contact with parents and guide parents in educating and protecting children within the family, properly dealing with bullying and avoiding bullying behavior (29, 30).




CONCLUSION

At present, the phenomenon of campus bullying is becoming more and more serious. School bullying has become an important problem faced by schools and society. Therefore, the education department and scholars are very concerned about the problem of campus bullying, and the state has constantly issued laws and regulations to combat campus bullying, which can prevent the spread of bullying to a certain extent. As a social worker, we have the obligation to use professional theory, professional methods and social work practice skills to intervene in the core of campus bullying, and to intervene and control campus bullying from the root.

As for the problem of campus bullying, this paper combines social work intervention with drama therapy theory. The purpose is to change teenagers' cognition of campus bullying, make teenagers really understand the root of campus bullying, and improve teenagers' ability to deal with campus bullying. At the same time, for the bullies, the drama class carried out by the working group has improved their self-confidence and communication skills; For bullies, the key is to learn to control bad emotions and change irrational thoughts. The essence of the work of the working group is not only to improve the self-development of the group members, but also to pay attention to the bullying behavior inside and outside the campus to prevent its spread. However, due to the lack of theoretical basis and practical experience of social work, campus bullying has not been completely and effectively solved. The efficiency of the working group on school bullying needs to be improved.

Therefore, it is very important to combat campus bullying from all aspects. This is not only from the perspective of social work intervention, but also from the perspective of school, family and government, so that young people have a good and healthy learning and growth environment. To lay a solid foundation for the construction of harmonious campus and harmonious society.
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During the COVID-19 pandemic, many universities are confronted with campus lockdown or even school closures to reduce the risk of infection. However, these measures pose a threat to the mental health of adolescents. In particular, freshmen who have just entered the university campus may suffer from more serious mental health risks. In this study, 1,818 freshmen were analyzed by using the Chinese College Student Adjustment Scale (CCSAS), Sense of Security Questionnaire (SQ), and Symptom Check List 90 (SCL-90) of the qualitative method. The results showed that adjustment had an impact on mental health. Firstly, there was a significant negative association between adjustment and mental health. Secondly, adjustment had a significant predictive effect on mental health. Finally, a sense of security and gender affected the relationship between adjustment and mental health. Collectively, adjustment, sense of security, and gender exerted impacts on the mental health of freshmen, suggesting that we should create a warm and harmonious campus environment for students and conduct targeted education for male and female students.

Keywords: adjustment, mental health, security, moderating effect, mediating effect


INTRODUCTION

Data from recent years indicate that mental health issues have constituted significant burdens affecting a considerable number of people worldwide. Particularly, in the context of the novel coronavirus disease 2019 (COVID-19) pandemic, the mental health and wellbeing of people are experiencing critical challenges, leading to a global mental health crisis (1). A variety of COVID-19 pandemic-triggered mental health problems has been reported in different groups in society, such as stress, anxiety, depression, and sleep disorders (2–4). What's more, negative emotions and related problems in daily life, work, or study continue to rise with the spread of the epidemic. To curb the spread of the virus, many countries have to practice different social distancing measures, such as a lockdown of the campus and a shift to distance or online learning (5). Sifat et al. (6) have noted that adolescents are more susceptible to mental health issues during the lockdown. University freshmen are a special population enduring a critical period of exploring the campus and socializing with peers. However, the school closure brought by the COVID-19 pandemic forces them to adapt to online learning and exams and reduce interactions with peers (7), which is unfavorable to the mental health of adolescents and psychosocial development (8). Therefore, the research on the relationship between adjustment and mental health has received increasing academic attention. The present study aims to investigate the relationship between adjustment and mental health among Chinese university freshmen, hoping to provide a basis for the school and society to give accurate psychological aid to university students.

Adjustment is primarily the response to psychosocial stressors or multiple stressors, which is accepted as an important response indicator of mental health. According to the diagnostic criteria provided in the Diagnostic and Statistical Manual of Mental Disorders-5th edition (DSM-5), individuals with adjustment disorders are accompanied by significant emotional and behavioral symptoms (9). Evidently, there is a high correlation between adjustment and mental health. Accumulating studies have elucidated the significant negative correlation between mental health and adjustment in college students (10–12). Such negative correlation has also been validated in other groups. For instance, the study by Melero et al. (13) has suggested that adults who are adopted during childhood tend to develop more adjustment problems and present a higher incidence of depression, anxiety, and personality and behavioral disorders than the general population. A study of young adults who have experienced stress events demonstrates that higher levels of mental health are correlated with fewer symptoms of adjustment disorders (14). A literature review has revealed a negative relationship between adjustment and mental health, but there are few studies on freshmen. Herein, this study proposes hypothesis 1: adjustment exerts a significant effect on the mental health of freshmen.

A sense of security is considered to be an important influencing factor in regulating the relationship between adjustment and mental health (15). A sense of security is a sense of control over life, which reflects an individual's ability to deal with life problems and the belief that an individual is liked and accepted by himself and others (16). Maslow believes that people with a low sense of security tend to remain alert, feel isolated, and often exhibit tension and introversion (17). Emotional Security Theory states that maintaining and preserving a sense of security is the most basic task of an individual (18). When a negative interpersonal environment (e.g., interpersonal blocking) undermines personal security, individuals take various measures to defuse or avoid these threats to maintain their security (18, 19). Accordingly, Jia et al. (20) have noted that a sense of security is a key mediator between adjustment (e.g., interpersonal relationships) and problem behaviors. Geng et al. (21) have also found that a sense of security is a mediator between interpersonal sensitivity (e.g., shyness) and depressive symptoms. Moreover, the mediating role of security between peer relationships and internet addiction has been documented (20). The generation of a sense of security is a complex process, in which the environment is a pivotal influencing factor that has an impact on the individual's physiology and psychology. Among students, those with a higher sense of security and belonging have a higher level of mental health (22). Therefore, based on the Emotional Security Theory, the study proposes hypothesis 2: a sense of security plays a mediating role in the relationship between adjustment and mental health.

Age and gender are significant psychological and physiological variables (23). During the COVID-19 pandemic, adolescents suffer more social isolation and family stress and experience more depression and anxiety, and furthermore, the severity of mental health problems in women is much higher than that in men (4). Accordingly, this study proposes hypothesis 3: gender moderates the relationship between a sense of security and mental health. Based on the hypotheses, this study proposes a conceptual model map, as shown in Figure 1.


[image: Figure 1]
FIGURE 1. Relationship between adjustment and mental health: the effect of security and gender.




MATERIALS AND METHODS


Participants

The freshmen from six universities in Jiangsu Province were investigated by random sampling. This study was approved by the college ethics committee. The subjects were informed of the purpose of the survey and informed consent was obtained before the survey. A total of 2,000 questionnaires were distributed and 1,873 were received, with a questionnaire response rate of 93.7%; the final number of valid subjects was 1,818, with an effective rate of 97.1%. Among the valid subjects, 816 (44.9%) were male and 1,002 (55.1%) were female, ranging from 17 to 24 years old, with an average age of 19.47 ± 1.18 years old.



Instruments

Chinese College Student Adjustment Scale (CCSAS), Sense of Security Questionnaire (SQ), and Symptom Check List 90 (SCL-90) were adopted.

(a) Chinese College Student Adjustment Scale (CCSAS). Fang et al. (24) prepared the scale with 60 items, including 7 dimensions of interpersonal adjustment, academic adjustment, campus life adjustment, career choice adjustment, emotional adjustment, self-adjustment, and satisfaction. A 5-point scale was used, ranging from 1 point (disagree) to 5 points (agree), but some entries were reverse-scored. A higher score was indicative of a higher level of adjustment. This scale had good reliability and validity, with the Cronbach's alpha ranging from 0.67 to 0.82 for the 7 dimensions and 0.93 for the total scale.

(b) Sense of Security Questionnaire (SQ). Cong and An (25) formulated the scale with 16 items, which were divided into 2 factors: interpersonal security and certainty in control. The scale was scored on a 5-point scale from 1 point (very consistent) to 5 points (very inconsistent), with a higher score indicating a higher sense of security. The Cronbach's alpha was 0.75 for interpersonal security, 0.72 for certainty in control, and 0.80 for the total scale.

(c) Symptom Check List 90 (SCL-90). The scale was prepared by Derogatis and revised by Liu and Zhang (26). The scale contained a total of 90 items, including 9 factors such as somatization, obsessive-compulsive, interpersonal sensitivity, depression, anxiety, hostility, phobia anxiety, paranoid ideation, and psychoticism, and 1 other factor, and these 10 factors constituted the total mental health score. A 5-point scale was used, ranging from 1 point (none) to 5 points (severe). Higher factor scores and total scores were associated with more prominent psychological problems. The Cronbach's alpha of the 10 factors for secondary school students ranged from 0.70 to 0.88.



Procedures

The test was conducted by team members who had received systematically training and obtained a qualification in measurement before the test. The test was conducted as a group of a class, and the time limit was about 30 min. All questionnaires were distributed and recovered on the spot. The recovered questionnaires were checked by a team member and then a database was created. The data were analyzed and processed using SPSS27.0 and the Macro Program Process developed by Hayes. The gender differences in adjustment, sense of security, and mental health were analyzed using the independent sample t-test, and the correlation between adjustment, sense of security, and mental health was analyzed using Pearson product-moment correlation coefficient. The mediating effect of security and the moderating effect of gender were analyzed using the Macro Program Process developed by Hayes. The bootstrap method was used, with a sample size of 5,000 and a confidence interval of 95%.




RESULTS


Difference Comparison

As shown in Table 1, there were significant differences in the scores of SCL-90, CCSAS, and SQ scales between male and female students. Specifically, female students got higher scores than male students in SCL-90, and male students got higher scores than female students in CCSAS and SQ. According to the difference comparison results and previous analysis, it could be concluded that gender played a moderating role in the relationship between SQ and SCL-90.


Table 1. Comparison of the differences in SCL-90, CCSAS, and SQ among freshmen of different genders (n = 1,818).
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Descriptive Statistics and Correlation Analysis

The correlation analysis revealed (Table 2) that CCSAS, SQ, and SCL-90 were significantly correlated with gender. CCSAS, SQ, and SCL-90 showed a significant negative correlation, while CCSAS and SQ showed a significant positive correlation.


Table 2. Descriptive statistics and correlation analysis of the variables.
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Moderating and Mediating Effects Analyses

According to the test method of the structural equation model and the results of correlation analysis, the conditions for testing moderated mediation model were satisfied, so the mediating role of SQ and the moderating role of gender were examined in the relationship between CCSAS and SCL-90. CCSAS, SQ, and SCL-90 were standardized before the analysis, with female = 0 and male = 1, and then, the effect test was performed.

The analysis found (Table 3) that CCSAS, SQ, and gender had a significant main effect on SCL-90 [effect = −0.17, p < 0.001, 95% CI (−0.22 to −0.12); effect = −0.52, p < 0.001, 95% CI (−0.58 to −0.46); effect = −0.15, p < 0.01, 95% CI (−0.22 to −0.07)]. The main effect of CCSAS on SQ was also significant [effect = 0.67, p < 0.001, 95% CI (0.63–0.70)]. SQ interacting with gender showed a significant predictive effect on SCL-90 [effect = 0.09, p < 0.05, 95% CI (0.02–0.16)]. The main effect and interaction effect analyses indicated that the mediating role of SQ and the moderating role of gender could be further analyzed.


Table 3. Relationship between CCSAS and SCL-90 in freshmen: the model of SQ and gender.

[image: Table 3]

The analysis revealed the moderating effect of gender in the relationship between SQ and SCL-90, wherein in the male group, the effect value of SQ on SCL-90 was significant [effect = −0.52, P < 0.001, 95% CI (−0.58 to −0.46)] and in the female group, the effect value of SQ on SCL-90 was also significant [effect = −0.43, P < 0.001, 95% CI (−0.49 to −0.37)]. The slope analysis showed (Figure 2) that the level of SCL-90 was elevated with the increase of SQ, but the change in the female group was more obvious than that in the male group.


[image: Figure 2]
FIGURE 2. Relationship between SQ and SCL-90: the effect of gender.


Further mediating effect analysis (Table 4) demonstrated that the indirect effect of CCSAS → SQ → SCL-90 was −0.35 for the female group, accounting for 67.3% of the total effect and the indirect effect of CCSAS → SQ → SCL-90 was −0.29 for the male group, accounting for 63% of the total effect. It was indicated that a sense of security was a vital mediating variable in the relationship between adjustment and mental health.


Table 4. Relationship between CCSAS and SCL-90 of freshmen: the effect of SQ and gender.
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DISCUSSION

The study revealed the mechanism of adjustment in mental health. Security played a mediating role in the relationship between adjustment and mental health and such mediating effect was moderated by gender. The main contribution of this study is to analyze the relationship between adjustment and mental health, especially the role of security, and also provide further evidence for understanding the role of gender in the above relationships.

It was found that adjustment was positively correlated with a sense of security, and security was negatively correlated with mental health. The sense of security refers to an individual's sense of anticipation of possible physical and psychological risks and a sense of power/powerlessness in difficulty, mainly in the form of interpersonal security and certainty in control. Adjustment, on the other hand, is a reaction or state in the face of a stressor. When facing a new environment, individuals will make predictions and find ways to make active adjustments. If individuals can gain a sense of security during adjustment, they will continue to promote adjustment and maintain healthy psychology; if not, they will have difficulties in adjustment, leading to mental health problems. Therefore, security is a major variable linking adjustment and mental health. Consistently, Geng et al. (21) have validated Emotional Security Theory and Davies et al. (19) have stated that maladjustment is related to interpersonal stress and it is the personal security crisis caused by maladjustment and stress that leads to mental health problems. Especially university freshmen are facing interpersonal and academic adjustments, but the blockade brought by the COVID-19 pandemic triggers interpersonal and academic stress, which can lead to mental health problems such as depression and anxiety. In this process, the role of a sense of security becomes prominent. If the school gives students a sense of belonging and security and guides them to adjust positively, the emergence of mental health symptoms will be retarded (22).

More importantly, this study identified the role of gender in the relationship between mental health, adjustment, and security. Gender moderated the relationship between security and mental health, thus exerting an important influence on the relationship between the three, with greater changes in the female group in comparison to the male group. A survey has shown that the prevalence of any mood disorder in Chinese women is higher than that in men (27). Lu et al. (28) has also observed a higher prevalence of depressive disorders in Chinese women than men. Similarly, this study explored the role of gender in the relationship between CCSAS, SQ, and SCL-90 and also found greater changes in females. In the context of Chinese culture, the female is usually defined as tenderness, kindness, and introversion, among which sensitivity is a major trait. Male, on the other hand, are usually characterized as masculinity, self-confidence, and a sense of responsibility, among which perseverance is a major trait. The different male and female traits have different effects on the adjustment, sense of security, and mental health of students. In addition, in Chinese society and culture, men have more social and competitive opportunities than women, which also leads to gender differences. It is evident that gender continues to be an important factor in life change in China.



CONCLUSION

This study explores the relationship between adjustment and mental health and determines the multiple effects of security and gender. The relationship between adjustment and mental health can be mediated through a sense of security, and gender moderates the relationship between security and mental health. The findings of this study provide a direction for the current mental health education.

Based on the above findings, we call on universities and relevant responsible departments to make full use of social networking platforms to guide freshmen to communicate and also create a healthy and positive social networking environment to cope with the obstacles brought by school closures. Teaching activities and social communication activities should be actively carried out within the limited space to enable freshmen to integrate into the new environment as soon as possible. On the premise of ensuring safety, universities should actively organize various campus activities to enrich students' after-school life and help them cope with the boring and isolated campus life. In addition, our results suggest that future school mental health education should be committed to creating an environment with a sense of security and belonging, and provide different educational activities for male and female students.
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The production, testing, and processing of signals without any interpretation is a crucial task with time scale periods in today's biological applications. As a result, the proposed work attempts to use a deep learning model to handle difficulties that arise during the processing stage of biomedical information. Deep Conviction Systems (DCS) are employed at the integration step for this procedure, which uses classification processes with a large number of characteristics. In addition, a novel system model for analyzing the behavior of biomedical signals has been developed, complete with an output tracking mechanism that delivers transceiver results in a low-power implementation approach. Because low-power transceivers are integrated, the cost of implementation for designated output units will be decreased. To prove the effectiveness of DCS feasibility, convergence and robustness characteristics are observed by incorporating an interface system that is processed with a deep learning toolbox. They compared test results using DCS to prove that all experimental scenarios prove to be much more effective for about 79 percent for variations with time periods.

Keywords: biomedical signals, deep learning, Fourier filters, sensors, cross points


SURVEY OF CONVENTIONAL MODELS

As many researchers have contributed their works for changing advancement that is associated with real-time effects, this part describes and contrasts numerous models that are related to developments in the biomedical field industry. Several modes of operation have been investigated even in past generations without the use of computer-aided design, and the end-stage results are insufficient for confirming the effective models. As a result, the colloquium began with a communication and signal processing toolbox (1), which uses a machine learning technique with a complicated dynamic nature and distributed optimization. However, in all case studies, a random technique is used, with a focus on sixth-generation networks, and even high sensing conditions have been made practical using these types of ideal procedures. A comprehensive review strategy is established using several case studies, including neuron science and cardiovascular image processing techniques, where significant influence has been demonstrated under various algorithmic settings (2). However, because analytic information is required for all representation scenarios, photos are not processed using the training model. Even though 60% of the reference model is operational, the presentation of biological disease with various picture models cannot be compared under extreme situations.

Aside from the case studies stated above, a deep learning method with high feature extraction has been shown to be an effective technique for geometric scale analysis (3). The main drawback of geometric scale analysis is that dynamic state measurements do not work with baseline health data because differences are noticed at stage 2. Even feature state analysis has been investigated using weight transformations, and such state changes have been shown to operate with a variety of deep representations. However, data augmentation using end networks only works when there are numerous learning problems (4), which are not present in this type of deep learning technique. Furthermore, the physiological expression of signals is categorized using random value creation, and the values are observed, resulting in heavy noisy data (5). As signals are reconstructed as the value pushes lower down to the source point, this noisy data will have a significant impact on biomedical signals, with more physiological sources having computational consequences as signals are recreated. As morphological data is varied throughout separate time intervals, the aforementioned drop in source point can be convalesced using a soft max function. Data will be split into five separate forms for soft max functions, enhancing the capability of the abstraction process.

Furthermore, the firefly algorithm (6) can be used to handle issues and challenges linked to biological applications, where all health problems are studied in-depth, resulting in creative answers through data fusion. Many parametric measures are still displaced due to insufficient access information from other networks, necessitating realistic experimentation with data generated from a centralized perspective. After detecting minimal parametric changes in the firefly method, real-time signal generator algorithm updates are made with incoming signal validation (7). Protocols are also framed for the generation of algorithms using the layered decomposition technique, which allows signals to be partially communicated. This partial signal transfer will be accomplished using a decoding technique that is based on binary values. As a result, a unique formulation is required for converting a standard arrangement to a binary system, which can be accomplished using training procedures seen in transmission lines with epoch iterations. Despite the fact that real-time algorithms are more efficient than 70% of the time, data sets are not established in a good initialization model, thus a primate algorithm with high extraction features and parametric stabilizations is used with a longer overall testing time (8). Due to the fact that stabilizations are prepared in a dual mode of operation, relative errors are further lowered to optimum values, which on average fall below 82. Despite the intricacy of temporal representations, two different data sets will be presented, enhancing the risk of misinterpretation during extensive analysis.

Furthermore, biological signals are integrated at a massive scale utilizing gate count technology (9), and various signals are handled using system architectures. The operating frequencies of various signals are not determined due to the presence of diverse designs, resulting in a miscount of separate integration gates. As a starting point, neural networks are useful for processing crucial signals because they take advantage of a variety of compositional properties of biological points of representation (10). Furthermore, if any problems are found in a large structure, ECG and EEG data will be isolated, allowing for future orientations and change. Between 2012 and 2018, there were numerous techniques that used sensor equipment and permitted the feel and touch method during the communication process (11). Electroencephalography data are evaluated in this feeling, which is modeled as a new technique with seven distinct layers. In accordance with the aforementioned issue, the 7-layer technique is carried out in parallel units, with programming written at high rates employing processor units. Many advantages can be seen for biomedical applications with such high rates, where justification can be processed before pre-processing phases (12–14). These advantageous systems are created using wearable devices where auto-learning models are activated. This type of automated process will allocate signals that move at different frequency periods with a classification mechanism (15). However, it is much easier to separate different signals at unique frequency periods but a wearable device must be created for separating the individual monitored values rather than signals. Further biomedical signals are tested for the prediction of cardiovascular disease using conventional neural networks where a short-term memory coder is implemented in the system (16, 17). The major disadvantage is that if signals are processed, then high memory is required for storing the information that can be accessed at later stages.


Research Gap and Motivation

All the different approaches (1–14) that are discussed using different methods for processing biomedical signals which are not accurate in the field of medical diagnosis. The biomedical signals cannot be passed without the presence of proper communication units at both the transmitter and receiver sides. However few efforts (15–17) have been made by some researchers to prove the complete effectiveness of biomedical signal processing in various applications and they have achieved 63% of accuracy in considered cases. Therefore, the proposed method witnesses the abovementioned gap and provides a solution for effectively utilizing biomedical signals in medical applications. The process functions using a Deep Conviction Systems (DCS) which is an automated procedure for capturing the image of a particular individual using low power technology. This type of implementation system reduces the risk of implementation as high resistance is provided with tracking mechanisms. Also, the data gathering path using biomedical signals is faster and it is replaced with some units in the existing system. This adds an advantage as the entire system is built with low-cost networks that provide more than 80% accuracy on the input side even if the signal strength is at the intermediate stage.



Objectives

The proposed work on biomedical signal processing is a three-stage objective process that aims to solve the following,

• To incorporate a pre-processing stage that incarcerations the input images to a small matrix type

• To maximize the distance of measurement by transmitting the biomedical signals with recorded output type

• To generate a data augmentation procedure for apprehending the information that is processed using DCS




SYSTEM MODEL: GEOMETRIC ANALYSIS OF SIGNALS

In this section, the system model that supports the generation of signals with respect to algebraic equations is framed using two types of instability models. The major reason for selecting unsteady models is that the signals will be generated using the spectral mode of transmission and it varies for several operating cases. Thus, a segment of sensors is integrated for monitoring huge variations of input signals therefore all recorded output signals will be represented using a non-specific Equation which is represented below,

[image: image]

Where,

da(t) indicates the acquired data that changes with time periods

st (i) and ni (t) represents true stable and noisy signals respectively

From Equation (1) the noisy signals will have Fourier filters as discrete noise from individual signals is divided with time period representations. Further filters are applied in the case where different time scales are observed for periodic scales as biomedical signals are supplied with a data attainment approach. Thus the time scales can be varied using Equation (2) as follows,

[image: image]

Where,

[image: image] and [image: image] represents positive and negative time samples

Equation (2) is represented in the form of significant variant properties thus the concession matrix can be used for normalizing all the connected signals. This can be represented in mathematical form as follows,

[image: image]

Where,

wi denotes weight factor of applied bio-signals

cin indicates the number of connected networks in the signaling process

The connected networks in the signal processing technique will have upper and lower boundaries which are represented using shifting boundaries using Equation (4) as follows,

[image: image]

Where,

uin (t) and lin (t) represents the upper and lower limits

Equation (4) is also characterized as mean values of signals and appropriate integer values cannot be obtained in any case. Therefore, the quantization of integers at each step period can be represented using Equation (5) as follows,

[image: image]

Where,

min(in) and max(in) denotes minimum and maximum quantization values of signals

Si represents the data size of signals

In Equation (5) data size of signals is considered using an array of the matrix as 16*16 as the convolution of signals can be carried within the corresponding network frame. Subsequently, the defined array size can provide errors and it can be solved using the probability density function of signals as represented in Equation (6) as follows,

[image: image]

Where,

Pt(i) and Po(i) represent true probability and original values of signal positions

The geometric analysis of biomedical signals is used for solving both minimization and maximization problems that can be represented using the objective function as given in Equation (7).

[image: image]

Equation (7) indicates that two minimizations and one maximization problem will be solved using the proposed DCS algorithm for processing the biomedical signals at high strength to monitor all necessary parameters.



OPTIMIZATION ALGORITHM

The major advantage of DCS as compared with other non-fusion algorithms is that it is not highly robust to noise and the learning rate of DCS is much higher as compared with other algorithms. Since there is a necessity to learn and update different characteristics of biomedical signals as it varies for every time period a DCS will be much support to correct the raw data behavior (18). The process involved in DCS saves the learning time as multi-tasking is performed with automatic feature learning behavior as the structure of DCS is designed in an anatomical way (19). Deep learning methods are used for biomedical signal processing in this part because many significant features may be extracted within reasonable bounds. Even with the use of a deep learning algorithm, a wide range of complex data can be extracted using various learning patterns. As a result, one sort of deep learning algorithm known as a DCS is used since numerous learning parameters can be changed as time passes. In DCS, one visible and hidden vector is chosen at the outset, and the energy parameter is represented using a probability distribution as shown in Equation (8).

[image: image]

Where,

oi and si represents the observable and secret bound values

ωi denotes the energy representation matrix

To make use of the energy constraint, the probability values must remain at 1. As a result, it is used as a persistent significance in observable bounds, with coordinates that can be changed in the order of j. Equation (9) can be used to represent jth order variation in expectation form as follows:

[image: image]

Where.

ji indicates a sub-variance matrix with the change of order

In case the order in Equation (9) is recurrent then to identify the similarity index a mathematical model is framed using Equation (10) as follows,

[image: image]

Where,

∂ denotes similarity index of the matrix

ein indicates an error in the processing of similar values

Using an unvarying distributed matrix, Equation (10) shows a logarithmic control where all comparable values can be ignored. In addition, the distance between biomedical signal processing can be determined using Equation (11) as follows:

[image: image]

Where,

a, b, and x, y denote the four points of inter-section between biomedical signals

The abovementioned signals can be activated with a learning rate using maximized function values which can be defined using Equation (12).

[image: image]

Where,

rf indicates the Relu function with maximization and minimization values

The Relu function in Equation (12) will be varied with binary values 0 and 1 using the tanh activation task as follows,

[image: image]

Where,

ei and en represents tasks that are performed before and after pre-processing stages

In the presence of a distinct learning rate adjustment parameters must be defined with updating of parametric values where iteration variables are used and represented using Equation (14) as follows,

[image: image]

Where,

Ra indicates fine-tuning of parameters

After certain parametric tuning, the loop values of DCS will be produced as output with a description of the learning rate. The flow chart of DCS for biomedical signals is deliberated in Figure 1.


[image: Figure 1]
FIGURE 1. The implementation procedure of Deep Conviction Systems (DCS) for realizing biomedical signals.




RESULTS AND DISCUSSIONS

In this section, the results of the system model presented in section 2 are simulated using an experimental setup consisting of Fourier filters and geometric signal processing. The experimental setting is constructed in such a way that the total number of physical quantities measured by a sensing device is minimized. Because polluted noise in biomedical signals is decreased, the sensors play an important role in the monitoring process. Both front and rear end sensors are used in the suggested method, and the compatibility of numerous signals is examined at the same time. A deep learning toolbox in MATLAB is used to convert the hardware setup to real-time simulation, with the major data being collected using a reference data set stored on the local disc. The following scenarios also show cross-validation of biomedical signal processing:

Scenario 1: Reconnaissance of recorded data

Scenario 2: Variation of time scale periods

Scenario 3: Configuration distance

Scenario 4: Task of activation

Scenario 5: Cost of implementation

All of the aforementioned situations are carried out with signals that are recorded in a hardware setup and compared to reference signals in computer-aided design. During this comparison, it is decided to use Fourier filters to separate the signals in a regular manner, hence decreasing noise. A full description of all scenarios will give you a good understanding of the seven-layer process.


Scenario 1

In this situation, the recorded data at output units is measured using non-specific time-series samples. Different dynamic ranges are identified without any labels of numerous signals, hence the output units are measured using a 16-bit sample period. Signals are delivered to the receiver without interruption because no tag action is done during the signaling interval. However, in biomedical signal processing, it is necessary to utilize tags to distinguish between real and noisy signals, as shown in Equation (1), and this may be viewed as a unique mechanism used in the execution of the suggested method. This type of separation protects the signal until it reaches the endpoint and allows users to choose channels based on their priority. If any caveat signals are recognized, time periods will be represented at a higher stage, resulting in a faster signal propagation speed. As limited appropriation is used, the above-mentioned technique is verified every 5 s. Figure 2 depicts the simulation results of recorded output unit data.


[image: Figure 2]
FIGURE 2. Representation of recorded data.


Figure 2, Table 1 show that the initial stage of representations can be achieved using these periodic representations over time durations ranging from 60 to 300 s. The number of true and noisy signals is limited throughout these periods, and the effective signal epoch boundary limits should be between 40 and 60. In addition, a comparison was done with conventional approaches using different system models, and it was discovered that the average number of real signals is formed (2), but true signal representation is determined to be at high levels in the deep learning process. In the projected technique, rather than random changes, the amount of noisy signals is reduced at the conclusion of time periods (2).


Table 1. Separation of stable and noisy signals.

[image: Table 1]



Scenario 2

It is necessary to execute the unpredictability of time periods in addition to the separation of biological signals, which is presented in this scenario. The evolution of biological signal representation is accomplished through a stationary process in which modest changes in time periods cannot be tracked over a short period of time. However, because the suggested method produces non-stationary signals, it is possible to track and adjust the signal properties even during the automatic recording step. This benefit can be used during the pre-processing step because the collected images are clear before they reach the channel state. Furthermore, this creates a lively trade-off between frequency signals, which is visible at peak values. Due to the employment of Fourier filters, a transformation strategy using sequential resolution is used, with a large window size being recommended. Furthermore, utilizing a single matrix form, the time resolution of various signals will be exploited to separate positive and negative samples. Both positive and negative signals will be normalized with a combination factor after the pre-processing stage, as shown in Figure 3.


[image: Figure 3]
FIGURE 3. Time scale vs. Samples.


The separation of data from time scales that twitch from −2 to +3 when the transformation technique is adopted is depicted in Figure 3, Table 2. Additionally, the same amount of positive and negative samples are treated as identical situations when compared to reference inputs. After three state observations, the final combined rate for both the traditional and projected methods is calculated from signal images. Once the signals have been agreed upon, the arrival rate should be matched to the time scales and maximized.


Table 2. Combined rates of samples.

[image: Table 2]

If the maximum rate is not obtained, it means that some stages of signal separation are not being processed, implying that loop depiction must begin at the beginning. According to the contrasted combined rate values, the projected technique employing deep learning models optimizes the rate at 589 signals per second, whereas the existing method can only maximize up to 416 signals per second, which is significantly less than the planned adaption.



Scenario 3

The distance of monitoring between numerous variations is an important case study after the representation of time scale in biological signals. The suggested technique considers four discrete samples, with the point of inter-section providing the actual distance. When the separation distance increases by a positive factor, it is referred to as scaling with regard to the time factor since the value of the signal representation changes. Furthermore, if deep learning is not used, the procedure might be defined as manual because positive variables must be multiplied by time scales. To avoid such manual procedures, a point of inter-section is chosen that has no effect on frequency variations. However, this method is limited since every 30 s inter-section interval, signal rotation is required. During this 30 s time period, over 1,000 signals are sampled within the channel without any data set augmentation. Figure 4 depicts the imprecise distance separation values that were simulated.


[image: Figure 4]
FIGURE 4. Separation of distance in the incidence of data set.


Figure 4, Table 3 show that two sets of values were chosen as input, the first of which differs by two value points and the second of which differ by four. These two sets are combined, and a point of inter-section is provided, as well as values at each midway, resulting in automatic distance configuration. For biological signals, a sensing device must be placed at each midway to maximize the separation distance. If the separation distance is not maximized, data will be augmented, which is a severe flaw in traditional models without deep learning techniques. However, the proposed system model solves it using five different points of touch, reducing the number of sensing devices from ten to five. Furthermore, 5 sensing devices are sufficient for viewing the representation signal at all phases, as evidenced by the last data set, where the suggested method achieves a distance of separation of 66.9, whilst the conventional methodology achieves a distance of separation of 59.5.


Table 3. Distance of separation.

[image: Table 3]



Scenario 4

This scenario is implemented utilizing the activation function, which is represented using Equation, for further analysis of the data set (13). The number of iterations considered in this sort of initiation varies for each defined data set. It is characterized as an exact network if the activation period is obtained at negligible iteration, hence the maximum iteration period is set to 100 with a variation of 20 predetermined periods. The main rationale for choosing 20 defined periods is that during this sample, error values are decreased to 0.001, resulting in the best rate of concealed and output markers. Only if the following constraints are present, such as <4k Hz for variable activities and >30kHz for constant activities, will the training function be active. If any value exceeds a specific range, it means that the visual representation's border condition is incorrect, and testing data cannot be activated. After extensive testing, it was discovered that the proposed method's boundary conditions are met, and a visual representation is obtained, as shown in Figure 5.


[image: Figure 5]
FIGURE 5. Activation function with iteration periods.


Figure 5, Table 4 show that the bar that rises to a large extent is labeled as the activation period, whereas there is no rise in activation functions at three different stages. Aside from this activation function, the number of tuning parameters must be chosen in a ratio that is appropriate for the number of iterations. The proposed method increases the ratio to around 1:15, resulting in the best activation function within the time constraints. This is demonstrated at iteration 80, where a high activation function is achieved for 2.5 scaling periods. Because the proportion ratio in the existing model (9) is not properly defined, the activation period remains at 1 for even two iteration periods. This demonstrates that the projected deep learning model produces the best iteration results with the best activation functions.


Table 4. Iteration and activation function.

[image: Table 4]



Scenario 5

This Scenario depicts the cost of implementing observation units with hidden fragments. It is self-evident that the cost of implementation is decreased due to the minimal number of sensors deployed at junctions.

The type of transceiver used in the proposed technique is determined by the communication between different receivers and the control power of the stations. A radio frequency component is used as an external controller in the transceiver, and a series of recordings are made. This radio frequency component will raise the cost of signal acquisition, but a Nanoscale module is used in the deep learning process. Figure 6 depicts the simulated implementation cost with comparison. Figure 6 and Table 5 show that the cost of implementation increases as the number of radiofrequency components increases for both proposed and existing methods (2). However, with the same number of components, the existing method has a high implementation cost of INR 95000. However, the proposed method is implemented with INR21500 as the transceiver is designed properly at appropriate stages using the same components. Even the power constraint is met at the same cost of installation, resulting in cost savings. This demonstrates that the cost of real-time implementation may be significantly reduced, and medical enterprises can readily obtain it.


[image: Figure 6]
FIGURE 6. Implementation cost.



Table 5. Cost of existing and proposed methods.

[image: Table 5]



Performance Analysis

Since DCS are implemented in the proposed model it is essential to check the performance characteristics in addition to the above-mentioned scenarios. The major intention for checking the enactment is that DCS will have more than one output representation and in this case, the best output must be selected and it should be compared with reference data. This output representation wills ensemble the fitness function and it should be terminated after a certain number of algorithmic steps. Also, the implemented algorithm must provide high feasibility to all system representation techniques. Therefore three different performance analyses are carried out in this section as listed below,


Feasibility of DCS

In the proposed method a separate programming code is inscribed where step-by-step directions are included in the loop. The pre-defined loop features must be available with highly effective resources and a matching technique will be represented to check the allocation of resources at exact location points. Also, the probability distribution of a value must be defined with finite cases where both length and time margins are provided with an average value set.

For all the data sets a non-trivial solution will be achieved with two different exponential functions. Additional sub-exponential functions are also derived to determine the performance of DCS using entropy function determinations where a feasible solution can be achieved. The accomplished solutions are deliberated in Figure 7. From Figure 7 it can be observed that a number of resources are varied from 4 to 20 and for each resource, both time and length margins are measured. For the proposed method both margins are kept as a minimum at the constraint for margins are satisfied as compared to reference values. However, comparisons are not made with any existing method due to unavailable resources in the selection process. Even the time margins which are represented in seconds are much lesser and the same can be applied to conjunction characteristics at border length margins. This can be proved with a maximum resource where length margins are 204 meters and, in this case, the maximum time period is 34 s. The above-mentioned values are much lesser as in the absence of resources more than 80 s time periods are observed.


[image: Figure 7]
FIGURE 7. Marginal periods with the allocation of resources.




Computational Complexity

If the feasibility of the proposed method is higher, then complexities that are present in time periods can be analyzed. Thus, complexities in time periods are measured in addition to memory requirements where for large input size three different values such as best, worst, and average are represented. In the projected model, the time for executing each statement is found and it is determined using the asymptotic function. The complexity in time periods is measured using several external factors such as the size of the input, processor speed, etc. The computational complexity for DCS is simulated in Figure 8.


[image: Figure 8]
FIGURE 8. The complexity of time intervals.


From Figure 8 it can be observed that a number of iterations is considered from 10 to 50 and all three values are plotted where best values are shown in subplot 1, worst and average values in subplot 2. From these two subplots, DCS values are varied where low complexities are found as best values reach 0.5 s and further reduce after several iteration periods. If zero measurements are found then it indicates that time complexity is not present in the system. The same situation is observed for DCS after 80 iterations but until it reaches the corresponding iteration value complexities remain constant at 0.5 s. This proves that at constant speed DCS can able to reduce complexities in time.



Convergence Characteristics

For all non-linear system models, it is essential to perceive the convergence characteristics where persistent phases must be observed. In DCS two types of characteristics are analyzed with respect to definite and captivating problems. This will give a clear solution to address the problems that arise during a long period of time where if convergence is not achieved then that particular time period will be separated. Furthermore, the separated time periods will be analyzed in several ways such as fault communication module, signal transmission properties, sensing capabilities, etc. If any one parameter fails to provide precise results then convergence cannot be achieved and it indicates failure of the model. The convergence characteristics of DCS are deliberated in Figure 9.


[image: Figure 9]
FIGURE 9. Convergence characteristics.


From Figure 9 it can be perceived that DCS is converged immediately at 50 iteration periods whereas the existing system converges only at 80 iteration periods. Therefore a large difference in convergence can be observed in the value determinations such as 0.3 and 0.5. Even after attaining fast convergence, the proposed method can be able to reduce the period of signal transfer to the receiver. This in turn helps the users to get a high signaling rate at shorter periods but fabrication parameters must have concurred with DCS. With the fabrication parameters, it is much easier to install a signal processing sensor thereby making DCS converged at initial point conditions.



Robustness of DCS

Since the dataset of the proposed method is varied as different bio-medical signals are transferred to end systems. In addition, the biomedical signals that are passed from individuals are much different when it is compared with distinct parameters. Therefore for change in signal representation, it is essential to check whether the system is robust to all input conditions. Further error in DCS must be reduced to increase the effectiveness of the proposed model as the trained inputs must achieve much closer outcomes during deduction segments. Thus the simulated model for checking the robustness is plotted in Figure 10.


[image: Figure 10]
FIGURE 10. Low robust points of DCS.


From Figure 10 it can be observed that the number of iterations varied from 10 to 100 and for each representation, a midpoint robust values are achieved. These midpoint values are considered as the initial design of the biomedical signal representation must not be changed as local points will provide information about missing values in the system. For all changes in iteration periods, the proposed method operates under low robust conditions whereas the conventional systems are highly robust against input conditions as local points cannot able to identify distinct data set points.





CONCLUSIONS

This paper examines a real-time augmentation biomedical signal that is used in the testing and classification mechanism of a human interface system. The application of biomedical signals in medical applications provides clear insights into future developments under the automatic mode of operation in a wide range of research fields. As a result, the proposed method prepares an automatic process using a sensing device that can be accessed in simple environmental conditions. However, a few sensors that monitor biomedical signal parameters must be fabricated in order to provide precise data and transmit signal data to the control center. In the proposed method, a pre-processing technique is used at stage 1 to classify and train the images, with the result that any incongruent signals will be detected quickly. In addition, for the training set, the previous data set has been integrated, and a comparative analysis has been performed using two algorithms: firefly and gate count technology. Since biomedical signals in the transceiver are detected using a deep learning algorithm, which includes DCS with several learning parameters in the 2.5-time scale period range. As a result, the generated data set is observed for three discrete periods using weight transformations, resulting in deep image representation extensions.

Furthermore, real-time simulation results show that biomedical signals are activated without any peripheral intrusion, even after several different classifications. To gain a better understanding of DCS, five different scenarios are divided and tested using a hardware setup that yields effective results. Biomedical signals can be used as a building block for all knowledge transformation techniques in the future, resulting in a significant reduction in data augmentation measures.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary files, further inquiries can be directed to the corresponding authors.



AUTHOR CONTRIBUTIONS

Data curation: AY. Writing-original draft: HM. Supervision: SS. Project administration, conceptualization, and visualization: SS and HM. Methodology and resources: SS and MU. Validation: HM, HA, and AY. Review, editing, and funding acquisition: C-LC and C-MW. All authors contributed to the article and approved the submitted version.



FUNDING

This work was supported in part by the National Natural Science Foundation of China (No. 51808474) and the Ministry of Science and Technology in Taiwan (Nos. MOST 110-2218-E-305-001–MBK and MOST 110-2410-H-324-004-MY2).



ACKNOWLEDGMENTS

We wish to thank our funder C-LC who is supported by the Ministry of Science and Technology, Taiwan.



REFERENCES

 1. Dahrouj H, Alghamdi R, Alwazani H, Bahanshal S, Ahmad AA, Faisal A, et al. An overview of machine learning-based techniques for solving optimization problems in communications and signal processing. IEEE Access. (2021) 9:74908–38. doi: 10.1109/ACCESS.2021.3079639

 2. Rajeswari J, Jagannath M. Advances in biomedical signal and image processing – a systematic review. Informatics Med Unlocked. (2017) 8:13–9. doi: 10.1016/j.imu.2017.04.002

 3. Cao C, Liu F, Tan H, Song D, Shu W, Li W, et al. Deep learning and its applications in biomedicine. Genomics, Proteomics Bioinforma. (2018) 16:17–32. doi: 10.1016/j.gpb.2017.07.003

 4. Zemouri R, Zerhouni N, Racoceanu D. Deep learning in the biomedical applications: Recent and future status. Appl Sci. (2019) 9. doi: 10.3390/app9081526

 5. Belo D, Rodrigues J, Vaz JR, Pezarat-Correia P, Gamboa H. Biosignals learning and synthesis using deep neural networks. Biomed Eng Online. (2017) 16:1–17. doi: 10.1186/s12938-017-0405-0

 6. Nayak J, Naik B, Dinesh P, Vakula K, Dash PB. Firefly algorithm in biomedical and health care: advances, issues and challenges. SN Comput Sci. (2020) 1:311. doi: 10.1007/s42979-020-00320-x

 7. Ahmed ST, Sandhya M, Sankar S. An optimized RTSRV machine learning algorithm for biomedical signal transmission and regeneration for telemedicine environment. Procedia Comput Sci. (2019) 152:140–9. doi: 10.1016/j.procs.2019.05.036

 8. Hu T, Khishe M, Mohammadi M, Parvizi GR, Taher Karim SH, Rashid TA. Real-Time COVID-19 diagnosis from X-Ray images using deep CNN and extreme learning machines stabilized by chimp optimization algorithm. Biomed Signal Process Control. (2021) 68. doi: 10.1016/j.bspc.2021.102764

 9. Jain N, Mishra B, Wilson P. A Low gate count reconfigurable architecture for biomedical signal processing applications. SN Appl Sci. (2021) 3:1–19. doi: 10.1007/s42452-021-04412-y

 10. Alaskar H. Convolutional neural network application in biomedical signals. J Comput Sci Inf Technol. (2018) 6:45–59. doi: 10.15640/jcsit.v6n2a5

 11. Roy Y, Banville H, Albuquerque I, Gramfort A, Falk TH, Faubert J. Deep learning-based electroencephalography analysis: a systematic review. J Neural Eng. (2019) 16. doi: 10.1088/1741-2552/ab260c

 12. Konstantinidis EI, Frantzidis CA, Tzimkas L, Pappas C, Bamidis PD. Accelerating biomedical signal processing algorithms with parallel programming on graphic processor units. In: Proceedings of the 9th International Conference on Information Technology and Applications in Biomedicine. Larnaca: IEEE (2009). doi: 10.1109/ITAB.2009.5394314

 13. De Jonckheere J, Logier R, Dassonneville A, Delmar G, Vasseur C. PhysioTrace: an efficient toolkit for biomedical signal processing. Annu Int Conf IEEE Eng Med Biol - Proc 7 VOLS. (2005) 6739–41. doi: 10.1109/IEMBS.2005.1616051

 14. Stojanović R, KneŽević S, Karadaglić D, DevedŽić G. Optimization and implementation of the wavelet based algorithms for embedded biomedical signal processing. Comput Sci Inf Syst. (2013) 10:503–23. doi: 10.2298/CSIS120517013S

 15. Pandya S, Gadekallu TR, Reddy PK, Wang W, Alazab M. Infused heart: a novel knowledge-infused learning framework for diagnosis of cardiovascular events. IEEE Trans Computational Soc Sys. (2022) 17:1–12. doi: 10.1109/TCSS.2022.3151643

 16. Arikumar KS, Prathiba SB, Alazab M, Gadekallu TR, Pandya S, Khan JM, et al. FL-PMI: federated learning-based person movement identification through wearable devices in smart healthcare ystems. Sensors. (2022) 22. doi: 10.3390/s22041377

 17. Saleem K, Saleem M, Zeeshan R, Javed AR, Alazab M, Gadekallu TR, et al. Situation-aware BDI reasoning to detect early symptoms of Covid 19 using smartwatch. IEEE Sensors J. (2022) 1–8. doi: 10.1109/JSEN.2022.3156819

 18. Fokas AS, Dikaios N, Kastis GA. Mathematical models and deep learning for predicting the number of individuals reported to be infected with SARS-CoV-2. J R Soc Interface. (2020) 17. doi: 10.1098/rsif.2020.0494

 19. Iglesias-Puzas, Boixeda, P. Deep learning and mathematical models in dermatology. Actas Dermosifiliogr. (2020) 111:192–95. doi: 10.1016/j.ad.2019.01.014

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Manoharan, Selvarajan, Yafoz, Alterazi, Uddin, Chen and Wu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 24 May 2022
doi: 10.3389/fpubh.2022.885624






[image: image2]

A Visualized Dynamic Prediction Model for Overall Survival in Elderly Patients With Pancreatic Cancer for Smart Medical Services

Jiang Zhong1†, XingShu Liao1†, Shuang Peng2, Junyi Cao3, Yue Liu4, Chunyang Liu5, Ju Qiu5, Xiaoyan Guan4, Yang Zhang6*, Xiaozhu Liu7* and Shengxian Peng5*


1College of Computer Science, Chongqing University, Chongqing, China

2General Affairs Section, The People's Hospital of Tongnan District, Chongqing, China

3Department of Medical Quality Control, First People's Hospital of Zigong City, Zigong, China

4Department of Pediatrics, First People's Hospital of Zigong City, Zigong, China

5Scientific Research Department, First People's Hospital of Zigong City, Zigong, China

6College of Medical Information, Chongqing Medical University, Chongqing, China

7Department of Cardiology, The Second Affiliated Hospital of Chongqing Medical University, Chongqing, China

Edited by:
Celestine Iwendi, School of Creative Technologies University of Bolton, United Kingdom

Reviewed by:
Shahab S. Band, National Yunlin University of Science and Technology, Taiwan
 Praise Young, Nnamdi Azikiwe University, Nigeria
 Shweta Agrawal, Sage University, India

*Correspondence: Yang Zhang, 1565983618@qq.com
 Xiaozhu Liu, xiaozhuliu2021@163.com
 Shengxian Peng, 13258280319@163.com

†These authors have contributed equally to this work

Specialty section: This article was submitted to Digital Public Health, a section of the journal Frontiers in Public Health

Received: 28 February 2022
 Accepted: 06 April 2022
 Published: 24 May 2022

Citation: Zhong J, Liao X, Peng S, Cao J, Liu Y, Liu C, Qiu J, Guan X, Zhang Y, Liu X and Peng S (2022) A Visualized Dynamic Prediction Model for Overall Survival in Elderly Patients With Pancreatic Cancer for Smart Medical Services. Front. Public Health 10:885624. doi: 10.3389/fpubh.2022.885624



Background: Pancreatic cancer (PC) is a highly malignant tumor of the digestive system. The number of elderly patients with PC is increasing, and older age is related to a worse prognosis. Accurate prognostication is crucial in treatment decisions made for people diagnosed with PC. However, an accurate predictive model for the prognosis of these patients is still lacking. We aimed to construct nomograms for predicting the overall survival (OS) of elderly patients with PC.

Methods: Patients with PC, older than 65 years old from 2010 to 2015 in the Surveillance, Epidemiology, and End Results database, were selected and randomly divided into training cohort (n = 4,586) and validation cohort (n = 1,966). Data of patients in 2016–2018 (n = 1,761) were used for external validation. Univariable and forward stepwise multivariable Cox analysis was used to determine the independent prognostic factors. We used significant variables in the training set to construct nomograms predicting prognosis. The performance of the models was evaluated for their discrimination and calibration power based on the concordance index (C-index), calibration curve, and the decision curve analysis (DCA).

Results: Age, insurance, grade, surgery, radiation, chemotherapy, T, N, and American Joint Commission on Cancer were independent predictors for OS and thus were included in our nomogram. In the training cohort and validation cohort, the C-indices of our nomogram were 0.725 (95%CI: 0.715–0.735) and 0.711 (95%CI: 0.695–0.727), respectively. The 1-, 3-, and 5-year areas under receiver operating characteristic curves showed similar results. The calibration curves showed a high consensus between observations and predictions. In the external validation cohort, C-index (0.797, 95%CI: 0.778–0.816) and calibration curves also revealed high consistency between observations and predictions. The nomogram-related DCA curves showed better clinical utility compared to tumor-node-metastasis staging. In addition, we have developed an online prediction tool for OS.

Conclusions: A web-based prediction model for OS in elderly patients with PC was constructed and validated, which may be useful for prognostic assessment, treatment strategy selection, and follow-up management of these patients.

Keywords: nomogram, elderly patients, pancreatic cancer, SEER database, online application


INTRODUCTION

Pancreatic cancer (PC) is one of the most dangerous malignancies in the world and is a lethal disease with dismal survival rates, with a 5-year overall survival rate of <5% and a median survival of ~6–8 months after diagnosis. It is the fourth most common cause of cancer death in both men and women due to the difficulty of early detection and poor prognosis (1–3). In addition, PC is the main disease of the elderly population, as aging intensifies, the number of elderly with PC is expected to rise in the future. At the same time, it is difficult for physicians to stage and predict the prognosis of PC because it exhibits a variety of tumor behaviors and symptoms (4). Despite the continuous introduction of new surgical techniques and medical therapies, and the evolving concept of integrated management of PC, the prognosis of PC patients has improved modestly, but the 5-year survival rate has not improved significantly (5). So the poor prognosis of PC remains a major challenge for mankind.

The tumor-node-metastasis (TNM) staging system of the American Joint Commission on Cancer (AJCC) 8th edition, is commonly used for prognostic evaluation of pancreatic ductal adenocarcinoma. However, researchers have found the staging system inadequate (6–8). It only incorporates some features of the tumors into the staging system, and its prognostic factors go far beyond these. Shi et al. constructed a nomogram for predicting the overall survival (OS) and cancer-specific survival (CSS) of young patients with PC and found that primary site, pathological types, AJCC stage, and surgery were independent factors affecting CSS (8). Although many studies have confirmed that the clinical characteristics and prognosis of older patients with PC are different from young patients (9–11), the nomogram of PC in previous studies cannot accurately predict the OS of elderly patients with PC (12–14). Therefore, technically feasible and easily clinically accessible nomograms that predict the OS specifically for elderly patients with PC are still urgently required.

At present, nomograms have been developed and proposed as an innovative alternative tool for prognostic assessment of many cancers (15–17), which can combine important demographic and clinicopathological features to estimate individual survival for patients with cancer. A nomogram for patients with PC over 65 years old or older derived from population-based data, to the best of our knowledge, has never been reported. The Surveillance, Epidemiology, and End Results (SEER) database serves as the definitive cancer database in the United States. It contains data related to cancer prognosis such as age, race, marital status, histologic grade, tumor size, surgery, radiation, and chemotherapy (18). Based on the SEER database, we aim to investigate the risk factors for OS in elderly patients with PC and establish a web-based prediction model for predicting OS, which might be helpful for the prognostic prediction, and treatment strategy selection. It also can help doctors and patients to make follow-up decisions.



PATIENTS AND METHODS


Patients and Variables Inclusion

The clinicopathological data of all patients with PC from 2010 to 2018 were downloaded from the SEER database. We put the original data in Supplementary Material and put the relevant code on GitHub, see the link for details https://github.com/xiaoyang11223/pancreatic-cancer.git. It collects information on patient demographics, year of diagnosis, marital status, tumor size, histopathological grade, TNM stage, surgery, radiotherapy, chemotherapy, post-operative AJCC 7th staging, and follow-up for survival. The inclusion criteria were as follows: (1) age≥65years; (2) International Classification of Diseases for Oncology, 3rd edition [ICD-O-3] code 8150, 8151, 8152, 8154, 8155; (3) those with a confirmed pathological diagnosis from 2010 to 2018; and (4) those with unknown data about the grade. The exclusion criteria were as follows: (1) unknown diagnostic confirmation; (2) unknown marital status; (3) unknown insurance recode; (4) survival time <1 month; (5) tumor size≥990; and (6) unknown whether radiotherapy was performed. Finally, 6,552 eligible elderly patients with PC were included in this study. The following variables were analyzed: age, insurance, grade, surgery, radiation, chemotherapy, TNM stage, and AJCC. The detailed flow chart was shown in Figure 1. For this study, we have signed authorization and received permission from SEER to access and use the SEER information. The SEER database is publicly available and the data for all patients are deidentified, so institutional review board approval and informed consent were not required in this study.


[image: Figure 1]
FIGURE 1. The flowchart of including and dividing patients. Github: https://github.com/xiaoyang11223/pancreatic-cancer.git.




Statistical Analysis

To construct and validate the nomogram and ensure the robustness of the prediction model, we divided the data into the training set and verification set according to 7:3 through the SAMPLE function of R. we randomly assigned 70% (n = 4,586) of patients from 2010 to 2015 and 30% (n = 1,966) of patients from 2010 to 2015 to the training and validation cohorts, respectively. A total of 1,761 patients in the SEER database from 2016 to 2018 were included in the external validation cohort. A chi-square test was used to compare the clinicopathological characteristics between the training set and the validation set. OS referred to the duration of PC from diagnosis to death, and patients who were alive at the point of the last follow-up were considered censored events. Variables related to OS for which p < 0.05 in the univariable analysis or with important clinical value were entered into a multivariate logistic regression model based on proportional subdistribution hazard models to determine risk factors independently associated with the development of PC in elderly patients, which was performed using a Cox proportional hazards regression model. Discrimination of the nomograms was measured by the concordance index (C-index) and receiver operating characteristic (ROC) curve with its respective 95% CI, which quantifies the level of consistency between the observed OS and the predicted OS probability.

Clinical prediction models can provide doctors and patients with quantified risk value based on current health status to predict future health status utilizing non-invasive, low-cost, and easily collected indicators, which has important health economics significance. Decision curve analysis (DCA) is a new calculation method that estimates the net benefits under various risk thresholds to evaluate the clinical value of the model. We used DCA to evaluate the clinical practicability of our nomogram. Based on the cut-off value calculated from the total score of our nomogram, we divided patients into a low-risk group and a high-risk group. We applied Kaplan–Meier curves and log-rank tests to compare patient survival between different groups. The nomogram, C-indices, ROCs, calibration curves, DCA curves, Kaplan–Meier curves, and a web application for survival prediction were by utilizing R software. For all statistical analyses, p-value < 0.05 was considered statistically significant.




RESULTS


Patients Characteristic

Our study flowchart is shown in Figure 1. Finally, there were a total of 6,552 cases of elderly patients with PC diagnosed in the SEER database between 1 January 2010 and 31 December 2015. These patients were randomly divided into a training set (N =4,586) and a validation set (N = 1,966). The demographic and clinicopathological information of patients were listed in Table 1. Of these patients, 3,702 cases (56.50%) were 65–74 years old, 2,850 cases (43.50%) were >74 years old, 5,501 (83.96%) were white, 3,284 (50.12%) were male, 5,945 (90.74%) were married, and 4,683 (71.47%) were T3 stage. The histological tumor grades were 1,395 (21.29%), 22,839 (43.33%), 2,209 (33.71%), and 109 (1.66%) for patients with tumor histological grades I, II, III, and IV, respectively. Their AJCC stages were IA: n=640 (9.77%), IB: n=823 (12.56%), IIA: n=1,724 (26.31%), and IIB: n=3365 (51.36%), respectively. There were 3,348 (51.10%) underwent local or pancreatectomy, 3,649 (55.69%) underwent chemotherapy, and 5,043 (76.97%) did not receive radiotherapy. Detailed patient clinical characteristics were summarized in Table 1. There were no significant differences in clinicopathologic characteristics between the training and the validation set. Characteristics of patients in the external validation cohort are shown in Supplementary Table S1.


Table 1. Demographical and clinical characteristics of training set and validation set.

[image: Table 1]



Univariable and Multivariable Cox Regression Analysis

Univariate Cox regression analysis was used to screen the prognostic factors of PCC in elderly patients, namely, sex, age, insurance, Fuhrman grade, surgery, radiation, chemotherapy, T stage, N stage, and AJCC stage (Table 2). Then we developed multivariate Cox models using the selected factors to identify independent risk factors. The hazard ratio (HR) is used to quantify its effect on OS. Multivariate analysis found that age, insurance, grade, T stage, N stage, surgery, radiation, chemotherapy, and AJCC stage were significant independent risk factors for the prognosis of patients. The results of univariate and multivariate factors are shown in Table 2.


Table 2. Univariable and multivariable Cox regression analysis of OS in training set.

[image: Table 2]



Nomogram Construction for 1-, 3-, and 5-Year OS

The multivariate Cox regression analysis identified the independent risk factors used to construct a nomogram to predict elderly patients with PC at 1-, 3-, and 5-year OS (Figure 2). The nomogram indicated that surgery and grade are still the most significant factors affecting the prognosis of patients, followed by age, T stage, AJCC stage, and chemotherapy.


[image: Figure 2]
FIGURE 2. Nomogram for 1-, 3-, and 5-year OS of elderly patients with PC.




Validation of the Nomogram

The C-index of the training set and the validation set were 0.725 (95% CI: 0.715–0.735) and 0.711 (95% CI: 0.695–0.727), respectively, indicating that the nomogram has good discriminatory power. In the external validation cohort, C-index was 0.797 (95% CI: 0.778–0.816). The calibration plots for the training cohort and the validation cohort used to predict OS show an excellent consistency between the actually observed and nomogram-predicted survival (Figures 3A–C). In the training cohort, the AUC of the predicted nomogram for 1-, 3-, and 5-year were 0.787, 0.766, and 0.35 (Figure 4A). In the validation cohort, the AUC of the predicted nomogram for 1-, 3-, and 5-year were 0.771, 0.751, and 0.777 (Figure 4B), respectively. Furthermore, most patients do not survive longer than 35 months. In the external validation, the AUC of the predicted nomogram for 1 year was 0.828 (Figure 4C).


[image: Figure 3]
FIGURE 3. Calibration curves of the nomogram. (A) For 1-, 3-, and 5-year OS in training cohort; (B) for 1-, 3-, and 5-year OS in validation cohort; and (C) for 1-, 3-, and 5-year OS in validation cohort.



[image: Figure 4]
FIGURE 4. The ROC for OS of 1-, 3- and 5-year of training cohort (A), validation cohort (B), and external validation cohort (C).




Clinical Application of the Nomogram

Decision curve analyses (DCAs) showed that the clinical application value of nomograms was superior to that of the traditional TNM stage system (Figures 5A,B). In addition, we constructed a risk stratification system based on the total points of patients on a nomogram. All patients were divided into a risk-low group (overall score ≤ 185.1) and a risk-high group (total score >185.1). The Kaplan–Meier curves of the validation and training sets demonstrated that there were significant differences in the survival of patients in each risk group (Figure 6). That is to say, Kaplan–Meier curve results well-proved the discriminant ability of the nomogram prediction model.


[image: Figure 5]
FIGURE 5. Decision curves of the nomogram predicting OS in validation cohort (A) and external validation cohort (B). The y-axis represents the net benefit, and the x-axis represents the threshold probability. The purple line indicates that no patients have died, and the blue line indicates that all patients have died. When the threshold probability is between 20 and 60%, the net benefit of the model exceeds all deaths or no deaths.



[image: Figure 6]
FIGURE 6. Kaplan–Meier curves of OS for patients in the low- and high-risk groups in all cohorts (A), training cohort (B), validation cohort (C), and external validation cohort (D).




Online Application for OS Prediction

Based on this nomogram, we have developed a network calculator to predict the OS of elderly patients with PC, which can be accessed at https://yixianainomogram.shinyapps.io/DynNomapp/. Enter the clinicopathological characteristics of the patient, you can immediately get the predictive survival probability of the patient. In conclusion, this online prediction tool is simple, easy to understand, and easy to use in clinical practice.




DISCUSSION

In this study, we used abundant clinical samples to establish a nomogram to effectively predict 1-, 3-, and 5-year OS in elderly patients with PC based on the SEER database. At the same time, we build the nomogram model and validate the performance of the model by screening clinically significant variables. We determined that surgery, grade, radiation, T stage, N stage, AJCC stage, chemotherapy, age, and insurance were independent factors affecting the OS of elderly patients with PC by univariable and multivariable regression analysis based on the SEER database. Furthermore, a combination of key elements of traditional staging systems and other tumor-associated indicators, such as age, grade, surgery, and chemotherapy, ensures that the nomograms display excellent discriminant ability in predicting OS compared with 8th edition TNM staging systems, which can be seen from the comparison of c-index and values of AUC (19, 20).

Nomogram, a simple statistical predictive tool, has been constructed in PC previously and proved to be useful and effective. Several nomograms have been constructed in patients with PC, and show more accurate survival prediction than the conventional staging system in different populations (8, 13, 14). Although many studies have confirmed that the clinical characteristics and prognosis of older patients with PC are different from young patients (9–11), the nomogram of PC in previous studies cannot accurately predict the OS of elderly patients with PC (12–14). Compared with patients with PC of younger ages, elderly patients with PC have unique physiological characteristics. These characteristics include more comorbidities, less life expectancy, and worse life expectancy. Therefore, it was clear that there was an urgent need to develop predictive models for elderly patients with PC. Previous studies have found that age was an independent factor affecting OS in patients with PC (12–14, 21). Shi et al. (8) have found that the nomograms could effectively predict OS and CSS in young patients with PC, which helps clinicians more accurately and quantitatively judge the prognosis of individual patients. Li and Liu (13) have found that their nomogram for OS predicting can serve as an efficacious survival-predicting model and assist in accurate decision-making for patients over 40 years old with surgically resected PC. The clinicopathological features and prognosis of young patients with PC are not quite the same as those of elderly patients with PC (9–11, 22, 23). Another study used several variables of age, differentiation, TNM stage, surgery, and lymph node surgery to construct a nomogram predicting OS rates in patients with PC having age groups of 25–39, 40–59, 60–79, and 80+ (8). But the study still had some restrictions, they did not include patients who have undergone chemotherapy or radiotherapy. To our knowledge, previous studies found that radiotherapy and chemotherapy can effectively improve the prognosis of post-operative patients with PC (24, 25). Our study found that among elderly patients with PC, those who had received chemotherapy and radiotherapy accounted for ~55.69% and 23.03% of the total number of patients, respectively, which was consistent with the previous study. Therefore, it is necessary to establish and validate a reliable prognostic model for elderly patients with PC with better applicability.

Survival was estimated by the Kaplan–Meier method, and any differences in survival were evaluated with a stratified log-rank test. Multivariable analyses with the Cox proportional-hazards model were used to estimate the simultaneous effects of prognostic factors on survival. Interactions with prognostic factors were also examined with the Cox proportional-hazards model. Kaplan–Meier curves and log-rank tests study the relationship between a single variable and survival, and Kaplan–Meier and log-rank tests are only applicable to categorical variables, but not to numerical variables. The advantage of Cox proportional hazards regression analysis is that it can analyze categorical and numerical variables, and expand the scope of survival analysis from univariate to multivariate analysis (26). By univariate and multivariate Cox proportional hazard regression, several independent prognostic determinants were found to significantly affect OS, namely, age, T stage, histological grade, surgery, radiotherapy, chemotherapy, insurance, and stage of AJCC. We used these factors to construct and validate such prognostic nomograms to predict the probability of OS, and it is gratifying that the model manifested good discrimination and calibration, which meant it might act as a quantitative model to assess the probability of OS in patients with PC. At present, surgery is usually considered the optimal curative option for PC. It would always be recommended if the tumors were resectable. In our study, surgery had the greatest influence on OS in elderly patients with PC, followed by grade, AJCC stage, and T stage. As shown in this study, in most patients, resection of the masses was still the first option to achieve a longer OS with a significant p-value < 0.001, indicating that extended pancreatoduodenectomy or local excision of the tumor should be considered even if the procedure is hard to conduct (27). Overall, surgical treatment has better OS than non-surgical treatment. The variance of tumor location in the pancreas can often be tackled in different ways, which determines the prognosis of patients. There still needs to be a larger randomized clinical research to further confirm it. Thus, the therapy selection of surgery decision was another robust indicator for prognosis in terms of the C-index.

The majority of patients with pancreatic adenocarcinoma are over 60 years of age (28, 29). In addition, it has been indicated that increasing age appears to be an important prognostic determinant that directly affects tumor-specific mortality. Further stratified survival analysis showed that patients older than 74 years had lower survival rates compared with those ages fell between 65 and 74 years old. This result resembled other studies which suggested that increasing age might helpful for the mortality of patients (14, 21). Furthermore, the previous study found that three-fourths of non-cancer-specific mortality was observed in elderly patients (13). Age-related comorbid conditions or complications may contribute to non-cancer-specific mortality in elderly patients with PC. This may be related to the decline in the function of the immune system caused by the aging of the patient, which in turn leads to the deterioration of the tumor and shortens the survival time of the patient. Therefore, it is of great significance to take non-cancer-specific mortality into account in the analysis of prognosis, especially in elderly patients.

As we knew, the TNM staging system or differentiation grade is a conventional method for doctors and researchers to evaluate cancer prognosis and select appropriate treatment strategies with respect to the survival of individual patients was still imprecise owing to it being relatively heterogeneous (30, 31). Therefore, the prognostic prediction model seems to be particularly valuable, especially for those who suffer from PC disease. In recent years, studies about the prognosis of PC had been reported after the patients received surgical resection, chemotherapy, or radiotherapy (32–35). Tumor differentiation and TNM stage were commonly regarded as important factors in many cancers and some recent reports even combined these factors with other biomarkers to improve the prediction power (36–40). The performance of the nomogram was measured by the C-index and the area under the receiver operating characteristic (ROC) curve (AUC). All nomogram C-indices were >0.7, the larger the C-index, the more precise was the prognostic prediction, indicating that the model had good discriminatory power. AUC was used as a performance indicator to measure the merit of a machine learning model or a predictive model, a larger AUC (range 0.5–1.0) reflected a more accurate prediction. As indicated in this study, the ROC curves demonstrated that the nomogram showed better discrimination and the ability to provide an individualized prediction for patients. We proposed a nomogram that contains easily measurable clinical features, it is superior to the existing TNM staging system and is more conducive to patient counseling and the promotion of personalized treatment. Univariate analysis and logistic regression were performed to evaluate the impact of clinicopathologic and treatment variables on survival and find potential risk factors. Patients with advanced T stage and AJCC stage suffered from higher mortality and poorer survival rate as demonstrated by multivariate Cox regression analysis. Consistent with previous studies, carcinoma grade is a significant prognostic risk indicator (41). The nomogram model suggests that showed worse clinical outcomes when carcinoma grade shifted to poor differentiation from good differentiation.

Previous studies revealed that female, black, and unmarried patients had a worse OS (8), which was inconsistent with our study. Our study found that no significant difference existed in OS between patients with different marital statuses, gender, and race. Moreover, the multivariable analysis found that insurance has a significant impact on the OS of patients with PC. It is not difficult to imagine that medical insurance will directly affect the patient's choice of treatment, which will contribute to directly affecting the OS. Decision curve analysis (DCA) is a new calculation method that estimates the net benefits under various risk thresholds to evaluate the clinical value of the model. DCA was used to assess the clinical practicability of the model and compare it with T staging, which was a method for evaluating alternative diagnostic or prognostic tools that had advantages over others (42, 43). In this study, we used DCA to validate the accuracy and predictive ability of nomograms for elderly patients with PC, good clinical utility was indicated in the proper range. Validation of the nomogram was significant to avoid overfitting the model and determining representativeness (44). Calibration plots were used to assess the predictive accuracy of the model. In this study, the calibration curve described revealed excellent predictive performance, DCA showed superior net benefits than those of the TNM staging system, which could effectively guarantee the reliability of the constructed nomogram. Moreover, Kaplan–Meier curves showed that the OS of patients in the risk-low and risk-high groups was significantly different from each other, indicating that our model provides accurate surgical intervention and monitoring for high-risk groups, which implied good clinical application potential. Furthermore, we used data from 1,761 patients between 2016 and 2018 as external validation. The survival prediction showed that our prediction model has good accuracy and reliability. They formulated an online application for OS prediction with common and easy-accessible factors, which is convenient for clinical use.

Nevertheless, some limitations to our study should be considered as follows and also some remaining issues for the future. First, this is just a retrospective study. Next, although both the C-index and the calibration curve performed well, validation using a large other external data is still required to further evaluate the predictive accuracy and reliability of our models. Finally, other potential PC-related prognostic factors, such as the family history of PC, obesity, smoking, chronic pancreatitis, history of diabetes, pre-operative nutritional support, and vascular invasion, were not available in the SEER database.

To resolve the above-mentioned limitations, in the future, we aim at implementing the proposed model to determine its real-time applicability and scalability, and we will take other potential PC-related prognostic factors into account during the construction and validation of the model, such as the family history of PC, obesity, smoking, chronic pancreatitis, history of diabetes, and pre-operative nutritional support, lymph node metastasis, and vascular invasion. Besides, methods driven by artificial intelligence (AI) such as deep learning and reinforcement learning will be considered in the formulation of the predictive model, which can help predict specific parameters, hazards, and outcomes (45, 46). Because the blockchain is employed to ensure trust among entities, data immutability, availability, and information security, a predictive model that combines AI and blockchain technology to analyze and integrate clinical characteristics of patients will also be further studied (47, 48). AI and ML could make predictive models smarter and more interesting. Different ML concepts could be added to predictive models to induce a dynamic prediction model. Furthermore, the feasibility of the models could also be studied by examining the computational complexity (49).



CONCLUSIONS

In conclusion, we analyzed the clinicopathological factors determining OS of elderly patients with PC using a large population-based SEER database. Cancer-specific mortality and competing risk mortality were evaluated. Furthermore, nomograms for predicting 1-, 2- and 3-year OS in elderly patients with PC were established for the first time based on a large study cohort. This constructed nomogram showed good performance and can help doctors and elderly patients with PC to more accurately and conveniently predict individual survival and formulate treatment and follow-up strategies.
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This work aims to analyze the impacts on the psychological changes of Chinese returning college students after the outbreak of the 2019 coronavirus disease (COVID-19). A questionnaire survey is used to take 1,482 college students who returned to school after the epidemic as the research objects. The Chinese college students' knowledge of the epidemic, alienation in physical education class, school happiness, and expectations for a healthy life in the future are investigated and analyzed. The research results manifest that Chinese returning college students have relatively poor awareness of COVID-19, and the overall degree of alienation in physical education classes after the epidemic is low, with an average score of 3.55 ± 1.018. The overall level of school happiness is high, with an average score of 4.94 ± 0.883; the overall level of expectation for a healthy life in the future is high, with an average score of 3.50 ± 0.840. It denotes that the epidemic has a great psychological impact on returning college students, and it is necessary to strengthen mental health education for college students after COVID-19. It provides a sustainable theoretical reference for the formulation of psychological intervention measures for returning college students.
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INTRODUCTION

A major infectious disease broke out in China at the end of 2019, that is, pneumonia caused by a new type of coronavirus, which is called “Corona Virus Disease 2019” by the World Health Organization (WHO) (1, 2). The outbreak of Corona Virus Disease 2019 occurred in December 2019, mainly in Wuhan City, Hubei Province, China. The cause of the disease was unknown. Epidemiological investigations found that they had all been to the Huanan Seafood Market, and were finally diagnosed as acute respiratory disease caused by new coronavirus infection (3). Comrade Tedros of the WHO announced in Geneva, Switzerland on February 11, 2020, that the disease was named as “COVID-19” (4). Meanwhile, the National Health Commission (NHC) issued a notice on February 22 to change its English name to “COVID-19.” After that, WHO declared the current COVID-19 outbreak a global pandemic on March 11 (5, 6). COVID-19 is an infectious disease of the respiratory tract caused by coronavirus type 2 infection, which can induce severe acute respiratory syndrome (7). Since the onset of the disease, all provinces, municipalities, and autonomous regions in China have taken strict prevention and control measures to avoid travel and crowd gathering as much as possible, and have achieved good results. According to the existing case data, the main manifestations of COVID-19 include fever, dry cough, and fatigue. A small number of patients will have symptoms of the upper respiratory and digestive systems, such as nasal congestion, runny nose, and diarrhea. Severely ill patients usually suffer symptoms of dyspnea after 7 days of onset, can be complicated by Acute Respiratory Distress Syndrome (ARDS) in a short period of time, and then develop septic shock and metabolic acidosis (refractory), multiple organ failure, etc. (8–10). COVID-19 is a Class B infectious disease managed at the national level, and a public health emergency. Since the establishment of the People's Republic of China, it has spread the fastest, and it is the most widespread and the most difficult to prevent and control infection among major public health events (11). College students are in an active period of physical and mental development. Faced with the dual pressures of the epidemic and their studies, college students are more likely to have negative emotions, develop bad living and exercise habits, and decline in physical fitness.

So far, measures for the prevention and control of the COVID-19 epidemic taken by Chinese government have developed from the initial emergency state to the current normalization work. Full-scale implementation began, and in the meantime, the resumption of normal work and production has been actively underway (12). The Guidelines for the Prevention and Control of Novel Coronavirus Pneumonia in Colleges and Universities proposed in March 2020 stated that the huge pressure caused by the new coronary pneumonia can easily induce psychological stress such as anxiety, depression, and hypochondriasis. During the period of the epidemic, students were isolated and managed at home. The government and schools encouraged and supervised students to exercise through online physical education teaching and assignment of exercise homework. However, home exercise mainly relies on students' conscious self-exercise, and schools lack effective monitoring methods (13, 14). This has a great impact on college students' self-efficacy, life behavior, mental health, learning adaptability, social responsibility and values (15, 16). With the continuous progress and development of information technology, the research methods in psychology have also undergone great changes since the 1940s (17). In the 1970s, some experts tried to use computers to carry out experiments in psychology, which led to the first revolution in the psychology. In the 1990s, the birth of the online psychological questionnaire was the second revolution in psychology due to the advancement of network technology. At this stage, experts and scholars in the psychology established virtual psychological laboratories on the Internet. The advent of the era of big data has prompted the beginning of the third revolution in psychology. The samples of big data are featured with large amount of data, various types, fast traffic, and great potential significance. They have gradually become valuable resources for researchers to observe the characteristics and laws of human psychological behaviors (18–21).

Compared with previous studies, psychological research based on big data technology has great advantages. This shows that psychological research in the past has focused more on the explanation of a certain psychological response. Big data technology can predict and intervene certain psychological reactions on the basis of interpretation (22). Furthermore, the research method based on big data technology can conduct an overall analysis of all data, avoid the sampling error of previous research methods from the sample to the overall promotion, reduce the experimental error caused by improper control of experimental conditions, and greatly improve the efficiency and scale of data processing. In terms of time validity, real-time collection and analysis of psychological states avoid the deviation of analysis results caused by the lag of data collection in traditional research methods (23, 24). The innovation is the use of regression analysis to examine the status of COVID-19-related knowledge among Chinese returning college students after the COVID-19 pandemic, as well as changes in their alienation in physical education classes, school happiness, and expectations for a healthy life in the future. This study aims to provide a sustainable theoretical reference for the formulation of psychological intervention measures for returning college students. The research framework is to first introduce the research objects, observation indicators and survey methods of the questionnaire; then regression analysis is used to analyze the changes in Chinese returning college students' alienation in physical education classes, school happiness, and expectations for a healthy life in the future after the COVID-19 pandemic.



MATERIALS AND METHODS


Research Objects

The random sampling is adopted to investigate the college students who returned to school after the COVID-19 pandemic in different provinces and cities in China. From June to October 2020, a questionnaire survey was conducted on 1,482 college students who were approved to return to school under the principle of informed consent. The included college students have to meet the following criteria: full-time college students returning to school after the epidemic (undergraduate, master, and above) and returning college students who are informed with this experiment and cooperate with the investigation. If any student meets the below items, it has to be excluded: students who have left or dropped out of school; and students who are on-the-job, self-taught adults, or receiving correspondence education. All respondents have fully understood the situation and signed the informed consent forms, and the Medical Ethics Committee of our hospital has also been informed and agreed to implement it.



Observation Indicators

The general information of included students is investigated, including gender, age, grade, major, and place of origin. Cognition of COVID-19 includes what type of infectious disease is the COVID-19 and its route of transmission, the main symptoms, the method of transmission, and the personal preventive measures. The situation related to the COVID-19 epidemic includes what information about the epidemic situation is the most concerned about, how much time it takes to pay attention to the epidemic situation every day, how to obtain relevant information about the epidemic situation, and the attention in information about the epidemic situation reported by the media. College student alienation scale (25): there are 52 questions in total, the higher the score, the stronger the alienation. The school happiness scale for college students (26): there are 36 questions, the higher the score, the higher the level of happiness. The expected measure of future healthy life (27): there are 16 questions in total, the higher the score, the higher the expectation.



Investigation Methods

The questionnaire survey is carried out by scanning the questionnaire star QR code with a smartphone. After the consents of the participants are obtained, the mobile phone WeChat is adopted to scan the code to open the general information about returning college students after the COVID-19 pandemic, COVID-19 awareness, epidemic-related situations, alienation in physical education classes, school happiness, and future life expectations. The researcher writes the instruction language uniformly, follows the principle of free and informed consent, and explains the purpose of the questionnaire survey and the confidentiality principle in detail to the participants. In the context of the questionnaire star operation, effective permission settings are carried out, that is, an IP address can only answer the questionnaire online once, and the filling time is not <5 min.



Linear Regression Analysis

Linear regression refers to a regression analysis that simulates the relationship between one or more independent variables and dependent variables through the least squares function obtained from the linear regression equation (28). This least squares function is a linear combination of model parameters and one or more regression coefficients. There are also such relationships in our daily life, such as the irrelevant relationship between random numbers, the uncertain relationship between individual height/weight, and the definite relationship between the area/radius of a circle. Regression analysis is one of the mathematical methods that is often used to study the existence or absence of correlations between variables that are not completely determined. When only one independent variable is used for regression analysis, it is called univariate linear regression analysis; when there are multiple variables, it is called multiple linear regression analysis.

I. Univariate linear regression analysis

Univariate linear regression analysis, also known as Simple Linear Regression (SLR), is the simplest regression analysis, and there are regression models that are widely used in various fields of life. Its regression equation is given as follows:

[image: image]

In general, the least squares method is used to evaluate the minimum errors α and β from the sample (ai, bi) (i = 1,2,…,n), ε represents the residual, and the objective is to minimize the residual sum of squares:

[image: image]

The extreme value can be obtained by using the differential method. In equation (2), the first-order partial differential is made with α and β, respectively, and it is equal to 0 to obtain [image: image] and [image: image]:
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II. Multiple linear regression analysis

The equation for the multiple linear regression prediction model is expressed as follows:

[image: image]

b1-bn represent independent variables; α, β1-βn express the parameters of the linear regression equation. The binary linear regression analysis model with only two independent variables is the general form of the multiple linear regression model, which is a method for analyzing the correlation between two independent variables and one dependent variable. Its regression equation is given in equation below:

[image: image]

In the above equation, [image: image] represents the dependent variable, b1 and b2 represents the independent variables; α, β1, and β2 indicate the parameters of the linear regression equation. α, β1, and β2 can be obtained by solving below equation:

[image: image]
 

Ensemble Learning Method

There is a famous theory of “no free lunch” in machine learning, which states that no algorithm can maintain its accuracy all the time. Therefore, the concept of ensemble learning appears (29). The main idea of ensemble learning is to use a certain strategy to aggregate multiple base classifiers to obtain higher accuracy. Different base classifiers can use different algorithms, parameters, features, training data sets, etc. The basic idea of Bagging, Boosting, and Stacking is to integrate three strategies. Among them, the basic idea of the Stacking strategy (30) is to train a variety of base classifiers {D1, D2, ..., DN}. In addition, the Stacking strategy uses the output results {qi1, qi2, ..., qiN, ai} of these base classifiers as input data, retrains to obtain a new model, and obtains the final result. output result.

Boosting tree is a boosting method based on the decision tree function. When it faces the classification task, this decision tree represents a binary decision tree; In the regression problem, the decision tree represents the regression tree, and the boosting tree can be regarded as an additive model of the decision tree:

[image: image]

In equation (8), Θn refers to the model parameters, T(b; Θn) denotes the decision tree model, and N is the number of trees.

When binary classification is required, boosting tree is a special case of binary decision trees specified by the base classifier of the AdaBoost algorithm.

Gradient Boosting Decision Tree (GBDT) is an optimization that can be used to solve the optimization problem when the loss function of the boosting tree is a general function (i.e., a non-square loss function or a non-exponential loss function). The GBDT algorithm flow is described as follows. The value of the negative gradient of the loss function in this model plays a key role in the gradient boosting algorithm, which is an algorithm that is very similar to the steepest descent method:

[image: image]

When faced with a binary classification, the loss function that can be defined is as follows:

[image: image]

The process of GBDT is as follows:

Input: training dataset D = {(b1, a1), (b2, a2), ..., (bN, aN)}, a function that is capable of micro-loss is L(a, F(b)), and the number of iterations is K.

Output: the GBDT model FK(b).

The model is initialized as follows:

[image: image]

k = 1,2,…,K is cycled:

(a) The desired pseudo-residuals are calculated with equation (12) below:

[image: image]

(b) The pseudo-residual is fitted to the base classifier gk(b), that is, the training dataset [image: image] is adopted to train the base classifier.

(c) The multiplier γk can be calculated by solving a one-dimensional optimization:

[image: image]

(d) The model is updated:

[image: image]
 

Statistical Analysis

The SPSS 19.0 statistical analysis software package is adopted to enter and analyze the data in this experiment, t-test or variance analysis is applied to judge the differences between variables, and the multiple linear regression is selected to analyze the changes on dimensions of alienation and school happiness, expectations for a healthy life in the future. When P < 0.05, the difference is statistically significant.




RESULTS


General Data

After the COVID-19 pandemic, the general information of Chinese returning college students (n = 1,482) is collected, as shown in Figures 1, 2.


[image: Figure 1]
FIGURE 1. General information on the grades of returning college students.



[image: Figure 2]
FIGURE 2. General information on the origin of returning college students.


Among them, the numbers of males and females are 519 and 963, respectively, aged between 18 and 30 years old, with liberal arts students accounting for 41.26% and science students accounting for 58.74%. In Figures 1, 2, the proportion of freshman students is 27.6%, junior students is 30.43%, and graduate students and above is 5.33%. Among returning college students, 7.83% came from big cities, 45.55% from small and medium cities, and 46.62% from rural areas.



Cognition of COVID-19

After the COVID-19 pandemic, we investigated Chinese returning college students' cognition of the disease and found that 96.7% knew that during the COVID-19 epidemic, the protective measures that people need to do include 6 aspects; and only 10.78% knew that the main manifestations of COVID-19 infection included 3 symptoms. Figure 3 showed the details.


[image: Figure 3]
FIGURE 3. The cognition of Chinese returning college students on the disease after the COVID-19 pandemic.


In the Figure 3 above, A represents the protective measures that people need to do during the COVID-19 epidemic: washing hands frequently, refusing to eat wild animals, wearing disposable medical masks when entering and leaving public places, trying to avoid entering and leaving crowded places, staying within one meter of people around, opening the window regularly to ventilate, and reduce going out. B represents the main mode of transmission of COVID-19: close contact between people and respiratory droplet transmission. C stands for low case fatality rate of COVID-19; D represents the category B infectious disease of COVID-19 according to the prevention and control management of the category A infectious disease; E represents that if you know that in the absence of effective protective measures, if you have face-to-face communication with infected people, share meals, take public transportation, eat wild animals, or accept express delivery from areas with high epidemic incidence, it will increase the risk of epidemic transmission. F stands for the main clinical manifestations of COVID-19 infection, including fever, dry cough, and fatigue.



Situation of COVID-19

After the COVID-19 pandemic, we investigated the three main ways that Chinese returning college students obtain information related to COVID-19: web browsing (91.70%, 1,359/1,482), social tools such as QQ or WeChat (77.68%, 1,151/1,482), television / radio / billboard / billboard (74.8%, 1,108/1,482). The average time spent paying attention to the epidemic every day is 24.50 ± 22.6 min. The most concerned epidemic information includes: epidemic situation (58.86%, 872/1,482), research progress (22.87%, 339/1,482), and prevention and control knowledge (21.04%, 312/1,482). Concern on media reports on epidemic-related information is explained as: very concerned (73.14%, 1,084/1,482), generally concerned (25.48%, 378/1,482), and rarely concerned (4.05%, 600/1,482). The details are given in Figure 4.


[image: Figure 4]
FIGURE 4. The situation related to the COVID-19. (A) Main access way; (B) most concerned epidemic information; (C) attention to the information related to the epidemic situation reported by the media.


In the above figure, Figure 4A shows the three main ways Chinese returning college students obtain information about COVID-19; Figure 4B shows the epidemic information they are most concerned about; and Figure 4C shows their attention to media reports on epidemic-related information.



Differences in Alienation and School Happiness in Demographic Data

After the COVID-19 pandemic, the alienation in physical education class and school happiness of Chinese returning college students are compared in the term of demographic data. The results are shown in Table 1. It demonstrates that that among returning college students, the average alienation in physical education class is higher for boys than for girls. The average of freshmen is lower than that of other grades, the average of non-only children is higher than that of only-children, and the average score of students living in rural areas is higher than in other places. In terms of school happiness, among returning college students, the score of upper class students is higher compared with that of lower class students, and the score of students living in urban areas is slightly higher in contrast to that in rural and urban areas.


Table 1. Comparison of alienation and school happiness in demographic data.

[image: Table 1]



Scores of Three Scales for Returning College Students

After the COVID-19 pandemic, the overall degree of alienation in the physical education class of returning college students in China is relatively low, with an average score of 3.55 ± 1.018; the overall level of school happiness is relatively high, with an average score of 4.94 ± 0.883; and the overall level of expectations for a healthy life in the future is high (3.50 ± 0.840 in average). The specific results were shown in Figure 5.


[image: Figure 5]
FIGURE 5. The situation of the three scales of returning college students.




Regression Analysis

After the COVID-19 pandemic, the total score of college students returning to school in the alienation in physical education class is undertaken as the dependent variable and the school happiness and expectations for a healthy life in the future are taken as independent variables for multiple linear regression analysis. Stepwise regression method is used to screen out the optimal combined variable mode. The independent variables included in the model are shown in Figure 6.


[image: Figure 6]
FIGURE 6. Regression analysis results of returning college students.


In the above figure, A represents friendship happiness, B represents academic happiness, C represents freedom happiness, D represents environmental happiness, and E represents expectations for a healthy life in the future.



Analysis of Mediation Effect

The test procedure of the mediation effect should be followed. The first step: school happiness is selected as the independent variable and alienation is undertaken as the dependent variable to start the regression analysis with the equation of y = -0.723x (P < 0.05). The second step: the school happiness is taken as the independent variable, and the expectation degree is used as the dependent variable to start the regression analysis using m = 0.260x (P < 0.05). The third step: the school happiness and the expectation degree are determined as independent variables, and the alienation is used as the dependent variable for the regression analysis using y = -0.374x-2.143m (P < 0.05). The specific results are illustrated in Figures 7–9.


[image: Figure 7]
FIGURE 7. The first step of the mediation effect analysis.


Figure 7 denotes that the school happiness is selected as the independent variable, and the alienation is selected as the dependent variable for regression analysis, and the P-value is 0.002. Figure 8 refers that the school happiness is selected as the independent variable, and expectation is the dependent variable for regression analysis, and the P-value is 0.002. Figure 9 indicates that the school happiness and the expectation of healthy life in the future are selected as independent variables, and alienation is used as the dependent variable for regression analysis, and the P-value is 0.002. It shows a positive correlation when P < 0.05.


[image: Figure 8]
FIGURE 8. The second step of the mediation effect analysis.



[image: Figure 9]
FIGURE 9. The third step of the mediation effect analysis (in the above figures, A indicates that the expectation is the independent variable, and B indicates that the school happiness is the independent variable).





DISCUSSION

Some experts have pointed out that COVID-19 is an infectious disease of the respiratory tract caused by coronavirus type 2 infection, which can induce severe acute respiratory syndrome. In the world, prevention and control is very difficult (31). Therefore, effective prevention and control publicity and education are needed. The results of this work show that “web browsing” and “social tools (QQ, WeChat, etc.)” are the two most important ways for returning college students to acquire knowledge about the epidemic after the COVID-19 epidemic; in addition, 73.14% of returning college students are very concerned about “the information about the epidemic reported in the media news.” The study pointed out that the most trusted source of news is the relevant information released by the official media, and the information stated by the authority has a significant inhibitory effect on the panic of the public (32). There is a positive relationship between the dissemination of information and the risk perception of COVID-19 in the official media (33). It is suggested that schools can use the “school official website, WeChat public account, and QQ group” as well as other platforms to publish publicity and education on the prevention and control of coronavirus disease.

Some documents indicate that alienation is the alienation of the relationship between the individual and the people around him and the society, the natural environment and himself. What's more, it may be controlled and dominated by the object, causing the individual to appear negative emotions such as social isolation, depression, meaninglessness of life, and self-enclosure (34). The average score of returning college students in alienation in physical education class is relatively high. This may be related to everyone's panic about the epidemic, and their lack of knowledge about the epidemic has increased the psychological pressure of returning college students and felt that life is oppressive. Such results are consistent with the findings of Masdrakis et al. (35).

In psychological research, happiness refers to an emotional state that occurs when an individual realizes that his needs are met and his ideals are realized (36). It is a complex and diverse emotional state based on the interaction between psychological factors such as needs (including motivation, desire, and interest), cognition, emotion, and external factors. Happiness indicates the assessor's assessment of the quality of life according to the set standards. The implementation of the overall assessment is a comprehensive indicator to measure the quality of life of an individual (37). In this work, the school happiness of returning college students is relatively high, perhaps because college students have good psychological quality and strong anti-stress ability, can quickly adapt to the environment, and effectively adjust their negative emotions, so that anxiety can be relieved. The average score of expectations for a healthy life in the future is also relatively high, perhaps because college students live in a relatively simple environment, and their classmates spend a long time with each other and are familiar with each other. In addition, some studies have pointed out that college students have received good higher education, have their own ideas about the future direction, and acquire knowledge relatively quickly, so they have high expectations for future life (38). The disadvantage is that the online questionnaire survey method is used, and the number of respondents is limited and there are regional differences. In future research, a systematic random sampling survey will be conducted according to different regions and different school categories to make the survey results more representative.



CONCLUSIONS

After the COVID-19 pandemic, the cognition on the disease, alienation in physical education class, school happiness, and expectations for a healthy life in the future of Chinese returning college students are investigated and analyzed. It is found that the cognition of college students on COVID-19 is relatively poor. The overall levels of alienation in physical education classes, school happiness, and expectations for a healthy life in the future are relatively high. It can be concluded that the epidemic has a great impact on the psychology of returning college students, and it is necessary to strengthen the mental health education of college students on COVID-19. The disadvantage is that the online questionnaire survey method is used, and the number of respondents is limited and there are regional differences. In future research, a systematic random sampling survey will be conducted according to different regions and different school categories to make the survey results more representative.
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To solve the problem of the design of the old people's recuperation space, the virtual information interaction platform is used to study the public art application in the design of the old people's recuperation space. Firstly, the principles of interactive design are expounded, and secondly, the existing institutions for the old people are investigated. Under the premise of optimizing the functions of the facilities, the concepts of humanistic care, emotional care and humanization in public art are integrated into the design of the old people's rehabilitation space, to solve the long-term negative impression of the old people's repression and indifference to the old people's care institutions. The construction of the scene allows the old people to experience some operations with the help of the virtual information interaction platform. In the modern elderly rehabilitation space, the attention and application of public art design will inevitably bring spiritual and material help to the old people in their later years, and create a happy, peaceful, and comfortable elderly life for them. The survey results manifest that 65.3% of urban old people and 71.8% of rural old people feel that they cannot keep up with the pace of development. Through the analysis and discussion of the physiological and psychological characteristics of the old people, the whole survey denotes that the physiological functions of the old people are declining, which seriously affects their normal life. Therefore, the design of the rehabilitation space for the old people should not only meet the basic needs of life, but also analyze the space design from the perspective of humanization and emotion. An ecological, natural, and human settlement environment has been established. The recuperation space is designed for the needs of different old people, which helps the old people to eliminate loneliness, enhance their value of the old people, and make life full of joy and meaning for the old people.

Keywords: old-age, recuperation space, virtual information interaction platform, public art, design


INTRODUCTION

The aging of the population is gradually becoming a worldwide topic and an important issue for many countries at this stage. Since the end of the last century, China has entered an aging society. China is a country with a large number of old people population in the world, and also one of the countries with the fastest growing degree of aging (1, 2). How to deal with the needs of many old people and provide more comfortable living conditions for older people is one of China's current national conditions. From the change of social and family roles, the old people are prone to psychological imbalance, which leads to loneliness. In addition to caring for their physical health, the focus of the old people's emotional space is equally critical, so that their later life can be full of happiness and care. In China, with the rapid growth of the elderly population and a large base, little attention has been paid to the old people, and less care has been given to the old people (3). After the old people withdrew from the social role, most of the time they lived at home or in the old-age institutions, and they were more dependent on their living space in their later years. They need to go to public life and communicate with others. Therefore, the living space of the old people should create a living space suitable for health, recreation, emotional communication, social play, and pleasing life (4).

There are many studies on the old people. For example, Lee et al. (5) developed eight personas representing four different user groups in the context of home appliance use: visually impaired, hearing impaired, spinal cord impaired, and the old people. Each has a persona as a tool to understand the target user, a persona card representing their task obstacles, frustrations, needs and references, and a cartoonish persona. In this study, two common accessibility issues and two role-specific issues are addressed in each user group (5). These questions are presented in the language roles of stakeholders to help them understand users. Tsuchiya et al. (6) conducted a study on the evaluation of smart home control systems for the old people with a sample of 10 users in inland cities in Brazil. The control system consisted of a prototype using a web-based mobile application, which was developed taking into account requirements obtained from previous studies and recommendations from the literature The study demonstrated clearly the importance of providing information directly by identifying the user's home location in the application, not hiding information under scrolling, appropriately using images and videos in the system to avoid confusion, limiting the number of open windows to maintain context, avoiding unclear interactive elements to facilitate, and showing the visuals of the room and appliances on the screen (6). The findings could help improve the old people's interactions with smart home systems, especially in rural areas of developing countries. And public art is no longer an unfamiliar word in contemporary China. After the reform and opening up in the 20th century, it became a topic of great concern to Chinese artists in the 1990s (7). The development of contemporary Chinese public art is gradually developed and improved along with the adjustment of national policies, the marketization and internationalization of the economy, the socialization of rapid urban development, and the continuous improvement of citizens' rights. Since the beginning of the 21st century, public art has shifted from intense topic discussion to practical research in China, and is entering the urgent needs and rapid development of contemporary society (8, 9). With the rapid development of China's economy and the urgent need for public art culture, China's contemporary public art and its theories are constantly advancing and exploring, and are influenced by relevant external experience and theoretical research. Combined with the current situation of Chinese society and the needs and problems of public art culture development, corresponding public art practices and theories have gradually been produced (10). The main feature of its theoretical research is to gradually shift from the study of the external form and style of public art and the application of urban public space to the study of public art and sociology. The study of the simple aesthetic value orientation of public art has been transformed into the study of the relationship between public art and urban subject culture and citizens' daily public life. Contemporary Chinese public art no longer exists in only one form of art. Nowadays, the publicity and public participation of public art are emphasized. Various services are provided to the public and diverse forms of social public space, which is the overall social and cultural mission. At present, it pays more attention to various vulnerable groups in the society and realizes social fairness and democratic rights in the form of art (11). Therefore, based on Chinese contemporary public art, the recuperation space for the old people is studied.

With the improvement of people's living standards, its actual functions should be fully considered in the design, to meet the needs of the old people for material life as much as possible. According to the survey, it is found that most of the old people lack communication, have a sense of distance, and lack communication bonds with each other. Through the reasonable planning of public space, it is the main motivation of this research to make the people in the space connect with each other and the environment, and make more contacts. The old people have many needs on the spiritual level, which can be roughly divided into spiritual needs such as emotional, social, entertainment and self-realization. Today, the existing old-age care places in the society can no longer fully meet the spiritual needs of the old people, and the design also needs to be improved. The main innovation is to solve the spiritual needs of the old people. It is designed from three aspects: social, participatory, and service-oriented. Interactivity is applied to the layout of the public space of the old people apartment to solve the needs of the old people. This research explores how to carry out the interactive design in the design of rehabilitation space, enhance the ability of the old people's care services, improve the service level for the old people, and enrich the theory of social elderly care, which has good research value.



METHODOLOGY


The Outdoor Environment Design of the Rehabilitation Space for the Old People

The outdoor environmental space refers to the spatial extent of the specific area except the interior of the building, which is different from the open space of the city (12). The old people in nursing homes have different cultural levels and different physical qualities. Therefore, in order to meet these different needs of the old people, the way is also ever-changing (13). The overall differences in the activities of different types of elderly groups and the different characteristics of their activities have become the basis for the outdoor environment design in the elderly rehabilitation space.

Necessity, spontaneity, and sociality are several environmental categories in the aged rehabilitation space. The main activities in the entire elderly rehabilitation space are mainly based on essential and spontaneous activities. All activities of the old people are particularly dependent on the quality of the environment and space. When the quality of external activity space is relatively bad, old people mainly focuses on activities that are essential to life, while other interactions are basically not going on. However, when the quality of the activity space environment is good, they will spontaneously generate diverse activities, and social activities will increase.

When setting up the activity space, special consideration is given to the physiological characteristics of the old people. Ventilation and lighting must be very good. However, the outdoor activities of the old people cannot be located at the vents, and the outdoor rest points for the old people should be continuous. The old people have limited physical strength and the outdoor seating should be installed along the road.

The outdoor environment design of the rehabilitation space for the old people is divided into two parts, as shown in Figure 1. Outdoor environment design is usually divided into dynamic partitioning and static partitioning. Static partitioning generally refers to the spatial domain divided by features such as conversation, reading, and viewing of the old people. Overall, this area is quiet. Dynamic partitioning is a functional partition that is mostly used for large group activities. For example, there must be a certain transition space in the entrance or exit of the building or outdoor environment. Seats and ornamentals for leisure must be provided. The composition and diversity of space is emphasized when designing outdoor spaces. Light, shadow, and visual effects should be appropriate for older people's life requirements, which avoids the overly shocking picture and space composition.


[image: Figure 1]
FIGURE 1. The outdoor environment design of the elderly rehabilitation space.




Functional Composition of the Elderly Rehabilitation Space

The functional composition of the elderly rehabilitation space is shown in Figure 2.


[image: Figure 2]
FIGURE 2. The functional composition of the elderly rehabilitation space.



Accommodation Function

The accommodation function is the most important requirement of the old people in the rehabilitation space. Old people generally spend most of their time in the living space. Therefore, the accommodation environment for the old people must be taken very seriously. According to the physiological characteristics of the old people and the requirements of life use, the necessary functional facilities, such as the bathroom, storage space, balcony area, emergency equipment, etc., should be considered in the design. At the same time, privacy requirements should also be considered.



Leisure Function

In rehabilitation space, the problem of rest must be involved, whether indoor or outdoor. In the discussion of rehabilitation space, the external environment is the main design object. Therefore, in the environment of external communication activities, reasonable rest places must be set up. Old people often need to sit and rest during outdoor activities for physical reasons. Therefore, in the external landscape area, road walking area, leisure activity area, building periphery and other important occasions, leisure seats should be set up, and the number is higher than the design ratio in the city square. At the same time, the ergonomic requirements of the old people should be met.



Health Care Function

Old people's physical condition is much worse than before, especially the elderly people. Sudden infirmities of age often occur and emergency medical care is needed. Therefore, in the rehabilitation space, the design of the medical function is very important. This guarantees the safety of the old people in the event of an emergency. In the design of the location of the medical space, the road must be smooth and convenient, so the ambulance can arrive as fast as possible, and the rescue time is shortened (14).




Barrier-Free Design Requirements

Barrier-free design is an important factor that must be considered and embodied in rehabilitation space for the elderly. Barrier-free design helps old people perform normal activities. This assists to solve the problems of old people, such as the decline of physiological function and inconvenience of movement. Barrier-free design should be strictly observed in all parts of rehabilitation space for the elderly and in the placement of functional facilities (15).


The Influence of Old People's Physical Decline

Design of the ramp: In the rehabilitation space of the elderly, it is inevitable that there will be road ramps, including stairs with a ground height difference environment. Therefore, the design of the ramp should be based on gentle slopes as much as possible. It is convenient for wheelchairs and other equipment to walk, and must be equipped with safety rails next to it. In addition, there should be reasonable ramps side by side in places where there are steps.



Use of Non-slip Materials

The balance ability of the old people and the flexibility of the limbs are bad, so the floor tiles must be strictly controlled. Floor coverings with high surface smoothness are strictly prohibited, which makes it easy for the elderly to slip. Especially in corridors, stairs, sanitary napkins, etc., these are places where old people are prone to accidents. In outdoor activities, paving should be based on flat and non-slip materials.



The Influence of Hearing and Vision of Old People

After the decline of physiological function, the first manifestation is the change of hearing and vision. Therefore, in the maintenance of the modern elderly, in view of the hearing loss of the old people, there are different amplification devices in different space areas to ensure the normal activities and exchanges of the elderly. For the decline of vision, the following aspects are considered.

Eye-catching signs are set on the road and orientation search, and distinguished by color and shape. Good lighting systems are equipped to assist in lighting. Through voice control and other means, these lighting devices are connected, especially at night. Intelligent devices, some acousto-optic signal devices, such as telephones, doorbells, elevator stop signals, call service facilities, etc. should be strictly observed in the design of the indicator lights. This is brighter than the usual general equipment and is clearly legible for identification. The intelligent guiding device is configured to be carried by the elderly. Whether indoors or outdoors, the location of the elderly can be searched at any time to guide the direction, which helps the visually obsessed old people to live comfortably.



Management Discussion

A sound management system for the elderly rehabilitation space was established. The professional knowledge and skills training of nursing staff was strengthened and the quality of personnel services was improved (16). Moreover, the state should have a strong and sound legal system supervision. The healthy life of the old people is advocated. Self-care ability is improved through the efforts and exercise of the old people themselves. Helping the old people to rebuild their confidence is also one of the important purposes of the construction of the elderly rehabilitation institutions.




Physiological Characteristics of the Elderly and Its Impact on Public Art Design in the Rehabilitation Space of the Elderly

The physiological function of the human body will continue to decline, which is the objective law of human life development. However, the decline of physiological functions will directly affect the lives of the old people and their ability to adapt to the natural environment and living environment. In addition, there will be a significant decline in communication skills. Therefore, in the design of the rehabilitation space for the elderly, the design of the living space and the outdoor environmental landscape should be based on the actual situation of the elderly.

The process of the old people's decline is divided according to the “old people's residential building design guidelines”, which are mainly in four stages: The healthy functioning period of the body function is 60–64 years old. The independent period of self-care is 65–74 years old. The inconvenience of action is 75–84 years old. 85 years of age or older is a serious debilitation and is listed as a key nursing period.

The normal growth and development of the human body will change over time. As the age increases, the overall signs of physiologic weakness are more pronounced. The growing age has gradually degraded the functions of the various parts of the old people's body. Especially after 70 years of age, the signs of this decline are more obvious, which will seriously affect the normal physiological function of the old people. As physiology decreases, the design tools and methods used for the needs of the old people will change. More requirements are also placed on the design of public art in the aged rehabilitation space. According to the special requirements of the old people's physiological functions, public environmental facilities or public works of art that meet the overall requirements are designed.

The degree of self-care of the old people directly determines the degree of privacy of the entire living space and the level of living services and care that the maintenance center needs to provide to the old people. Under normal circumstances, the continuous decline of the old people's self-care ability will directly lead to the weakening of the privacy of the entire old people's living environment. At the same time, the maintenance center will be required to strengthen the care and companionship of the old people who cannot take care of themselves. The entire care phase of an old person consists of the following steps: life self-help period; partial care period; comprehensive care period; termination period. From self-help to termination, the life of the old people is an unchangeable trend. The level of care varies according to the difference in care required at each stage of human normal aging.

In combination with the differences in the physiological characteristics of the older people mentioned above, there is a big difference between adults and old people. The physiology of older elderly people is more fragile. Therefore, more care is needed for older people, considering the particularities of life of older people. Thus, there are several factors that must be considered when designing the old people rehabilitation space.


Auditory System Design

A very prominent feature of the old people group is the sharp deterioration of hearing due to the decline of physiological functions. In the investigation of old people rehabilitation institutions, there have been many cases in which the old people have difficulty communicating due to severe hearing loss. Old people are eager to have sensitive ears to get useful information in life. A sharp decline in hearing can significantly reduce the enthusiasm of older people to participate in activities. Older people will have obvious conversational conflicts in their hearts, and they need tools to help their ears get information.

However, when the old people are alone, they like quiet places and spaces very much. They don't want their quiet state to be disturbed by loud noises. In a survey of nursing homes, it was found that old people were disturbed by noisy external voices because it lived close to the main road. Therefore, for the phenomenon of hearing loss of the old people, the design of the elderly rehabilitation space also brings a lot of challenges.



Vision System Design

A decrease in vision is an important manifestation of the decline in the physiological function of the old people. In previous interviews with several elderly institutions, it was learned that many problems, such as dazzling eyes and difficulty in light perception, will arise because of the impaired vision. The old people went in the wrong direction and even stumbled because they could not see the marker. Therefore, in the design of the elderly rehabilitation space, the visual situation of the old people must be carefully understood. The subject buildings, road-pointing signs, and indexing of important places involve visual observations of the old people, and any environment must be treated with rigorous care. For example, a very prominent reminder sign needs to be placed on the floor building, the stairway, the corner, the slope, and so on.



Tactile System Design

Old people's tactile system is also declining with age. They rely on their physical touch to feel the environment and place very high demands on the environment. For cold and hot, the old people are significantly less able to accept the environment than young people. For example, the old people like to sit around the fire source in winter, or need heating facilities. In summer, they need a cool and ventilated environment. Therefore, there are many requirements for the design of the old people rehabilitation space, which is different from the treatment of young people. At present, the design of old-age maintenance institutions is seriously inadequate. In the future, the elderly rehabilitation institutions have higher requirements.



Barrier Free Design

The concept of barrier-free design must be strictly enforced throughout the design of the elderly rehabilitation space. The old people will continue to decline in their physiological functions, their physical activities will be inconvenient, and the ability to adapt to the environment will show significant decline. Steps, stairs, corridors, handrails, toilets and other very common public facilities, young people usually do not pay much attention to. However, as the physical and mental functions continue to decline, the old people will have inexplicable fears and potential threats to these common public facilities. In the course of practical research, it was found that most of the old people needed crutches and other supporting tools in their activities.



Activity Space Design

As a result of the comprehensive analysis of the physiological characteristics of the old people, as their age increases, the functional organs will also weaken. The overall health status will be significantly lower than in the past. Therefore, the old people will have a very personal health status in their lives, and they are also very concerned about the disease.

From the analysis of physiological characteristics, the old people need a public green space with good environmental quality to breathe fresh air and exercise. In addition, the old people have come out of the life stage of youth and live in society. However, they have withdrawn from many social things such as social interaction. Second, the dominant role of the old people in society is also changing anyway. From the collective work of the unit to the individual work in the family, the entire social environment and social group relations are also changing. Children lived in other places all the year round and stayed away from the elderly. The lively atmosphere of the family had changed. Therefore, the new living environment, life progress and lifestyle will bring a sense of discomfort. These inevitably lead to the feeling of anxiety and loneliness in the old people. Compared with some families with superior economic conditions, the high-cultural and healthy old people will have great enthusiasm and interest in social, group entertainment and social interaction. This type of old people is hoping that society can provide them with a place that is relatively safe and can satisfy their social interaction activities. Combined with the physical characteristics of the old people, the design of activity venues must include natural health factors, which reflects a kind of care and consideration for old people. The event space for the elderly has a reasonable radius to meet the needs of various entertainment activities. It creates a healthy, comfortable, self-cultivation and physical exercise ecological environment for the old people.





RESULTS AND DISCUSSION


Psychological Characteristics of the Elderly and Their Impact on Public Art Design in the Elderly Rehabilitation Space

Because of changes in the living environment, the social roles and family roles of the old people will also change, which will have a very significant impact on the psychology of the old people. At the same time, the mental state of the old people has changed a lot because of the different nature of the work, the degree of education, the differences in local culture, and the differences in social experience. In the survey, it was found that loneliness, impatience, survival, resentment, attachment, symbiosis, etc. are the common psychological feelings of the old people.


Loneliness

Many old people's spouses may die, the circle of life and activities is smaller, and the number of people who can communicate with themselves is less. In addition, the phenomenon of “empty nest” appears. Old people feel lonely when their children are not around. Therefore, most old people are reluctant to communicate, like to be alone, and not willing to participate in group activities. Lonely feelings can have a very negative impact on the lives of the old people.



Lost Feeling

Lost feeling is also a situation that the old people often encounter. Old people feel left out and abandoned. This psychological pressure caused some of the old people to change from self-care to dependents. The sense of loss seriously affects the normal living conditions of the old people, which can cause mental tension and frustration in the old people.



Inferiority

In the elderly rehabilitation space, the old people will have a feeling of inferiority because of the difference between themselves and others. Especially when the ability is gradually declining and cannot reach a good state, the old people will inevitably have a tendency to feel inferior, and always think in the subconscious that they are no longer able to do so. The inferiority of old people is also a common occurrence. Because of retirement, social status and economic income are gone. At the same time, the physical condition is not as good as before, the elderly need to be taken care of by others. Therefore, they will have a feeling of inferiority.



Isolation

Isolation is the most common phenomenon in the old people group, and it is also a very realistic and serious situation. The very important reason for the emergence of these phenomena is that there is no comfort in the life of the old people. Spiritual comfort cannot be satisfied and cannot make an understanding of the spiritual world. Therefore, ideologically, the elderly will create pressure on themselves, and eager for the care and attention of the people around them, especially their relatives and friends. In view of this, in the design of the rehabilitation space for the elderly, it is necessary to solve the problem of the public art design in the space. At the same time, the accurate grasp of the psychological characteristics of the old people is of great help to design and construction of the old facilities and the public art of the elderly rehabilitation space.

Through investigation on some aspects, such as the urban elderly and the rural elderly cannot keep up with the development of society, the old people are the burden of the society and the family, the society is paying more and more attention to the importance of the old people, the old people like to chat with others and make friends, and the old people often feel lonely. The results are shown in Table 1. According to a sample survey, 65.3% of urban old people and 71.8% of rural old people feel that they cannot keep up with the pace of development. 52.5% of urban old people and 61.2% of rural old people consider themselves to be social burdens. It can be seen that the rural old people are far less than the urban old people in their recognition of their own values. Therefore, for the old people in township nursing homes, they will feel that they can't keep up with the pace of development of the times, and they are the burden of family and society. On the emotional issues of the old people, the urban old people who like to chat with others account for 70.9%, and the rural old people account for 76.2%. In terms of making friends, the urban old people who choose to make friends are 63.7%, and the rural old people account for 59.1%. It is also worth noting that the rural old people often feel lonely more often than the urban old people. In short, the old people, especially the rural old people, consider themselves to be the burden of society and cannot keep up with the development of society. Psychological problems are more serious. It is conceivable that this situation will be more serious for the old people of the nursing home, especially in terms of emotional comfort.


Table 1. Composition of various statements of the elderly in the surveyed cities and rural areas.
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Various psychological characteristics were studied. Old people will choose different activities due to different psychological characteristics. Changes in the mental state of the old people will directly affect the design of public art in the old people rehabilitation space. Therefore, the factors influencing this aspect must always be considered in the design. At present, in the elderly rehabilitation space, there are relatively few design studies on the psychological characteristics of the old people. The spiritual needs of the elderly are shown in Figure 3.


[image: Figure 3]
FIGURE 3. The spiritual needs of the elderly.




Safety

The body function of the old people is declining and the movement is inconvenient. The ability to recover from injuries is also weakening. Therefore, security guarantees are important. Environmental design and landscape design in the public space of the elderly must be taken seriously. For example, barrier-free design, emergency call system, emergency system and medical security system are all considerations of old people security requirements.



Sense of Belonging

When entering a new living environment and state, the old people need to be recognized by the people and the environment around them to enhance their self-confidence. In this way, these old people can integrate into the collective, build confidence and be accepted and recognized. A sense of belonging is also a sense of responsibility of the old people to the environment and the people around them. Old people who lack a sense of belonging will have a clear lack of responsibility and vice versa.



Neighborhood

The neighborhood of the old people is mainly reflected in the social neighborhood and the environmental neighborhood. Social neighborhood means that the old people need to find friends in the new environment who can communicate, exercise and play games with themselves. An environmental neighborhood means that the old people are intimate with the environment of life and are willing to live in this environment. When designing the living space of the old people, the design of the communication environment of the entire event space was improved, and a new neighborhood communication space was created.



Family Sense

In the design of the elderly rehabilitation space, in addition to considering the psychological feelings of the old people, the sense of family also needs to be considered. The family atmosphere is created. The old people in the old-age care institutions have left the familiar life field that has lived for decades, and it takes time to adjust the lever for the new living environment. The sense of family in the whole environment depends on the accumulation of time.




Public Space for the Old People's Convalescence

The public space for elderly rehabilitation is mainly divided by the space range, as shown in Table 2. After a survey, it is found that most people aged 50-70 like to live in public spaces such as communities, squares, activity rooms and outdoors. Therefore, the scope of this design is divided into two parts: indoor space and outdoor space. The indoor public space includes a leisure reading area, display area, reading room, fitness room, yoga room and performance hall. In the outdoor public space, there are rooftop leisure gardens, landscape viewing spaces, and fitness spaces. Indoor public space and outdoor public space together constitute the public space category of this research.


Table 2. Analysis of scope of activities.
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Discussion of Results

Through the analysis and discussion of the physiological and psychological characteristics of the old people, the entire survey shows that the physiological functions of the old people are declining, which seriously affects their normal life. Psychologically, old people are also suffering from a variety of social and family role changes. A healthy mindset can help the old people live a happy life, but most of the old people have a hard time accepting the current situation, from the main role of society to retirement. The main difficulty of the old people is to face a new living environment and establish a new personal relationship and emotional space. Therefore, the design of the old people rehabilitation space should analyze the spatial design from the perspective of humanization and emotionality while meeting the basic needs of life. An ecological, natural and humane living environment has been established. In the old people rehabilitation space, public art is designed to fully consider their needs. In the rehabilitation space, older people can spend their old age in happiness. The quality of the living environment is good. Furthermore, connecting people through shared experiences and emotions focuses on connecting people to artworks and connecting them to specific communities, which is consistent with the work of Zebracki et al. (17).




CONCLUSION

Today, society is facing an increasingly serious phenomenon of aging, and old people are getting more and more attention. The basic starting point of public art, public environment, and public facilities in the elderly rehabilitation space is to meet the physical and psychological needs of the old people, to facilitate their use of the old people, and to provide a comfortable living environment. At the same time, in order to reduce the psychological pressure of the old people, a healthy, harmonious and happy rehabilitation space was established. However, the current main research task for the construction of old-age care institutions should be based on the psychological and behavioral characteristics of the old people. The society is constantly improving, and the concept of life of the old people in each era is constantly changing and continuing. Therefore, the psychological research on the old people is constantly changing, and the design concept of the elderly rehabilitation space will be constantly changing and updating. Taking the elderly as the research object, their physiological, psychological and behavioral characteristics were studied. Existing geriatric care institutions have been investigated on the spot, which provides relatively intuitive research data for exploring conclusions. The results show that the recuperation space design should be built according to the needs of different old people, which helps the old people to eliminate loneliness. At the same time, to enhance the value of the role, the old people can also make life full of joy and meaning. The shortcoming is that it only analyzes the feasibility of the application of public art experience design for the old people. However, the interactive behavior of the old people's care space is related to each other and affects each other. Therefore, a public space that can give the old people a sense of belonging and comfort should be created as much as possible to meet their psychological and physical needs. Creating a public space environment full of communication and interaction in the rehabilitation space for the old people can not only provide new design ideas and research directions for the public space design of elderly apartments, but also enrich other fields of environmental art design in theory and practice.
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Background: Amino acid metabolism plays a vital role in cancer biology. However, the application of amino acid metabolism in the prognosis of colon adenocarcinoma (COAD) has not yet been explored. Here, we construct an amino acid metabolism-related risk model to predict the survival outcome of COAD and improve clinical decision making.

Methods: The RNA-sequencing-based transcriptome for 524 patients with COAD from The Cancer Genome Atlas (TCGA) was selected as a training set. The integrated Gene Expression Omnibus (GEO) dataset with 1,430 colon cancer samples was used for validation. Differential expression of amino acid metabolism-related genes (AAMRGs) was identified for prognostic gene selection. Univariate cox regression analysis, LASSO-penalized Cox regression analysis, and multivariate Cox regression analysis were applied to construct a prognostic risk model. Moreover, the correlation between risk score and microsatellite instability, immunotherapy response, and drug sensitivity were analyzed.

Results: A prognostic signature was constructed based on 10 AAMRGs, including ASPG, DUOX1, GAMT, GSR, MAT1A, MTAP, PSMD12, RIMKLB, RPL3L, and RPS17. Patients with COAD were divided into high-risk and low-risk group based on the medianrisk score. Univariate and multivariate Cox regression analysis revealed that AAMRG-related signature was an independent risk factor for COAD. Moreover, COAD patients in the low-risk group were more sensitive to immunotherapy targeting PD-1 and CTLA-4.

Conclusion: Our study constructed a prognostic signature based on 10 AAMRGs, which could be used to build a novel prognosis model and identify potential drug candidates for the treatment of COAD.

Keywords: colon adenocarcinoma, amino acid metabolism, prognostic model, immune checkpoint, immune therapy


INTRODUCTION

Colon adenocarcinoma (COAD) is the most common type of colorectal cancer (1). According to the Global Cancer Observatory (GCO) (gco.iarc.fr) in 2020, there were an estimated 1.4 million new cases of colon cancer and 0.5 million deaths worldwide (2). Late diagnosis and lack of reliable biomarkers account for the poor prognosis of COAD (3). Despite many efforts, the attempt to use a single biomarker to predict the outcome of COAD has been unsuccessful (4).

Metabolic reprogramming is a common feature of tumor cells, which is crucial for rapid tumor growth and adaption to tumor microenvironment (5, 6). Apart from the well-known Warburg effect, metabolic alterations in lipid and amino acid metabolism have been observed in a number of tumors, including colorectal cancer, lung cancer, and breast cancer (7). Mounting evidence have indicated that changes in amino acid metabolism contributed to the metastasis, proliferation, angiogenesis, and drug resistance of colorectal cancer (8–11). Recent study has demonstrated that inhibition of ASCT2 (function as a glutamine transporter) exerted a great anti-tumor effect in colorectal cancer (12). Meanwhile, new insights into the metabolic signatures of tumors have revealed the potential of risk prediction model, which is based on the amino acid metabolism-related genes (AAMRG) (13, 14). In addition, amino acid metabolism plays an important role in regulating tumor immunity and targeting amino acid metabolism may help to overcome immunotherapy resistance and improve existing therapies for COAD patients. Therefore, targeting the amino acid metabolism might provide novel ideas for the diagnosis and management of COAD.



MATERIALS AND METHODS


Data Acquisition

The COAD cohort's transcriptional dataset with matching clinical information were downloaded from The Cancer Genome Atlas (TCGA) (https://cancergenome.nih.gov/). Total 524 mRNA expression profiles including 482 COAD tissues and 42 normal colon tissues were enrolled. Three datasets with 1,430 patients with colon cancer from Gene Expression Omnibus (GEO), including GSE39582 (15), GSE29621 (16), and GSE17536 (17) were selected to verify the results of TCGA data analysis (https://www.ncbi.nlm.nih.gov/geo/). The “sva” software package in R version (4.0.2) was devoted to remove the batch effects.



Differentially Expressed AAMRGs in TCGA

Total 374 AAMRGs were extracted from the amino acid metabolism-related genes dataset (REACTOME_METABOLISM_OF_AMINO_ACIDS_AND_DERIVATIVES), which were recorded in Molecular Signatures Database (13, 18). Then, total 327 common expressed AAMRGs in TCGA and GEO were selected. Subsequently, differentially expressed AAMRGs between the COAD and control groups were analyzed using the “limma” software package in R version (4.0.2) (based on |log2FC| > 1 and false discovery rate <0.05).



Construction and Validation of Prognostic Risk Score Model

The univariate Cox regression analysis was conducted for prognosis-related AAMRGs screening. The LASSO algorithm was executed to avoid overfitting the model. The multivariate Cox regression was conducted to get the optimal prognostic genes for the model. Finally, the stable AAMRGs, as the final prognosis model was constructed. We used the following equation to calculate the risk score, which was combined by regression coefficients and expression values of each AAMRG. Risk score = (index gene1 × expression of gene1) + (index gene2 × expression of gene2) + … + (index gene10 × expression of 10). All COAD patients in TCGA were divided into two subgroups (high- risk group and low-risk group) according to the median risk score. Kaplan-Meier curves were used to determine the differences in prognosis between the different groups. Finally, the first, third, fifth-year survival proportions of patients were calculated using the ROC curve. Then, the prognosis model was validated in the above merge GEO dataset.



Establishment of Nomogram Prognosis Prediction Model

We combined age, TNM stage and risk scores to plot a nomogram model using the “rms” software package in R version (4.0.2). The calibration curves were built to show the agreement between the nomogram-predicted survival probabilities and the actual survival probabilities at first-, third-, and fifth-year.



Gene Set Enrichment Analysis Between High-Risk Group and Low-Risk Group

To reveal the effect of differential expression of AAMRGs on biological pathways in COAD, Gene Set Enrichment Analysis (GSEA) was introduced to extract the potential biological function (19). Firstly, “c2.cp.kegg.v7.1.symbols.gmt” set was downloaded from Molecular Signatures Database. Secondly, “GSEA” software was applied to identify the enriched pathways in the two subgroups. The “ggplot2” software package in R version (4.0.2) was employed to visualize the top five significantly enriched biological processes in each subgroup.



Association Between Different Subgroups and Somatic Variation

Mutation data of COAD was downloaded from TCGA. The tumor mutation burden (TMB) value in each COAD patient was calculated the number of mutations in each patient. Then, differences in TMB values were analyzed between high-risk group and the low-risk group. The association between the risk score and TMB level was detected using Spearman correlation coefficient. Finally, the “maftools” software package in R version (4.0.2) was applied to visualize the top 20 most frequently mutated genes in each group.



Correlations Between Immune Cell Infiltration Between High-Risk Group and Low-Risk Group

The CIBERSORT was performed to analyse the tumor immune microenvironment of COAD. CIBERSORT (https://cibersort.stanford.edu/) is a method of enumeration of 22 immune related cell subsets, which including naïve and memory B cells, seven types of T cell, myeloid cells, NK cells, and plasma cells (20). The “CIBERSORT” software package in R version (4.0.2) was applied to analyse the proportion of 22 immune cells between high-risk group and low-risk group. Bar plot was applied to visualize the differences in immune cells between high-risk group and low-risk group.



Differences in Immunotherapy Sensitivity Between High-Risk Group and Low-Risk Group

The immunotherapy sensitivity data of patients with COAD was obtained from The Cancer Immunome Atlas (TCIA, https://tcia.at/) which included the effectiveness score of patients with PD-1 and CTLA-4 inhibitors. Then, we detected the differences of immunotherapy sensitivity score between two subgroups.



Sensitivity Prediction of Anticancer Drugs

The prediction of the difference in drug sensitivity between high-risk group and low-risk subgroups in COAD was conducted using the “pRRophetic” software package in R version (4.0.2) based on Cancer Genome Project (CGP),which including 138 anticancer drugs (21).



Statistical Analysis

GraphPad 8.0 software and R version (4.0.2) were applied to analyse and visualize the statistical profile. The univariate Cox regression analysis, LASSO algorithm, and the multivariate Cox regression analysis were used to narrow down the number of candidate genes (22, 23). The “survival R” and “surviviner R” software package in R version (4.0.2) were used for Kaplan-Meier analysis. We compared the two groups by student's test or Wilcoxon test. The Pearson or Spearman correlation test was utilized to evaluate the correlations between variables. The P < 0.05 was considered statistically significant.




RESULTS AND DISCUSSION


Identifying Differential Expressions of AAMRGs Between COAD and Normal Tissues From the TCGA Dataset

The workflow of the study is displayed in Figure 1. Total 263 differentially expressed AAMRGs (180 upregulated genes and 83 downregulated genes) in TCGA dataset were identified. The heatmap exhibited the differentially expressed AAMRGs (Figure 2A).


[image: Figure 1]
FIGURE 1. The workflow of the study.
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FIGURE 2. Identifying candidate genes associated with the prognosis of COAD patients. (A) Differential expression heatmap of amino acid metabolism-related genes in COAD and normal tissues from the TCGA. (B) Univariate Cox regression analysis of AAMRGs. (C) Turning optimal parameter (lambda) screening in the LASSO model. (D) LASSO coefficient profiles of the prognostic genes. (E) Box plot of mRNA expression of AAMRGs. **P < 0.01 and ***P < 0.001.




Construction of Prognosis-Risk Signature Based on 10 AAMRGs

Fourteen AAMRGs were identified as prognostic related genes based on the univariate Cox regression analyses (Figure 2B). Finally, 10 prognostic related AAMRGs was screened for AAMRGs-risk signature after the LASSO analysis and the multivariate Cox regression analysis (Figures 2C,D). The boxplot showed the expression of 10 prognostic related AAMRGs in TCGA including ASPG (asparaginase), DUOX1 (dual oxidase 1), GAMT (guanidinoacetate N-methyltransferase), GSR (glutathione-disulfide reductase), MAT1A (methionine adenosyltransferase 1A), MTAP (methylthioadenosine phosphorylase), PSMD12 (proteasome 26S subunit, non-ATPase 12), RIMKLB (ribosomal modification protein rimK like family member B), RPL3L (ribosomal protein S17), and RPS17 (ribosomal protein L3 like) between COAD and normal samples (Figure 2E).

Three AAMRGs including PSMD12, MAT1A and DUOX1 were identified asprotective factors in the prognostic model. Meanwhile, seven AAMRGs including ASPG, GAMT, GSR, MTAP, RIMKLB, RPL3L and RPS17 were identified as risk factors in the prognostic model. The risk score of each COAD patient in TCGA was assessed through the equation: Risk score = (−0.33 × ASPG expression) + (0.37 × DUOX1 expression) + (0.22 × GAMT expression) + (−0.47 × GSR expression) + (0.15 × MAT1A expression) + (0.48 × MTAP expression) + (−0.81 × PSMD12 expression) + (0.25 × RIMKLB expression) + (0.65 × RPL3L expression) + (0.45 × RPS17 expression). Finally, the COAD patients in TCGA were divided into two groups (high-risk and low-risk group) based on the median risk score.

The Figures 3A,C conferred a better prognosis and longer survival time in patients with COAD in the low-risk group and worse prognosis with shorter survival time in the low-risk group (Figure 3B). In addition, the result of ROC curve analysis showed that the area under the curve (AUC) of first, third, fifth-year survival was 0.715, 0.750, and 0.759, which indicated a good sensitivity and specificity in predicting the prognosis of COAD based on 10 AAMRGs (Figure 3D). To further validate the accuracy and sensitivity of the prognosis risk signature, the above merged GEO dataset was used as an external validation dataset. Consistently, a difference in OS between high-risk and low risk group was observed (P < 0.05) (Figures 3E–G). The AUC of first, third, fifth-year survival was 0.576, 0.596, and 0.599 (Figure 3H).


[image: Figure 3]
FIGURE 3. Evaluation of the prognostic performance of the AAMRGs signature in the TCGA dataset and GEO dataset. (A) The Kaplan-Meier survival curves of the AAMRGs signature in TCGA dataset. Patients from the TCGA dataset were stratified into two groups according to the median risk scores. (B,C) The distribution of risk score, survival outcomes, and the expression pattern of 10 AAMRGs in the TCGA dataset. (D) The ROC curves for predicting the 1-, 3-, and 5-year OS in the TCGA dataset. (E) The Kaplan-Meier survival curves of the AAMRGs signature in GEO dataset. Patients from the GEO dataset were stratified into two groups according to the median risk score. (F,G) The distribution of risk score, survival outcomes, and the expression pattern of nine AAMRGs in the GEO dataset. (H) The ROC curves for predicting the 1-, 3-, and 5-year OS in the GEO dataset.




Relationship Between the Clinicopathological Characteristics and Risk Score

Compared with the clinicopathological characteristics, the AAMRG-related prognostic risk model showed better capability in predicting one-, three-, and five-year overall survival (OS) (Figure 4A). Subsequently, the univariate Cox and multivariate Cox regression analyses revealed that the AAMRG-related prognostic risk model was an independent predictor of COAD prognosis (Figure 4B). The expression levels of the 10 screened AAMRGs and clinicopathological characteristics between high-risk and low-risk group are depicted by heatmaps. Interestingly, there was a difference in the risk tumor stages, T, N, and M stage between high-risk and low-risk groups (Figure 4C). Notably, the COAD female patient in T3–T4 stage, N1–N2 stage, M1 stage, and Stage III–IV in high-risk group showed worse survival (Supplementary Figures S1A–F). These results indicated that the risk model may have high sensitivity and specificity for COAD patients.


[image: Figure 4]
FIGURE 4. The predictive efficacy of the risk model and the relationship between risk score and clinical outcome, pathological characteristics, and prognostic value of COAD. (A) ROC curve to evaluate the predictive efficacy of the risk model. (B) Univariate Cox regression analysis and multivariate Cox regression analysis of clinicopathological characteristics and risk score. (C) The relationship of clinicopathological characteristics and risk scores between high- and low-risk groups from TCGA dataset. **P < 0.01 and ***P < 0.001.




Development and Evaluation of a Risk-Nomogram Based on the AAMRGs for Predicting OS in COAD Patients

The nomogram of age, stage, and risk score based on 10 AAMRGs was constructed to predict first-, third-, and fifth-year survival (Figure 5A). The calibration curve in Figure 5B demonstrated that the prediction and actuality of fifth-year survival values were in good agreement.


[image: Figure 5]
FIGURE 5. Prognostic nomogram incorporating the risk score model and clinicopathological characteristics. (A) The nomogram of age, stage, and risk score for predicting 1-, 3-, and 5-year survival. (B) The 1-, 3-, and 5-year calibration curves of TCGA dataset.




GSEA With the Prognostic Risk Signature

The GSEA was conducted between the high-risk and low-risk group based on the prognosis-risk scores. As displayed in Supplementary Figure S2A, the melanoma related signal pathway, ECM receptor interaction, WNT signaling pathway, mTOR signaling pathway and TGF-β signaling pathway might be positively correlated with the higher risk scores in COAD patients. In addition, the porphyrin and chlorophyll metabolism, proteasome, pentose and glucuronate interconversions, citrate cycle, TCA cycle, and drug metabolism related signal pathway were negatively correlated with COAD patients in high-risk group.



The Correlations Between Tumor Microenvironment Cell Infiltration Characteristics and Risk Score

The CIBERSORT results showed that activated NK cells, eosinophils, and neutrophils were more abundant in patients in the low-risk group (P < 0.05) (Figure 6). On the other hand, the infiltration of monocytes increased significantly in the high-risk group.


[image: Figure 6]
FIGURE 6. Correlations between the risk score model and tumor-infiltrating immune cells. *P < 0.05; **P < 0.01; ***P < 0.001.




Correlations Between the Risk Score Model and Somatic Variants

The TMB levels were calculated between high-risk and low-risk groups. However, there was no significant difference in TMB between the two groups (Supplementary Figure S2B). However, the somatic mutations of TTN, SYNE1, PIK3CA, MUC16, FAT4, ZFHX4, RYR2, OBSCN, DNAH5, PLCO were more common in the low-risk group, whereas the mutation frequency of APC, TP53, and KRAS mutations was higher in the high-risk group (Supplementary Figures S2C,D).



Risk Score Predicts Resistance to Immunotherapy

The COAD Patients from TCIA database were divided into three groups based on the MSI status: high microsatellite instability (MSI-H), microsatellite-stable (MSS), and low microsatellite instability (MSI-L). As shown in Figure 7A, the proportion of MSI-H patients in low-risk group (26%) was higher than the high-risk group (12%). The results showed that patients in the MSI-L and MSS groups had higher risk scores, compared with MSI-H group (P < 0.05) (Figure 7B). This indicated that patients with lower risk scores were more sensitive to immunotherapy. Notably, the COAD patients in low-risk group were more sensitive to the combination of PD-1 and CTLA-4 inhibitors (P < 0.05) or CTLA-4 inhibitors alone (P < 0.05) than in the high-risk group (Figures 7C,D). However, there was no difference observed in the sensitivity PD-1 inhibitors alone between the two subgroups (Figures 7E,F). These data suggest that the risk score of COAD patients may affect the immunotherapy selection in COAD patients.


[image: Figure 7]
FIGURE 7. Role of risk score in predicting MSI and immunotherapy benefits. (A) The proportion of different MSI levels in the subgroups with high and low risk score. (B) Differences in risk score among groups with different MSI levels. (C–F) Sensitivity of patients with high and low risk score subgroups to four treatments. (C) PD-1 inhibitor in combination with CTLA-4 inhibitor. (D) CTLA-4 inhibitor alone. (E) Without immune checkpoint inhibitors. (F) PD-1 inhibitor alone.




Results of Risk Score Model and Drug Sensitivity

Four drugs including imatinib (P = 6.8e−09, Figure 8A), midostaurin (P = 1.2e−06, Figure 8B), pazopanib (P = 3.7e−04, Figure 8C), and elesclomol (P = 8.2e−03, Figure 8D) were identified with lower IC50 level in high-risk group of COAD patients, which are suggestive of better efficacy. Besides, we found that COAD patients in the low-risk group were more sensitive to drugs including paclitaxel, metformin, rapamycin, bortezomib, sorafenib, and gemcitabine (Supplementary Figures S3A–F).


[image: Figure 8]
FIGURE 8. Differential chemotherapeutic response based on IC50 between the high- and low-AAMRGs-risk groups. (A–D) The half-maximal inhibitory concentration (IC50) of 4 chemotherapeutic agents (imatinib, midostaurin, pazopanib and elesclomol).





DISCUSSION

Colorectal cancer is one of the most common types of malignant tumors. The majority of COAD patients in high-risk stage II and stage III were recommended to receive surgery combined with adjuvant chemotherapy to reduce the risk of recurrence. However, approximately half of the patients in the early stage received radical surgery developed recurrence and metastasis (24). Therefore, there is still an urgent need for constructing a prognostic model that provides personalized prognosis and precision medicine for COAD patients.

Characteristic metabolic changes in malignant cells were observed including abnormalities in amino acid metabolism, increased fatty acid synthesis and glucose uptake (25). The reprogramming of amino acids played an essential role in the tumorigenesis and tumor progression. The abnormalities in amino acid metabolism also deeply reshaped the tumor microenvironment, especially the function of immune cells (26). Several studies have demonstrated that amino acid metabolism could be a therapeutic target in multiple solid tumors (27–33). Therefore, we constructed and validated a predictive model based on AAMRGs to predict the prognosis of COAD patients.

In this study, we analyzed the differentially expressed genes related to amino acid metabolism in TCGA by performing the univariate Cox regression analysis, LASSO algorithm, and multivariate Cox regression analysis. Ten AAMRGs (ASPG, DUOX1, GAMT, GSR, MAT1A, MTAP, PSMD12, RIMKLB, RPL3L, and RPS17) were screened to construct a prognosis risk model for prediction. GSR was downregulated in COAD and inhibited the metastasis of colon cancer cell (34). In addition, GSR plays an important role in the conversion of GSSG to GSH in COAD (35). MTAP was upregulated in COAD and could accelerate the proliferation, invasion and migration of COAD (36, 37). However, the functional role of PSMD12, MAT1A, ASPG, GAMT, RIMKLB, RPL3L, and RPS17 in COAD remains unknown. The accuracy and sensitivity of the model were further validated with a merged GEO dataset. Our results indicated that high-risk is linked to worse prognosis.

To explore the correlations between immune cell infiltration and risk score, we use CIBERSORT algorithm and estimate the difference in immune infiltration between two subgroups. We found that the levels of monocytes, activated NK cells, eosinophils, and neutrophils were significantly increased in the low-risk group. These results suggested that the amino acid metabolism-related gene signature may affect the infiltration of immune cells and potentially the response of immunotherapy.

It was known that TMB is associated with the production of neoantigens and the response of immunotherapy in various tumors (38). There was only a small population of COAD patients who benefited from immunotherapy (39–42). Currently, TMB and MSI are the best predictors of the therapeutic effects of immune checkpoint inhibitors (ICIs) in COAD patients (43, 44). We further analyzed the relationship between the risk score and MSI. The low-risk group was found to have higher MSI level and increased sensitivity to immunotherapy. Data in the TCIA database showed that patients with low risk score might show greater sensitivity to the combination of PD-1 and CTLA-4 inhibitors and CTLA-4 inhibitors alone. In conclusion, dual CTLA-4/PD-1 blockade might be considered as suitable drug for patients with low-risk scores.

The combination of traditional chemotherapy drugs and targeted therapy has been widely used in the treatment of advanced colon cancer. We found that patients in the high-risk group had a higher sensitivity to elesclomol, midostaurin, pazopanib, and imatinib than in the low-risk group. Elesclomol, a reactive oxygen species (ROS) inducer, plays an important role in mediating cuproptosis (45). Pazopanib is a multi-targeted receptor tyrosine kinase inhibitor that selectively restraining the autophosphorylation of receptors such as VEGFR-2, Kit, and PDGFR-β in renal cell carcinoma (46). In our study, we may provide a new complementary for the treatment of advanced colon cancer. However, the results of this drug screening still need further validation in clinical trials.



CONCLUSIONS

In summary, we constructed a prognostic signature based on 10 AAMRGs with strong predictive value. This study paved the way for personalized treatment of COAD patients.
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Supplementary Figure S2. Correlation between risk score and GSEA, somatic variation. (A) Enriched gene sets annotated by the KEGG collection between the high- and low-AAMRGs-risk groups in the cohort. (B) TMB levels between the high- and low-risk groups. (C) Correlation analysis between risk score and mutation load. (D,E) The mutation rates of reported prognostic-related genes in low- and high-risk groups.

Supplementary Figure S3. Differential chemotherapeutic response based on IC50 available between the high- and low-risk groups. (A–F) The half-maximal inhibitory concentration (IC50) of six chemotherapeutic agents (Paclitaxel, Metformin, Rapamycin, Bortezomib, Sorafenib, Gemcitabine).
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Although peripheral venous blood biomarkers are related to respiratory function in Amyotrophic lateral sclerosis (ALS) patients, there are still few prediction models that predict pulmonary function. This study aimed to investigate the venous blood biomarkers associated with respiratory function in patients with ALS from southwest China and to create prediction models based on those clinical biomarkers using logistic regression. A total of 319 patients with ALS from the retrospective cohort and 97 patients with ALS from the prospective cohort were enrolled in this study. A multivariable prediction model for the correlation between peak expiratory flow (PEF) and hematologic, biochemical laboratory parameters, and clinical factors in patients with ALS was created. Along with female patients, bulbar-onset, lower body mass index (BMI), later age of onset, lower level of creatinine, uric acid, triglyceride, and a higher level of high-density lipoprotein cholesterol (HDL_C) were related to reduced PEF. The area under the receiver operating characteristics (ROC) curve is.802 for the test set and.775 for the validation set. The study constructed a multivariable prediction model for PEF in patients with ALS. The results can be helpful for clinical practice to predict respiratory impairment.

Keywords: Amyotrophic lateral sclerosis, peak expiratory flow, prediction model, respiratory function, venous blood parameters


INTRODUCTION

Amyotrophic lateral sclerosis (ALS) is a rapidly progressive neurodegenerative disease clinically characterized by loss of bulbar and limb function (1). Recent studies have shown that the average onset age of ALS is 51–66 years (2). Men have a higher risk of developing ALS than women. Studies reported a male to female ratio of 1:2 (2). Patients with ALS usually die from respiratory failure 3–5 years after the symptom onset (3).

To monitor the health status of patients with ALS, close clinical and functional follow-up with particular care for respiratory monitoring was recommended for patients with ALS (4).

Peak expiratory flow (PEF) can assess the strength of respiratory muscles and can evaluate the efficacy of clearing the bronchial tree (5). The study reported that 85% of patients with ALS would develop dysphagia and impaired secretion management, leading to impairment of mucociliary clearing and airway protection (6), which resulted in malnutrition, dehydration, and aspiration pneumonia (7). PEF can be used as a tool for assessing cough ability for patients who underwent lung surgery (8), pulmonary function assessment before lung surgery (9, 10), and airway clearance in neurodegenerative disease (11). Recent studies reported that respiratory impairments in patients with ALS demonstrated reduced peak expiratory flow (PEF) rates compared to healthy controls (12, 13), implying that PEF may be a good screen tool for identifying patients with ALS at risk for aspiration (13). Moreover, the authors found that PEF was an independent factor for survival (14) and positively correlated with the revised functional rating scale score (ALSFRS-R), indicating a predictive value for survival and disease severity in patients with ALS (15).

For patients in the final stages of ALS, the pulmonary function tests were hardly carried out due to their inability to perform the tests. Thus, it is necessary to explore more easily accessible and low-cost parameters for the prediction of respiratory function. Venous blood parameters have been related to respiratory impairment and disease severity in patients with ALS in several studies (16–20). To the best of our knowledge, no studies of venous blood biomarkers associated with PEF in patients with ALS were seen.

We aimed to develop and validate a predictive model based on a new panel of eleven variables analyzed in venous blood parameters of patients with ALS, along with their clinical characteristics. The multivariable logistic regression model created in this study can predict the impairment of PEF in patients with ALS.



MATERIALS AND METHODS


Patients

This is a retrospective and prospective study. Patients from a large, regional, and referral ALS clinic in Southwest China, were enrolled in the study. In the retrospective cohort, 319 patients with ALS were registered from 1 January 2015 to 30 December 2020. In the prospective cohort, 97 participants from 1 March 2017 to 30 October 2021 were enrolled. All the participants fulfilled the revised El Escorial criteria for probable or definite ALS (21, 22). We excluded patients with other medical or neurological diseases and patients with missing baseline hematologic and biochemical values. Patients with manifestations of neoplastic disorders were also excluded. This study was approved by the Ethical Committee of West China Hospital of Sichuan University.



Clinical Variables

In this study, the relevant demographic and clinical data were collected, including age, age at ALS onset and diagnosis, sex, onset body region, and blood pressure. BMI was calculated at the time of pulmonary function tests. High blood pressure was defined as systolic blood pressure (SBP) of ≥140 mmHg and/or diastolic blood pressure (DBP) of ≥90 mmHg in this study.

Hematologic and biochemical laboratory parameters were obtained using an automated hematology analyzer (KX-21 N, Sysmex America, Lincolnshire, IL, USA), and data on platelet count (PLT), neutrophil count (NEUT#), lymphocyte count (LYMPH#), monocyte count (MONO#), eosinophil count (EO#), basophil count (BASO#), albumin (ALB), glucose (GLU), triglyceride (TG), urea (UREA), cholesterol (CHOL), uric acid (URIC), high-density lipoprotein cholesterol (HDL_C), creatinine (CREA), and creatine kinase (CK) were obtained. PLR was defined as the ratio of PLT to LYMPH#. Using electronic spirometry, PEF was measured with the patient in a standing position.



Statistical Analysis
 
Correlation Analysis

Continuous variables with normal distribution were reported as mean (standard deviation [SD]); non-normal variables were presented as median (interquartile range (IQR), 25 to 75%). The linear correlations of these variables and the respiratory function index (PEF) were calculated by Spearman. For categorical variables, the correlations were performed by the nonparametric test (Wilcoxon rank-sum test). For normal distribution data, differences between the groups who had a PEF of <5.50 or not were performed by the Independent Samples t-test. For non-normal distribution, differences were estimated using the Mann-Whitney test or chi-squared tests.



The Training Set and the Test Set

The retrospective cohort was divided into two independent sets: the training set and the test set. The training set included 70% (220/319) of the retrospective cohort, randomly selected from the cohort. The test set included 30% (95/319) of the retrospective cohort. Models were developed based on the characteristics of the training set. The test set was used to validate the models (Figure 1). Partition of the data set was realized by the sample() function in R. In the partitioning, the set.seed() function was used to generate a sequence of random numbers.


[image: Figure 1]
FIGURE 1. The flowchart in this study.




Logistic Regression

A total of 23 variables, namely, gender, onset age, site of onset, diagnostic level, height, BMI, Blood pressure, PLT, PLR, NEUT#, LYMPH#, MONO#, EO#, BASO#, ALB, GLU, UREA, CREA, URIC, TG, CHOL, HDL_C, and CK, were included to construct the model. Based on the results of the backward stepwise regression method, combined the with Akaike information criterion (AIC), the heatmap of PEF for predicting peak expiratory flow impairment in patients with ALS was established. Receiver operating characteristic (ROC) curves and calibration curves were drawn to evaluate the predictive accuracy. Then, we tested the model in the validation set. All statistical analyses were performed using SPSS 24.0 (IBM, Chicago, IL, USA) and R 4.1.0 (www.rproject.org).





RESULTS

Of the 416 patients with Amyotrophic lateral sclerosis included in the study, there were 57 males (51.35%) in the retrospective cohort and 16 males (47.06%) in the prospective cohort with PEF of <5.5 L/s, while 54 females (48.65%) in the retrospective cohort and 18 females (52.94%) in the prospective cohort with PEF of <5.5L/s (Table 1). Similarly, there were significant age differences in onset age, BMI, level of PLR, CREA, TG, and HDL_C (all P < 0.05) when stratified by PEF either in the retrospective cohort or in the prospective cohort (Table 1).


Table 1. Clinicodemographic data of Amyotrophic lateral sclerosis patients stratified by whether their PEF is ≥5.50 L/s.
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We developed a multivariable logistic regression model for the association between the hematologic, biochemical laboratory parameters, clinical factors, and PEF in patients with ALS in the test set. The regression equation was developed from the estimate values obtained by z-value and is reported in Table 2. Moreover, we constructed a heatmap to show the relation between these variables in the equation and PEF (Figure 2).


Table 2. Variable in the prediction model by backward stepwise regression method combined with Akaike information criterion (AIC) for logistic regression equation.
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FIGURE 2. Heatmap of PEF in this study. The gray shistogram represents values of PEF. Below the histogram are factors in the logistic regression model equation. The brightness of the color varied upon the value for continuous variables. PDF, peak expiratory flow; URIC, uric acid; BMI, body mass index; CREA, creatinine; HDL_C, high-density lipoprotein cholesterol; BASO#, basophil count; PLT, platelet count; TG, triglyceride; CHOL, cholesterol.


Model PEF = −3.483+1.601 Gender (Female) + 1.373 Site.of.onset 2 (bulbar onset) or.695 Site.of.onset 3 (except for limb onset and bulbar onset) −0.106 BMI +0.005 PLT −14.968 ‘BASO#' −0.041 CREA level +0.004 URIC level +0.366 TG level −0.483 CHOL level + 1.363 HDL_C level +0.088 Onset.age (Table 2).

The ROC curve, with 11 predictive factors, revealed that the area under the curve was 80.2% in the test set (Table 3; Figure 3). And the ROC curve has a standard error of.049 with a 95% confidence interval (CI) of.707–0.898 in the test set. Furthermore, the calibration curve was also constructed (Figure 4). The calibration curves further indicated good calibration power. To validate the model, we tried to predict the data from the prospective cohort and calculated the ROC curve, which yielded a concordance statistic of.775 (95% CI,0.674–0.877) (Figure 5).


Table 3. ROC curve for the test set and the validation set.
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FIGURE 3. ROC curve for the backward stepwise regression method combined with the AIC model for predicting PEF impairment in patients with ALS in the test set.



[image: Figure 4]
FIGURE 4. The calibration curve for the model in the training set.



[image: Figure 5]
FIGURE 5. Receiver operating characteristic (ROC) curve of PEF in the validation set.




DISCUSSION

Since most patients with ALS in their advanced phase would develop respiratory impairment, it is important for clinicians to evaluate the respiratory function status. To date, there are few studies about models predicting respiratory function in patients with ALS (16, 23). Our study created and validated a multivariable logistic model for the association between PEF and the venous blood biomarkers and clinical factors in patients with ALS. Our single-site study revealed that PEF is related to ALS characteristics, as well as hematologic and biochemical laboratory parameters, and further verification is needed in external data sets with a large sample. To the best of our knowledge, this is the first study of a prediction model for PEF in ALS.

The PEF decreases in neuromuscular diseases (24) and showed excellent discriminant ability to evaluate the presence of aspiration pneumonia (13). Furthermore, the peak cough expiratory significantly correlates with bulbar impairment in patients with ALS (25) and maybe a good indicator to discriminate between ALS with “non-invasive ventilation (NIV) indication” and those with “no NIV indication yet” (26). The prediction model in our study consists of variables that are easy to get. Therefore, it can be a preliminary screening tool for the severity of the disease quickly and be used to evaluate the cough ability of patients with ALS in the outpatient department. The PEF prediction model may be a good screen tool for clinical utility.

In our study, patients with ALS with a lower level of TG, and a higher level of HDL_C showed a trend of reduced PEF. Also, in the prospective cohort, PEF was inversely associated with cholesterol. This study has not confirmed previous research, which found that lower serum lipid levels are related to reduced functional vital capacity (16). Another study from Japan reported that forced vital capacity (FVC) was inversely correlated with serum total cholesterol (17). Prospective cohort studies with a larger sample size are warranted to clarify the relationship between serum lipid and respiratory function.

In contradiction to previous research (23), we found that lower levels of creatinine and uric acid were associated with decreased PEF, but not independent predictors of PEF. Several studies have shown that low levels of serum creatinine and uric acid have been associated with poor survival, and faster functional decline (18–20, 27). One possibility is that patients with ALS with short survival have a faster respiratory decline. These patients have decreased levels of creatinine and uric acid at the same time, ultimately resulting in a low level of creatinine and uric acid-related to impaired respiratory.

Dysphagia in patients with ALS had a close relationship with respiratory impairment (13). A prospective study demonstrated that not only bulbar-onset but also most limb-onset patients with ALS had problems with dysphagia (6). Moreover, about 20% of spinal-onset patients with ALS, who did not show dysphagia at diagnosis, had initial respiratory impairment (28), highlighting the importance of evaluating PEF at the beginning of enrollment. In this study, female patients with ALS with bulbar-onset, later age at onset, and lower BMI tended to have reduced PEF in our study. Age at onset, onset region, and weight loss were factors independently influencing survival in patients with ALS (28–30). Further studies are needed to investigate the relationship between bulbar-onset, age at onset, BMI, and PEF.

Our results should be interpreted with caution due to several limitations. Firstly, our retrospective cohort could not analyze biomarkers potentially significant to the risk of PEF. For example, lipid and uric acid values collected at admission might be affected by the other conditions that coexisted with ALS, which we did not analyze. Secondly, the validation data set in our study was not technically an external data set, thus, external validation is needed. Thirdly, the prediction model is only suitable for probable and definite patients with ALS. Additionally, since the model is derived from the retrospective cohort and a single medical center, it should be tested and verified on larger prospective cohorts to evaluate the validity and predictability.

In conclusion, our study constructed a multivariable logistic regression equation of PEF derived from venous blood biomarkers and clinical factors in patients with ALS. The finding needs to be verified in prospective and multi-site studies.
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Climate change is unexpected weather patterns that can create an alarming situation. Due to climate change, various sectors are affected, and one of the sectors is healthcare. As a result of climate change, the geographic range of several vector-borne human infectious diseases will expand. Currently, dengue is taking its toll, and climate change is one of the key reasons contributing to the intensification of dengue disease transmission. The most important climatic factors linked to dengue transmission are temperature, rainfall, and relative humidity. The present study carries out a systematic literature review on the surveillance system to predict dengue outbreaks based on Machine Learning modeling techniques. The systematic literature review discusses the methodology and objectives, the number of studies carried out in different regions and periods, the association between climatic factors and the increase in positive dengue cases. This study also includes a detailed investigation of meteorological data, the dengue positive patient data, and the pre-processing techniques used for data cleaning. Furthermore, correlation techniques in several studies to determine the relationship between dengue incidence and meteorological parameters and machine learning models for predictive analysis are discussed. In the future direction for creating a dengue surveillance system, several research challenges and limitations of current work are discussed.

Keywords: predictive models, machine learning, surveillance system, dengue, climatic factors


1. INTRODUCTION

Artificial Intelligence is a field in which a machine exhibits intelligence by learning about itself. Artificial Intelligence may employ various approaches and algorithms to comprehend human intellect, but it is not limited. Machine Learning is a branch of AI that deals with techniques that can learn from experience on their own (1). In automated decision-making and predictive analytics, AI plays a crucial role (2). Methods based on various kinds of AI are already being used in a variety of climate change and environmental monitoring research sectors (3). Machine Learning and Deep Learning are used in education, finance, healthcare, agriculture, and many more. The application of Machine Learning in healthcare demonstrated encouraging results, instilling trust in the sector (4). There are varied reasons for using artificial intelligence in healthcare. Primarily, it helps to manage the clinical records of patients and aids in providing personalized treatment and medicines, early identification of disease, providing predictive analytics, which could help health officials take preventive measures in advance before the outbreak of any disease (5). Artificial Intelligence goes back to the too early 1990s and today has evolved into a burgeoning field with a significant contribution in healthcare (6) through various modes like drug and discovery, personalized treatment and medicine, preventive measures, a health assistant chatbot, clinical trial and researches, diagnosing and pathology, analytics, image processing and prediction of an outbreak. Artificial Intelligence is a boon, and Figure 1 demonstrates the evolution of AI in healthcare throughout 1950–2020. Climate change is long-term changes in temperature and weather patterns.These variations might be attributed to natural causes such as solar cycle oscillations. Due to the use of fossil fuels such as coal, oil, and gas, human activities have been the leading cause of climate change since the 1800s (7). Greenhouse gas emissions from fossil fuel combustion act as a blanket, trapping the sun's heat and boosting global temperatures. The amount of greenhouse gases in the atmosphere is at its highest level in 2 million years. Artificial Intelligence is a field in which a machine exhibits intelligence by learning about itself. Artificial Intelligence may employ various approaches and algorithms to comprehend human intellect, but it is not limited. Machine Learning is a branch of AI that deals with techniques that can learn from experience on their own. In automated decision-making and predictive analytics, AI plays a crucial role. Methods based on various kinds of AI are already being used in a variety of climate change and environmental monitoring research sectors. Machine Learning and Deep Learning are used in education, finance, healthcare, agriculture, and many more. The application of Machine Learning in healthcare demonstrated encouraging results, instilling trust in the sector (8). There are varied reasons for using artificial intelligence in healthcare. Primarily, it helps to manage the clinical records of patients and aids in providing personalized treatment and medicines, early identification of disease, providing predictive analytics, which could help health officials take preventive measures in advance before the outbreak of any disease. Artificial Intelligence goes back to the too early 1990s and today has evolved into a burgeoning field with a significant contribution in healthcare through various modes like drug and discovery, personalized treatment and medicine, preventive measures, a health assistant chatbot, clinical trial and researches, diagnosing and pathology, analytics, image processing and prediction of an outbreak. Artificial Intelligence is a boon, and Figure 1 demonstrates the evolution of AI in healthcare throughout 1950–2020. Climate change is long-term changes in temperature and weather patterns.These variations might be attributed to natural causes such as solar cycle oscillations. Due to the use of fossil fuels such as coal, oil, and gas, human activities have been the leading cause of climate change since the 1800s. Greenhouse gas emissions from fossil fuel combustion act as a blanket, trapping the sun's heat and boosting global temperatures. The amount of greenhouse gases in the atmosphere is at its highest level in 2 million years. Emissions are steadily increasing. Since the late 1800s, the Earth has warmed by around 1.1°C. The previous 10 years (2011–2020) have been the hottest on record. Figure 2 explains the causes of climate change and the effects due to those variations. Vector-borne illness is a severe public health threat in underdeveloped nations that is only becoming worse. Temperatures in the air and water, precipitation patterns, severe rainfall events, and seasonal changes are all known to impact disease transmission (9). At the moment, dengue (10) is spreading widely after COVID-19; dengue is a vector-borne disease that spreads through an infected female mosquito of species Aedes aegypti (11) and is one of the most common diseases in more than 100 countries (12). Aedes aegypti can be found in urban and suburban settings with high human population density and housing density. This species is endophilic, which means it seeks shelter inside structures. As a result, the intradomicile is more typically seen than the peridomicile. Tires, cans, bottles, pots, vats, brass, swimming pools, and abandoned aquariums are frequent breeding habitats filled with rainwater or household water.
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FIGURE 1. A chronological representation of Artificial Intelligence in Healthcare from 1952 to 2020.
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FIGURE 2. Causes and consequences of climate change.


These mosquitos carry the Chikungunya, yellow fever, and Zika viruses. Dengue fever is widespread in the tropics, with different risk levels based on rainfall, temperature, relative humidity, and unplanned fast urbanization. Dengue fever may be fatal if it is not treated appropriately. It was first discovered during dengue epidemics in the Philippines and Thailand in the 1950s. Most Asian and Latin American nations now have severe dengue fever, a leading cause of hospitalization and mortality among children and adults. A Flaviviridae virus causes dengue with four unique but closely related serotypes (DENV-1, DENV-2, DENV-3, DENV-4), and the fifth serotype of dengue has been detected in the Malaysian state of Sarawak (13). Dengue fever is caused by DENV infection in our bodies. Figure 3 depicts the common symptoms of dengue. Dengue fever causes severe joint and muscle pain, enlarged lymph nodes, headaches, fever, exhaustion, and a rash. Dengue fever is characterized by non-specific flu-like symptoms such as chills, appetite loss, lethargy, and low backache. According to a recent WHO research, dengue fever grew in several countries in 2020, including Bangladesh, Brazil, the Cook Islands, Ecuador, India, Indonesia, the Maldives, Mauritania, Mayotte, Nepal, Singapore, Sri Lanka, Sudan, Thailand, Timor-Leste, and Yemen. In 2019, dengue fever cases reached an all-time high in the world. Dengue fever is slowly gaining ground in 2021, with instances documented in several nations. Around 40 per cent of the world's population lives in areas with a high risk of dengue fever, such as tropical and subtropical climates. Dengue fever has become much more common in recent decades worldwide. According to one estimate, 390 million dengue virus infections occur each year (12). Emissions are steadily increasing. Since the late 1800s, the Earth has warmed by around 1.1°C. The previous 10 years (2011–2020) have been the hottest on record (9). Figure 2 explains the causes of climate change and the effects due to those variations. Vector-borne illness is a severe public health threat in underdeveloped nations that is only becoming worse. Temperatures in the air and water, precipitation patterns, severe rainfall events, and seasonal changes are all known to impact disease transmission (10). At the moment, dengue (11) is spreading widely after COVID-19; dengue is a vector-borne disease that spreads through an infected female mosquito of species Aedes aegypti (12) and is one of the most common diseases in more than 100 countries (14). Aedes aegypti can be found in urban and suburban settings with high human population density and housing density. This species is endophilic, which means it seeks shelter inside structures. As a result, the intradomicile is more typically seen than the peridomicile. Tires, cans, bottles, pots, vats, brass, swimming pools, and abandoned aquariums are frequent breeding habitats filled with rainwater or household water (13). These mosquitos carry the Chikungunya, yellow fever, and Zika viruses. Dengue fever is widespread in the tropics, with different risk levels based on rainfall, temperature, relative humidity, and unplanned fast urbanization. Dengue fever may be fatal if it is not treated appropriately. It was first discovered during dengue epidemics in the Philippines and Thailand in the 1950s. Most Asian and Latin American nations now have severe dengue fever, a leading cause of hospitalization and mortality among children and adults. A Flaviviridae virus causes dengue with four unique but closely related serotypes (DENV-1, DENV-2, DENV-3, DENV-4), and the fifth serotype of dengue has been detected in the Malaysian state of Sarawak (15). Dengue fever is caused by DENV infection in our bodies. Dengue fever causes severe joint and muscle pain, enlarged lymph nodes, headaches, fever, exhaustion, and a rash. Dengue fever is characterized by non-specific flu-like symptoms such as chills, appetite loss, lethargy, and low backache. According to a recent WHO research, dengue fever grew in several countries in 2020, including Bangladesh, Brazil (16), the Cook Islands, Ecuador, India (17), Indonesia (18), the Maldives, Mauritania, Mayotte, Nepal, Singapore (19), Sri Lanka, Sudan, Thailand (20), Timor-Leste, and Yemen. In 2019, dengue fever cases reached an all-time high in the world. Dengue fever is slowly gaining ground in 2021, with instances documented in several nations (14). Around 40 per cent of the world's population lives in areas with a high risk of dengue fever, such as tropical and sub-tropical climates. Dengue fever has become much more common in recent decades worldwide. According to one estimate, 390 million dengue virus infections occur each year (14). Dengue fever will affect 60 per cent of the world's population by 2080, according to researchers who blame climate change for the disease's spread. Climate change is widely cited as a contributing factor in the rapid spread of pandemic disease (21). Climate change is frequently identified by WHO, national, and international health authorities as one of the primary causes of the global spread of dengue fever and other Aedes-transmitted viral infections. According to the World Health Organization, dengue fever has become increasingly widespread internationally in recent decades (WHO). According to the World Health Organization, dengue fever affects 50–100 million people globally each year. As a result, it is vital to anticipate dengue epidemics. The accuracy of dengue epidemic prediction is currently a problem that must be addressed. The role of climate variables in predicting dengue outbreaks has been studied in a small number of studies. Tropical countries are the hardest hit because of their environmental, climatic, and socioeconomic characteristics (22). The weather has an impact on the vector-borne illness dengue's temporal and geographical spread. As a result, rainfall and ambient temperature are referred to as macro factors that influence dengue since they directly impact Aedes aegypti population density, which varies seasonally based on these important variables. Its population density tends to decline drastically during less precipitation and lower average temperatures in regions with a tropical or subtropical climate. Still, it grows consistently in locations with a tropical or subtropical environment (23). As the vector-weather association is as significant as the vector-human interaction, studies of climatic variables can have a better understanding of epidemic seasonality and the ability to anticipate it (24). In recent years, epidemiological research has focused on developing mathematical and statistical models based on weather parameters to explain the dynamics of dengue fever incidence. Its main goal was to find models with promising future predicting the potential of dengue incidence to help public health officials. Several researchers investigate the link between climate variables and dengue fever, frequently employing time-series analyses to characterize temporal trends, uncover patterns, and even make forecasts. Bhatt et al. (21) Many parameters, such as entomological, epidemiological, and geographic characteristics, can help predict the dengue outbreak effectively. Artificial intelligence has been employed in healthcare for a long time. This review study discusses the studies undertaken until now. Figure 4 represents road-map of the present study. It investigates several other vulnerable groups that will be useful in predicting positive dengue cases and eventually help prevent the outbreak and take preventive measures at an early stage. The present study is structured as follows: Section 2 describes the methodology and objectives of the survey carried out; Section 3 provides a detailed analytical review of the papers; Section 4 discusses the challenges and future work, and Section 5 concludes the present study.


[image: Figure 3]
FIGURE 3. Symptoms of dengue.
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FIGURE 4. Roadmap of the conducted review.




2. METHODOLOGY AND OBJECTIVES

To carry out the systematic literature review of dengue prediction models, process was followed which included i) establishing research questions, ii) developing a search strategy to narrow down the results, iii) selecting papers using eligibility criteria and iv) analyzing to extract strengths, weaknesses, and difficulties to overcome from articles. The main objectives of this systematic literature review are i) To gather and describe dengue machine learning models for dengue surveillance systems and ii) To illustrate the obstacles that future dengue modeling studies will face.


2.1. Search Strategy

Various digital libraries like Taylor and Francis, Google Scholar, MDPI, IEEE Xplorer, ScienceDirect, Pubmed, BMC and PLOS were used. The inclusion criteria were articles from January 2017 to August 2021 related to various dengue prediction models based on explanatory variables. The requirements for discarding the publications were personal opinions, unpublished works, posters, short articles and conference papers. The selection procedure included choosing themes by scrutinizing their title, keywords and abstract to eliminate the results that were not related. Further, to investigate more relevant papers, we examined summaries to determine if we could select the article or not.



2.2. Preliminary Analysis

To analyze the amount of research carried out, we analyzed Scopus data using keywords dengue, predicting, climatic factors, age and gender. Figure 5A were graphically represented using the query “[(predicting dengue) and (climatic factors and dengue)]” which fetched 1,315 documents, and Figure 5B were graphically represented using the query [(predicting dengue) AND (climatic factors and dengue) and (age group and gender)] which fetched only 38 documents. Therefore, we can deduce that studies on dengue prediction based on climatic factors, age group and gender has not been done by many researchers, and we can explore this field. As it is not carried out in many regions, there is a scope to examine countries/territories where this study has not been carried out. The analytic review that we carried out had the highest number of studies were from India, Brazil and Malaysia. Figure 6 displays the number of studies done in different countries and republics. As stated by the WHO report, these countries belong to tropical and sub-tropical regions that are more prone to dengue. Various explanatory variables are presently used for dengue modeling, categorized according to their characteristics and method of collection. The variables used were clinical, economic, laboratory and climatic factors. In general, climatic factors mainly were used. According to this review, vulnerable groups like age group and gender were least for dengue outbreak prediction as data about patients is not that easily available.


[image: Figure 5]
FIGURE 5. No. of studies in different regions and time-period of scopus database: (A) No. of studies carried out on predicting dengue based on climatic factors for the time period 1997–2022 and (B) No. of studies carried out on predicting dengue based on climatic factors, age group and gender for the time-period 2000–2021.
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FIGURE 6. Data pre-processing stages.





3. ANALYTICAL REVIEW OF PREDICTING DENGUE OUTBREAK

Forty articles of period 2019–2021 were reviewed and analyzed to understand the dengue prediction models and how different factors like meteorological conditions, laboratory tests, symptoms, demographic features were dependent variables for the rise of dengue cases.


3.1. Diagnosing Dengue

Identifying the dengue infection, viral antigens, viral RNA, and antibodies against the virus in the patient's blood or tissues are among the laboratory procedures used to diagnose dengue. Only 4–5 days after symptoms can the virus be discovered in the blood (25). Dengue can be diagnosed by isolating the virus, viral RNA, and viral protein during the early stages of the disease. Identifying antibodies IgM and IgG in an infected person's blood is an indirect approach to diagnosing dengue fever. This approach is widely used to identify dengue fever in its latter stages after virus levels have dropped. Doctors can discover antibodies to dengue 5 days after the onset of symptoms in most individuals, and IgG can be detected for months or even years after infection. IgM levels are very high after a primary (initial) dengue infection, but they are decreased with subsequent infection. During a subsequent infection, IgG levels increase. As a result, doctors can use IgM and IgG concentrations to determine whether a patient has a primary or secondary dengue infection (26). Therefore, in most of the data, IgG and IgM and levels are specified for easy detection and also it can aid in creating the laboratory dengue surveillance system (27).



3.2. Meteorological Data and Data Pre-processing

Meteorological data represents the weather conditions like relative humidity, precipitation, minimum temperature, maximum temperature, air pressure, wind speed and many other parameters for location and time. These are massive data collected and later utilized to record the highest and lowest climatic events for various reasons like weather forecasting to identify seasonal change and public health. There are various sources through which we can obtain data. A brief description of the explanatory variables, data source, region and period is presented in the Table 1 used in different studies. Data Pre-processing is a crucial stage after data collection. This step enhances the model's performance, to which they will further provide the data for training and testing. Dengue incidence data collected contains information that might not be required, and there might be missing values. To handle these shortcomings, data pre-processing is a significant step. Figure 6 shows the steps followed in information pre-processing. The major concern for reviewers is missing data and data not being available completely (28). Jorge et al. (29) developed a three-stage to take the missing values in the dataset wherein first stage parameters with more than 20 per cent of missing values were eliminated. At the next stage, they discarded cases with a non-response rate higher than 80 per cent. There are no particular rules for selecting the proper imputation of missing variables. It relies on the dataset type, non-response type, pattern of loss of response, research aims, specific population features, general study organization characteristics, or available software. Given the data entry procedure's features and the dataset's epidemiological nature, they concluded that imputing the mean of the valid neighboring data to the missing values was the best option at the third stage (30).


Table 1. Detailed representation of explanatory variables and data sources of different studies.

[image: Table 1]



3.3. Climate Factors That Played a Major Role in Predicting Dengue

According to many studies, certain meteorological factors like temperature, rainfall, humidity, wind speed, air pressure and vegetation index displayed a positive correlation with the rise in dengue incidence. Hence, it helps us narrow down to a few concrete factors that can be used in further research to create dengue surveillance systems for different vulnerable groups. Figure 7 displays the percentage and combination of climatic factors that have been used in review papers, where temperature, rainfall and humidity account for 49 per cent. Therefore, other least used elements that show some relation with dengue incidence can be used for efficient prediction.


[image: Figure 7]
FIGURE 7. Frequency of machine learning techniques used for dengue incidence prediction (SVM, Support Vector Machine; NB, Naive Bayes; DLNM, Distributed Lag Non-Linear Model; PRM, Poisson Regression Model; LSTM, Long Short Term Memory, ANN, Artificial Neural Network; GLM, Generalized Linear Model; GAM, Generalized Additive Model; LoR, Logistic Regression; LR, Linear Regression; RF, Random Forest; DT, Decision Tree; SVR, Support Vector Regressor).



3.3.1. Temperature

The most critical weather component affecting mosquito vector growth and dispersion and a potential predictor of dengue outbreak is temperature (31). The density of the mosquito population, biting rates, gonotrophic cycle lengths, and vector size are all affected by temperature during the mosquito's incubation life cycle and behavior. The findings of Teerawad Sriklin et al. study.'s back with prior research suggest that severe temperatures alter the development of dengue vectors. As a result, the temperature has an impact on vectorial efficiency as well as the probability of an epidemic. Given the link between temperature and dengue cases, the predicted temperature change could worsen dengue transmission (28, 32).



3.3.2. Rainfall

Dengue transmission was found to be linked to rain and wet days. Rainfall has been identified as a role in the spread of dengue fever. Mosquitoes spend their whole life cycle in water before hatching into adult mosquitoes. Increased rainfall may create new habitat for larvae and vectors and boost adult survival (33).



3.3.3. Humidity

Despite widespread interest in the relationship among climatic conditions and positive dengue cases prevalence among researchers, research on relative humidity as a critical climatic component has been limited. Furthermore, the findings of the few study were equivocal and contradictory. They showed relative humidity as the most crucial predictor in an Indonesian investigation of dengue outbreaks in that nation, with a 3–4-month lag time. According to this study, low humidity in September and October is generally followed by a dengue outbreak early the following year. As a result, it's highly likely that if seasonal circumstances vary as a result of climate change, seasonal dengue outbreaks will shift as well (34).



3.3.4. Geographic Factors

The influence of residential regions on mosquito incidence became more evident under certain environmental circumstances, such as lower precipitation. According to research, mosquito incidence is very susceptible to high residential sites with a more significant density of residential streets. Roads feature drainage components that collect surface water runoff and release it in appropriate areas to avoid inland floods. However, concrete structures encroaching on channels or garbage filling them can often undermine adequate drainage in residential areas. These obstructions can prevent complete water flow, resulting in water accumulation places that can provide favorable habitat for Aedes aegypti. A growing body of research suggests a link between drainage and the presence of Aedes aegypti (28).




3.4. Determining Correlation Between Climatic Factors and Dengue Positive Cases

Correlation is a statistical method for deciding the degree to which two parameters are related, using correlation coefficients. Correlation coefficients are used to determine the strength of a linear relationship between two parameters. Correlation coefficient can be used to determine if a climatic element is positively or adversely associated with the increase of dengue fever cases (35). Various correlation strategies have been utilized in various research, and they have proven to help remove the climatic factors that were not very significant. The Pearson's correlation coefficient determines the statistical relationship between two variables. It is based on the covariance method. It is widely acknowledged as the most effective approach for determining the connection between two variables of interest. It offers information on the amount and direction of the link, or correlation, between the two variables. A non-parametric test called Spearman rank correlation predicts the degree of relationship among two variables. Pearson Correlation Coefficient (36) and Spearman's Rank Correlation Test (37) have been widely used. Sourabh Bal et al. carried out their study of dengue occurrence based on climatic factors for the region Kolkata, India, using auto-correlation coefficient and partial auto-correlation coefficient values. An auto-correlation analysis is used to examine dengue cases affected by prior instances. In addition, the Pearson correlation was used to assess for collinearity between the various climate variables (38). In the study carried out by Daniel Sánchez-Hernández et al. carried out correlation analysis to inspect they built the relationships of proximity, environmental, social factors and location about the occurrence of dengue, a multivariable logistic regression model. A logistic curve may be produced by graphing the connection between the explanatory and predicted variables, which will help us evaluate the correlation strength (39). Various correlation techniques have been according to the review Pearson, and spearman's correlation test were widely used and effective in most of the studies.



3.5. Dengue Prediction Modeling Techniques

Various models can predict dengue incidence based on climatic variables (40). Several studies carried out have used different models are described along with the results. Figure 8 depicts the steps and techniques that will required and are essential to develop an early monitoring dengue surveillance system.


[image: Figure 8]
FIGURE 8. Process of developing a dengue surveillance system.



3.5.1. Support Vector Regression

SVMs and Support Vector Regression are both based on similar concepts. SVR's main goal is to find the best-fitting line. The hyperplane with the greatest number of points is the best fit line in SVR. In SVR, unlike other regression models, the goal is to fit the best line inside a threshold value. The complexity of SVR's reasonable time grows more than quadratically with the number of samples, making it difficult to scale to datasets with more than a few tens of thousands of samples. Linear SVR is faster than SVR; however, it solely considers the linear kernel. As the cost function ignores samples whose prediction is close to their goal. Based on the evaluation metrics like RMSE and MAE, SVR with linear kernel proved to be quite good at forecasting the number of dengue incidents in Jakarta. Their experiments with various penalty parameters for SVR with linear kernel yielded quite accurate outcomes. When cross-correlation between variables, the linear kernel has a higher prediction accuracy than the radial kernel (41).



3.5.2. Random Forest

Random Forest (42) is an ensemble technique that builds many separate bootstrapped trees from random small subsets of the data using bootstrap aggregation (bagging) (43). As it can handle large numbers of target variables even in complicated interactions, RF is utilized to tackle issues in classification and regression (44). Every tree in the random forest produces a class prediction, and the class with the most votes becomes the prediction of our model. Before training, three hyperparameters of random forest algorithms have to be established. The factors to be considered are the size of nodes, the number of trees and the number of characteristics sampled. This technique is used by Micanaldo et al. (45) in predicting dengue based on various explanatory variables.



3.5.3. Model-Based Recursive Partitioning

The combined effects of the chosen explanatory variables on OI and Dengue fever incidence, Micanaldo et al. (45) used a Model-Based (MOB) recursive partitioning. MOB is similar to CART (classification and regression tree) methods, which recursively partition datasets into subsets depending on independent variables at each step (46). The following steps are repeated iteratively by the MOB algorithm: (1) fit the data to a user-defined linear regression equation; (2) determine if other variables have an impact on model parameters.; (3) if so, using a threshold that results in the most significant changes in the linear model parameters based on the M-fluctuation test, split the model and data into two groups concerning the covariate.; and (4) In each of the subsamples, repeat steps 1–3. Until a specific stop condition is satisfied, the steps are repeated.



3.5.4. Distributed Lag Non-linear Models

Distributed Lag Non-Linear Model is modeling framework for representing links in time series data with non-linear and delayed effects flexibly. The establishment of cross basis, bi-dimensional functional space created by the combination of 2 sets of basis functions that characterize the relationships in the predictor and lag dimensions, respectively, is the cornerstone of this technique.



3.5.5. Generalized Linear Model

Generalized Linear Model is a sophisticated statistical modeling technique that enables us to construct a linear relationship between the answer and the predictors, even though their underlying relationship is not linear. This is possible because of the employment of a link function, which connects the response variable to a linear model. Here, the error distribution of the response variable does not have to be regular.



3.5.6. Generalized Additive Model

Generalized Additive Models are a sort of statistical model. Many nonlinear smooth functions replace the typical linear relationship between the response and targets to represent and capture data non-linearities. These flexible and soft approaches allow us to fit linear models that are either linearly or non-linearly dependent on many predictors to capture nonlinear correlations between response and predictors.



3.5.7. Multilayer Perceptron

A feed-forward ANN called a Multilayer Perceptron is a feed-forward artificial neural network. A hidden layer, an input layer, and an output layer are at least three levels of nodes. For a long time, ANN has been a reliable perceptive classifier for various applications, including medical diagnosis and disease early detection. MLP adapts the classic linear perceptron and employs a supervised learning technique to propagate the network. As a result, it can distinguish facts that cannot be separated. A perceptron forms a linear combination using input weights to produce a single output based on numerous real-valued inputs. They train on a collection of input-output pairs to learn how to express the correlation between inputs and outputs. The model's parameters, or weights and biases, are adjusted throughout training to minimize inaccuracy. Back-propagation is used to change the consequences and preferences about the error, which can be quantified in various ways (47).



3.5.8. K Nearest Neighbor Regression

Scavuzzo et al. (48) used the K-Neighbors Regressor module. Based on k-nearest neighbors, this technique infers a regression. Local interpolation of the training set's targets in the neighborhood is used to forecast the target. Only the first five principal components are used to deconstruct the original data. Four neighbors, Chebyshev metric, brute force and uniform weight, were the tuning settings available. Out of all the tested models, this model gave beast results for modeling the dengue vector population.



3.5.9. Auto-Regressive Integrated Moving Average Model

Xavier et al. (15) chose the ARIMA model, a family of autoregressive moving averages, to describe the relationship among the count of positive dengue cases (dependent variable) and meteorological parameters (explanatory variables). The ARIMA model's primary goal is to directly simulate the autocorrelation in a time series to capture it. Solid underlying mathematics and statistical theory are commonly used to predict time series data, making it easier to construct expected ranges. The ARIMA model is very adaptable, capturing a wide range of patterns. Choosing order and differencing are two fundamental principles in the ARIMA model.



3.5.10. Time Series Poisson Regression Model

Sang et al. (56) to determine the relationship between meteorological conditions and local dengue count, researchers developed this model called Time Series Poisson Regression. According to this model, dengue count was positively related to dengue count in the preceding month, imported cases in the previous month, the minimum temperature during the last month, and accumulative precipitation with 3-month lags.

Table 2 illustrates the detailed representation of latest research papers which has undertaken the study to understand the relation between dengue and meteorological patterns and the need to develop a dengue surveillance system.


Table 2. Detailed representations of different models and feature engineering techniques used in different studies.
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4. DISCUSSION

According to the number of people infected, dengue fever is the most common arboviral disease in the world. Understanding the precise relationship between meteorology and dengue transmission is not a simple process because dengue transmission involves dengue viruses, vectors, and susceptible people. Furthermore, forecasting the future of dengue under various climate change scenarios involves a complete understanding of the association between climate and dengue and future climate and other variables. Despite this, a lot of progress has been achieved in this area. Despite the advances achieved in forecasting dengue's future, numerous uncertainties remain (59). To begin with, socio-demographic factors play a significant influence in dengue transmission, and including socio-demographic components into future dengue, projections remains a challenge. Second, in previous studies estimating the future of dengue, the increasing temperature has been commonly employed as a climate change indicator, with rainfall and humidity being under-researched. According to Hales et al., the climate indicator that most correctly predicts the occurrence of dengue fever is vapor pressure, which is a temperature and humidity measurements. However, the relationships between numerous environmental conditions and dengue transmission are complex and sometimes non-linear. Dengue modeling is an essential technique for early detection of dengue outbreaks, assessing risk factors for Severe Dengue, and possibly controlling the disease's vectors. Although much research has been done on these topics, it is critical to understand what areas of dengue modeling still have to be explored to build future research that will significantly reduce disease morbidity rates. The primary goal of this study was to provide an overview of dengue modeling and identify critical issues for future research. This section focuses on the limitations of the studies that have been reviewed. Some research problems or opportunities are described based on those restrictions.


4.1. Limitations, Research Challenges and Future Work Directions


4.1.1. Inclusion of Micro Climatic Factors

Researchers have widely used temperature, humidity, and rainfall are macro climatic factors. But to bring in more explanatory variables that can explain the rise in dengue incidence rise can aid in building a better dengue surveillance system (32, 55, 60, 61).

SOLUTION: There are many climatic variables like wind speed, air pressure, vegetation index, and we can add many other microclimatic factors to the model for better dengue incidence.



4.1.2. Exploring Different Geographic Locations

Many types of research stated the limitation that how dengue outbreak prediction model developed for one region cannot be used accurately for different areas as dengue incidence may or may not be related to the same climatic factors of one place and due to weather fluctuations and pattern of coastal regions might not give excellent predictive results from the model that was developed for non-coastal regions (55, 62–64).

SOLUTION: Exploring different regions other than that have already been investigated or studying the weather patterns of the country where more minor number studies have been carried out in predicting dengue incidence based on the weather forecast can help in understanding the relationship between different patterns of weather for various regions and dengue rise and eventually would help build a dengue surveillance system.



4.1.3. Data Limitations

Obtaining a dengue dataset that is completely fit for the model and has all characteristics is difficult to find. There are many issues faced by the researchers in this area like i) data being incomplete, ii) data being not available in required time lag like weekly or monthly and for a specific time-period and iii) data that is available only on a macro level like country-level or state-level and not on micro-level like city-level (15, 28, 45, 54, 63, 65).

SOLUTION: Data cleaning can be handled by using various data pre-processing techniques based on the data type. When data is not completed available, taking the average or mean of the available information can be helpful. To obtain data at the micro-level can be a tedious task, but with all the proper procedures, the patient's data can be obtained from the Health Department of the respective region.



4.1.4. Considering Vector Density and Mosquito Larvae Data

The main issue highlighted in most of the studies was the correlation between climatic factors and dengue incidence; whereas those are not the only factors that contribute to increased disease transmission of dengue, the main factor is the vector that carries the transmission (32, 33, 49).

SOLUTION: Considering the vector density, mosquito larvae data or land use would aid in gaining a better understanding of the main factor behind the rise in dengue cases. Considering these parameters would help predict the outbreak better and take preventive measures well in advance.



4.1.5. Taking Into Account the Effect of Vaccination After the Outbreak

The studies carried until now focus on determining the correlation between the climatic factor and dengue incidence and then using weather forecast of coming time to predict the dengue incidence and taking preventive measures. Still, the shortcoming that few researchers found is that there might be a fluctuation in predicting dengue incidence when every infected person might be vaccinated (66–68).

SOLUTION: As and when the vaccination of patients is done, the data of the patient's immune can be determined and kept a record of. Further, that data can be used whenever the prediction for other outbreaks is being carried out. Figure 9 represents the logical mapping of limitations and their possible solutions.
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FIGURE 9. A logical mapping of research challenges and possible solutions.





4.2. Contributions

Dengue Surveillance system can aid the health sector in taking preventive measures for dengue outbreaks in advance. Also, it can help to be prepared for the worst of situations and reduce the vulnerability of epidemics. Several research studies have predicted the epidemic using machine learning approaches, including climatic factors. The present review discusses the most common data sources, data pre-processing stages, most common correlation techniques for dengue incidence and climatic factors, machine learning techniques, limitations, and future research directions. Table 3 represents the research challenges of the current study. The contribution of the presented student are:

• The present study gives a detailed insight into the amount of work done in predicting dengue incidence using different machine learning techniques based on various explanatory variables.

• To assist readers, we have discussed several data sources for dengue incidence count and weather variables.

• different approaches for determining the relation between dengue incidence and explanatory variables and various explanatory variables (climatic factors, demographic variables, vulnerable groups).

• Furthermore, we have discussed various dengue modeling techniques for predicting outbreaks.

• This work's main contribution is to outline open research concerns and limitations of various studies.


Table 3. Research challenges.
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5. CONCLUSION AND FUTURE ENHANCEMENTS

A systematic literature review was conducted on predicting dengue based on climatic change using machine learning techniques. The main objective was to understand the research and studies that have been carried in building a dengue outbreak prediction model. Forty articles were chosen and analyzed to determine the state-of-the-art from many scientific libraries. The results of the review represent that dengue modeling is continuously growing. Logistic Regression, LASSO Regression, and Support Vector Machine approaches were the most commonly used diagnostic models. Because of their ease of implementation and interpretation, they are the most widely used modeling techniques. Although alternative strategies, such as decision trees, are simple to understand, they have a large number of nodes and take a significant amount of mental work to comprehend a specific forecast. These models, on the other hand, are just a set of coefficients, which makes it appealing to learn about the impact of attributes on the predictor variable. Furthermore, continuous independent variables do not have a normal distribution, and continuous and discrete predictors can be used in the regression. In terms of feature types, climate data was the most commonly used in these models. Dengue incidence data of patients is not readily available through APIs, which has been a restriction in many studies and should be considered for future work by forecasting dengue incidence for sensitive groups such as the age and gender of patients. The examined articles had several flaws, including the lack of documentation of the pre-processing procedures employed, the unavailability of patient data, and incomplete data. Following the review of the papers' strengths and shortcomings, future research projects were identified: i) using microclimatic parameters such as wind speed, air pressure, or vegetation index, ii) using demographic and socioeconomic aspects, iii) exploring climatic conditions in different places, iv) using vector density data, and v) taking vaccination drives into account when building a prediction model. Forecasting the future of dengue fever in the context of climate change can assist governments and public health professionals in implementing timely and preventative steps to protect people from dengue in the future. To sum up, climate change is creating an alarming situation affecting many sectors. Dengue has been a reason of concern for a long time. Hence, monitoring the fluctuations of weather patterns can aid in creating a dengue surveillance system that would be of great help to the health sector in taking preventive measures well in advance.
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Natural Language Processing (NLP) is a group of theoretically inspired computer structures for analyzing and modeling clearly going on texts at one or extra degrees of linguistic evaluation to acquire human-like language processing for quite a few activities and applications. Hearing and visually impaired people are unable to see entirely or have very low vision, as well as being unable to hear completely or having a hard time hearing. It is difficult to get information since both hearing and vision, which are crucial organs for receiving information, are harmed. Hearing and visually impaired people are considered to have a substantial information deficit, as opposed to people who just have one handicap, such as blindness or deafness. Visually and hearing-impaired people who are unable to communicate with the outside world may experience emotional loneliness, which can lead to stress and, in extreme cases, serious mental illness. As a result, overcoming information handicap is a critical issue for visually and hearing-impaired people who want to live active, independent lives in society. The major objective of this study is to recognize Arabic speech in real time and convert it to Arabic text using Convolutional Neural Network-based algorithms before saving it to an SD card. The Arabic text is then translated into Arabic Braille characters, which are then used to control the Braille pattern via a Braille display with a solenoid drive. The Braille lettering triggered on the finger was deciphered by visually and hearing challenged participants who were proficient in Braille reading. The CNN, in combination with the ReLU model learning parameters, is fine-tuned for optimization, resulting in a model training accuracy of 90%. The tuned parameters model's testing results show that adding the ReLU activation function to the CNN model improves recognition accuracy by 84 % when speaking Arabic digits.

Keywords: braille, Speech to Text, speech to Braille, speech recognition, text to braille, Arabic digit


INTRODUCTION

Louis Braille invented Braille, a worldwide method of reading and writing for visually impaired people, in 1821. The Braille cell is the system's smallest unit. Because of the prosody (intonation) of the system, visually and hearing-impaired individuals who are skilled in Finger Braille can communicate words and express a variety of emotions (1). Because there are so few people who can read Finger Braille, visually and hearing-impaired people can only communicate through an interpreter. As a result, those who are visually and hearing impaired are severely limited in their participation. Finger Braille input techniques, including a wearable device, have been developed (2). Created a wearable input device employing accelerometers affixed on the tops of rings and invented finger Braille gloves with accelerometers integrated in the fingers (3). In addition (4), created a wristband with an eighteen-accelerometer Finger Braille input device.

Visually and hearing-impaired people must wear gloves, rings, or bracelets to input Finger Braille (5) into these devices. People who use these assistive devices (6) who are blind and deaf must not only wear the sensors, but also learn a new communication system. Children who have both hearing and vision impairments require different teaching strategies than children who only have one impairment. Although different countries define hearing and vision impairments differently, the negative effects of dual sensory impairments on access to environmental information are universally acknowledged, as is the fact that this unique disability necessitates specific teaching strategies to aid and support learning.

Because they cannot read text written on regular paper, visually impaired people use the Braille system in their writing and reading. However, Visual and hearing individuals in UAE are deprived of education and information due to a lack of basic reading materials, such as books and notes in Braille written format. As a result, we created an automatic Arabic speech to Braille translation system to address this issue by converting electronic Arabic books to Arabic Braille books.


Braille System

The Braille system (7) is a reading and writing system used worldwide by visually impaired people. Passing fingers across Braille characters or Braille cells is how it's read. In a Braille cell, six dots are arranged in a rectangle grid of two dots horizontally in a row and three dots vertically in a column, yielding four different patterns. Each dot arrangement is known as a cell (1), and each cell will have at least one elevated dot and a maximum of six.

Each of the twenty-five rows of text on a standard Braille printed page has forty cells. The size of a standard Braille page is about 11 inches by 11 inches. A Braille cell's size is also specified, though it varies greatly depending on the country. The dimensions of a Braille cell as printed on an embosser are shown in Figure 1.


[image: Figure 1]
FIGURE 1. Braille Cell.


The inventor of the Braille system anticipated the need to convey information in a compact format so that a group of cells could convey a lot more information in the string of letters that make up the cells. The cell's six dots (7) can be combined to make 63 different dot patterns. Despite the fact that there are a total of 64 patterns, the final one is a cell with no dots, which serves as a gap. When viewed through the lens of text representation in a computer, a Braille cell is thus analogous to a 6-bit character code. Almost all information can now be created electronically, and computer use in daily activities (typing and printing) has increased significantly. As a result, more specialized technologies that are accessible to visually impaired individuals are critical, allowing them to use computers for everyday transactions and contribute as much to society and the evolution of IT as others.



Automatic Arabic Speech Recognition—AASR

Automatic Arabic Speech Recognition (AASR) (8) is a system that converts human speech into text. It's a difficult task because human speech signals are highly unpredictable due to a variety of speaker characteristics, speaking styles, and imprecise background noises (9). Variable-length voice signals must also be translated into variable-length word or label sequences by AASR. An AASR system is made up of many components, as shown in Figure 2. A microphone captures the speech signal first and foremost, which is then saved in digital format (10). The voice signal is non-stationary and fluctuates a great deal. As a result, the signal is divided into small chunks known as frames, with each frame's signal becoming more stationary and its features represented by a fixed length feature vector (11, 12). The procedure is referred to as feature extraction (13, 14), and the component that performs it is referred to as the front end. The front end's output is the observation sequence X, with each observation being a feature vector representing a single frame.


[image: Figure 2]
FIGURE 2. Automatic Arabic speech recognition AASR.


The acoustic model's goal is to simulate the acoustic characteristics of various speech units, as well as the relationship between the acoustic aspects of the entire voice utterance and the utterance label sequence or text. For spoken acoustic signals, the hidden Markov model (HMM) (15) is a popular and successful model. The HMM is very versatile when it comes to modeling variable length sequences, and it tolerates changes in speaking speeds.

It models the likelihood of getting the speech observation sequence given a set of latent (hidden) discrete states. A decoder is used to recognize speech based on the acoustic and language models to model the relationship between an HMM state and the speech observations that pertain to this state. The decoder component searches for the best label sequence for a given voice utterance that maximizes the scores computed by the acoustic (16) and linguistic models. Because the number of viable label sequences grows exponentially with the length of the input feature sequence, the efficiency and speed of the decoder are critical elements of a successful ASR system (17).


Feature Extraction on ASR

The initial stage in speech recognition is the extraction (13, 14) of a sequence of feature vectors X that reflects the input voice signal. Feature vectors (18) are available in a wide range of sizes and shapes. In an acoustic model-based system, a good feature vector should include all relevant information for classification of the input signal (19). It's also a good idea to get rid of any data that isn't absolutely necessary. Mel frequency spectral coefficients (MFSC) and Mel-frequency cepstral coefficients (MFCC) are two feature vectors commonly used in academic and commercial ASR systems (20).

The first step is to take short overlapping windows of the speech signal, making it quasi-stationary and incorporating properties unique to single speech units. A Hamming window (or similar bell-shaped functions) is multiplied by this speech window to reduce the effect of discontinuity at the window's two edges. Because distinct speech units and sounds differ primarily in the distribution of energy along different frequencies, it is common practice to convert the speech time domain data into a frequency domain signal using Fast Fourier Transform (FFT) analysis (21). Filter bank analysis is then used to measure the energy in a small number of frequency ranges. These filters are dispersed along the Mel scale frequency to imitate human ear's sensitivity to frequency variances (22). Mel frequency filter bank analysis employs triangular filters. The energy in each filter is estimated to estimate the MFSC feature.

In practice, the log is used to calculate log-MFSC characteristics, which are closer to the sensitivity of the human ear and allow for better discrimination. In fact, neural network models, particularly convolutional neural networks, benefit from the log-MFSC feature. The log-MFSC features are closely correlated because the spectral envelop changes smoothly with frequency and neighboring filters overlap. The discrete cosine transform is used to minimize correlation in order to generate MFCC features (23). When using Gaussian Mixture Models (GMMs), this is especially important when using a diagonal covariance matrix.



HMM Based ASR System

An HMM can be used in a variety of ways to recognize speech. Isolated speech recognition is the most basic type, in which the system's goal is to classify individual words. In this scenario, each word is modeled using a different HMM model. The number of distinct acoustic portions of the word corresponds to the number of states in each HMM model. To classify the segment, the term associated with the model with the highest likelihood is used. The likelihood is calculated either exactly using the forward probability or roughly using the Viterbi algorithm's likelihood of the optimum state sequence in this scenario.

Speech recognition that is connected (continuous) is a more advanced technology that allows the speaker to continuously utter a large number of words. In this scenario, different word models are combined to create a large composite HMM. The types of transitions that are allowed between words are defined by a grammar. Furthermore, a language model is frequently used to assign different weights to different word transitions. Speech recognition is accomplished by determining the most likely state sequence and mapping that sequence into a word sequence that represents the uttered sentence. The disadvantage of this model is that learning a good model for each word necessitates a large amount of training data. Furthermore, the model is incapable of recognizing terms not found in the training data.

To overcome these difficulties, models that represent sub-word units such as phonemes can be used. In these models, each phoneme is represented by a three-state sequence that includes the phoneme's transitional beginning and end, as well as the middle stationary state. To represent a word, a series of phoneme models are combined to form a word model. A dictionary is used to specify the phoneme models that represent a word. This method has the advantage of sharing each phoneme's training data across multiple words, reducing the amount of data needed for training. It can also recognize unseen words if they have equivalent entries in the dictionary.



Neural Network (NN) Based ASR

As a result of improved performance on a variety of speech recognition tasks, deep neural network models (DNNs) have recently resurfaced (26). Previous attempts to use NNs in acoustic modeling attempted to use the NN as a separate model for detecting simple speech units. To replicate the Viterbi algorithm's work in Lippmann (27), devised a recurrent neural architecture dubbed Viterbi net. As a result, it can recognize speech almost instantly. However, it lacked a training algorithm. The weights of the Recurrent Neural Network (RNN) were calculated using a trained HMM model. As a neural network architecture, the Time Delay Neural Network (TDNN) was proposed in Waibel et al. (28). The TDNN combines longer input contexts by using a series of consecutive input frames and hidden activations in the top layers. The model was used to classify a small number of phonemes. To successfully use NNs for ASR, a hybrid NN-HMM model was used. In one version of the model that has recently gained popularity, the NN replaces the GMM in scoring speech frames, while the HMM is used to model the speech signal's sequential temporal behavior.





RESEARCH METHODOLOGY

The Arabic language is the world's largest and most experienced Semitic language (26), and it differs from other European dialects such as English in several ways. Arabic is the Arab world's official language. Arabic is the world's sixth most communicated language, based on the number of people who speak it as their first language. Furthermore, ~250 million people speak Arabic as their first language. Arabic sentences are written from right to left, and some letters may change shape depending on their position within a word (29).

Speech to-Braille STB (30) is a branch of computer science that focuses on developing computer frameworks that can recognize expressed words from an amplifier and convert them to messages. Speech to Text is the process of converting or deciphering an audible signal obtained by a receiver or a phone into a string of words. Extraction of highlights from a gathered signal and matching them to a voice test in an information base is used to perceive a word (31, 32).

The goal of the procedure is to create a Digit speech recognition refers to the recognition of utterances in which the user can speak normally without pausing between words, which is similar to how humans speak. Subword sounds, such as phonemes (alphabets in Indian languages) (29), are commonly used as the basic unit of recognition in continuous speech recognition systems. The sequence of phonetic models forms the larger linguistic unit, such as words/sentences, during recognition. Because the number of sub-word units is limited, collecting enough data to train each of these basic sounds in a variety of acoustic environments is not difficult. Adding a new word is simple because all that is required is a description of the new word in terms of previously learned speech sounds. Among the features are speech analysis, training tools, recognition tools, outcome analysis, and labeling tools. It can recognize both single and related words. It is capable of modeling both full words and sub-word units.

The system's post-processing involves retrieving the exact data associated with the recognized speech. As shown in Figure 3, the fetched Arabic data corresponding to the Arabic Corpus dataset is converted into Arabic Braille script and delivered to the user in the form of Braille Display.


[image: Figure 3]
FIGURE 3. Flow of Proposed Methodology.




CONVOLUTIONAL NEURAL NETWORKS FOR ASR

Speech signals can take many different forms that have little to do with the speech's grammatical content. For example, different speakers may have different voice qualities. There can be a lot of differences between speakers, even if they are the same person. Variations in speaking speed, pitch, and formant frequencies due to changes in vocal tract length, as well as background noise, are examples.

A variety of strategies have been proposed to deal with these differences. In this case, there are two approaches: passive and active. The goal of passive strategies is to standardize speech variances. This can be accomplished by employing special features such as MFCCs, which filter out information that is unrelated to the speech's linguistic content. The HMM normalizes rate variations because it is tolerant of variations in speaking pace.

Active approaches aim to estimate some parameters that transform the speech signal or to fine-tune the trained speech models to perform better in new situations. Some speaker adaptation strategies, for example, change the HMM model parameters to reflect the new speaker's characteristics. Other speaker adaptation strategies convert a new speaker's speech signal into a canonical speaker that the acoustic model can learn from. The new model or transformation parameters are calculated from some speech adaption data collected from the new speaker in both situations before performing speech recognition on this speaker.

The Convolutional Neural Network (33) (CNN) is a type of artificial neural network that processes data in the form of patterns. CNN is an effective method for building deep learning models that have been used in object recognition applications. CNN (34) was proposed as a method of reducing the amount of data required for traditional artificial neural networks. Three layers make up a traditional Convolutional Neural Network: convolution, pooling, and fully connected layers (35). The pooling layer is used to reduce the number of values in feature maps, while the convolution layer is used to extract features. The best feature maps are passed into the classifier using a fully linked layer (35, 36). CNN is scalable in general and the training procedure takes less time.

The main advantage of the CNN is that domain knowledge can be used to create the CNN structure in order to manage application-specific variances. In these applications, CNNs are used to take advantage of translation invariance and to tolerate small changes in visual patterns in multiple directions. Weight sharing, local connectedness, and pooling are some of the network topologies used by CNNs, as opposed to standard NNs. As a result, minor image deformations and noise, as well as small rotations and scaling, are less noticeable to the CNN. These invariances are difficult to learn automatically in typical NNs. In a similar way, CNN ideas have recently been applied to voice processing.

Unsupervised learning of acoustic features was achieved using the CNN structure (37). Convolution over time is used in these studies to manage small temporal shifts for better speaker, gender, and phonetic classification representations, but not for audio recognition.

The CNN structure allows us to acquire frequency invariant features when applied along the frequency axis (38, 39). A CNN can also accommodate temporal changes and thus better handle speaking speed variances when applied along the time axis (40). However, the HMM can handle these variances inside the hybrid NN-HMM model, reducing the benefit of applying convolution and pooling over time.


Description of Arabic Digits

Due to background noise interference, speech is harmed in voice applications. As a result, we can't tell whether a signal contains valid data just by looking at it (41). Many efforts have been made in speaker system independent, automatic Arabic speech recognition for an isolated digit or continuous digit speech for many languages. There is still a scarcity of research on speech recognition in the Arabic language. All speech recognition applications, including those described here, are, however, available in English. Despite the fact that our study focused on Arabic speech recognition in digit contexts (Figure 4).


[image: Figure 4]
FIGURE 4. Wave of Arabic Digit.




Feature Extraction and Classification Using CNN

The feature extraction technique for audio data is depicted in Figure 5 (42–46). It shows the spectrum of audio data before and after feature extraction using the Python'sklearn' module. The data was split 80:20, with 80% going into the training dataset and 20% into the test dataset, with 20% of the training dataset being used as a validation set for this Speech recognition processing (47). The model processes the training, test, and validation datasets, which will be used in the trained model's test dataset prediction analysis.

• In the convolution layers, we created two separate models, each with its own set of parameters.

• In both models, the first 2D-convolutional layer (conv2D) was used to analyze train data, and it has a 128-bit resolution (Model-1).

• A RELU activation function with a filter size of 64 (model-2).

• The output of the first Conv2D layer was sent to the first batch normalization layer.

• For each model, this procedure is repeated twice using the second and third conv2D.

• The first model employs 48 filters with a normalization pool size of (3, 3), whereas the second employs 32 filters with the remaining two parameters unchanged.


[image: Figure 5]
FIGURE 5. CNN Architecture of Spoken Arabic digit to Text.


After the feature learning stage, the classification technique starts by flattening the resulting vector into a one-dimensional vector. The data was flattened because categorization is easier with a one-dimensional vector. The 1D vector of the flatten layer is then passed through a series of layers.

Finally, the output vector is sent to a 20-unit dense layer, which corresponds to the number of key words in the Arabic dataset. After that, the final result was obtained. The optimizer in this model is ‘Adam,' and the loss function is ‘Sparse-Categorical Cross-entropy.' Figure 5 depicts the basic architecture of our proposed model.




TEXT TO BRAILLE

Figure 6 depicts the steps involved in converting text to braille.

• Enter Arabic Text: Entering Arabic text in the provided area or by browsing and attaching a text file (48).

• Validation and data verification of Arabic text: The primary function of this block is to validate and verify the Arabic content extracted from the speech. Validating a meaningful text and verifying the converted word in a database (Text Database) (48) is part of the validation procedure.

• Braille conversion process: The Braille Process converts each character into an equivalent Braille character. The symbols for each and every Arabic digit character can be found in the currently available database (Braille Database) (49–51).

• Arabic Braille Output: After the conversion has been replaced appropriately, the final output, as shown in Figure 6, can be handled through the output interface to reach the end user.


[image: Figure 6]
FIGURE 6. Text to Braille Conversion.




EXPERIMENTAL ANALYSIS

The Methodology of Speech recognition and Conversion to Braille system (30) has following steps.

Step 1: The first step in this research is to gather information from a variety of Arabic speakers. Speakers must record the Arabic numerals 0 to 9 and say each Arabic number separately in a clear voice with minimal background noise, as shown in Figure 7. As a result, data collection was required in order to develop the speech recognition system; this data was collected by various countries around the world, each with its own dialect for pronouncing words (24, 25). Geographical areas influence how speech is delivered, but they aren't always the source of variation; for example, dialects may be influenced by family history. The voice signal is obtained by recording or capturing the entire audible frequency range of a human voice. The sampling frequency is defined as the number of samples obtained in a second.


[image: Figure 7]
FIGURE 7. Speech signal Capture.


Step 2: To define where a single utterance begins and ends, the zero-crossing rate (ZCR) and average amplitude thresholds are used. It can be classified as a speech signal segment if the energy in the frame exceeds the energy threshold. However, because unvoiced speech signals are sometimes merged or combined with ambient noises, the marking of start and stop locations may not be precise. Unvoiced speech has a higher ZCR than noise, so it can be used to distinguish between noise and a weak speech signal, allowing for better start and stop point marking, as shown in Figure 8.


[image: Figure 8]
FIGURE 8. Endpoint Identification.


Step 3: Using CNN to recognize speech: The classification stage is followed by a fully connected layer and a softmax layer, and the convolutional layers and pooling layers are used to learn features. Except for the fully-connected layer, all convolutional and pooling layers used the ReLU activation function. To extract features, have used the following settings: 16,000 sample rate, 512 and 160 sample FFT lengths and hop sizes, as well as the Hamming window function The first CNN layer conducts a convolutional over the input feature vector using 32 ReLU kernels with 3 × 3 receptive fields and a stride of 1 in both dimensions, as shown in Table 1.


Table 1. Performance Table.

[image: Table 1]

The proposed model was tested using an Arabic speech corpus of isolated words. The used corpus is subjected to a variety of modifications, including pitch, speed, dynamic range, noise, and time shifting forward and backward. As shown in Table 2 and Figure 9, the maximum accuracy achieved when using the ReLU activation function with CNN was 84%. The ReLU activation function, a non-linear activation function, has gained prominence in this proposed methodology. When comparing the results of this study to previous research, it is clear that the proposed methodology performed better in the AASR.


Table 2. Comparison of Accuracy.

[image: Table 2]


[image: Figure 9]
FIGURE 9. Comparison of Accuracy.


Step 4: Text to Braille Conversion: The result, as shown in Figure 10, will be processed through the Arabic Text database, which will identify the Arabic text.


[image: Figure 10]
FIGURE 10. Arabic Digit to Braille.


Step 5: Postprocessing: The Arabic letter is embossed as Arabic Braille script on the Braille display using solenoid drive (52) as shown in Figure 11. The evaluation is based on how it is handled and prioritized including some other performance parameters. The primary reason for employing the device would be decided by determining if the device's benefit outweighs the negative encountered. Following the prototype's implementation, it is evaluated with a small group of visually challenged people, as well as people who are both visually and hearing impaired.


[image: Figure 11]
FIGURE 11. Spoken Arabic Digit to Braille.




CONCLUSIONS

Braille is a text-based communication system that is solely dependent on touch. People with vision and hearing impairments would use it. We propose a Speech to Braille conversion procedure to provide the visually and hearing-impaired people can easily make notes in Braille using the provided methods (53) by simply speaking or playing a tape. This app will help people with both visual and hearing impairments communicate in real time, and it will be a cost-effective way. This research produces output that is comparable to traditional high-cost braille printers, as well as assisting visually and hearing-impaired people in recognizing the Speech and converting into Braille output. Speech recognition is a bonus feature that allows visually and hearing-impaired people to print braille for personal use without a computer or a mediator by simply speaking the phrases to be printed into a microphone.

Arabic digits six are particularly difficult to recognize when spoken. The complexity of the voiced signals of the spoken digits is the reason. Deep learning requires a large amount of data to achieve better accuracy, the accuracy of CNN model could be greatly improved by using a large amount of training data. More digit voice samples with noise, for example, could give us a more robust classifier. It's worth noting that as the amount of training data grows, so does the amount of time spent training.
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Age estimation in dental radiographs Orthopantomography (OPG) is a medical imaging technique that physicians and pathologists utilize for disease identification and legal matters. For example, for estimating post-mortem interval, detecting child abuse, drug trafficking, and identifying an unknown body. Recent development in automated image processing models improved the age estimation's limited precision to an approximate range of +/- 1 year. While this estimation is often accepted as accurate measurement, age estimation should be as precise as possible in most serious matters, such as homicide. Current age estimation techniques are highly dependent on manual and time-consuming image processing. Age estimation is often a time-sensitive matter in which the image processing time is vital. Recent development in Machine learning-based data processing methods has decreased the imaging time processing; however, the accuracy of these techniques remains to be further improved. We proposed an ensemble method of image classifiers to enhance the accuracy of age estimation using OPGs from 1 year to a couple of months (1-3-6). This hybrid model is based on convolutional neural networks (CNN) and K nearest neighbors (KNN). The hybrid (HCNN-KNN) model was used to investigate 1,922 panoramic dental radiographs of patients aged 15 to 23. These OPGs were obtained from the various teaching institutes and private dental clinics in Malaysia. To minimize the chance of overfitting in our model, we used the principal component analysis (PCA) algorithm and eliminated the features with high correlation. To further enhance the performance of our hybrid model, we performed systematic image pre-processing. We applied a series of classifications to train our model. We have successfully demonstrated that combining these innovative approaches has improved the classification and segmentation and thus the age-estimation outcome of the model. Our findings suggest that our innovative model, for the first time, to the best of our knowledge, successfully estimated the age in classified studies of 1 year old, 6 months, 3 months and 1-month-old cases with accuracies of 99.98, 99.96, 99.87, and 98.78 respectively.

Keywords: dental age, estimation, Orthopantomogram, convolutional neural network, k-nearest neighbor, Biomedical machine learning


INTRODUCTION

Age estimation in living and deceased individuals has always been important in pediatric studies, pathological complications, and forensic medicine (1, 2). Human bone age can be estimated from foot, shoulder, ankle, hip, elbow, cervix, ankle, and teeth bones (3–5). The accuracy of the calculated age from a bone specimen depends on genetic and environmental factors such as age, race, smoking, lifestyle, famine and natural disasters (6). While current age estimation methods, for example, Greulich-Pyle or Tanner–Whitehouse method, can accurately estimate age from radiological examination of the left hand in children, age assassination complexities significantly increase when comparing young adults to adolescents. The absence of formal age documentation makes the process even more complicated despite recent discoveries in anthropometric fields demonstrating the importance of other bones, such as the pelvis, in determining bone age (3, 4). OPG or dental radiographs remained to be the primary forensic concern (7).

Orthopantomography, also known as an OPG or dental radiographs, provides a wide panoramic view of the lower face bones (8). OPG displays all the teeth on both jaws. OPG also depicts the jawbone and the temporomandibular joint (TMJ) on the same radiography film. The dental OPG images have been suggested to be more effective when compared to other bones of the body X-ray images. Teeth bones are long-lasting and resistant to high temperatures (2) and organisms which decompose a dead body (9). The Malaysian Institute of Forensic Medicine claimed that the X-ray images of teeth are the primary and the most used method in estimating age (10, 11). However, the traditional image processing approach for OPG age estimation is still relatively expensive, laborious and requires long-term monitoring, increasing potential radiation exposure (12).

Traditional image processing for dental age measurement is a manual method that may include several steps such as segmentation, feature extraction, image pre-processing, classification, or regression. Each of these steps is error-prone and can induce variations in the outcome. For example, in an identical age range, the dry bone image will be different from the wet bone in radiography scan. In recent years, Machine Learning/Deep Learning techniques have been widely used to identify patterns in complex data such as clinical imaging, genomics, bioimaging, and phenotypic data (13–17). Machine learning algorithms for example, NN, SVM, KNN, Decision Tree, displayed promising ability in prediction and classification (18–28) including estimation of bone age (29, 30). The medical and biological datasets are increasing rapidly. To analyse such big and complex data, artificial intelligence and machine learning algorithms become most popular (31–41). Therefore, it is important to implement novel techniques to uncover the medical and biological patterns. In particular machine learning and deep learning techniques have been widely used to analyse imaging data (23, 37, 42).

Deep learning-based methods, also known as end-to-end learning-based methods, such as convolutional neural networks, are either unsupervised that operate directly on the input images and generate the desired output without intermediate steps such as segmentation and extraction or supervised. Supervised learning (SL) models utilize a learning function that requires example input-output pairs for the model validation. The supervised approach runs the comparison between a radiographic image of each subject to an existing reference (i.e., labeled images), including gender and age information (43). Nevertheless, most of these methods require a large amount of labeled data.

Collecting and labeling large datasets are usually expensive, time-consuming, or sometimes impossible. Thus, in recent years, Semi-Supervised Learning (SSL) has emerged. Leveraging both labeled and unlabelled data, SSL has been proved to be a practical approach. Transfer learning (TL), an SSL-based model) aiming to utilize training knowledge gained from one data set to analyse another using a few-shot classification framework (44, 45). Moreover, unprocessed image databases, which usually can be fed to conventional ML or DL models, are prone to inaccurate class recognition. Extracting specific characteristics that accurately represent behavior in different environmental conditions is also a time-consuming task. (11, 46). Hence, choosing a classifier that can differentiate behaviors in terms of diversity within and outside each class is one of the challenges in recognizing behavior. Therefore, converting raw data into attribute vectors systematically and using effective attribute extractors using an engineering approach is required for proper classification (47–49).

Despite these improvements developing and training deep neural networks remained challenging and time-consuming. Thus, Transfer learning (TL) can use the pre-trained deep network to perform data classification, attracting increasing attention (50, 51) this article proposed an innovative automated machine learning model approach to estimate bone age. This approach is based on a deep convolutional neural network (52). We improved the accuracy of age determination in dental panoramic images with approximately 6-month intervals. The proposed method determines the precise age in the range of 15 to 23 years old that is divided into nine age groups. Each age group includes subcategories of images with 1 year, six, three and 1-month(s) intervals. This method combined the methodology of features extraction of the convolutional neural networks with the nearest neighbor feature to analyse and classify information and features in dental images.

More specifically, the architecture of the proposed HCNN-KNN model used in this study consists of four steps (Figure 1). Initially, a convolutional neural network (CNN) model was trained on OPG images. Then, a fully connected layer generated from CNN was fed into a principal component analysis (PCA). The PCA performed data transformation and dimension reduction. In the last step, data were classified using the KNN algorithm. The details of the prediction process of the classes in the data set were explained in the following sections.


[image: Figure 1]
FIGURE 1. The architecture of the proposed HCNN-KNN model.



Related Literature

Age estimation based on dental X-ray images remained a critical field to develop. Tooth bones are immortal and can last more than 20 years through post-mortem decomposition. This made the tooth an essential part of the forensic investigation (53). Although the number of bone age estimation models has increased, most remain in the research state with slow or no transition in the industry. Computerized methods for bone age estimation based on OPG images are currently limited to ± 6 months precision (52). Moreover, current Deep neural network algorithms used to estimate the age using dental X-ray images are, for example, AlexNet and ResNet. Training these algorithms requires large imaging datasets. For instance, Houssein et al. used a dataset with 1,429 dental X-ray images to reach acceptable output parameters (11).

In another study, Avuçlu et al. (54) used 1,315 dental images and 162 different dental classes to morphologically predict the age and gender in dental X-ray images with 95% accuracy (54, 55). Farhadian et al. (30) applied Transfer learning to reduce using a neural network that relied on dental data to alter age assessment. The age group of between 14 and 60 was used, and the overall data sample size for the research was 300 images. With an MAE of 4.12 years, the neural network methodology showed a reasonably accurate outcome (30). The neural network errors were smaller than the regression model's estimation errors, with the test data set being RMSE of 10.26 years and MAE of 8.17 years.

Alkaabi et al. (8) examined different Convolutional Neural Networks s AlexNet, VGGNet, and ResNet. Architectures for age estimation. They used common CNN architectures to perform forensic dentistry's automatic age calculation without any modifications. Using Capsule-Net, predicting age estimation from dental images was also performed, which depicted 36% higher accuracy than the CNNs model. The Capsule-Net model based on transfer learning reached a cumulative accuracy of 76% for ± 1-Year-old sample OPG images.

Tao et al. (29) has introduced the Multilayer Perceptron Neural network to estimate dental age. The experiments are carried out on a dataset composed of 1,636 samples. It was also experimentally confirmed that this latest feature set makes the dental age estimation more reliable for sample OPG images of ± 1-Year-old individuals' sample OPG images.

Kim et al. (56) applied a deep learning algorithm, based on CNN neural, to X-ray images of 9,435 cases (4,963 male, 4,472 female). Data in this cohort was sorted into three-age gatherings. Their study suggests that deep learning algorithms based on CNN neural networks show that the proposed approach functions evaluated based on a database of panoramic dental radiographs and worked well for accuracy.

Banar et al. (57) also implemented a fully automatic method leveraging the total capacity of the deep learning approach on their study of a dataset of 400 OPGs x-ray images with 20 OPGs per category and per gender. To overcome the limitations of having a dataset with a limited number of embodiments, the Barnar group employed a transfer learning approach using pre-trained CNNs, and data augmentation. Their study significantly reduced the imaging assessment time over the current conventional method. For example, they have reported that the entire automatic workflow took 2.72 s to compute on average. Given the small size of the dataset, this pilot study indicated the strength of transform learning and suggested a completely automated solution capable of demonstrating outcomes not inferior to manual assessing the images.

Tuan et al. (58) introduced a semi-supervised fuzzy clustering algorithm for pre-image processing and segmentation of dental X-ray images. Their study showed that their recommended work has superior accuracy than the initial semi-supervised fuzzy clustering and several related approaches.

In the Department of Dentistry and Study of University Sains Islam Malaysia, an age evaluation approach was tested on Malaysian adolescents between the ages of 1 to 17. Initially, the first to the third teeth were segmented, and the invariant deformation characteristics were then collected based on a deep learning method. The designed DCNN model was used to extract a broad range of features in the hierarchical layers, for example, invariance of size, rotation and deformation for sample OPG images of ± 1-Year-old individuals.




MATERIALS AND METHODS


Image Pre-processing and Data Augmentation

Prior to utilizing images in our model, we performed image processing, adjusted the contrast and highlighted the images, removed extra margins (cropping), and normalized the image pixel values at edges from zero to one. In this study, data augmentation was performed by mirroring and data duplication with rotation.

Data were classified before, Splitting for Training the model. To perform the classification, the data in the dataset were divided into two categories: train data and validation data. The cross-validation was performed with 50–50, 70–30, and 20–80 train and validation split. To take an example, 20–80 split the 20% of the data for validation and 80% for training the model. Obtaining acceptable results on various test data will indicate the correct performance of the proposed model. Thus, to further enhance the validation of the model, we perform additional validation of the trained model using a data set that the model was seeing for the first time. The additional validation dataset included various features such as OPGs of different races, with different genders and at different ages.



The Architecture of HCNN-KKN Proposed Model

In this study, we proposed a model based on a combination of the HCNN-KKN. Steps in our hybrid model depicted in Figure 2 for pre-image processing and the dental classification are as follows:


[image: Figure 2]
FIGURE 2. The conceptual framework for our hybrid model, dental image processing and classification processes.


The architecture of the proposed HCNN-KNN model included an inputs layer, two Convolutional layers, a fully connected layer, a PCA transform data layer, and a KNN layer for classification (Figure 1). Using RGB images (224 x 224 pixels) as input, each image was fed to a convolutional layer (i.e., the second layer) containing 16 convolutional filters and a kernel size of 5 and 2 paddings. Low-level features like edges, blobs, shapes were obtained. In addition to the 16 convolutional normalization filters, batch normalization (16 layers), followed by a non-linear activation function via rectified linear unit (ReLU) were performed. The convolutional layer is termed “conv1”. Maxpooling layer downsampled the model with stride 2 and 2 paddings.

As a result, the Maxpooling layer reduced the dimensions of the images to 112 ×112 pixels, and the final output of this layer is equal to 112 ×112 ×16. These images were fed to the second convolutional block with a similar structure to the first. The later conventional block has 32 filters with 5 and 2 paddings kernel, resulting in the 56 ×56 ×32 images output. In the following step, all the fully connected layers were used to connect all the neurons in different layers (Table 1). To reduce the less important features to the next layer in the CNN model, the layers are connected with a 50% dropout between fully connected layers. We then applied a classification approach on a cohort of individuals between 15 to 23 years old and stratified all the cases with intervals of ± 6-months, ± 3-months, and ± 1-month. This resulted in 9 categories for each year (+_ Year), 18 categories for the 6 months intervals (each 6 months), 36 categories for each trimester of each year (each 3 months), 108 for every 12 months from each year (each 1 month). This resulted in the last fully connected layer to modify nine classification tasks with parameters like bias learn rate factor and weight learn rate factor. Figure 1: Illustration of the CNN Network elements.


Table 1. A display of the parameters used in the CNN network.

[image: Table 1]

In this step, a combined CNN model with KNN is used as a classifier to evaluate the class event instead of the SoftMax probability layer. Thus, before the data enters a fully connected layer of KNN layers, we proposed that in this model, the data were transferred in the space with more precise information and smaller dimensions using the principal component analysis method so-called “Fully_PCA”. Therefore, fully connected layer neurons after PCA data transformation and reductions are considered overlays of the KNN classification layer. In this case, the KNN input is assumed to be 500.

The HCNN-KNN model algorithm pseudo-code proposed in this bone age study is based on dental images. In the KNN network, the distance metric used is the Euclidean Distance metric and the “Ks” are 1, 2, 3. The model is trained using an SGD momentum optimiser with a 0.0001 learning rate. The model is then trained for 10 epochs with a mini-batch size of 16 images. After learning the network and classification operations, the error loss rate is obtained to evaluate the proposed network model in subsequent epochs of network learning.



Evaluating the Proposed Model on Validation Data

The network neurons' optimal weight and bias were evaluated following the network training step. The validation data, segmented according to Figure 2 (step 2), was then categorized on the CNN network with optimal parameters. The components of the classification algorithms were determined according to the training phase process and the criteria that allow the data to pass through the CNN-PCA-KNN layers. Finally, the identification rate was evaluated in which accuracy of the index was selected according to the Confusion Metrics. In brief, the sum of TP + TN (TP: the number of times the class is upbeat and correctly detected, FP: the number of times the class was positive and undiagnosed), divided with the sum of TP + FP + TN + FN. TP is the number of times the class is positive and correctly detected, FP abbreviation for the number of times the class was positive and undiagnosed. The TN, denotes the number of times the class is incorrect (negative) and correctly diagnosed. The FN represents the number of times each class is erroneous (negative) or not correctly recognized.



Validating the Proposed Model on a Test Dataset

To further validate the accuracy of the proposed model, we used test data which the model had not seen before, and was not part of the training dataset. This dataset was collected separately from the trained dataset and had different properties. This data combines X-ray OPG images of other races, with different genders and at different ages. This data enters the CNN network as a validation step and is categorized after passing through conv1, pooling1, conv2, pooling2, fully connected layer, PCA layer, and KNN layer. A vital feature of this step is the validation of the proposed model. Achieving acceptable results on various test data will indicate the satisfactory performance of the proposed model.



Computational Hardware Requirement

For this study, we used an NVIDIA GeForce GTX 1080 8GB, 8GB memory, Intel Core i7, and 3.40GHz. We also used Python libraries NumPy, Matplotlib, Sklearn, Metrics, PyTorch, Torchvision to perform the analyses.




RESULT AND DISCUSSION

We discussed the database used in this article, the tools, and the architecture introduced in the following. Finally, we evaluated our proposed model on the dataset.


Datasets Description

Dental OPG is a panoramic radiograph that scans the upper and lower jaws with a two-dimensional view that shows a semicircle from ear to ear. The used images in this study are dental OPG data, collected from dental teaching institutes and private dental clinics in Malaysia. These collected data with the different image sizes are resized before importing into the proposed model. The original image size for all data has been changed to 600 ×1,024 pixels.

Subjects from this study were randomly selected from 1,922 patients between 15 and 23 years of age, and this age range determines the age of minors which could help the model find more specific features and train the model more accurately, particularly for smaller time intervals. Moreover, to further validate the model, we used a dataset that hasn't been presented to the model during conventional training or the initial validation. Using an additional dataset including 130 random images, we showed that pre-training the model on such a prominent age recognition features (i.e. shorter time intervals, form of age range by year, age range by month, by season (3 months), and 6 months (Dataset on Year, on ± 6 months, on ± 3 months, and ± 1 month), allows us to evaluate our proposed method on a test database to enhance the performance of the proposed method (further details are provided in the experimental Result, Table 1, Figure 3).


[image: Figure 3]
FIGURE 3. Representation of each age class.


We elucidated the frequency of the dataset generated as the result of data augmentation when augmented more than 150, 68, 32 and 7 images in 1 year, 6 months, 3 months and 1-month categories, respectively (Figure 4).


[image: Figure 4]
FIGURE 4. Frequency of Dataset Images Based on the Four States of the Dataset (A) Dataset on Year, (B). On ± 6-Month, (C). On ± 3 Month and (D). On ± 1 Month. (A) Frequency of dental images for years dataset. (B) Frequency of dental images for ± 6 months dataset. (C) Frequency of dental images for ± 3 months dataset. (D) Frequency of dental images for ± 1 months dataset.




CNN Model Initial Accuracy on Four Different States of the Dataset

As the first experiment, we applied a CNN model on two other dataset states. In stage one, training and validation accuracy were evaluated from the original dataset without any pre-processing and data augmentation. In stage two, training and validation accuracy were assessed post-pre-processing operations on the data augmentation operations (Table 2).


Table 2. Experimental result on a dental dataset based on CNN.

[image: Table 2]

We observed that pre-processing and data augmentation operations consistently improved the accuracy by approximately 20% and 40% for training and validation, respectively (Table 2).

We then evaluated the loss reduction for each step (i.e., four separate modes) of this data set (1 Year, ± 6 months, ± 3 months, and ± 1 months) with 4,000 repetitions (i.e., epoch equivalent to 10 with about 400 batch size 16). Note that the results are obtained on cross-validation with 80% training and 20% validation and segmentation on dataset images. We observe a sharp decay in loss reduction values for both the 1 year and ± 3 months dataset, while the ± 6 months and ± 1 month dataset showed a more gradual decay (Figure 5).


[image: Figure 5]
FIGURE 5. Error Loss for Training on A Dataset Based on CNN Model on the Four States of the Augmented Dataset (A). Dataset on Year (B). On ± 6-Month (C). On ± 3 Month and (D). On ± 1 Month. (A) Error loss for dataset years. (B) Error loss for the dataset with ± 6 months. (C) Error loss for the dataset with ± 3 months. (D) Error loss for the dataset with ± 1 months.


We also evaluated the accuracy of the proposed model on train and validation data in 10 epochs. We observed that the accuracy of train data is generally slightly higher than validation data (Figure 6). Therefore, the upward trend inaccuracy at 10 epochs indicates an increase in CNN learning.


[image: Figure 6]
FIGURE 6. Evaluation of accuracy (Train vs. Valid) in different epoch based on CNN model on four states of the dataset (A). Dataset on Year (B). on ± 6-month (C). on ±3 month and (D). on ± 1 month. (A) Train vs. Valid for dataset years. (B) Train vs. Valid for the dataset with ± 6 months. (C) Train vs. Valid for the dataset with ± 3 months. (D) Train vs. Valid for the dataset with ±1 months.




Combining HCNN-KNN Enhanced the Accuracy of the Model

We used a combined methodology of convolutional neural networks and the nearest neighbor (classification) to further enhance the model's accuracy. The resulting hybrid model (HCNN-KNN) contained three main CNN, PCA, and KNN layers. Our findings showed that the KNN classification with 500 features selected from “Fully_PCA” (PCA data transform after fully connected in CNN) had increased the accuracy of the original data to approximately the same level of augmented data to 99.98, 99.96, 99.87, and 98.78 for 1 year, ± 6-months, ± 3-months, and on ± 1-month dataset, respectively. Intrinsically, we observed accuracy for train data to be equal to 100% (Table 3). This outcome indicated is fully trained using the training dataset. It is noteworthy that the results obtained for k-nearest neighbors value k = 1 in the proposed HCNN-KNN hybrid model. We have also evaluated the KNN method in the proposed HCNN-KNN hybrid model with a “k” value of 2 and 3 (Table 4). Model validation is essential for building a model and is susceptible to common pitfalls when splitting the training dataset (59, 60). To evaluate the possibility of overfitting pitfall resulting from splitting the training dataset, particularly for small ks (e.g., k = 1–3), we further validate the model using a dataset of dental images separate from the data used for initial training and validation; contained its special features. The unique features of these images are related to different races, different genders and are selected in the age range of 15 to 23. While obtaining acceptable results on these data indicates the proper performance of the KNN classifier even with k = 1.


Table 3. Experimental result on a dental dataset based on HCNN-KNN.

[image: Table 3]


Table 4. Accuracy results of K = 1, 2, 3 on the validation data.

[image: Table 4]



Evaluation of Different Cross-Validation

Different cross-validation of datasets was applied to evaluate our method (e.g., 50–50, 70–30 and 20–80 train-valid cross-validation, Table 5).


Table 5. Evaluation of accuracy on different cross-validation on a dataset.

[image: Table 5]



Evaluation of Proposed Model on Second Dataset (Test Dataset)

One of this study's innovative and key features is the additional validation step in which a set of images from a diverse cohort has been used to further validate the proposed model. After the initial training and validation, the images are only available to the model. The dataset had a combination of 130 X-Ray OPG images with different races (e.g., Malay, Indian and Chinese), with distinct features, various age ranges and normal distribution of ordinary dentistry, orthodontic and malignant images (Figure 7).


[image: Figure 7]
FIGURE 7. Different images of test data to evaluate the orthodontics (malignant) of the proposed model.


As Table 6 shows, the proposed HCNN-KNN model has obtained better results on the test data. Getting satisfactory results on a new dataset outside the dataset images indicates the performance of the proposed model. Thus, it seems that the proposed HCNN-KNN model has obtained superior results on the tested dataset. Obtaining satisfactory results on a new dataset outside the dataset images indicated the outstanding performance of the proposed model (Table 6). The HCNN-KNN model effects have also been tested for k 1, 2, and 3 (Table 6). The outcome shows the proper performance of the proposed model for k = 1. In KNN, where k is larger, the distance becomes more critical, overcoming the KNN principle that closer neighbors have the same density or classes. Since the classes in our dataset are very near to each other and are pre-processed with noise reduction, the result shows acceptable accuracy at K = 1.


Table 6. Accuracy Result of the Proposed HCNN-KNN Model on Test New Dataset.

[image: Table 6]

Figure 8 shows the confusion matrix of 97.95 % for the 18-year-old age range which was correctly estimated, and 2.04 % was incorrectly identified for the 19-year-old.


[image: Figure 8]
FIGURE 8. Confusion matrix of hybrid HCNN-KNN proposed model application on enhancement dataset.




Models Accuracy

The collected data and the proposed model have been tested with other models such as ResNet, CNN, GoogLeNet Inception (Table 7). Our finding shows that the hybrid HCNN-KNN model has obtained much higher accuracy than different conventional classification algorithms tested.


Table 7. Comparison between the proposed HCNN-KNN model and other studies in bam based on dental images.

[image: Table 7]

The novelty of our study is that to the best of our knowledge, no other study reported measurements of ± 6 months, ± 3 months, and ± 1 month so far, but only compared by the year. However, the results of this proposed model are compared with previous studies by years of accuracy. For example, Avuçlu used the Multilayer Perceptron model with 1,315 dental OPG images, and the highest accuracy was 90% just for accuracy of the years. Also, in 2020, Hussein used the SVM algorithm for a population of 1,429 dental radiographs, and they only achieved 92% accuracy for years. Therefore, based on Table 7, the results of the comparative studies for accuracy by years are still below the accuracy achieved in this study which is 99.98.




CONCLUSIONS

For the first time, with precision to the range of +/- 6 months, this novel implementation developed an HCNN-KNN model, used for BAM to increase the existing model's accuracy and prevent CNN overload situations. We considered more specific cases of bone age measurement with the help of Dental X-Ray OPG images to solve the problem of bone age measurement in determining the age range of 15 to 23 years based on the Year, ± 6 months, ± 3 months, and ± 1 month. We integrated the methodology of convolutional neural networks for extraction and analysis of information and features in dental images) and the nearest neighbor (classification method). The primary purpose of this proposed model is to use KNN instead of SoftMax in the fully connected layer to increase the performance of convolutional networks in the classification phase. Using principal component analysis as data transform and feature dimensionality reduction in a fully connected layer before classifying KNN as Fully_PCA. The primary purpose of this method is to transfer data to space with more specific information to increase the performance of the classification phase.

Our proposed model achieved the accuracy of 99.98, 99.96, 99.87, and 98.78 in 1 year, ± 6-month, ± 3-month, and ± 1-month range, respectively. Our proposed method evaluated different cross-validation of the dataset. 50–50 train-valid, 70–30 train-valid and 20–80 train-valid cross-validation on the dataset. Evaluating the proposed model on a new dataset with different races also proved the superior performance of the model. The benchmarking with current existing models also showed that the HCNN-KNN model is the best model for bone age measurement.
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With the development and application of e-commerce in the process of supply chain integration, the choice of supplier centralized strategy or decentralized mode and how to use supplier financing have become significant contents of supply chain management. This study investigates the effect of competition and cooperation on the corporate cash dividend policy under the influence of the supplier relationship strategy and its mediating mechanism based on Chinese data. The motivation of this study is to provide a basis for enterprises to grasp the dynamic evolution process of the economic consequences of supply chain relationships based on big data and adjust the relationship strategy in time to maximize the positive effects of supplier relationships. This study considers supplier concentration and supplier financing as two dimensions to measure the supplier relationship strategy and selects the balanced panel data of Chinese A-share listed companies from 2007 to 2020 as samples by applying the Logit and Tobit model. The results demonstrate that the supplier relationship is negatively correlated with the cash dividends. The intermediary effect found that the competition effect of the supplier relationship aggravates the agency conflict of enterprises and intensifies the degree of financing constraints, and thus acts on the cash dividends of enterprises. This study expands the economic consequences of relational transactions and provides an explanation of dividend policies from the perspective of a supply chain.

Keywords: supplier concentration, supplier financing, cash dividends, agency cost, financing constraints


INTRODUCTION

With the development of the supply chain, the influence of supplier relationship strategy formed by enterprise relationships on enterprise financial decisions has gradually attracted the attention of academic circles. There are numerous and extensive nonfinancial studies on the economic consequences of supplier relationship strategy, and the primary research contents include the following components: influence factors of the supplier relationship strategy (1); supplier relationship dimension (2); the influence of the supplier relationship on the enterprise performance (3, 4), supplier relationship integration (5, 6) supplier collaboration (7–9), information sharing (10), and the related incentive and constraint mechanisms (11–13). In recent years, the research with regard to the influence of the supplier relationship on enterprise finance aspects has also attracted the attention of scholars, which primarily involves the influence of the supplier relationship on the enterprise business credit (14–16), cash holdings (17), capital structure (18–20), transaction costs (21, 22), the choice of corporate governance (23–25), bargaining power (26), earnings management (27), financial distress, and the bankruptcy risk of enterprises (28). However, the influence of the supplier relationship strategy on cash dividend policy is rarely investigated in the extant literature. Existing studies on the impact of supply chain on shareholder wealth only discuss the perspective of customers, ignoring the impact of supplier relationships on dividends (29, 30). Actually, with the development of e-commerce, the business-to-customer model saves the cost of looking for customers and weakens the advantage of buyer's market; In contrast, there is a direct market transaction relationship between suppliers and companies, so suppliers have a greater impact on the transaction costs, investment efficiency and business decisions of enterprises than customers. Therefore, the study on how supplier relationship affects corporate financial decisions not only expands the research on the stakeholder factors of dividend policy but also provides a basis for enterprises to timely judge and adjust relevant business strategies and financial decisions based on the dynamic evolution of supplier relationship observed by big data analysis.

By summarizing the existing empirical research on cash dividend policy, scholars mainly discuss the factors affecting dividend payments from the macro and micro levels: At the micro-level, it mainly includes interest correlation (31), capital structure (32), corporate governance (33, 34), risk (35), ownership structure (36), etc. At the macro level, it mainly involves the legal environment (37), market environment (38), cultural and political factors (37), and external macro-environment (39). These factors are based on the theoretical basis of information asymmetry (40) or agency cost aspect (31, 41, 42) and the financing constraint hypothesis (43, 44). By summarizing empirical research and relevant theoretical findings, although the academic research with regard to the cash dividends has been expanding the explanation of its influencing factors from the theoretical and empirical perspectives, its underlying source can be summarized as the agency theory of enterprises and the perspective of information asymmetry. The early literature on dividend influencing factors only discussed a single aspect, until the dividend tradeoff model proved by Rozeff showed that dividend policy was the result of the joint influence of agency cost and financing constraints under information asymmetry. On the one hand, the information asymmetry between managers and shareholders causes managers to control the cash flow by reducing cash dividends at the expense of shareholders' interests, maximizing their own interests (41). Therefore, increasing cash dividends can restrain agency costs. However, the increase in the cash dividends gives rise to the higher external financing cost while restraining the agency problem, and consequently, the determination of the company's optimal dividend policy requires considering both effects. In addition, in actual corporate governance, enterprises with severe agency costs simultaneously burden financing constraints, and thus, the formulation of optimal financial decisions should be according to both agency costs and financing constraints (43). Therefore, by further expanding the theory of Rozeff (45), Chae et al. (33) conducted an empirical test by using the data of the US-listed companies and proves that the relationship between the dividend payments level and the corporate governance level depends on the relative size of agency costs and external financing costs. Based on the status quo of weak corporate governance and weak investor legal protection in China's listed companies, the problem of financing constraints and agency costs caused by the information asymmetry is serious and longstanding, which curbs corporate governance as well as financial decision making. The scholars gradually began to explore the influence of agency costs and financing constraints on the corporate cash dividend policy from the dual perspectives. Lu and Wang (34) confirmed that when companies faced agency costs and financing constraints simultaneously, companies with good corporate governance would increase the payment of the cash dividend. Subsequently, from the perspective of the cash dividend policy, Zhong and Lu (46) proved that the signal transmission of the cash dividend policy should take into account the dual restriction of financing constraints and agency costs. Yu and Liang (44) proved that China's low dividend is the result of the dual effects of agency cost and financing constraints according to the deviation degree of the actual dividend level.

The relationship between enterprises and suppliers is a dynamic process in which cooperation and competition coexist, and it is internalized into the competition and cooperation relationship. The cooperative effect of suppliers may promote information sharing through relational transactions and constitute an external supervision mechanism to increase enterprises' profitability, thus alleviating the agency cost of enterprises, and consequently, affecting cash dividends. It is also possible to increase cash dividends by easing the financing constraints of enterprises by supplying the commercial credit provided by suppliers. The competitive effect of suppliers on the cash dividend policy of enterprises is primarily manifested in the predatory practices induced by both sides of the transaction to maximize their own interests. On the one hand, the predatory practices of enterprises to suppliers are reflected by opportunism and moral hazard. Thus, the management tends to take advantage of the buyer by inducing suppliers to provide them with on-the-job consumption and personal opportunities or by facilitating participation in the board of directors, and by other covert behaviors, such as transferring corporate wealth, increasing agency costs, and reducing cash dividends. On the other hand, to maximize their own interests, suppliers with bargaining advantages rip off downstream enterprises, reduce the supply of commercial credit, increase the financing constraints of enterprises, and thus reduce cash dividends. In this scenario, this study investigates whether the supplier relationship strategy induces a significant impact on the cash dividend policy of enterprises. If the relationship exists, the central mechanism of action is attributed to the cooperative effect or competition effect.

In this study, the annual reports of companies listed from 2007 to 2020 are used to investigate the two dimensions, namely, supplier concentration and supplier commercial credit financing, and judge their impact on the corporate cash dividend policy. Subsequently, these dimensions are used to explore the mediating mechanism of supplier relationship strategy affecting cash dividends. The test results show that the supplier concentration is negatively correlated with the cash dividend payments tendency as well as the cash dividend payments level. Supplier commercial credit financing is negatively correlated with the cash dividend payments level and the cash dividend payments intention. The mediation mechanism test supports the competitive effect of the supplier relationship strategy. The supplier relationship strategy increases the agency cost of enterprises and the financing constraint of enterprises, which reduces the dividend payments tendency and the dividend payments level. It provides an explanation of the negative dividend policy based on the perspective of the supply chain.

As the rare empirical study on the impact of supplier relationship strategy on corporate cash dividends, this study explores the cash dividend policy of enterprises from the perspective of the supplier relationship strategy, which not only enriches the relevant literature concerning the influence of the supplier relationship strategy on enterprise behavior but also provides certain enlightenment for enterprises to improve the supplier relationship strategy and optimize the cash dividend policy. This study differs from Wang's (29) study that only discusses the impact of a single level of customer relationship on cash dividends. Wang (29) believes that the financial distress hypothesis and certification hypothesis are the theoretical basis for the effect of economic consequences of customer relationships on corporate cash dividends, and finally proves that the financial distress hypothesis is valid. Different from the research of Wang (29), this article from the perspective of the supplier relationship, summarizes the root causes of its economic consequences as the cooperation effect and competition effect and proves that the supplier relationship affects the agency cost and financing constraints of enterprises through competition effect, thus acting on cash dividends, which is different from the economic consequences of financial distress in customer relationships studied by Wang (29).

The contribution and research motivation of this study can be summarized as follows: First, it can provide a basis for enterprises to grasp the status of cooperation effect and competition effect of supplier relationship in time by using big data analysis, adjust financial strategy in time to improve corporate governance level and anti-risk ability, and maximize the positive effect of supplier relationship. Second, the research conclusion proves the significance of the information effect on supplier relationships, which will promote the comprehensiveness and timeliness of big data construction and provide a reference for the decision-making of regulators and investors at the supply chain level.



LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT

The supplier relationship primarily impacts the cash dividend policy of enterprises by using the “cooperation effect” and the “competition effect,” thus generating “positive” and “negative” effects, respectively.


Supplier Relations and the Corporate Cash Dividend Policy: Cooperative Effect

The cooperative relationship is an enterprise relationship based on a long-term written contract, which can play a greater role as compared to the contract and enable both parties to share information, risks, and benefits over a long period of time (47). On the one hand, the cooperation effect of suppliers can constitute the external governance mechanism of enterprises, improve the level of corporate governance, alleviate the agency cost of enterprises, and increase the cash dividends. Specifically, the formation of supplier relationships constitutes a proprietary relationship investment between the buyer and the seller and consequently provides suppliers with access to acquire enterprise proprietary information (19, 20, 48). Accordingly, the supplier can serve as the supervision and certification entity of the enterprise and supervise the opportunistic behavior of the enterprise management, thus reducing the agency cost. In conclusion, the cooperative effect of the supplier relationship alleviates the agency problem while improving the corporate governance environment, and thus it can optimize the enterprise's production and operation activities, generate higher profitability and performance, and increase the company's ability to pay dividends, which is found to be consistent with the conclusion of the “outcome model” of dividend payments of La Porta et al. (42), that is, the company may increase the willingness and the level of the dividend payments.

On the other hand, suppliers can achieve in-depth cooperation by participating in joint research and development of enterprises, offering inventory management for downstream enterprises, or by providing trade discounts and relaxing the term of the commercial credit, which eases the financial constraints of enterprises to some extent, thus enabling enterprises to have more sufficient cash for the dividend payments (40, 49–51). In addition, supplier financing is considered an effective alternative financing instrument that enterprises can use to alleviate financing constraints when the formal system is imperfect. The alleviation of financing constraints implies reducing the cost of external funds and accordingly increasing the cash dividend payments. Based on the above analysis, Hypothesis 1 is proposed.

Hypothesis 1: The supplier relationship is positively correlated with the cash dividend payments.



Supplier Relations and Cash Dividend Policies: Competitive Effect

In the competition, both parties will face the possibility of being misappropriated profit by the party with bargaining advantages. The competitive model of the supplier relationship acts on the corporate cash dividend policy by aggravating agency conflicts and financing constraints.

Due to different risk preferences and return functions faced by the management and shareholders, the manager has a strong advantage to retain more free cash flow based on self-serving behaviors, such as on-the-job consumption, which leads to the appropriation of the cash dividend payments level of the company (33). The subtle relationship between enterprises and suppliers appropriately provides convenient conditions for the management to retain cash. On the one hand, under the competitive effect, the management takes advantage of its buyer's market advantage and seeks to preserve the free cash flow to a greater extent under the pretext of investing in relational proprietary assets in suppliers, and thus, it provides opportunities to them to increase in-service consumption and personal empire construction and increases agency costs, and thus exacerbating the agency problem and expropriating the cash used for the dividend payments (52). In addition, under the influence of competition, suppliers are more inclined to maximize their own interests and use interests as bait to lobby the management of downstream enterprises to facilitate transactions without considering the real capabilities of suppliers. This leads to an increase in inefficient investment due to a lack of high-quality suppliers. Furthermore, the supplier shows opportunistic behavior toward the enterprise for maximizing its own interests, more specifically, exploiting the profits of downstream enterprises by offering low-quality raw materials, thus resulting in an inefficient relational asset investment, which consequently reduces the value of the company and encroaches on the cash used to pay dividends (53).

The supplier concentration degree formed by the supplier relationship reflects the bargaining advantage of suppliers, which easily leads to the competition effect (54), thus reducing the supply of the commercial credit (55). The reason is that under the circumstance of a powerful position possessed by suppliers, even if they reduce the provision of commercial credit to enterprises, they are less likely to face the risk of enterprises changing suppliers. Under the circumstance that suppliers are highly concentrated and have obvious bargaining advantages, they tend to expropriate the cash flow of enterprises by using their bargaining advantage, for instance, decreasing the supply of the commercial credit, increasing the prices of materials, reducing discounts, elevating cash sales, decreasing credit sales, and shortening the payback periods of goods, and thus increasing the degree of financial constraints of enterprises (55). Consequently, it encroaches on the cash quota of cash dividends issued by enterprises and reduces the tendency and the payment intensity of cash dividends (56). Based on the above analysis, Hypothesis 2 is proposed.

Hypothesis 2: The supplier relationship is negatively correlated with the cash dividend payments.




SAMPLE SELECTION AND DATA


Sample Selection

In this study, the data of Chinese A-share listed companies from the period 2007 to 2020 were selected as initial research samples; all details were taken from the “CSMAR” database and WIND database. In addition, for the supplement of missing values, this study searched its annual report through the website of Oriental Fortune and big data and calculated its missing indicators according to the index calculation formula. In this study, the sample companies with excessive outliers and unavailable values are excluded, whereas for the companies with less unavailable values, the annual reports were searched online, and the unavailable values were calculated according to the index calculation formula. To improve the accuracy of the empirical results, the data were analyzed based on the following steps: in view of the current situation of financial anomalies or continuous losses of ST-class and PT-class listed companies, liquidity constraints were very serious. Hence, the samples of such companies were first excluded. Given that the characteristics of capital expenditure in the financial service industries are vastly different from those of other firms, banks, insurance companies, securities, and other types of companies were excluded, simultaneously, companies with incomplete data on relevant indicators, such as corporate governance, were eliminated. To reduce the estimation error caused by statistical errors or abnormal samples and to consider the influence of extreme values, all data were Winsorize processed at 1% and 99% quantiles.



Model Specification

According to the characteristics of the explained variables and sample data, this study uses the Logit model (1) of panel data to study the influence of the supplier concentration/supplier financing on the cash dividend payment tendency of the listed companies. In cases when some enterprises do not pay cash dividends, the ratio of the cash dividend is 0. This makes the cash dividend payment rate a trailing variable with a lower limit of 0. If the regression method of the ordinary OLS is used, it becomes easy to produce deviation. As a consequence, this study refers to the study of Fama and French (57), Brockman and Unlu (31, 32) to develop the Logit model (1) and the Tobit model (2) of the dividend payments. In models (1) and (2), the subscript i represents the company, t represents the year, the explanatory variable top 5 represents the supplier concentration, credit represents the supplier credit financing, and controls represent a group of control variables. The Logit model and the Tobit model are explained as follows.

Logit model: It takes into consideration the supplier concentration, supplier commercial credit financing, and cash dividend payment tendency:
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Tobit model: It considers the supplier concentration, supplier commercial credit financing, and cash dividend payment level:
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Definition of Variables
 
Explained Variable

Considering the discrepancy between the cash dividend payment tendency and the cash dividend payment degree, this study refers to the research of Denis and Osobov (58) and uses the cash dividend payment tendency (d_payer) and the payment level (divi-ratio) to measure the cash dividend policy of the listed companies. Specifically, the cash dividend payment tendency (d_payer) is considered as the dummy variable. If the enterprise pays the cash dividends in the current year, d_payer is considered as 1; otherwise, it is considered as 0. The cash dividend payout level (divi-ratio) is calculated as the ratio of cash dividends to net income.



Explaining Variable

To fully obtain the cooperation and competition status of the supplier relationship strategy, the measurement index of the supplier relationship strategy requires reflecting not only the closeness of the relationship between enterprises and suppliers but also their bargaining advantages. This study refers to the existing literature and applies supplier concentration as one of the indicators to measure the supplier relationship strategy (16, 17, 59, 60). For another dimension of supplier relations, considering the work of Wang and Wang (61), supplier financing that is the net occupation of enterprises, to supplier financing, is selected.

(a) Supplier concentration (Top5): For the measurement of the supplier relationship strategy, most of the earlier studies have used the supplier concentration degree as a proxy. A high proportion of the Top5 implies a close supplier relationship and a high bargaining advantage for suppliers. In this study, the proportion of the purchasing amount of the top five suppliers in the total annual purchasing amount of the listed companies is used as the measure of the supplier concentration.

(b) Supplier commercial credit financing (credit): The existing literature considers that supplier commercial credit financing is the exclusive asset investment existing in the transaction of the supplier relationship strategy, which suggests the higher the proportion of enterprises' commercial credit financing with suppliers, the closer the relationship with suppliers and the stronger the bargaining advantage gained by suppliers. This study refers to the measurement method of the utilization level of supplier financing proposed by Wang and Wang (61), which is measured as the proportion of the enterprise's net occupation of suppliers to the cost of sales. The larger the proportion of the enterprise's net occupation of suppliers, the more the supplier financing, and hence the indicator is calculated as (accounts payable + notes payable – accounts prepaid)/cost of sales.



Other Control Variables

In addition, the model also controls other factors that affect dividend payments. Refer to the studies of Chae et al. (33) and Brockman and Unlu (31), Profit, growth, ROE, age, and state are selected as control variables in this study, and the calculation method is as follows: Profit, that is, the ratio of net profit to total assets. The growth of the company is expressed by the growth rate of the main business income. ROE refers to return on equity, and the company's listing age is the same year —- the company's listing year +1, and the property rights of the company (State). In addition, the control variables also included the industry dummy variable Ind and the annual dummy variable Year.





EMPIRICAL EVIDENCE


Descriptive Statistics

Table 1 presents the descriptive statistical characteristics of the main variables. From the descriptive statistics, it can be observed that the mean value of d_payer for the dividend payments is 0.711, which indicates that more than 70% of the sample listed companies have paid cash dividends. The mean value of supplier concentration is 24.3%, which indicates that China's listed companies show a relatively low degree of supplier concentration. In addition, the average ratio of enterprise supplier financing to the cost of sales (credit) is measured as 26.3%, with a maximum value of 146.1% and a minimum value of −47.9%. It can be concluded that Chinese A-share listed companies have great differences in the capital occupation of suppliers.


Table 1. Descriptive statistics.
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Basic Regression Results of the Supplier Relationship Strategy and the Enterprise Cash Dividends

Table 2 presents the regression results of the main effects of models (1) and (2), that is, the regression result of the relationship between supplier concentration/supplier financing, dividend payout tendency, and dividend payout rate. Columns (1) and (2) of the table represent the relationship between the supplier concentration(top5)/supplier financing credit(credit) and the cash dividend payment tendency, respectively. As can be observed from column (1), the coefficient of the supplier concentration Top5 and the dividend payment tendency is −0.749, which is significant at the level of 1%, indicating that the supplier concentration degree is negatively correlated with the dividend payment tendency. From the results of column (2), it can be concluded that the correlation between the supplier financing credit and the dividend payments preference d_payer is negative. Columns (4) and (5) of the table show the Tobit regression results of the model (2), namely, the relation between supplier concentration top5/supplier financing credit and the cash dividend payment level. As can be observed from column (4), the coefficient between the supplier concentration and the dividend payment level is −0.065, which is significant at the level of 1%. From column (5) of the table, it can be concluded that the coefficient of supplier credit financing and dividend payment intensity is significantly negative at the level of 1%, with a coefficient of −0.074. Therefore, the supplier concentration degree/supplier financing is negatively correlated with the cash dividend payment level, which proves Hypothesis 2.


Table 2. Supplier relationship strategy top5/credit and dividend payout propensity (logit), dividend payout level (Tobit) regression results.
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Robustness Test

The above empirical results may be affected by quantitative problems, such as inverse causality problems, missing variables, and sample selection bias. Therefore, this study performed the following robustness test to ensure the reliability of the above conclusions.


Reverse Causality Problem

The selection of the dividend policy may affect the enterprise's supplier concentration and supplier financing. In other words, there is a potential reverse causality between the supplier relationship strategy and the cash dividend payment level. To test this problem, this study considers the dividend payment tendency of the next phase dpayert+1 and the cash dividend payment level of the next phase divi−ratiot+1 as the explained variables. The regression results are presented in Table 3. The results in column (1) prove that there is a significant negative correlation between the supplier concentration (top5) and the cash dividend payment level of the next phase at the level of 1%. In addition, based on the results presented in column (3), the supplier concentration is negatively correlated with the dividend payment tendency of the next phase, which is found to be consistent with the above conclusion. Similarly, based on the results presented in column (2), it is proved that supplier commercial credit financing is significantly negatively correlated with the cash dividend payment level of the next phase, which is found to be consistent with the above conclusion. The results of column (4) also prove the robustness of the results.


Table 3. Inverse causality problem test and the substitution key variable method.
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Replace Key Variables

To ensure the robustness of the results, this study refers to Kao and Chen (38) and Xu and Xu (62) to replace the measurement index of dividend payment level. As a consequence, this study uses the cash dividend yield divi-ratio2, which is calculated as the ratio of the cumulative cash dividend paid to the closing price of the year substituted for the dividend payment level. The results are presented in columns (5) and (6) of Table 3. Column (5) shows the regression results of the relationship between the supplier concentration top5/supplier commercial credit financing and the original variable divi-ratio. Column (6) shows a significant relationship between top5, credit, and the substitution variable divi-ratio2, indicating that the result is still negatively correlated at the level of 1%, which is found to be consistent with the previous conclusion, thus proving the robustness of the results.



Propensity Score Matching (PSM)

Since the model may exist as the endogeneity of missing variables, it may be related to both the dividend payments and the supplier relationship strategy. Specifically, if the control variables in the model fail to well capture the discrepancies between the centralized and decentralized suppliers, as well as the diversities in the characteristics of the supplier financing scale, the measurement index of the supplier relationship strategy will induce a nonlinear effect. Due to the special types of the Logit and Tobit models, this study uses the propensity score matching method to control the endogeneity of missing variables. This study refers to the research methods proposed by Jiao and Zhang (30) and Meng and Bai (63). The treatment and control groups were divided considering the fact whether the quantile of the Top5 of the enterprise was >60% of the sample (60% quantile of the Top5 and credit variables were used to keep the result unchanged). The propensity score was calculated by using Logit regression. The asset size LNsize, financial leverage Lev, sales revenue Growth rate, property right property State, company Age, market value to the book value ratio Mkt, and industry HHI were used as matching variables. Subsequently, the propensity score matching analysis was performed based on the data of the enterprise in the current year. The model used the most common method of “nearest-neighbor matching” to match the treatment and the control groups. The results are presented in Table 4. In column (13) of the table, the P values are all >0.05. After matching all variables, no significant difference was observed between the treatment and the control groups, indicating that there is no statistical difference between them. Moreover, the mean difference between the groups is not found to be significant, which basically satisfies the balance test of PSM. In this study, after the PSM test, the results are presented in Table 5. Comparing this result with the main effect result presented in Table 2, it is found that in column (1) of Table 5, for the Tobit model of the dividend payment level, the regression coefficient of Top5 is −0.072. The regression coefficients of the top5 were found to be significantly negatively correlated, which proves the robustness of the results. Similarly, the regression coefficients of credit in column (1) of Table 5 demonstrate the robustness of the results.


Table 4. Average processing effect of PSM (ATT).
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Table 5. Propensity score matching (PSM processing).
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INTERMEDIARY MECHANISM TEST OF THE SUPPLIER RELATIONSHIP STRATEGY AND THE CASH DIVIDEND PAYMENT LEVEL

The intermediary mechanism model can analyze the process and mechanism of the influence of independent variables on dependent variables. This study argues that supplier concentration and supplier financing act on corporate cash dividends through agency costs and financing constraints. The most popular causal steps approach for testing is the Baron and Kenny (64) causal steps approach and the Sobel (65) approach. Therefore, by combining the advantages of the above methods, this study uses the mediating effect analysis method summarized by Baron and Kenny (64) and Wen and Ye (66) to examine the influence mechanism of supplier relationship strategy on cash dividends.


Mediation Variables and Model Specification

Mediation variables: The agent cost AC and financing constraint FC are considered as mediation variables. This study refers to the existing literature. For the measurement of the first type of agency cost, this study refers to the approaches proposed by Singh and Davidson III (36), Li (67) and Jiang et al. (68). In this study, the management expense ratio AC is used to measure the first type of agency cost, and the calculation method is measured as the ratio of the management expense to the main business income. This study exploits the SA index developed by Hadlock and Pierce (69) to measure the degree of the financing constraint (FC) of the listed companies. SA = −0.737 × company size + 0.043 * square of the total assets −0.04 × company listing time. The larger the SA index, the smaller the degree of the financing constraint. To test the effect mechanism of the supplier relationship strategy on the corporate cash dividends, this study uses the mediating effect analysis method proposed by Baron and Wen, and this specific model is expressed as follows:
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Empirical Results of the Mechanism Test

Table 6 presents the results of the mechanism test for the relationship between the supplier concentration and the cash dividend payment preference d_payer as well as the cash dividend payment level divi-ratio, respectively. The results show that the supplier concentration affects the willingness and the level of the cash dividend payments by increasing the agency cost and the financing constraint. The specific testing steps followed in the intermediary effect mechanism are the following.


Table 6. The mechanism test of supplier concentration acts on cash dividend payment tendency and dividend payment level.

[image: Table 6]

Step 1: Implement the regression test for the main effect, namely, models (1) and (2). The regression results are presented in Table 2, and the coefficient is found to be significantly negative, which indicates that the supplier concentration is significantly negatively correlated with the cash dividend payment tendency and the cash dividend payment level of enterprises.

Step 2: Regression is performed on models (3a) and (3b), that is, the intermediary variables (agency cost AC and financing constraint FC) were respectively regression with the supplier concentration (top5) of the explanatory variable. The results are presented in columns (1) and (4) of Table 6. As can be observed from the table, the higher the concentration of suppliers, the higher the agency cost of the enterprise would be (the coefficient between top5 and AC is measured as 0.023, which is significantly positive). At the same time, the high concentration of suppliers will increase the degree of the financing constraint of enterprises (the coefficient of top5 and FC is measured as −0.600, which is significantly negative, and the dependent variable FC represents the degree of the financing constraint; the higher the FC, the lower the degree of the financing constraint). Therefore, top5 is found to be positively correlated with the degree of financing constraint.

Step 3: For models (4a) and (4b), the explained variable (divi-ratio and d_payer), the explanatory variable (supplier concentration (top5)), and the intermediary variable (agent cost AC and financing constraint FC) were used in the same model for regression to test the significance and the positive or the negative value of the coefficient. The agent cost AC is considered as the first intermediary variable, whose coefficients with the cash dividend payment level and the payment tendency are calculated as −0.446 and −3.507 in columns (2) and (3), respectively. The coefficient is significantly negative, which indicates that the agency cost is negatively correlated with the cash dividends and the cash dividend payment tendency. This finding is consistent with the agency cost theory of dividends. Similarly, for the financing constraint of the second intermediary variable, FC, whose coefficients with the cash dividend payment level and the payment tendency are 0.055 and 0.085 in columns (5) and (6), the significance is positive. Since FC represents the degree of the financing constraint, the lower the FC index, the higher the degree of the enterprise financing constraint would be. Therefore, it can be assumed that the financing constraint is negatively correlated with the cash dividend payment level and the payment tendency, which is found to be consistent with the financing constraint theory of dividends, that is, enterprises with a higher financing constraint level show a lower cash dividend payment level.

Step 4: It presents the validation of the mediating effect according to the significance of the coefficient and its symbol. When the dividend payment level (divi-ratio) and the dividend payment preference (d_payer) are considered as the explained variables, based on the judgmental criteria of the intermediary effect, the agent cost AC is selected as an example. According to the results that the coefficients β1, α1, χ1, φ1, and φ2 are all significant, top5 is found to be significantly negatively correlated with the dividend payment level and the dividend payment tendency, as presented in columns (2) and (3) of Table 6, which shows the partial intermediary effect of the agency cost on the relationship between the supplier concentration and the cash dividends. The intermediary effect of the agency cost and the financing constraint on the relationship between the supplier concentration and the cash dividends is explained as follows: combining the results of models (1), (2), (3a), and (4a), the following results can be obtained: the coefficient of the explanatory variable top5 in model (3a) is measured as 0.023, and its product with the coefficient of the agent cost AC in model (4a) is found to be negative, i.e., −0.446, which is the same as the negative sign of the coefficient of the explanatory variable top5 in model (4a), i.e., −0.042. This result indicates that part of the intermediary effect of the agent cost exists, and the total proportion of the intermediary effect is determined as 0.023 * (−0.446)/(−0.042) = −0.24. Similarly, the partial mediating effect of the agency cost on the relationship between top5 and dividend payment tendency can also be proved. The proportion of the agency cost on the mediating effect of the dividend payment tendency is 0.023 * (−3.507)/ −0.573 = 0.14. Similarly, the proportion of the mediating effect of the financing constraint to the total effect of the cash dividend payment level is determined as −0.600 * 0.055/(−0.016) = 2.0625, whereas the total effect of the cash dividend payout tendency is determined as −0.600*0.085/−0.038 = 1.34. To sum up, the increase in supplier concentration leads to an increase in agency costs and financing constraints of enterprises, thus reducing cash dividends.

Similarly, Table 7 presents the regression results of the mechanism of the supplier commercial credit and cash dividend payment dynamics. In Table 7, the supplier commercial credit (credit) is considered as the explanatory variable, and the dividend payment level (divi-ratio) is considered as the explained variable. The steps of the intermediary effect test of the supplier commercial credit financing and cash dividend payment level are also the same as discussed in the previous section, and the corresponding results are presented in Table 7. Based on the principle of the intermediary effect test, the mediating effect of agency cost on supplier financing, incentive payment intensity, and dividend payment tendency is 0.404 and 0.77, respectively. In particular, because the sign symbols are different, financing constraint has suppressing effects on supplier financing and dividend payment level and dividend payment tendency, which are 0.065 and 0.138, respectively.


Table 7. Supplier financing and cash dividend payment level mechanism test.
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To sum up, the supplier concentration degree/supplier financing primarily affects the cash dividend payment tendency and the cash dividend payment level by increasing the agency cost and the financing constraint degree. To more clearly present the relationship between supplier relationship strategy and cash dividends as well as the intermediary mechanism, the relationship between the above variables is sorted out in Figure 1, and the mediating effect of each component is shown in Table 8.


[image: Figure 1]
FIGURE 1. Relationship and mechanism of supplier relationship strategy and cash dividend.



Table 8. Results of intermediary effect between supplier relationship strategy and cash dividend: Intermediary effect of agency cost and financing constraint.
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CONCLUSION

The relationship transaction is increasingly affecting corporate governance and financial management. Supplier relationship strategy, i.e., choosing a centralized supplier strategy or decentralized supplier strategy and how to leverage the right supplier financing scale, has theoretical and practical significance on whether and how to influence corporate cash dividends. More importantly, the characteristic of the supplier relationship strategy is that the appearance of cooperation and competition alternately results in the various elusive economic consequences or they coexist. Therefore, enterprises need to timely judge the different economic consequences under the state of dynamic supplier relationship based on big data and timely adjust the operation and financial decisions. This study explores how the cooperative effect and competition effect produced by supplier relationship affect corporate cash dividends. It is demonstrated that supplier concentration and supplier financing, are negatively correlated with the cash dividends. Consequently, the competitive effect of the supplier relationship is proved. In the test of the intermediary mechanism of the influence of the supplier relationship strategy on the cash dividends, it is observed that the competitive effect of the supplier relationship strategy aggravates the agency conflict and the financing constraint of enterprises, and thus shows a negative effect on the willingness and level of the cash dividend payments. Based on Chinese data analysis, this study provides a decision-making basis for enterprises to maximize the positive effects of supply chain relationship strategy, and provides information basis for regulators and external investors to make decisions at the supply chain level.
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Coronavirus disease 2019 (COVID-19) broke out in 2019. In the past 4 years, China has adopted many measures to control the epidemic, including building Fangcang shelter hospitals to isolate confirmed positive cases. Therefore, we aim to explore the mental health status of medical staff in the Wuhan Fangcang shelter hospital and discuss the relevant factors that affect the medical staff's mental status. The subjects of the research were staff from several Fangcang shelter hospitals in Wuhan during the epidemic of COVID-19. Patient Health Questionnaire−9 items Scale (PHQ-9) was used to assess the severity of the participants' depressive symptoms, and Generalized Anxiety Disorder−7 items Scale (GAD-7) was used to evaluate the severity of the participants' anxiety symptoms. The demographic information and health adjustment methods were collected in a self-made questionnaire, and regression analysis on related factors that affect mental health was performed. The three most frequently used methods of psychological adjustment for the staff in the Fangcang shelter hospital are common recreational activities, such as reading, streaming videos, listening to music, and playing games. (93.8%), communicating with colleagues in the Fangcang shelter hospital (92.5%), and communicating with family members and friends (78.3%). Binary logistic regression analysis showed that developing depression symptoms has relation to 2 factors, which are having not participated in medical emergency rescue missions (odds ratio = 2.610; 95% confidence interval 1.398–4.872, P = 0.003) and inadequate training before entering the shelter hospital (odds ratio = 2.804, 95% confidence interval 1.293–6.08, P = 0.009). Compared with adequate pre-job training, insufficient training increases the risk of anxiety symptoms (odds ratio = 2.692; 95% confidence interval 1.3–5.575, P = 0.008). Lack of experience and inadequate training in medical emergency rescue missions exposed the medical staff to a higher risk of developing symptoms of depression and anxiety. Psychological adjustment methods that are helpful to adjust their mental state are most commonly used.

Keywords: COVID-19, Fangcang shelter hospital, mental health care, health psychology, public health


INTRODUCTION

With the development of technology, big data has been more frequently used in people's life. By the end of December 2019, the coronavirus pneumonia (COVID-19) (1) was spreading domestically in Wuhan city of China, which quickly became the epicenter of the COVID-19 pandemic. Under the circumstance of shortage of hospital beds, Wuhan Fangcang shelter hospitals were designed and provided for the first time in China to tackle the COVID-19 outbreak and offer medical care for patients with mild or moderate COVID-19 (2). Within a few months, Wuhan opened a whopping 16 Fangcang shelter hospitals equipped with over 13,000 hospitals beds (3).

Under such a crisis situation, healthcare providers on the frontline caring for patients positive for COVID-19 were prone to developing psychological distress and mental symptoms. Recent research shows that medical workers caring for patients with COVID-19, especially nurses and women, in fever clinics and wards in Wuhan and other regions in China reported experiencing more psychological stress (4), and that they experienced the challenges of daily clinical work in COVID-19 wards (5–7). As the epidemic of COVID-19 progressed, local healthcare workers in Wuhan became overworked under the situation of the accumulative number of suspected and confirmed clinical cases in the process of the outbreak. In response to the medical crisis, 42,000 healthcare workers (including 28,600 nurses) across pan-China came to Wuhan's aid, including neighboring cities within Hubei province (8). Although it was a joint effort in an unfamiliar environment full of challenges, medical team members from their respective hospitals are kept intact during the Fangcang shelter tenure (9, 10). In addition, professional support from psychiatrists who consistently conducted face-to-face group psychological interventions and online psychological services for medical staff have a positive impact on maintaining mental health (11).

Therefore, we explored the mental health outcomes of healthcare workers caring for patients with COVID-19 in Fangcang shelter hospitals in Wuhan. To improve the validity of our research, we made a questionnaire to investigate 240 patients from the Wuhan hospital. We also provided additional evidence with respect to the mental wellbeing of healthcare workers. In addition, we used Patient Health Questionnaire-9 items Scale (PHQ-9) to evaluate the severity of the participants' depressive symptoms and Generalized Anxiety Disorder-7 items Scale (GAD-7) to assess the severity of the participants' anxiety symptoms.



METHOD


Participants and Sampling

This study was cross-sectional designed and conducted between February and March 2020, ~1.5 months after the novel coronavirus disease 2019 (COVID-19) outbreak. A total of 240 participants recruited were medical workers from Fangcang shelter hospitals located in Wuhan city in China. The participants were allowed to finish the survey after the closure of Fangcang shelter hospitals. A total of 240 medical staff members completed the questionnaires voluntarily. The average working time of the participants in the Fangcang shelter hospital was 21.73 ± 10.69 days, 189 people (78.8%) were from Wuhan Living Room Fangcang Shelter Hospital, and 51 (21.2%) were from other Fangcang shelter hospitals. The average age of the participants was 35.27 ± 7.31 years old, including 159 women (66.3%), 81 men (33.8%), 82 doctors (34.2%), 143 nurses (59.6%), and 15 other staff (6.3%). Of 189 people, 58 individuals (24.2%) have previously participated in medical emergency rescue missions. In terms of mental health, 83 people (34.6%) had depression symptoms, and 93 people (38.8%) had anxiety symptoms. Univariate analysis showed that people who had not participated in medical emergency rescue missions before were more prone to depression symptoms (χ2 = 8.035, P < 0.05). The healthcare workers with insufficient training before entering Fangcang shelter hospitals had a greater proportion of depression and anxiety symptoms (P < 0.05).

In accordance with the Declaration of Helsinki, the ethics panel of the Medical Association of Shanghai East Hospital approved this study (No. 2020007). All the participants provided informed consent for research details and anonymized responses to be published. They were clearly informed that they had the right to refuse or withdraw from the research at any time. In the light of standardized instructions, we introduced the research purpose, questionnaire content, study process, and principle of confidentiality to the potential participants. The survey was anonymous, and because of the requirements of epidemic prevention, informed consent was provided electronically by all the survey participants after participating in the study.



Assessment Procedure

The survey participants used a mobile phone or a tablet to scan a WeChat QR code to access the mobile questionnaire survey system. All the participants filled in the questionnaires and scales online, which consisted of a general information questionnaire, a questionnaire on Fangcang shelter hospital work, the 9-item Patient Health Questionnaire Scale (PHQ-9), and the 7-item Generalized Anxiety Disorder Scale (GAD-7).



Questionnaire

This questionnaire included age, gender, occupational role (physician, nurse, or other), marital status, educational level (< undergraduate, bachelor or >graduate), types of personality traits, and past history of mental illness. This questionnaire was self-reported by the participants, including items related to the Fangcang shelter hospitals' scope of work, such as training and mental preparation prior to entering hospital, stress factors before work, past experience in emergency rescue, and coping methods.



Depression and Anxiety Assessment

With Chinese versions of validated measurement tools, symptoms of depression and anxiety among all the participants are investigated. As such, PHQ-9 and GAD-7 were used to assess the degree of severity of depression and anxiety symptoms, respectively. The outcome scores of measurement tools were interpreted as follows: the two scales' categories were both based on established values in the literature, and items were rated on a 4-point Likert-type scale, ranging from 0 (not at all) to 3 (nearly every day). Total scores of PHQ-9 range from 0 to 27, with high scores meaning more depression symptoms. Based on existing original validation studies, the outcome of total scores was interpreted as four symptom levels suggesting no depression (0–4), mild (5–9), moderate (10–14), and severe (15–27), separately. Total scores of GAD-7 range from 0 to 21, with high scores meaning more anxiety symptoms of four levels of classification, which suggest no anxiety (0–4), mild (5–9), moderate (10–14), and severe (15–21), separately.



Investigation on Psychological Adjustment Methods

Nine self-help psychological adjustment methods were investigated for the participants, including communication with family members and friends, communication with colleagues in the Fangcang shelter hospital, physical exercise, typical recreational activities (such as reading, watching videos, listening to music, and playing games), reading books that guide psychological adjustment (either paper or Ebook), listening to an audio guide to psychological adjustment, self-learning self-relaxation techniques (such as breathing adjustments and progressive muscle relaxation exercises) through the Internet, calling the psychological assistance hotline, and seeking help from a psychological specialist (online or offline).



Statistical Analysis

SPSS 22.0 (IBM, Chicago) was used for statistical analysis. The significance level was set at α = 0.05, and all tests were 2-tailed. Descriptive statistics were computed for categorical variables, and a Chi-squared test compared their respective rate variation. The continuous data of this questionnaire were not normally distributed and therefore presented as medians with interquartile ranges (IQRs). The non-parametric Mann-Whitney U test and the Kruskal-Wallis test were conducted to compare the severity of symptoms between two or more groups. To explore potential risk factors for symptoms of depression and anxiety in the participants, a logistic regression analysis was performed, and the risk factors are presented as odds ratios (ORs) and 95% confidence intervals (CIs), with adjustment for confounders, namely, age, gender, marital status, educational level, emergency rescue experience, and degree of training.




RESULT

In the study, 240 participants volunteered to complete the survey, 82 were physicians, 143 were nurses, and 15 were miscellaneous staff (such as laboratory personnel). Majority of the participants were women (159) aged 30–40 years (134), were married (180), had an educational level of undergraduate (153), and worked for 2–4 weeks in the Fangcang shelter hospital (Table 1).


Table 1. Demographic characteristics of participants.
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Physicians vs. Nurses and Subgroup Analysis

Differences between the physicians and the nurses in terms of demographic characteristics, namely, gender, age, education level, marriage, and length of work, were statistically significant (P < 0.05). Most of the doctors are male, older, married, and have higher education levels and longer working years.

According to this study, the physicians and nurses working in Fangcang shelter hospitals vary in terms of personal background. The physicians (31.7 vs. 17.5%) had more experience in rescue missions than the nurses (P < 0.05). However, the nurses trumped the physicians in terms of support from family members (66.4 vs. 48.8%) to work in Fangcang shelter hospitals. Among the physicians, highly educated physicians were more likely to worry about being infected (85.4 vs. 61%); young physicians are more worried about being incapable of working in the Fangcang shelter hospital and having a heavy workload (P < 0.05).

Among physicians, those who had an above bachelor's degree were more likely to be stressed for the probability to be infected. Speaking to family was the method of choice of more educated doctors for psychological self-adjustment compared with the counterpart with less academic education. Physicians with above bachelor's degrees showed higher rates of depression and anxiety symptoms (Table 2). There were no similar results among the nurses.


Table 2. Subgroup physicians (n = 82).
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With Past Emergency Rescue Experience vs. Without Past Emergency Rescue Experience

Compared with those who had emergency rescue experience, participants with no emergency rescue experience were more nervous about overload (before they went to Fangcang shelter hospital [38 (20.9%) vs. 5 (8.6%), p = 0.03]. Those with emergency rescue experience were more worried about being infected (Z= −3.557, p < 0.05 and the health of their families (Z = −3.056, p < 0.05) during their Fangcang shelter hospital tenure. The difference between PHQ-9 and GAD-7 scores was not statistically significant.



Risk Factors of Depression and Anxiety

The logistic regression analysis identified the following two groups to be at a higher risk of developing depression symptoms: no emergency rescue experience and inadequate training. In addition, the logistic regression analysis showed that the individuals with inadequate training were at higher risk of experiencing anxiety symptoms (Table 3).


Table 3. Risk factors for depressive and anxiety symptom.
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Psychological Adjustment Methods and Self-Evaluation Effectiveness

The top three frequently used methods of psychological adjustment for the staff in the Fangcang shelter hospitals are usual entertainment (such as reading, watching videos, listening to music, and playing games) (93.8%), communicating with colleagues in the Fangcang shelter hospital (92.5%), and communicating with family members and friends (78.3%), and the three most effective methods of psychological adjustment were calling the psychological assistance hotline (81.8%), seeking help from a psychological specialist (64.3%), communicating with colleagues in the Fangcang shelter hospital 120 (54.1%) (Table 4).


Table 4. Psychological adjustment method and Self-evaluation effectiveness.
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DISCUSSION

This study found that there was no variance in anxiety and depression levels between the physicians and the nurses. Previous research shows that women, nurses, frontline healthcare workers, and those working in Wuhan reported significantly higher severity of mental health symptoms than all other healthcare workers. The frontline healthcare workers who engaged in the daily work of diagnosis, treatment, and nursing of patients with COVID-19 had a higher risk of experiencing symptoms of insomnia, anxiety, depression, and distress (4). Other research shows that being at risk of contact with patients with COVID-19, living in rural areas, and being female were the most common risk factors for people developing insomnia, anxiety, depression, and obsessive-compulsive symptoms (5). The possible rationale might be fear of infection, prolonged working hours, lack of protective medical apparatus, infected patient load, less effective COVID-19 medication, loss and death of medical colleagues after exposure to COVID-19, social distancing, or isolation from family and friends, and the deteriorating situation of patients may have a negative impact on the mental health of medical workers (12).

Compared with those of the physicians, the nurses' families were more supportive of their work in the Fangcang shelter hospital [40 (48.8%) vs. 95 (66.4%), p = 0.03]. There were no differences in scores measuring symptoms of depression and anxiety between the two groups. Those who had experiences of previous rescue missions were more worried about getting infected and the health status of their family members. By regression analysis, it was found that depression and anxiety symptoms were related to whether they had participated in rescue training and sufficient pre-go-live training.

Research shows receiving negative information about COVID-19 and participating in frontline work against COVID-19 appear to be vital risk factors for mental health problems (13–15). In terms of psychological adjustment, this study demonstrated that doctors with higher education levels had more contacts with their family members (87.8 vs. 63.4%); older doctors were more inclined to adjust their psychological pressure by reading (Z = −1.99, P < 0.05). Among the nurses, even the older nurses were more worried about being infected (Z = −2.076, P < 0.05), but they were more inclined to adjust their psychological stress through physical exercise (Z = −3.001, P < 0.05). Based on these investigation results, healthcare workers have sufficient resources at their disposal to overcome the stress related to their daily work in the Fangcang shelter hospital (16).

This result shows that within a centralized isolation treatment environment of the Fangcang shelter hospital, stress is widely existent, and depression and anxiety symptoms are common. For the medical staff in Fangcang shelter hospitals, training before on-boarding, appropriate recreational activities, and strengthening interpersonal communication and support can help reduce the stress, anxiety, and depression levels.



CONCLUSION

In conclusion, we found that, for the mental health of medical personnel fighting COVID-19, it is very important for them to have medical rescue experience and undergo pre-go-live training. With the psychological adjustment methods of improving interpersonal contact and professional help and peer support, medical workers can regain their psychological strength against stress from COVID-19.

However, this research is limited in time frame and because of the cross-sectional design. The psychological assessment was based on a voluntary online survey and self-report tools and had a small sample size. Future longitudinal studies are required for follow-up of the mental wellbeing of medical workers. Qualitative research interviews are also encouraged in future studies to generate a more comprehensive understanding of follow-up mental wellbeing adjustment (e.g., Balint group).
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Whether families using big data-based digital payments will increase household healthcare expenditure is a subject that needs to be investigated in the era of big data. Based on the data from China Family Panel Studies (CFPS), 24,126 samples from 2014 to 2018 are used to examine the impact and mechanism of big data-based digital payments on household healthcare expenditure. The empirical results of this paper show that the use of digital payments by households can significantly increase household healthcare expenditure with the empowerment of big data. This research employs the instrumental variable method to verify and produce consistent estimation results in order to address potential endogeneity issues such as measurement error and missing variables. We learn via mechanism analysis that household adoption of big data-driven digital payments can remove credit limitations and build social capital, resulting in higher household health-care spending. We also perform a heterogeneity analysis. The findings reveal that when a family's traditional financial accessibility is high, the head of the household is young or middle-aged, and the head of the household has a higher level of education, digital payment will play a larger role in encouraging household healthcare expenditure. The conclusions of this paper are still solid after changing the indicators of household healthcare expenditure substituting the indicators of digital payment, and adjusting the variables. As a result, this article provides micro-evidence for the usage of digital payments by households to enhance healthcare spending.
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INTRODUCTION

Household healthcare expenditure have risen to become the third greatest family expense after housing and education, and the phenomenon has been attracting the attention of many academics. Economic strife (1), family income (2–6), age and gender (7, 8), microfinance (9, 10), and other factors have been identified to influence household healthcare expenditure in previous studies.

Health problems are growing more serious as China's economy grows, and households are paying greater attention to medical treatment. The share of families working overtime and staying up late in Beijing is substantially higher than the general average level, according to the survey results of 2021 Chinese Urban Family Health Life Power White Paper. Families in Beijing and Shanghai are burdened by a greater economic load, while families in Zhengzhou are plagued by mental illness and financial strain. Families are increasingly confronted with acute mental sub-health and intense pressure in an era when individuals are more concerned about their health. Health security is becoming an increasingly significant aspect of family health management. For example, 65 percent of families agree that customizing commercial health insurance is vital. When compared to traditional payment methods, digital payment based on big data is more favorable to breaking down time and space barriers and lowering the threshold for consumers to enjoy financial services, allowing them to do so more conveniently and swiftly. Digital medicine has become an active choice to alleviate the shortage of medical resources and limited medical conditions, thanks to the empowerment of digital technologies like big data, cloud computing, and blockchain. Digital payment has a bigger role to play in the growth of digital healthcare. As a result, from the standpoint of big data, this research investigates the effect of big data-based digital payments on household healthcare expenditure.

On the one hand, households' use of digital payment based on big data can broaden available financial services, increase sources of income, and alleviate credit constraints; on the other hand, we can accumulate social capital, broaden information channels, and reduce transaction costs, which may lead to an increase in household healthcare expenditure. However, existing research does not provide a clear response to the question of how digital payments based on big data affect household health care spending. The majority of studies look at the impact of family income (6), age and gender (8), and microfinance (9) on family healthcare expenditure, or address the potential benefits and risks of digital payment (11) and the impact of digital payment on rural household consumption in China (12, 13). Of course, some articles focus specifically on the impact of mobile money on household medical spending (14). However, there are few papers that look at the influence of digital payments on household health care spending from a big data viewpoint.

As a result, utilizing the China Family Panel Studies (CFPS) database and 24,126 family sample data from 2014 to 2018, this research investigates the influence of digital payment on household healthcare expenditure from a big data viewpoint, yielding the following findings. First, this research shows that digital payment enabled by big data can boost household health care expenditures using OLS estimation. Second, we use the instrumental variable technique to verify and get consistent estimation results in order to address potential endogenous issues such as measurement errors and missing data. Third, the mechanism analysis reveals that digital payments enabled by household big data applications can reduce credit limitations and build social capital, resulting in an increase in household health-care spending. Fourth, the heterogeneity analysis reveals that the use of digital payment based on big data is more effective in encouraging household healthcare expenditure in families headed by middle-aged and young individuals with a high level of education and financial accessibility. The conclusions of this research are still solid after replacing the indicators of household healthcare expenditure, replacing the indicators of digital payment, and tail reduction. As a result, this article presents micro evidence encouraging families to adopt digital payment to boost their household healthcare expenditure.

The following are the contributions of this paper. First, this paper adds to the body of knowledge about the factors that influence household healthcare expenditure (5, 6, 8, 9). The existing literature focuses mostly on home consumption studies and does not consider the influence of household health care spending. Song et al. (15) and Li et al. (16), for example, looked at the relationship between digital finance and household consumption from a digital finance perspective; Hou et al. (17) believed that liquidity constraints would affect household consumption; Kang (18) believed that social networks would increase household consumption. Furthermore, a few studies have looked into the characteristics that influence household healthcare expenditure. Microfinance (9), family income (5, 6), and age and gender (8) all have an impact on household healthcare expenditure. This study investigates the influence of digital payment based on big data on household healthcare expenditure and clarifies the impact of payment mode shift on household healthcare expenditure in the digital era through empirical analysis.

Second, this research adds to the body of knowledge about the influence of digital payments on household spending. The majority of existing work focuses on the possible benefits and risks of digital payment (11), the influence of digital payment on Chinese households' overall spending (12, 13), etc. There are, of course, certain studies that look specifically at the influence of mobile money on household health-care spending (14). However, there is limited literature on the influence of digital payment on household healthcare expenditure under the empowerment of big data from a big data perspective. As a result, this work adds to the body of knowledge about the influence of digital payments on household consumption, as well as offering new perspectives and research ideas in this area.

Third, this study adds to the body of knowledge about the impact of Fintech on family economic behavior. The impact of consumer finance (19, 20) and technology finance (21–23) on family economic behavior is the subject of most existing studies. Digital payment is an important financial technology tool, but there is little research on its impact on family healthcare behavior. This research provides new evidence regarding the impact of Fintech on family economic behavior based on this, from the standpoint of digital payment, along with the enabling function of big data.

This paper's structure is as follows: The theoretical analysis of digital payment on household healthcare expenditure under big data empowerment is summarized in Section Theoretical Analysis and Research Hypotheses; Section Data and Methods provides the data, variables, and models used in empirical analysis; Section Results presents the major result, which includes a mechanism and robustness analysis; Section Further Discussion: The Heterogeneity of Household Healthcare Expenditures presents the paper's further analysis; and Section Conclusion presents the conclusion.



THEORETICAL ANALYSIS AND RESEARCH HYPOTHESES


Household Use Big Data-Based Digital Payments Can Ease Credit Constraints and Thus Increase Household Healthcare Expenditure

Financial institutions gain access to a large amount of household data after households use big data-based digital payments. On the one hand, financial institutions can use big data from households to understand households' consumption preferences and accurately deliver personalized information by mining households' consumption data in order to increase households' demand for financial services (24); on the other hand, financial institutions can use big data analytics (BDA) to build decentralized and distributed models to predict households' credit default probabilities (25). As a result, big data-driven digital payments can affect both the supply and demand sides of financial services to ease household credit constraints encouraging households to use healthcare services (26).

On the demand side of financial services, households' use of big data-based digital payments helps them increase their financial and entrepreneurial incomes (12), while higher incomes increase the likelihood of successful credit access and help alleviate credit constraints. On the one hand, financial institutions use big data to push appropriate financial products to households based on their characteristics and needs in order to increase household financial income. Households can better manage their finances with the help of big data-based digital payments, such as purchasing money funds and investing in equity funds, thereby increasing their financial income. On the other hand, big data based-digital payments can stimulate households' entrepreneurial enthusiasm and thus increase their entrepreneurial income by providing functions such as information transfer, credit, and social interaction (27, 28).

On the supply side of financial services, on the one hand, financial institutions analyze households' credit, consumption, social, and other behaviors based on big data generated by digital payments (29) to accurately grasp households' credit status (30, 31) and include creditworthy but without collateral households into the scope of credit allocation and expand the coverage of financial service supply. Financial institutions, on the other hand, can use big data to better control the risk of credit disbursement, lower the cost of credit risk, and exit more low-threshold credit services. As a result, households can use microfinance services provided by digital platforms like WeChat and Alipay to gain access to more flexible, convenient, and low-threshold credit, easing their credit constraints (32). Traditional payment tools can achieve microfinance mobilization in the short term, but some households will face problems such as financial exclusion due to high barriers erected by financial institutions and a lack of awareness among some rural households, which will not be able to alleviate credit constraints (33–35).

In conclusion, households' use of big data-based digital payments can boost household healthcare expenditure by increasing income sources from both the demand and supply sides. As a result, this paper proposes hypothesis below.

H1: Households use big data-based digital payments to alleviate credit constraints and thus boost household healthcare expenditure.



Household Use Digital Payments Based on Big Data Can Increase Social Capital and Thus Increase Household Healthcare Expenditure

Digital platforms in China, such as WeChat and Alipay, offer not only digital payment services but also virtual social features. When households use big data-based digital payments, these digital platforms tend to use big data, based on a MapReduce-based paradigm, to perform social data analysis through the most popular framework, Apache Hadoop, to drive the creation and strengthening of social networks among different households on digital platforms to increase the viscosity of households' use of digital platforms to increase the viscosity of households' use of digital platforms to increase the viscosity of households' use of digital platforms (36). The formation and strengthening of social networks increase not only the viscosity of families' use of digital platforms, but also their social capital. In other words, households' use of big data-based digital payments on increases the frequency of communication with friends, relatives, and other subjects, thereby expanding and strengthening household social networks and contributing to the accumulation of social capital (37). As a result, increasing household social capital facilitates the expansion of information channels and the reduction of transaction costs, which increases household healthcare expenditure.

Households' use of big data-based digital payments expands access to information. Households are connected to digital platforms and their social capital grows when they use big data-based digital payments. Following that, digital platforms like WeChat and Alipay can push more healthcare-related information to households, increasing their access to information. Households can purchase products such as health insurance and health consultation based on information pushed to the Internet by big data. Furthermore, digital payments make it easier for households to buy healthcare-related products and services by streamlining the transaction process by allowing payments and transfers to be made via the Internet (22, 38).

Furthermore, households can reduce transaction costs in healthcare visits by using big data-based digital payments. When households build social capital through big data-based digital payments, they become more connected to subjects like family and friends, other households, and hospitals, giving them more opportunities and resources while lowering transaction costs (19, 39). Hospitals can use big data from households to analyze the health needs of households in real time and provide remote registration and online medical services as needed, establishing triage mechanisms and personal medical databases for patients and adjusting resource allocation, making it more efficient and convenient for patients to see a doctor and, to some extent, reducing the transaction costs of household healthcare (40). It is also easy for banks to assess the creditworthiness of potential borrowers using big data from households, allowing them to provide more accurate and cheaper credit to households (41), lowering the transaction costs of credit between banks and households.

In conclusion, households' use of big data-based digital payments can reduce widening information channels, lower transaction costs, increase social capital, and thus boost household healthcare expenditure. Thus, this paper proposes hypothesis below.

H2: households' use of big data-based digital payments can accumulate social capital, boosting household healthcare expenditure.



Different Types of Household Applications of Big Data-Based Digital Payments Have Heterogeneous Impact on Household Health Care Expenditure

Furthermore, the use of big data-based digital payments by households has a heterogeneous effect on household health care expenditures, according to our study. Financial literacy is influenced by socio-demographic characteristics (e.g., age, education) in households (42), and because big data-based digital payments are a key component of digital finance, financial literacy influences households' use of big data-based digital payments. In terms of age differences, young and middle-aged people typically have higher cognitive levels, and higher cognitive levels significantly increase wage income (43, 44). Increased income allows this group to use big data-based digital payments more frequently, which boosts household income (26). Due to physical aging, the cognitive level of household heads declines as they grow older. As a result, young and middle-aged heads of households typically have a higher level of cognition than older heads of households, and are able to use and enjoy the benefits of big data-based digital payments more quickly, resulting in higher household healthcare expenditure. When it comes to education, the more educated group typically has better learning abilities and a larger knowledge base (45). Big data-based digital payments are novel and distinct from traditional payments, and they operate at a certain threshold, requiring users' ability to learn. Without assistance, the less educated may not be able to use or comprehend the features of big data-based digital payments, and may be hesitant to use them. As a result, higher education lowers the barrier to household heads using big data-based digital payments (46).

The use of big data-based digital payments is more prevalent in promoting household health care expenditures among households living in areas with greater financial accessibility on a regional level. Financial exclusion has long been a problem in rural areas of the country with distinct geographic characteristics (47), and the presence of financial institution outlets can effectively mitigate financial exclusion (47, 48). In other words, if households live in areas with limited access to traditional financial services, they are more likely to be financially excluded due to their remote location. Households can enjoy traditional financial services more conveniently and have good habits of participating in financial services in places with convenient transportation and high accessibility to traditional financial services, making them more likely to accept big data-based digital payments and play the role of big data-based digital payments in promoting household healthcare expenditure.

H3: The use of digital payments contributes more to household healthcare expenditure if the household has higher traditional financial accessibility, the household head is young or middle-aged, and the household head is more educated.




DATA AND METHODS


Model Setting

Referring to Liu et al. (49) and Zhang et al. (13), this paper develops an empirical model to explore the impact of digital payment use on household healthcare expenditure. The specific model is set up as follows.
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The explanatory variable Expenditureijt is household healthcare expenditure from the t th year and j th province and i th household. The household healthcare expenditure in the past year is obtained by logarithmic treatment. The core explanatory variable Digital paymentsijt is the big data-based digital payment, which is represented by the frequency of Internet business activity of the household head in the usual case. We focus mainly on the coefficient β0 to see the impact of digital payments on household healthcare expenditure. A positive coefficient indicates that big data-based digital payments boost household healthcare expenditure. If the coefficient is negative, it indicates that digital payments reduce household healthcare expenditure. Controlijt is the household head-level and household-level control variables, φi denote household fixed effects, and δt denote time fixed effects. Since households may be correlated in the same province, we cluster the standard errors to the provincial level.



Indicator Metrics
 
Explanatory Variable: Household Healthcare Expenditure

The explanatory variable is household healthcare expenditure. Healthcare expenditures are divided into two categories in the CFPS data: household medical expenditure and household fitness expenditure. Specifically, the CFPS questionnaire addresses household healthcare costs by asking, “What medical expenditure were paid directly by your household in the last 12 months? Of these, fitness expenditure do not include expenses that have been repaid or are expected to be reimbursed, but they do include certain expenses borrowed from friends and relatives or previously paid.” “How much did your family pay for healthcare in the past 12 months? Healthcare expenditures include, among other things, the cost of physical activity and the purchase of related equipment and healthcare items.” It can be observed that the first question indicates the household's medical care spending, while the second question reflects the household's healthcare spending, which combined show the significance of healthcare to the household. To get the logarithmized result, we add up the medical and healthcare costs paid directly by households in the previous 12 months to get a total, then add 1 to the total and take the natural logarithm of the value after adding 1 to get the result.



Core Explanatory Variables: Digital Payments

The frequency of our household head's Internet business activity is used as a proxy variable for the extent to which the household uses digital payments. The household head is the primary decision-maker in the household, so the behavior of the household head has a significant impact on household activities. Specifically, this variable is addressed in the CFPS questionnaire by the question, “In general, how often do you use the Internet network for business activities (e.g., using Internet banking, online shopping)?” To provide a more visual representation of the extent to which households use digital payments, we assign a value to the frequency of the household head's response. We use 6 if the home head utilizes the Internet virtually every day for work purposes. We use 5 if the household head uses it 3 to 4 times a week; 4 if the household head uses it 1–2 times a week; 3 if the household head uses it 2–3 times a month; 2 if the household head uses it once a month; 1 if the household head uses it once every few months; and 0 if the household head never uses digital payments.



Other Control Variables

In terms of the selection of control variables, this paper draws on existing literature (12, 13, 23, 50–52) to control for both household-level influences and relevant variables at the household head- level. Specifically, at the household level, we control for household size, child support ratio, elderly support ratio, and net household income; at the household head level, this paper controls for the age of the household head and its squared term, the gender of the household head, the marital status of the household head, and whether the household head has party membership.

Specifically, the larger the household, the higher the household healthcare expenditure (53); the larger the proportion of children and the proportion of elderly, the higher the household's dependency burden, which may also contribute to household healthcare expenditure (54); the higher the household's net income, the higher the household's healthcare (6); and the age, gender, marital status, and party membership of the household head may also have a significant impact on household healthcare expenditures (8, 55).




Data Sources and Descriptive Statistical Analysis

The data we utilize comes from the China Family Panel Studies (CFPS) database, which is updated every 2 years. Because the most recent released household data from this survey are available up to 2018, and digital payments have been widely utilized since 2013, we selected to use data from 2014 to 2018. Referring to existing research methods (56), we processed the data as follows: (1) We eliminated samples with key codes missing, such as household, person, urban-rural, and provincial codes. (2) Since we used panel data and the distribution of data within each household is not necessarily the same, these data may show linearly varying relationships over the survey period. As a result, we used linear interpolation to fill in certain blanks (e.g., net household income per capita and age). Variables that were missing for three consecutive periods and could not be filled in were also eliminated. In addition, samples with incomplete gender and household size are excluded. This is because the household head's gender does not change, and changing the family size is difficult in the short term, therefore the interpolation technique is not applicable. In addition, we logarithmized variables such household expenditures and household net income (adding 1 to the values of the variables and taking the natural logarithm of the new values obtained after the addition of 1 to obtain the logarithmized results). (3) Since the CFPS does not give explicit information on the household head, researchers usually treat the principal, decision-maker, property owner, and financial respondent as the household head. However, since 2014, as information such as principal is no longer disclosed in the CFPS, only the financial respondent and the property owner in the household can be the head of the household, and most studies treat the financial respondent as the head of the household. Therefore, this paper identifies household heads by financial respondents in 2014 and only retains information on household heads who are 16 years old or older. (4) We logarithmized variables with large values such as income and distance. Specifically, we add 1 to their values and then take the natural logarithm to obtain the new variables. (5) For continuity in the time dimension, we only keep households that were surveyed in all 3 years. In addition, the nature of a household may fundamentally change when a household is split into multiple households or when a household moves, so in this paper we only retain households that were not split and did not move during the sample period.

After the above processing, we obtained 24,126 samples between 2014 and 2018, and the descriptive statistical results of the relevant variables are shown in Table 1. Among the household head and household control variables, the mean value of age of household head is 52.98, the standard deviation is 13.15, the minimum value is 16, and the maximum value is 93; the mean value of household size is 3.786, the standard deviation is 1.876, the minimum value is 1, and the maximum value is 21; the mean value of proportion of children is 0.124, the standard deviation is 0.201, the minimum value is 0, and the maximum value is 4; the mean value of elderly dependency ratio is 0.24. The above data indicate that the age distribution of household heads is wide, but the household structure is relatively similar.


Table 1. Statistical description of variables.

[image: Table 1]




RESULTS


Baseline Regression

We present the results of estimating the impact of digital payments on household healthcare expenditure in Table 2. Specifically, column (1) shows the regression results without any control variables, column (2) shows the regression results after controlling for household and time fixed effects, column (3) shows the regression results after adding household head-related variables to column (2), and column (4) shows the regression results after further adding household-related variables. As seen in column (1), the regression coefficient of digital payment is 0.0844, which is significant at the 1% statistical level. As seen in columns (2), (3), and (4), this paper still shows a significant positive effect of digital payments based on big data on household healthcare expenditure after controlling for household and time fixed effects as well as the household head and household level influences.


Table 2. Baseline regression results.
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Next, we observed the coefficients of the control variables and obtained the following results. The positive coefficient on marriage indicates that married heads of households value family protection and are more willing to spend on family healthcare; the coefficient on the number of household members is also positive, indicating that the larger the family size, the higher the household healthcare expenditure; and the coefficient on net household income is also significantly positive, indicating that households with higher income also value household healthcare, and increase expenditure more.



Robustness Analysis
 
Endogenous Processing

Due to omitted variables, this study may have endogeneity issues. In other words, variables other than those already controlled for in this paper may be associated with the use of digital payments or with households' health care expenditure, but we do not control for these other variables. In addition to this, there may be some error between the CFPS survey data and the actual household sentiment data, so there is also the possibility of measurement error in this paper.

Therefore, this paper uses the instrumental variable method to avoid the endogeneity problem. In this paper, the spherical distance from the capital city of the household's province to Hangzhou is taken as an instrumental variable. If Alipay originates in Hangzhou, the further the household is from Hangzhou, the less the use of digital payment. Therefore, we consider that the distance from the provincial capital city to Hangzhou is highly correlated with digital payment usage of households. In addition, the spherical distance is strongly exogenous and is not affected by digital payment use of households. The specific results are shown in Table 3.


Table 3. Robustness test: endogeneity treatment.
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The results show that the F-value of the weak instrumental variable test is >10 and passes the Wald test, indicating that there is no problem of weak instrumental variables and the instrumental variables we selected are valid. In addition, driving distance is an instrumental variable similar to spherical distance. Specifically, we use the driving distance from the capital city of the household's province to Hangzhou as the instrumental variable, and the results are still robust.



Replacing Core Explanatory Variables

Considering that the frequency of household heads using the Internet for commercial activities is not linear, in the robustness analysis, we choose to use whether household heads conduct commercial activities via the Internet as a proxy variable for digital payments in order to eliminate the effect of uneven frequency distribution. If the household head usually does not ever conduct business activities on the Internet, then we consider that the household head has not used digital payments and the core explanatory variable is equal to 0. Conversely, if the household head usually conducts business activities on the Internet, then we consider that the household head has used digital payments and the core explanatory variable is equal to 1. We know from Table 4 that the use of digital payments by households promotes household healthcare expenditure.


Table 4. Robustness test: replacement of explanatory variables.
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Replacing the Explanatory Variables

Household healthcare expenditure can be divided into two components: household medical expenditure and household fitness expenditure, and both components can represent to some extent the degree to which households value their health. To conduct robustness tests, we split the household healthcare expenditure into two sub-dimensions, medical expenditure and fitness expenditure. In addition, we also replace the explanatory variables with dummy variables based on the median and mean of household healthcare expenditure. If the household healthcare expenditure exceeds the median or the mean, the explained variable equals 1. As seen in Table 5, the results are still robust.


Table 5. Robustness tests: replacement of explanatory variables.
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Replacing the Sample Range

To prevent some extreme values and outliers from affecting the study, we next apply winsorizing to the sample data to correct for all variables and address possible measurement errors in the regression. We can see from the results in columns (1) to (3) in Table 6 that the use of big data-based digital payments by households increases household healthcare expenditure after a 1, 5, and 10% winsorizing process, respectively.


Table 6. Robustness test: replacement sample range.
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Mechanism Analysis

It can be found from the previous section that the use of big data-based digital payments by households significantly contributes to household healthcare expenditure. We further discuss and analyze the mechanism by which digital payments affect household healthcare expenditure using a mediating effects model, which is set up as follows.
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The Inter are the mediating variables, and the Control is the control variable, which is consistent with the baseline regression. The core coefficient of the mediation model is β, if the coefficients in models (2) and (3) are significant, and pass the mediating effect test and are consistent with the theoretical hypothesis, then the mediating effect exists.


Household Use of Big Data-Based Digital Payments Eases Household Credit Constraints

We use the household's loan balance to determine credit availability and thus measure the household's credit constraint status. If the household has any debt, then credit availability is equal to 1. If the household has no debt, then its credit availability is equal to 0. In the CFPS questionnaire, the relevant questions related to credit availability are: “Does your family have any outstanding bank loans to buy or build or renovate your house?”, “Apart from your mortgage, does your family have any other outstanding bank loans at present?” “Do you have any outstanding loans from organizations or individuals other than banks, such as private credit institutions, relatives, friends, acquaintances, etc., for the purchase or construction or renovation of your home?” and “Pending loans from friends, relatives and private individuals” Does your household owe money to organizations or individuals other than banks (e.g., private credit institutions, relatives, friends, acquaintances, etc.) for reasons other than borrowing for the purchase or construction of a house, and has it not been repaid?” If the household head answers “yes” to any of the above questions, the household is certified as having a loan month and their credit availability is 1.

As we can see from column (2) in Table 7, the use of digital payments by households has a significant positive effect on the credit availability of households. We can also see by column (3) that the coefficient of the core explanatory variable becomes smaller when credit availability is added to the regression. Moreover, both the Sobel test and the Boostrap test show that the mediating effect is significant at the 1% confidence level, a phenomenon that confirms the existence of a partial mediating effect and suggests that the mediating effect explains 2.3% of the total effect.


Table 7. Mechanism analysis: credit constraints.
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The reason is that households generate big data when they use digital payments, and these big data can empower both the supply side and demand measurement of financial services, reducing households' credit constraints and ultimately benefiting the increase of households' healthcare spending. Specifically, on the one hand, financial institutions use big data to analyze the payment behavior activities of households, which helps financial institutions accurately assess the risk status of households, thus the risk of financial institutions providing credit to households is reduced, and financial institutions have more incentives to provide loans to households. On the other hand, big data can provide households with precise information of various types, including not only information about credit services that are suitable for them, but also information about the household's financial income and employment. As a result, households are more likely to increase their applications for credit services, and their incomes are likely to increase. And higher-income households are more likely to have their credit applications approved. In summary, household use of big data-based digital payments promotes household healthcare spending by easing household credit constraints.



Household Use of Big Data-Based Digital Payments Increases the Social Capital of Households

We use household spending on human gifts to measure the social capital of the household. With respect to favor gift expenditure, the CFPS questionnaire addresses the question, “Including in-kind and cash, how many total favor gifts did your household give in the past 12 months?” In order to correct for bias, we talk about the expenditure on favors to be logarithmic. The specific regression results can be seen in Table 8. We can see through column (2) that the use of digital payments by households has a significant positive effect on social capital. We can also see through column (3) that the coefficients of the core explanatory variables become smaller when social capital is added to the regression. In addition, both the Sobel test and the Boostrap test show that the mediation effect is significant at the 1% confidence level, a phenomenon that confirms the existence of a partial mediation effect and suggests that the mediation effect explains 7.24% of the total effect.


Table 8. Mechanism analysis: social capital.
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In other words, when households use digital payments based on big data, digital platforms exert social attributes. The digital platform uses big data to mine families' usage data and promotes subjects on the digital platform to families, such as relatives, friends, and medical institutions, in order to strengthen their dependency on the digital platform while also increasing their social capital. On the one hand, increasing a family's social capital allows them to share knowledge with other people and expand their information channels. Families may be able to receive more healthcare information via their social networks, lowering the cost of looking for healthcare information and allowing households to increase healthcare spending. On the other hand, increasing households' social capital allows them to be more closely connected with medical institutions, banks, and other subjects, allowing medical institutions and banks to better understand households' situations and provide health care services to them, thereby increasing household health care expenditures.





FURTHER DISCUSSION: THE HETEROGENEITY OF HOUSEHOLD HEALTHCARE EXPENDITURES

The previous analysis found that households' digital payment use increases households' healthcare spending by alleviating credit and information constraints. So, does this effect differ for households with different endowments? We examine the heterogeneous impact of digital payment use on households' health care expenditures separately from differences in financial availability, age of the household head, and education level of the household head.


Financial Accessibility of Households

In this paper, we refer to Beck et al. (27) and use the number of bank branches per capita in each province as a proxy variable for traditional financial accessibility. After that, this paper divides the sample into two groups, low traditional financial accessibility and high traditional financial accessibility, based on the average of the number of bank branches per capita in each province. As seen in Table 9, the coefficient of digital payment in areas with low traditional financial accessibility is 0.0809 and is significant at the 5% level. This indicates that in places with high traditional financial accessibility, households can more easily participate in traditional financial services and have higher financial literacy. Therefore, this group can use digital payments more easily and give full play to the role of digital payments empowered by big data.


Table 9. Heterogeneity of household financial accessibility.
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The Age of the Household Head

The household head has a substantial impact on the household's decision-making, and age is an essential aspect of the household head. Based on whether the household head is <60 years old, we split the sample into a young and middle-aged group and an older group. Young and middle-aged household heads usually have a higher level of awareness, recognize the advantages of digital payments, and have a stronger willingness to use them. In addition, young and middle-aged heads of households usually have a higher risk tolerance. They are also more open-minded, and they are more willing to try new things. Most older heads of household may have a relatively lower level of awareness and are more traditional and conservative in their thinking. They will be more concerned about the risks associated with digital payments, such as suffering losses due to fraud, than the benefits that come with them. So they may be reluctant to use digital payments.

As seen in Table 10, in the young and middle-aged group, the coefficient of digital payments is 0.0563 and is significant at the 10% confidence level. This result is also more consistent with our common sense. Generally, younger household heads are more capable of learning, and they are receptive and willing to learn to use digital payments.


Table 10. Heterogeneity in the age of household heads.
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Education Level of the Household Head

We separated the sample into two groups, less educated and more educated, depending on whether the household head has fewer than 6 years of school, and then regressed them, because around 43.37 percent of household heads had <6 years of education. The results in Table 11 show that the coefficient of digital payments in the group with higher education level is 0.0536 and is significant at the 10% confidence level. These results suggest that the more educated household heads may have a stronger learning ability and are more receptive to new things such as digital payments, so they are able to take full advantage of digital payments and thus increase their healthcare spending.


Table 11. Heterogeneity in education level of household heads.
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CONCLUSION

This article investigates the effect of big data-based digital payments on household healthcare expenditure from a big-data perspective. This research analyzes 24,126 sample data from 2014 to 2018 from the China Family Panel Studies (CFPS) to investigate the effect of big data-based digital payments on household healthcare expenditure. This research uses benchmark regression to examine the intermediary effect and heterogeneous influence of household digital payment on household health care expenditure, in order to improve knowledge of household health care expenditure and assist families in making better use of digital payment and maximizing its role in promoting a healthy lifestyle.

The following are the findings of this study. First, big data-based digital payments can dramatically raise household healthcare expenditure; that is, the higher a family's mobile spending, the higher the household healthcare expenditure. Second, the mechanism analysis demonstrates that by reducing household credit limitations and collecting social capital, the household application of big data-based digital payments can enhance household health care expenditure. Third, in families headed by middle-aged and young individuals with high education and financial access, the use of digital payment has a larger role in promoting household healthcare expenditure. Fourth, the conclusions of this work are still robust when using the instrumental variable technique, substituting the indicators of household healthcare expenditure, replacing the indicators of digital payment, and shortening the tail of the variables.

This paper, however, may have the following flaws. First, this article only looks at the influence of digital payments on household healthcare expenditure, but it ignores the impact on individual health outcomes, which is a finding that needs to be explored more in the future. Second, because China's digital payment includes a variety of types, including mobile payment, bank electronic payment, digital RMB payment, etc., this paper examines the impact of digital payment in general from the perspective of big data, rather than providing a more detailed classified discussion on digital payment. As a result, researching the effects of various digital payment methods is an area that has to be addressed in the future.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author/s.



AUTHOR CONTRIBUTIONS

CL and DL contributed to conception and design of the study. SH organized the database. SS performed the statistical analysis. YT wrote the first draft of the manuscript. CL, DL, and ZW wrote sections of the manuscript. All authors contributed to manuscript revision, read, and approved the submitted version.



REFERENCES

 1. Rufai AM, Ogunniyi AI, Abioye OD, Birindwa AB, Olagunju KO, Omotayo AO. Does economic shocks influence household's healthcare expenditure? Evidence from rural Nigeria. Heliyon. (2021) 7:e06897. doi: 10.1016/j.heliyon.2021.e06897

 2. Sultana M, Mahumud RA, Sarker AR. Burden of chronic illness and associated disabilities in Bangladesh: evidence from the Household Income and Expenditure Survey. Chronic Dis Transl Med. (2017) 3:112–22. doi: 10.1016/j.cdtm.2017.02.001

 3. Mahumud RA, Sarker AR, Sultana M, Sheikh N, Islam M, Hossain M. The Determinants Out-of-Pocket Healthcare Expenditure in Bangladesh: Evidence from Household Income and Expenditure Survey-2010[M]//Issues on Health and Healthcare in India. Singapore: Springer (2018). p. 339–50.

 4. Cader I, Dilrukshi M, Senanayake K, Welgama M. Household income and healthcare expenditure in Sri Lanka. In: Proceedings of the Vavuniya Campus international Research Symposium. (2019).

 5. Lee YJ, Lee HO. Influence and change of healthcare expenditure on household income inequality. J Korea Contents Assoc. (2019) 19:331–41. doi: 10.5392/JKCA.2019.19.05.331

 6. Molla A, Chi C. How much household healthcare expenditure contributes to poverty? Evidence from the Bangladesh household income and expenditure survey, 2010. J Poverty. (2020) 24:627–41. doi: 10.1080/10875549.2020.1742269

 7. Sarker AR, Mahumud RA, Sultana M, Ahmed S, Ahmed W, Khan JA. The impact of age and sex on healthcare expenditure of households in Bangladesh. Springerplus. (2014) 3:1–5. doi: 10.1186/2193-1801-3-435

 8. Maharana B, Ladusingh L. How does the change in household age-sex composition affect out of pocket healthcare expenditure of older adults in India? Ageing Int. (2021) 1–22. doi: 10.1007/s12126-021-09457-3

 9. Mahmud KT, Hilton D. Does microcredit really matter for healthcare expenditure of the poor fish-farmers? Perspective from rural Bangladesh. Journal of Poverty. (2020) 24:147–67. doi: 10.1080/10875549.2019.1668901

 10. Levchenko AA. Financial liberalization and consumption volatility in developing countries. IMFStaff Pap. (2005) 52:237–59. doi: 10.5089/9781589064485.024

 11. Taylor E. Mobile payment technologies in retail: a review of potential benefits and risks. Int J Retail Distribution Manag. (2016) 44:159–177. doi: 10.1108/IJRDM-05-2015-0065

 12. Zhao C, Wu Y, Guo J. Mobile payment and Chinese rural household consumption. China Econ Rev. (2022) 71:101719. doi: 10.1016/j.chieco.2021.101719

 13. Zhang J, Zhang H, Gong X. Mobile payment and rural household consumption: evidence from China. Telecomm Policy. (2022) 46:102276. doi: 10.1016/j.telpol.2021.102276

 14. Ahmed H, Cowan B. Mobile money and healthcare use: Evidence from East Africa. World Develop. (2021) 141:105392. doi: 10.1016/j.worlddev.2021.105392

 15. Song Q, Li J, Wu Y, Yin Z. Accessibility of financial services and household consumption in China: evidence from micro data. N Am J Econ Finance. (2020) 53:101213. doi: 10.1016/j.najef.2020.101213

 16. Li C, Lin L, Gan CEC. China credit constraints and rural households' consumption expenditure. Finance Res Lett. (2016) 19:158–64. doi: 10.1016/j.frl.2016.07.007

 17. Hou L, Hsueh SC, Zhang S. Digital payments and households' consumption: a mental accounting interpretation. Emerg Markets Finance Trade. (2021) 57:2079–93. doi: 10.1080/1540496X.2021.1887727

 18. Kang X. The impact of family social network on household consumption. Modern Econ. (2019) 10:679. doi: 10.4236/me.2019.103046

 19. Jack W, Suri T. Risk sharing and transactions costs: evidence from Kenya's mobile money revolution. Am Econ Rev. (2014) 104:183–223. doi: 10.1257/aer.104.1.183

 20. Xiao JJ, Chen C, Chen F. Consumer financial capability and financial satisfaction. Soc Indic Res. (2014) 118:415–32. doi: 10.1007/s11205-013-0414-8

 21. Fujiki H, Tanaka M. Currency demand, new technology, and the adoption of electronic money: micro evidence from Japan. Econ Lett. (2014) 125:5–8. doi: 10.1016/j.econlet.2014.07.032

 22. Martikainen E, Schmiedel H, Takalo T. Convergence of European retail payments. J Bank Finance. (2015) 50:81–91. doi: 10.1016/j.jbankfin.2014.09.021

 23. Li J, Wu Y, Xiao JJ. The impact of digital finance on household consumption: evidence from China. Econ Model. (2020) 86:317–26. doi: 10.1016/j.econmod.2019.09.027

 24. Mackenzie A. Personalization and probabilities: impersonal propensities in online grocery shopping. Big Data Soc. (2018) 5:2053951718778310. doi: 10.1177/2053951718778310

 25. Yildirim M, Okay FY. Özdemir S. Big data analytics for default prediction using graph theory. Expert Syst Appl. (2021) 176:114840. doi: 10.1016/j.eswa.2021.114840

 26. Dupas P. What matters (and what does not) in households' decision to invest in malaria prevention?. Am Econ Rev. (2009) 99:224–30. doi: 10.1257/aer.99.2.224

 27. Beck T, Pamuk H, Ramrattan R, Uras BR. Payment instruments, finance and development. J Dev Econ. (2018) 133:162–86. doi: 10.1016/j.jdeveco.2018.01.005

 28. Wang X. Mobile payment and informal business: evidence from China's household panel data. China World Econ. (2020) 28:90–115. doi: 10.1111/cwe.12334

 29. Pérez-Martín A, Pérez-Torregrosa A, Vaca M. Big Data techniques to measure credit banking risk in home equity loans. J Bus Res. (2018) 89:448–54. doi: 10.1016/j.jbusres.2018.02.008

 30. Gu S, Kelly B, Xiu D. Empirical asset pricing via machine learning. Rev Financ Stud. (2020) 33:2223–73. doi: 10.1093/rfs/hhaa009

 31. Sheng T. The effect of fintech on banks' credit provision to SMEs: evidence from China. Finance Res Lett. (2021) 39:101558. doi: 10.1016/j.frl.2020.101558

 32. Lai JT, Yan IKM, Yi X, Zhang H. Digital financial inclusion and consumption smoothing in China. China World Econ. (2020) 28:64–93. doi: 10.1111/cwe.12312

 33. Fungáčová Z, Weill L. Understanding financial inclusion in China. China Econ Rev. (2015) 34:196–206. doi: 10.1016/j.chieco.2014.12.004

 34. Li R, Li Q, Huang S, Zhu X. The credit rationing of Chinese rural households and its welfare loss: an investigation based on panel data. China Econ Rev. (2013) 26:17–27. doi: 10.1016/j.chieco.2013.03.004

 35. Yeung G, He C, Zhang P. Rural banking in China: geographically accessible but still financially excluded?. Reg Stud. (2017) 51:297–312. doi: 10.1080/00343404.2015.1100283

 36. Bello-Orgaz G, Jung JJ, Camacho D. Social big data: recent achievements and new challenges. Inform Fusion. (2016) 28:45–59. doi: 10.1016/j.inffus.2015.08.005

 37. Dorsey S, Forehand R. The relation of social capital to child psychosocial adjustment difficulties: the role of positive parenting and neighborhood. J Psychopathol Behav Asses. (2003) 1:11–23. doi: 10.1023/A:1022295802449

 38. Hancock D, Humphrey DB, Wilcox JA. Cost reductions in electronic payments: the roles of consolidation, economies of scale, technical change. J Bank Finance. (1999) 23:391–421. doi: 10.1016/S0378-4266(98)00108-3

 39. Humphrey DB, Pulley LB, Vesala JM. Cash, paper, and electronic payments: a cross-country analysis. J Money Credit Bank. (1996) 28:914–39. doi: 10.2307/2077928

 40. Shakhovska N, Fedushko S, Melnykova N, Shvorob I, Syerov Y. Big Data analysis in development of personalized medical system. Procedia Comput Sci. (2019) 160:229–34. doi: 10.1016/j.procs.2019.09.461

 41. Björkegren D, Grissen D. The potential of digital credit to bank the poor. Am Econ Rev. (2018) 108:68–71. doi: 10.1257/pandp.20181032

 42. Lusardi A, Mitchell OS, Curto V. Financial literacy among the young. J Consumer Affairs. (2010) 44:358–80. doi: 10.1111/j.1745-6606.2010.01173.x

 43. Heineck G, Anger S. The returns to cognitive abilities and personality traits in Germany. Labour Econ. (2010) 17:535–46. doi: 10.1016/j.labeco.2009.06.001

 44. Lindqvist E, Vestman R. The labor market returns to cognitive and noncognitive ability: evidence from the Swedish enlistment. Am Econ J Appl Econ. (2011) 3:101–28. doi: 10.1257/app.3.1.101

 45. Agarwal S, Amromin G, Ben-David I, Chomsisengphet S, Evanoff DD. Financial literacy and financial planning: evidence from India. J Hous Econ. (2015) 27:4–21. doi: 10.1016/j.jhe.2015.02.003

 46. Nasri W, Charfeddine L. Factors affecting the adoption of Internet banking in Tunisia: an integration theory of acceptance model and theory of planned behavior. J High Technol Manag Res. (2012) 23:1–14. doi: 10.1016/j.hitech.2012.03.001

 47. Leyshon A, Thrift N. The restructuring of the UK financial services industry in the 1990s: a reversal of fortune?. J Rural Stud. (1993) 9:223–41. doi: 10.1016/0743-0167(93)90068-U

 48. Dymski GA, Veitch JM. Financial transformation and the metropolis: booms, busts, and banking in Los Angeles. Environ Plann A. (1996) 28:1233–60. doi: 10.1068/a281233

 49. Liu T, Pan B, Yin Z. Pandemic, mobile payment, and household consumption: micro-evidence from China. Emerg Markets Finance Trade. (2020) 56:2378–89. doi: 10.1080/1540496X.2020.1788539

 50. Zhu K, Zhou Y, Zhao J. Guaxi and financial exclusion: empirical evidence from households in China. Pacific Basin Finance J. (2021) 67:101566. doi: 10.1016/j.pacfin.2021.101566

 51. Wang J, Ai S, Huang M. Migration history, hukou status, and urban household consumption. Econ Model. (2021) 97:437–48. doi: 10.1016/j.econmod.2020.04.012

 52. Zhou L, Yang JJ. Air pollution and household medical expenses: evidence from China. Front Public Health. (2021) 9:798780. doi: 10.3389/fpubh.2021.798780

 53. Mekonen AM, Gebregziabher MG, Teferra AS. The effect of community based health insurance on catastrophic health expenditure in Northeast Ethiopia: a cross sectional study. PLoS ONE. (2018) 13:e0205972. doi: 10.1371/journal.pone.0205972

 54. Mohanty SK, Chauhan RK, Mazumdar S, Srivastava A. Out-of-pocket expenditure on health care among elderly and non-elderly households in India. Soc Indic Res. (2014) 115:1137–57. doi: 10.1007/s11205-013-0261-7

 55. Sekhampu TJ, Niyimbanira F. Analysis of the factors influencing household expenditure in a South African township. Int Bus Econom Res J. (2013) 12:279–84. doi: 10.19030/iber.v12i3.7671

 56. Zhang Z, Ma C, Wang A. A longitudinal study of multidimensional poverty in rural China from 2010 to 2018. Econ Lett. (2021) 204:109912. doi: 10.1016/j.econlet.2021.109912

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Li, Li, He, Sun, Tian and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 02 June 2022
doi: 10.3389/fpubh.2022.846598






[image: image2]

Research on Infant Health Diagnosis and Intelligence Development Based on Machine Learning and Health Information Statistics

Siyu Wang1*, Min Li1 and Soo Boon Ng2


1Teachers College, Chengdu University, Chengdu, China

2SEGI University, Petaling Jaya, Malaysia

Edited by:
Thippa Reddy Gadekallu, VIT University, India

Reviewed by:
Abdul Rehman Javed, Air University, Pakistan
 Praveen Kumar, VIT University, India

*Correspondence: Siyu Wang, wangsiyu@cdu.edu.cn

Specialty section: This article was submitted to Digital Public Health, a section of the journal Frontiers in Public Health

Received: 31 December 2021
 Accepted: 22 February 2022
 Published: 02 June 2022

Citation: Wang S, Li M and Ng SB (2022) Research on Infant Health Diagnosis and Intelligence Development Based on Machine Learning and Health Information Statistics. Front. Public Health 10:846598. doi: 10.3389/fpubh.2022.846598



Intelligent health diagnosis for young children aims at maintaining and promoting the healthy development of young children, aiming to make young children have a healthy state and provide a better future for their physical and mental health development. The biological basis of intelligence is the structure and function of human brain and the key to improve the intelligence level of infants is to improve the quality of brain development, especially the early development of brain. Based on machine learning and health information statistics, this paper studies the development of infant health diagnosis and intelligence, physical and mental health. Pre-process the sample data, and use the filtering method based on machine learning and health information statistics for feature screening. Compared with traditional statistical methods, machine learning and health information statistical methods can better obtain the hidden information in the big data of children's physical and mental health development, and have better learning ability and generalization ability. The machine learning theory is used to analyze and mine the infant's health diagnosis and intelligence development, establish a health state model, and intuitively show people the health status of their infant's physical and mental health development by means of data. Moreover, the accumulation of these big data is very important in the field of medical and health research driven by big data.
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INTRODUCTION

In the process of improving people's quality of life, China pays more and more attention to the healthy development of human beings. Although people have deepened their understanding of human health under the promotion of this information age, China's research in the field of children's physical and mental health development still needs to be further deepened (1). Intelligence, also known as intelligence, refers to the people's response and processing ability to the surrounding environment and things. Human beings have extremely high intelligence, which is characterized by observation ability, memory ability, and thinking ability. Children's health diagnosis and intellectual development are extremely important factors during their childhood and even in their future life. Only when children grow up healthily, they will get good development in the future (2). In the field of children's health, diagnosis of children's intelligent health is the top priority. Children's intelligent health diagnosis aims to maintain and promote the children's healthy development, and is determined to let children have a good state of health and provide a better future for the children's physical and mental health development (3). The biological basis of intelligence is the structure and function of human brain. The key to improve the intelligence level of infants is to improve the quality of brain development, especially the early development of brain. Children's physical and mental health development inspectors are still in the manual stage of processing the children's physical condition data, which not only increases the workload of children's physical condition inspectors, but also may delay the treatment of children's condition (4). In the great project of improving population quality and cultivating socialist successors, the cultivation of infants' health diagnosis and intellectual development ability is a key link that cannot be ignored. It is the basic project to improve the children's physical and mental health development. This foundation must be laid well and firmly. With the rapid progress and development of information technology, various industries have accumulated a large amount of information and data. How to mine valuable information from these data is a problem that all fields need to face (5). As one of the main methods of data analysis, machine learning is widely used in data mining.

Based on machine learning and health information statistics, this paper studies the development of infant health diagnosis and intelligence, physical and mental health. Pre-process the sample data and use the filtering method based on machine learning and health information statistics for feature screening. Finally, using multiple machine learning algorithms, from single classifier, integrated classifier to fusion classifier, the advantages and disadvantages of multiple machine learning models are systematically explored to improve the prediction accuracy and fitting effect of the models (6, 7). Compared with traditional statistical methods, machine learning and health information statistical methods can better obtain the hidden information in the big data of children's physical and mental health development, and have a better learning ability and generalization ability (8). Machine learning is the study of making computers to imitate the way of human learning and thinking, and making computers have the ability of self-learning. Through learning, the computer can constantly update and reorganize the existing cognitive style, so that its performance can be continuously improved. Machine learning is the core of the development of artificial intelligence and the fundamental way to make inanimate computers intelligent. Machine learning is a process in which computers can identify and acquire knowledge through programming language and mathematical principles, and continuously improve the performance of infant health diagnosis and intelligence development, which can be roughly divided into supervised learning and unsupervised learning. The self-learning ability of machine learning is very important for data analysis, and it is of great significance for regression prediction and classification problems. The regression function can play a great role in finance, economic market, transportation, and benefit management. The core idea of machine learning is not to design a specific learning mode to let the machine learning algorithm do it, but to let the machine learning algorithm learn the laws and essential characteristics of data by itself. There are two kinds of unsupervised learning ideas. The first unsupervised learning idea is that when the training network parameters don't specify accurate data set classification, it adopts a weighted incentive and punishment system, which can increase and decrease the size of network parameters in the network. Supervised learning establishes a prediction model by analyzing the logical relationship between features and target variables, so as to obtain the prediction results of unknown data (9). Unsupervised learning analyzes the logical relationship of sample data without objective variables. Clustering analysis and association rule analysis are typical unsupervised learning.

When there is category imbalance in the development of physical and mental health in the health information statistical dataset of machine learning, it will have a great impact on the classification sensitivity of machine learning (10). In fact, in the real world, the data are unbalanced. Class imbalance problems are widely used in many aspects. In the use of all descriptions, a few classes have high sensitivity, and its information is the target. In the big data technology based on machine learning and health information statistics; massive data sources are a necessary requirement for big data analysis (11). Based on the machine learning and health information statistics, newborn should be trained to crawl and walk on time, on the basis of child's health diagnosis of hand movements. Training child to crawl can expand the range of child's activities, enable them to move freely, and make efforts to get in touch with interested objects, which have a positive effect on the development of perception and intelligence. The healthcare for toddler around 1 year old is mainly to gradually train to stand and walk. Only with the data analysis method supported by sufficient data can we provide a good personalized solution for children's physical and mental health development for children's health diagnosis and intellectual development, and improve their living habits and lifestyle (12). When training infant language through machine learning, we should combine language with knowing concrete things. It is necessary to combine language teaching with specific activities, such as pointing to apples and saying “This is an apple” when giving children apples, and knowing the specific thing of apples while teaching the pronunciation of apples. Use machine learning theory to analyze and mine children's health diagnosis and intelligence development, establish a health state model, and intuitively show people the health status of children's physical and mental health development in the form of data (13, 14). Moreover, the continuous accumulation of these big data is very important in the scientific research in the field of medical and health driven by big data.



RELATED WORK

The study (15) suggests that early childhood is the top priority of all aspects of children's development, and the problems related to children's education during this period can't be ignored, especially the significance to children's development can't be underestimated. In the game, let children learn something, which has a profound impact on the development of children's intelligence. Early childhood is the most important period to enhance the intelligence level of children. Education in the game mode is one of the important methods for enhancing the intelligence development of children.

The study (16) suggests that through the method of big data analysis, the newborn is crying, and others can't make it quiet, while the mother is in her arms. When the newborn touches the mother's skin and hears the mother's heartbeat, it will be quiet. Parents and relatives often make intimate and affectionate skin contact with the newborn, which is not only conducive to the development of the child's body and mind, but also conducive to the development of the child's intelligence.

A literature (17) research shows that 40–72% of the abnormal data processing actions of children's health data processing are an empty processing program or only record processing. In the worst case, this lack of proper action will not only not solve the problem, but even also lead to the bad development of the situation.

The study (18) suggests that mothers show affectionate skin contact by hugging, kissing, and gently massaging newborn child, especially skin contact and early sucking within half an hour after birth. This can not only compensate for the lost close skin contact in the mother's body, but also extend and expand the feeling of comfort, so that the newborn can form a positive skin feeling conditioned reflex.

The study (19) shows that through the method of big data analysis, skin contact and massage is a physiological need of human beings and all warm-blooded animals. When child can't get this kind of need or satisfaction, skin hunger will happen, which will affect their psychological mood, normal psychological development, and intelligence development.

The study (20) shows that to improve the children's intellectual development, parents and teachers both need to drive children to participate in games, especially more games conducive to improving their intelligence, which cannot only make children have game experience, but also improve the children's subjective initiative and cognitive ability while playing games, so as to obtain intellectual development.

A study (21) suggests that the treatment of children's abnormal physical condition in kindergartens at this stage is still in the artificial stage, which is inefficient and takes a long time, which not only increases the workload of kindergarten staff, but also may delay the treatment of children's condition. The study (19) shows that through the big data analysis method, for kindergartens, today's preschool teachers choose to educate children. The contents that preschool teachers think are “interesting” and children are not easy to operate. In addition, they will place too much emphasis on learning in the classroom and ignore the diversity of learning styles. Therefore, this will not necessarily promote the development of children's intelligence.

Research (22) shows that after birth, because newborns love their mothers, when they come into contact with their mothers' skin, they will feel happy and have enough sense of security, which is also an important test for early newborn health care. Skin sensation is the earliest sensation in infants, followed by smell, taste, and hearing.

The study (23) proposes that children's information is uploaded to the cloud to update the database, and parents can view the children's information through mobile app. In 2017, Li Qingyi and song Xueliang disclosed an all-in-one kindergarten morning check-up and medical care machine, which proposed to integrate the kindergarten common disease check-up and nursing materials. Parents can view nursing suggestions through mobile app.

For the problem of infant health diagnosis and infant intelligence development, this research project proposes to study infant health diagnosis and intelligence development based on machine learning and health information statistics. Developing children's mental and physical health through learning and playing can improve the children's subjective initiative and help children's motivation, knowledge, and ability.



PRINCIPLE AND ALGORITHM OF MACHINE LEARNING

This topic integrates the automatic detection of children's physical and mental health development, the automatic management of children's information data and children's intelligence development. It has high degree of automation, strong reliability, and diversified functions, which is conducive to children's health and intelligence development. As shown in Figure 1.


[image: Figure 1]
FIGURE 1. Schematic diagram of the structure of infant intelligent health diagnosis and intelligence development.


The infant intelligent health diagnosis and intelligence development device comprises an operation terminal, an infant health self-test device, a processor, an infant intelligence development trainer, a computer interface, and a network interface. The operation terminal is connected with the processor through the network interface, and both the infant health self-test device and the infant intelligence development trainer are connected with the processor through the interface. The processor includes a processor and a storage unit, and the infant health self-test device and the infant intelligence development trainer, respectively, include the infant health self-test unit, the infant intelligence development training unit, and their respective boot programs and storage units.

Machine learning algorithm is used to construct the model of child health diagnosis and intelligence development. When using machine learning to solve problems, logistic regression is usually the first choice and then other complex algorithms are used on this basis. In order to solve the classification problem, firstly, the sigmoid function is used to construct the prediction function, that is, the classification task. Then, the J(θ) function is derived from the maximum likelihood estimation. Finally, the optimal model coefficients are solved by the gradient descent algorithm.

The function form is as follows:

[image: image]

The independent variable z is any real number, and the range is [0,1]. That is, the conversion from numerical value to probability is completed by sigmoid function, and the prediction function is as follows:

[image: image]

where x is the dataset introduced in the form of matrix, [image: image], and the best parameter is [image: image].

For the binary classification task (0,1), the prediction function is constructed as follows:

[image: image]

For the sake of simplicity, the two-category tasks can also be integrated into

[image: image]

Based on the prediction function, the maximum likelihood estimation J(θ) function is constructed as follows:

[image: image]

J(θ) converting the gradient ascending task into the gradient descending task.

The optimal coefficient [image: image] can be obtained by solving the first-order equation of J(θ) to θj.

[image: image]

where [image: image] represents the sample value of row I and column J.

Finally, the optimal solution is obtained by parameter updating.

[image: image]

The logistic regression requires simple input data of the model. The feature set can be classified variables or continuous variables, and the modeling process is also convenient. Therefore, it is a widely used classification model. In the field of disease prediction, unconditional logistic regression model is widely used.

Let the separation hyperplane separate the linearly separable sample set T = {(xi, yi), i = 1, ..., N} correctly, that is

[image: image]

The classification interval of the separation hyperplane is defined as

[image: image]

Among

[image: image]
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Indicates the distance between the sample points and the decision surface equation. To maximize the hyperplane classification interval d, it can be transformed into a set of w &b to minimize ||w||. For the later calculation aspect, it is transformed into a set of w & b, which minimizes ||w||2. When the similarity between the collected characteristic information of infant's physical condition and a disease in the case information database is 0, the infant does not have the disease; when the similarity is not >0.4, the infant's physical condition is sub-healthy for the disease; when the similarity is >0.4, the infant is suspected to have the disease. Judgment of infant's physical health or suspected illness, when the similarity between the collected infant's physical condition characteristic information and all the illnesses in the case information base is 0, the infant is healthy; If the similarity of all diseases is not <0, i and not more than 0.4, the child's body is in a subhealth state; If the similarity of all diseases is not <0.4, the infant suffers from diseases, and the disease with higher similarity value is taken as the preliminary diagnosis result.

Different machine learning algorithms are obtained due to different function selection. However, the training process of logistic regression algorithm is to train each weak classifier in step form, and then combine the weak classifiers into strong classifiers in a certain way to obtain the comprehensive prediction results, as shown in Figure 2.


[image: Figure 2]
FIGURE 2. Training flow chart of logistic regression algorithm model.


Considering the model principle and the data characteristics of this study, the logistic regression algorithm in machine learning algorithm will be used to construct the model of infant health diagnosis and intelligence development, and to find the most suitable model for infant health diagnosis and intelligence development.



INFANT HEALTH AND INTELLIGENCE DEVELOPMENT


Intelligent Diagnosis and Disease Treatment
 
Identification of Young Children

With the development of information technology, there are more and more forms of identification technology, which can be summarized into the following three categories: the first category is the things you can know, such as passwords, which are easy to crack and have the lowest relative security; The second category is the things you can own, such as smart cards, which are not easy to save, easy to lose, and low in security. The third category is the personal characteristics held by everyone, such as face and iris. These characteristics are unique to everyone. Compared with the first two categories, the third category is more trustworthy. Ensure the nutrition requirement of the first rapid proliferation of brain cells in the fetal period, and increase the number and quality of brain cells as much as possible with sufficient and high-quality nutrition. Pregnant women should pay attention to strengthening nutrition, eating reasonably and supplementing folic acid and trace elements such as zinc, iron, and copper. Iodine deficiency leads to dementia, and iodine deficiency areas should pay special attention to iodine supplementation. The important role of early education can't be replaced and compensated by any other form of education in the future. Long-term emotional stress and anxiety of pregnant women, fright, fear, sadness, high-dose radiation, organic mercury, lead and other toxic substances, tobacco and alcohol, virus infection, pregnancy poisoning, diabetes and hypothyroidism, taking phenytoin sodium, antithyroid drugs, perinatal hypoxia, and birth injury, etc. Grasp the “best age,” that is, it is easier to learn certain knowledge or behavior at a certain age, faster to master and better to remember, and to carry out education in advance or delay, and the effect is far less than the best age. For babies, the facial movements should be trained first. Modern scientific research has proved that the more and more complex fingers move, the more they stimulate the brain, thus promoting the development of intelligence, so we should pay attention to the training of child's facial movements.

The specific steps of children's face training or recognition algorithm are as follows:

① Connect the camera.

② Camera device captures children's faces.

③ Extract and mark the captured children's faces.

④ For face training, name the captured child's face and store it in the child information database for training. For face recognition, compare the captured child's face with the child's face in the child information database. If the comparison is successful, extract the child's student status number, name, and other information; otherwise if you choose to continue, carry out infant face training. If you choose to end, carry out the next step.

⑤ End.



Children's Physical Condition Information Collection

Children's physical condition information collection is the premise of intelligent diagnosis of children's physical health. Its collection includes temperature acquisition, cough, diarrhea, runny nose, and so on. Genetically speaking, the development of human brain is influenced by genes and environment. The structure and function of brain are directly related to the quality of genes, but also influenced by environmental factors. Brain development is a process that determines the gradual expression of genes in the brain. In the process of gene expression, unfavorable or even harmful environmental factors can inhibit gene expression, causing brain development disorder or damage, while appropriate and favorable environmental factors can effectively promote gene expression, making the brain structure and function develop fully and perfectly. Early education is the most effective environmental stimulation factor to promote brain development, which can fundamentally improve the fine structure and function of brain, make it fully developed and perfect, not only improve the development quality of normal brain, but also significantly improve the intelligence level of mentally retarded people. Emphasize the nutritional conditions and further improve the quality of brain cells. Breast milk is the most ideal natural food, and breastfeeding is the most concerned issue in all countries today. The WHO requires that babies should be breastfed for at least 4 months after birth, just to meet the nutrition needs of the second rapid proliferation of brain cells. There are some differences in the reports about the influence of diet on physical development in different places. In some places, it is reported that children are eating too much animal protein at present; in some areas, children are eating too much plant food, and the proportion of nutrition intake among children in different areas is also different.

Strengthen the healthcare of infants' physical and mental health development. Infant immune system is imperfect and prone to diseases. Many diseases affect intellectual development. Therefore, active prevention and treatment should be carried out to minimize the occurrence of diseases and shorten the course of disease, so as to ensure the healthy development of the brain. In the past, when talking about the impact of diet on children's physical development, people immediately thought of malnutrition, which is indeed a very important aspect. How to ensure the healthy growth and development of children on the basis of solving the problem of malnutrition? There are many literature reports that with the improvement of material living standards, there are many new problems in children's physical development in China, such as children's obesity, anemia, precocity, physical decline, and so on. The non-contact infrared thermometer is used to obtain the temperature of children, which is wirelessly sent to the wireless receiver and stored in the collection unit of children's physical and mental health development. The utility model has the advantages of high accuracy of the measured body temperature. After obtaining the temperature of children, analyze whether the temperature is normal based on medical knowledge, and analyze the degree of fever for abnormal temperature. Biological studies have confirmed that the diet structure is closely related to children's physical and psychological growth and development, and is related to the occurrence of many diseases. In this paper, based on machine learning method, children's identity is recognized by automatically collected physical condition data and faces, and children's health status is diagnosed by case-based reasoning by using physical condition data of children. However, only for sick children, the treatment scheme of over-the-counter standing drugs is given by man–machine combination according to their severity. Therefore, on the basis of the proposed training method of intelligent infant health diagnosis and intelligence development, this paper designs an intelligent infant health diagnosis and intelligence development device. This research device has strong reliability and diversified functions, which are beneficial to the infant's health and intelligence development, but there are still some areas that need further research. Even people's personality characteristics, ability tendency and intelligence level are also related to diet. Chinese children's unreasonable diet has various manifestations. According to the literature, the main reason is that the food is too delicate and destroys the content of vitamins and minerals of the food. The relationship between unreasonable dietary structure, nutritional imbalance, and intellectual disability has been recognized by the society, such as iodine deficiency and intellectual disability, and the impact of zinc deficiency on intelligence. However, how to make children with normal development have better intelligence has not attracted extensive attention from the society. The children's perception and cognitive ability, as well as the flexibility and accuracy of children's hands, are trained through three links: self-study of human meridians and acupoints, chapter test, and game breakthrough. Comparative analysis shows that the proposed method can integrate learning, entertainment, and healthcare, and play a role in enhancing the physical and mental health of children and also in developing the children's intelligence.




Results and Analysis

After the original data are processed by SMOTE algorithm, the new dataset is modeled by the same method and its performance is compared. The recall rate, f-score, accuracy, and Area under curve (AUC) of the random forest model are higher than those of the other two models, and the specific results are shown in Tables 1, 2.


Table 1. The comparison of the performance of data after three classification models applied to health information statistics for children's health diagnosis and intelligence development.

[image: Table 1]


Table 2. The performance comparison of data processed by health diagnosis and intelligence development of children with three classification models applied to health information statistics.

[image: Table 2]

Through the investigation of kindergarten a, the specific results of children's physical condition are shown in Table 3.


Table 3. Comparison of health diagnosis and intelligence development of children in kindergarten a.

[image: Table 3]

In the process of infant health diagnosis and intelligence development based on machine learning and health information statistics, the accuracy, precision, recalls rate, F1 value, and AUC value are used to evaluate the effects of basic data model and combined data model. By constructing Logistic regression model, the results are shown in Table 4 and Figures 3, 4.


Table 4. Logistic regression model evaluation of basic data and combined data.

[image: Table 4]


[image: Figure 3]
FIGURE 3. Health information statistics of logistic regression combined data and basic data.



[image: Figure 4]
FIGURE 4. Health information statistics of logistic regression combined data and basic data.


By comparing the modeling results of basic data and combined data, it is found that there is an obvious gap between the modeling results of basic data and combined data. The AUC of the test set of combined data is 83.66%, and that of the test set of basic data is 81.33%. In logistic regression modeling, the AUC of the combined data model is 2.33% higher than that of the basic data, and the accuracy, accuracy, recall F1 values are also greatly improved, indicating that the precision of the model is also improving accordingly. It can be seen from the observation figure that the gap between the AUC results of the training set and the test set is small in the combined data and the basic data, and there is no obvious gap between the accuracy, recall, and F1 value of the training set and the test set of the combined data and the basic data, indicating that there is no overfitting phenomenon in the model.

Using basic data for modeling, the optimal parameters and model evaluation results of different kernel functions are obtained. Get Working characteristic curve (ROC) curves of different kernel function test sets and training sets, as shown in Figures 5–7. At the same time, the accuracy, precision, recall rate, F1 value, and AUC value of each model are shown in Table 5.


[image: Figure 5]
FIGURE 5. Curve representations of three kernel functions of machine learning basic data and health information statistics.



[image: Figure 6]
FIGURE 6. Curve representations of three kernel functions of machine learning basic data and health information statistics.



[image: Figure 7]
FIGURE 7. Curve representation of three kernel functions of machine learning basic data and health information statistics.



Table 5. Optimal parameter combination of different kernel functions modeling results of machine learning basic data and health information statistics.

[image: Table 5]

As can be seen from Figures 5–7, the test set accuracy of Gaussian kernel function is 74.54%, which is <83.72% of polynomial kernel function, but the recall rate and F1 value of polynomial kernel function are low, indicating that although polynomial kernel function ensures the model precision, the recall rate is low. In addition to the accuracy, other indexes of Gaussian kernel function are the best; especially the AUC of the test set of Gaussian kernel function is 82.57%, which is the largest among all kernel functions. The gap between the training set and the test set of the three SVM kernel functions is small, indicating that there is no fitting phenomenon in the training process. Through comprehensive comparison and analysis, the Gaussian kernel SVM model with C = 1 and gamma = 0.01 is finally selected as the best model for basic data modeling.

Using the combined data to model different kernel functions of SVM, the optimal parameters and model evaluation results of different kernel functions are obtained. The values of accuracy, precision, recall, F1, and AUC are shown in Table 6. Meanwhile, ROC curves of different kernel functions are shown in Figures 8–10.


Table 6. Modeling results of different kernel functions of SVM under machine learning combined data.

[image: Table 6]


[image: Figure 8]
FIGURE 8. The ROC curve representation of three kernel functions under machine learning combined data.



[image: Figure 9]
FIGURE 9. The ROC curve representation of three kernel functions under machine learning combined data.



[image: Figure 10]
FIGURE 10. ROC curve performance of three kernel functions under machine learning combined data.


As can be seen from Figures 8–10, in the machine learning algorithm, the accuracy of Gaussian kernel function is slightly less than polynomial kernel function and Sigmoid kernel function, but other indexes are the best, and the gap between the test set and training set of SVM model of Gaussian kernel function is small, which shows that the model has hardly been fitted. According to the comprehensive comparison of index accuracy, precision, recall rate, F1 value, AUC value, and fitting effect, we finally choose the Gaussian kernel SVM model with C = 1 and gamma = 0.01 as the best model for combined data modeling.




CONCLUSIONS

Children's health level and intellectual development level are the basis of children's other aspects. Although the current products can carry out children's morning examination and daily management of kindergartens, with the development of modern information technology, it is necessary to design a product to integrate children's health examination and intellectual development, as well as learning and entertainment. Based on the training methods of intelligent children's health diagnosis and intelligence development based on machine learning and health information statistics, this paper designs children's intelligent health diagnosis and intelligence development device. The research device of this subject has strong reliability and diversified functions, which is conducive to children's physical health and intelligence development, but there are also places that need to be further studied. Based on machine learning, several basic learners are integrated to train and predict the data, and the prediction effect is usually better than the traditional machine learning model. The method of intelligent infant health diagnosis and man-machine combination for infant disease treatment is proposed. This method recognizes the identity of children through the automatically collected physical condition data and face, uses the child's physical condition data to diagnose the child's health condition based on case-based reasoning, gives the treatment scheme of over-the-counter standing drugs for the sick children according to their severity, and publishes the diagnosis results and treatment suggestions to parents through WeChat platform.
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The popularity of mobile gaming has become a common sight in rural areas, and the problem of left-behind children's mobile gaming has become the biggest challenge faced by rural education, and has become a hot topic in the education sector and society. The stage of left-behind children is the golden period of learning and growth. However, this stage is also the period when they have the greatest fluctuations in their ideology due to various factors such as guardians and youths. With the development of big data, it has been applied to various aspects of people's life. This article is mainly based on qualitative research, with the interview and observation as the main methods, supplemented by a questionnaire survey method. In the empirical analysis part, this article has a certain degree of expansion in data selection and research methods. Compared with previous studies, we increased the scale of the research data, making the research results more meaningful. In the research method, the ordinary least squares method (OLS), the propensity score matching method (PSM) and the two-stage least square method (2SLS) are used, and multiple control variables are selected. The factor analysis of the original scores of the historical knowledge test and the original scores of the two-dimensional cultural value evaluation are carried out to obtain the factor scores of cognitive ability. The emotion of the child is expressed by the depression score, and factor analysis is also performed on the depression score. Cognitive abilities refer to reasoning or thinking, processing speeds, and one's ability to solve problems in novel situations, independent of acquired knowledge. OLS regression results show that left-behind children are inferior to non-left-behind ones in cognitive ability. Moreover, left-behind children are more likely to be emotionally depressed. And whether the children are accompanied by migrant or rural parents, there is no significant difference in their cognitive ability and emotions. Because there are unobservable factors that affect whether children are left-behind and children's cognitive abilities and emotions, the sample may have a self-selection bias. This research focuses on the phenomenon of left-behind children's mobile gaming, revealing the compromised cognitive abilities of these marginalized children groups. Our study might put a wake-up for authorities on the education in rural areas.

Keywords: rural economy, social mobile games, left-behind children, cognitive impact, big data


INTRODUCTION

In recent years, various mobile games have been surging and swept across the country with strong momentum. As of 2019, the number of mobile Internet users in China was 847 million, an increase of 29.84 million from the end of 2018. The proportion of Internet users using mobile phones to access the Internet has increased by 99.1% from 98.6% at the end of 2018 (1). Among the netizens, the students are the most. Among them, the netizens with junior high school, high school/technical school/technical school degrees accounted for 38.1 and 23.8%, respectively; the netizens with college, university, and undergraduate education accounted for 10.5%, respectively. It can be seen that junior high school students use the Internet more often (2). As of June 2019, the number of national online game users reached 494 million, an increase of 9.72 million from the end of 2018, accounting for 57.8% of the total netizens; the number of mobile online game users reached 468 million, an increase of 8.77 million from the end of 2018, accounting for 55.2% of mobile netizens (3). From this point of view, mobile Internet users will play some mobile games to a certain extent, and mobile games are very popular among junior high school students. The survival of marginalized children's mobile gaming has become a common sight in rural areas, and the problem of marginalized children's mobile gaming has become the biggest challenge faced by rural education, and has become a hot topic in the education sector and society (4). Marginalized children incorporate hand-held games into their lives. Hand-held games have become a way of life and another living space for them. In the process of playing hand-held games, they have generated their own culture and civilization, forming a distinctive two-dimensional cultural landscape (5). However, the outside world's understanding of mobile games is still living under moral “panic.” Therefore, mobile games have raised various criticisms, ignoring their positive significance and inherent cultural value of mobile games. This research cuts into the phenomenon of mobile games of left-behind children in rural areas from the perspective of the two-dimensional culture, which has theoretical penetrating power and profoundness (6).

The mobile game survival phenomenon of left-behind children in rural areas is a product of the times and a generation that has been “sacrificed” under social structural reforms. At the same time, the phenomenon of marginalized children's mobile game survival is the primary issue that rural education needs to face directly, and requires sufficient attention from the education sector (7). For mobile games, we should get rid of all kinds of prejudices and panic, look at new things with a rational and dialectical perspective, attach importance to their derived cultural functions historical values, understand their inner spiritual needs and respect their cultural choices and the right to play, and what needs to be done is to guide rather than prohibit. The evolution of civilized and restrained hand demonstrations of left-behind children in rural areas requires a multi-faceted effort. Family education and school education are the top priorities, and then changes in the social structure, social environment, and ethos are the most important to solve the root of the problem (8). At the same time, there are data showing that the playtime of left-behind children is significantly higher than that of non-left-behind children: “playing 4–5 hours a day” accounted for 18.8 and 8.8%, respectively, and “playing more than 6 hours a day” accounted for 18.8% respectively (9). Therefore, marginalized children have become the main force among young players. The survival of marginalized children in mobile games has aroused the attention of all parties and the appeal of experts, setting off a wave of “turbulent waves.” Under the panic of “playing mobile games is sapping the spirit” the government, experts, society, and distressed parents tried to find various measures, but with little effect (10).

The mobile game survival phenomenon of left-behind children in rural areas has attracted attention from all quarters. However, by searching the literature on mobile games and the two-dimensional culture, it was found that the two overlapped very little. The factor analysis of the historical knowledge level and the two-dimensional cultural value evaluation are carried out to obtain the factor scores of cognitive ability. The emotion of the child is expressed by the depression score, and factor analysis is also performed on the depression score. Therefore, this research analyzes the behavior of the marginalized children's hand march from sociology, and takes an insight into the fetters of the marginalized children and mobile games from the perspective of the two-dimensional culture, explores the deep-level educational sociology of the phenomenon, and at the same time reveals the mobile games. The nature of the phenomenon and the cultural connotation it contains not only provide theoretical results for the research on the phenomenon of left-behind children's mobile games, but also inject blood into the theory of the two-dimensional culture and keep pace with the times. Through the investigation and research on the phenomenon of left-behind children's mobile games, it helps us understand the deep-seated needs and living conditions of left-behind children's mobile game players in the virtual game zone, to better guide the gaming behaviors of left-behind children, and at the same time, to provide a new way out and a new reference for solving the problem of left-behind children's mobile game addiction, and to trigger thinking about rural education and the education of left-behind children.



RELATED WORK

Some scholars' research on the two-dimensional culture and film is basically focused on aesthetics. They believe that two-dimensional culture changes the aesthetic style of domestic films. This change is manifested in: first, the characterization of characters. The characters are set with “cute” as the element and tend to be soft and beautiful. Second, time and space reconstruction. Using virtual reality (VR) technology to create a virtual space-time, this space-time can travel through different eras, and achieve the ideal utopia for human beings. Third, the method of film narration uses ACG elements. Of course, there are also changes in audiovisual language, values, and plot settings. Wang (11) believes that the two-dimensional culture has an impact on the concept, audience change, and aesthetic aspects of film and television creation. Recent advances in information technologies and data science have enabled convenient access, storage, and analysis of massive on-site measurements, bringing about a new big-data-driven research paradigm (22). With the development of Internet of Things (IoT), 5G, and cloud computing technologies, the amount of data from manufacturing systems has been increasing rapidly (23).

In terms of film aesthetics, Fu and Zhao (12) elaborated on the influence of the two-dimensional culture on the aesthetic tendency of films from three aspects: character image, time and space landscape, and value concept. Next, Li et al. (13) believed that the two-dimensional culture has the effect of reducing the aesthetic cracks in the film aesthetics and enhancing the value of the characters, but at the same time it also has the negative effect of excessive commercial consumption and disintegrating the character archetypes. He believes that the two-dimensional culture has brought unique creation to the film. The method also brings a relaxed, cheerful, vigorous and youthful values that are different from the traditional ones, and establishes a unique aesthetic outlook. Niu et al. (14) inherited the research of predecessors and elaborated on film techniques, film styles and film values, and proposed a kind of aesthetic and healing film aesthetic values. He believed that under the influence of the two-dimensional culture, the narrative method and aesthetics of the film have changed a lot, and the two-dimensional culture is the source of motivation for creating excellent movies to integrate the two and avoid being symbolized and conceptualized as the research focus. Researchers believe that the two-dimensional culture has a negative impact on college students who are self-proclaimed and detached from society. On the basis of questionnaire surveys, they understand their psychological needs, and put forward corresponding countermeasures and opinions from schools, families and themselves (18). Li et al. (15) explained that the “cute” factor in the secondary culture can dispel the “scars” and “cruel” gray tones of traditional youth movies, blend the aesthetics of business, culture, and audiences, and then propose movie narratives which is influenced by the two-dimensional culture. It has a personality and reflects the unique aesthetic style of youth. At the same time, in the pursuit of youth, there is a mentality of escaping from reality and confusion, and a cultural mentality that is both lost and recognized. Regarding the two-dimensional culture to promote the development of movies, Liu and Zhou (16) proposed that according to the characteristics of the two-dimensional culture, it should pay attention to learning from and absorbing its outstanding characteristics, and on this basis, form its own unique style to promote the creation and development of film and television.

In terms of countermeasures to reduce the impact of the two-dimensional culture on students, Yue et al. (17) believes that the two-dimensional virtual culture has unique characteristics, attracting a wide range of young people to join, and also leading to the emergence of primary school students' “Internet addiction”: improving laws and strengthen supervision; parents strengthen education, supervision and care for their children; schools strengthen quality education and enrich after-school life; providing a good growth environment. The research is more specific-self-awareness. It is proposed that the different types of secondary culture and the length of contact time have different effects on the development of self-awareness of junior high school students. The corresponding countermeasures are presented: updating concepts and improving media literacy awareness; secondary media self-discipline, ingenious two-dimensional resources; forming educational synergy to promote media literacy education; giving full play to the main role of junior high school students to improve students' self-awareness level (19, 20). In terms of information dissemination, some scholars have their own unique opinions. They believe that under the influence of the two-dimensional culture, the information they choose is to blur the boundaries of countries, ethnicities and regions, but at the same time they have a strong patriotic sentiment and pay attention to national current affairs. However, they remain skeptical of the official information, and hope that the Internet will answer this. Moreover, they remain calm about the information and do not blindly follow the trend, but they pay more attention to their own interests (21).



CONSTRUCTION OF A MODEL OF THE COGNITIVE IMPACT OF SOCIAL MOBILE GAMES ON LEFT-BEHIND CHILDREN


Cognitive Levels of Left-Behind Children

After several developments, the original connotation is no longer there, but the group of left-behind children has received more and more attention. Left-behind children are the product of the urban-rural dual structure. They are both disadvantaged groups and “marginal people.” Their educational problems and generation methods touch the nerves of society and are difficult to ignore. Figure 1 shows a schematic diagram of the cognitive measurement model for left-behind children.


[image: Figure 1]
FIGURE 1. Schematic diagram of the cognitive measurement model of left-behind children.


The first measurement model used in this article is ordinary least square (OLS). Ordinary least squares estimation is to find the estimated values of the parameters, so that the sum of squared deviations of the below formula can be minimized. In the formula, the weight of each square term is the same, which is the parameter estimation method of ordinary least squares regression.

[image: image]

The explanatory variable is a definite variable, not a random variable; the random error term has zero mean, same variance, the random error term is not correlated with the explanatory variable; the random error term obeys zero mean, same variance, and zero covariance normally distributed, ordinary least squares estimation is a linear unbiased estimation of the minimum variance of the regression parameters.

[image: image]

Among them, y is the explained variable, including children's cognition and depression (emotion), children is the attention variable, which represents the type of child. Taking the non-left behind children as the benchmark group, we construct left-behind children relative to non-left behind and migrant children relative to each other. As a binaryz duzmmy variable for non-left behind children, X is the control variable, including the child's gender, child's age, education investment in the child in the past year, mother's childbearing age, father's childbearing age, mother's years of education, and father's years of education and per capita net income of the household last year, it is a random interference term.

[image: image]

In order to control the self-selection problem, this paper introduces a propensity score matching model. The basic idea is to find similar individuals in the treatment group (left-behind children/migrated children) in the control group (non-left behind children). The probability of these individuals becoming left-behind children/migrated children is similar and comparable, and can be matched and estimated.

[image: image]

Specifically, the binary treatment variable divides the children in the sample into two groups. For the child individual i (i = 1, 2, …, N), it means that the child is a non-left behind child/migrated child (treatment group), it means that the child is a non-left behind child (control group). There are two potential outcome variables, x(0) and x(1). As shown in formula, the average processing effect of left-behind children/migrating children interested in this article on cognitive level and emotion is:

[image: image]

Among them, E[Y(1)|D(i) = 1] is the counterfactual mean value that cannot be obtained from the observable information. Generally, E[Y(1)|D(i) = 0] can be used instead, but this method will cause self-selection bias due to factors that affect the type of children and also affect cognitive ability and emotion. The idea of propensity matching score can solve this selective bias.

[image: image]

The propensity matching score needs to meet two conditions. The first hypothesis is the conditional independence hypothesis. The content of this hypothesis is that given a series of control variables, the value of the result variable Y(i) is independent of the binary processing variable D(i). The second hypothesis is the common support, that is, the value ranges of individual propensity scores of children with the characteristics of the control variables overlap. If the assumptions are meet, such as the formula, the average processing effect of left-behind children/migrated children on cognitive level and emotion is:

[image: image]

Since whether a child is a left-behind child or a migrant child is affected by the choice of parents who go out to work, at the same time, whether the parents go out to work will also affect the child's cognition and emotion, the ordinary least squares method has endogenousness. Table 1 shows the cognitive level distribution table of left-behind children. Therefore, this paper introduces the child type instrumental variable—the proportion of the labor force in the village who go out to work in the total labor force, and uses the two-stage least squares method (2SLS) to solve the endogenous problem of the model.


Table 1. Cognitive level distribution table of left-behind children.
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Operating Elements of Social Mobile Games

A narrowly defined mobile game refers to a form of the game that can only be run on mobile phones. In a broad sense, mobile games refer to a form of games that can be run on mobile phones and various devices. With mobile phones as the carrier, it is mobile, so it is also called mobile games. With the popularity of mobile phones and the Internet, mobile games have become more popular than ever. There are many types of mobile games and various fancy styles, but Multiplayer Online Battle Arena (MOBA) mobile games are strong and popular among gamers. Among them, “Honor of Kings” is a milestone in MOBA mobile games, pushing MOBA mobile games to a climax. MOBA, also known as a tactical competitive game, is based on strategy and teamwork, emphasizing competition and cooperation. “Honor of Kings” combines role-playing, battlefield kills, intellectual victory, teamwork, and social attributes into one. It not only meets the needs of players for “happy enmity” and a vivid battlefield, but also meets friends and emotions of the need for communication. Table 2 shows the analysis of operating elements of social mobile games.


Table 2. Analysis of operating elements of social mobile games.

[image: Table 2]

In people's communication activities, meaningful gestures have begun to work. Significant gestures related to the use of symbols always presuppose that everyone involved in communication activities has the ability to imagine their actions from the standpoint of others and to play the role of another. In symbol communication, people interpret each other's attitudes and actions based on the meaning produced by the interpretation of symbols. The process of human communication involves actors constantly making self-conscious adjustments to the actions of others, that is, repeatedly adapting to each other's actions through definition and redefinition, interpretation and reinterpretation. The application of symbolic interaction theory in this research is embodied in two aspects. On the one hand, the interaction between left-behind children in rural areas and groups in the life world is affected by symbolic interaction theory, including both peer groups and their guardians; on the other hand, the interaction between children and the group in the network virtual space is influenced by the theory of symbolic interaction, and the group mainly includes managers and other game players. When a teammate shows contempt for the equipment of left-behind children in the countryside, they tend to spend more money to buy the equipment. When other players pursue a certain hero, the marginalized children will make the same approach as other game players, and tend to choose the hero.



Cognitive Impact Model Optimization

The mobile game market has become popular recently, which has brought huge economic benefits and also caused a certain negative impact. Among them, marginalized children, as a vulnerable group, are deeply affected when they come into contact with this mobile game. Therefore, this article first defines related concepts such as “left-behind children in rural areas” and “cognition.” The research object is identified as left-behind children in rural areas. Through in-depth interviews with them, we can understand their views on mobile games and their attitudes toward the historical figures in the design. In order to dig out the impact of mobile games on the cognition of left-behind children in rural areas, we further analyze the reasons for this impact, and propose practical and feasible measures to resolve the negative impact. Secondly, we carry out relevant literature collection and draw on the research of related scholars on games and marginalized children. In the model estimation of the left-behind children, the standardized deviations after the control variables were matched were all reduced to <10% except for the quadratic term of the father's age, and the t-test results were not significant, that is, the model estimation of the left-behind children satisfies propensity matching to score the assumption that the control variables of the treatment group and the control group are balanced. Figure 2 shows the distribution of the standardized deviation curve of the cognitive impact model. In the model estimation of left-behind children, the standard deviation of most control variables after matching fell below 10%. Although the per capita net income of the family is above 10%, it has dropped a lot from the 24.3% before matching. We satisfy the assumption that the control variables of the propensity matching score treatment group and the control group are balanced.


[image: Figure 2]
FIGURE 2. The distribution of the standardized deviation curve of the cognitive impact model.


This article mainly adopts qualitative research methods, including the interview method, and observation method. We read a large number of literature materials, based on previous studies, through induction, comparison, analysis and other steps, to understand the current academic research on the impact of mobile games on marginalized children's cognition abilities, and put forward our research direction, and refer to relevant research results in a targeted manner. It is a face-to-face purposeful conversation between the researcher and the researchee. According to whether the interview is structured or not, it is divided into structured interviews, semi-structured interviews and unstructured interviews. This study mainly adopted a semi-structured interview method, and mainly selected six marginalized children as interview subjects. During the survey process, as participants, we carefully observe the emotional expression of marginalized children during interviews, and observe the family environment of the left-behind children in rural areas to understand the family's educational atmosphere, and observe their verbal expressions when answering questions to prove the authenticity of the answers.




APPLICATION AND ANALYSIS OF THE MODEL OF SOCIAL MOBILE GAMES' COGNITIVE IMPACT ON LEFT-BEHIND CHILDREN


Cognitive Analysis of Left-Behind Children in Rural Areas

According to the research objectives, this article mainly focuses on the development of questionnaires for left-behind children in rural areas. Distributed 466 questionnaires for students, 349 for left-behind children, 117 for non-left-behind children, excluding 8 doodles and incomplete questionnaires, and 115 valid questionnaires for non-left behind children were recovered. The recovery rate was 98.2%. There were 343 left-behind children, and the recovery rate was 98.3%. It also conducts a scientific and systematic analysis of the statistical data, provides a factual basis for the education status of left-behind children in rural areas in the region, and provides microdata support for the study. This article mainly compiles the questionnaire from the basic structure of the family of left-behind children and non-left behind children, the strength of family nurturing functions, and the children's performance in historical knowledge level and two-dimentional cultural value evaluation. The basic structure of the child's family includes who the guardian is at home, the education level of the guardian. Whether it is an only child, the parenting function of the family includes the care and supervision of guardians and parents of migrant workers in their children's historical knowledge level and two-dimensional cultural value evaluation, which includes the level of knowledge about historical figures and stories (such as narrative, ancient poetry, extracurricular reading, etc.), as well as attitudes and evaluations related to two-dimensional culture. Figure 3 shows the histogram of the cognitive assessment scores of left-behind children in rural areas.


[image: Figure 3]
FIGURE 3. Histogram of cognitive ability scores of left-behind children in rural areas.


It can be seen that about 86.1% of left-behind children are taken care of by their grandparents (grandparents or grandparents), about 8.7% of left-behind children are taken care of by uncles and uncles (or relatives), and left-behind children living alone account for 5.2% of the total number of left-behind children. After controlling for the endogenity of the model, the type of child has no substantial effect the performance in historical knowledge level. The significant effect in the OLS model is due to the inclusion of other uncontrolled unobservable factors. The gender of children has no significant effect on their original scores on the performance in historical knowledge level, but for every year the children's age increases, their original scores on historical knowledge test increase by 1.447 on average, and this result is significant at the 1% level. Table 3 shows the standardized deviation distribution of the control variables before and after model matching.


Table 3. Standardized deviation distribution of control variables before and after model matching.
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There is no significant impact on children's educational investment, mother's childbearing age, mother's childbearing age square item, father's childbearing age square item, mother's years of education, and children's performance in historical knowledge level test raw scores. The original score on the historical knowledge test was reduced by 0.275, and this result was significant at the 10% level. For every additional year of the father's education years, the original score on the children's historical knowledge level test increases by an average of 0.195, and this result is significant at the 1% significance level. Household net income per capita has no significant effect on the raw scores of children's historical knowledge test.



Evaluation of Social Mobile Games in the Rural Economy

Because of regional differences and informants are affected by some objective conditions, the subjects of the interview program are only students in 11 classes from the second to sixth grade of elementary school, of which there are two classes in each of the second, third, fourth, and fifth grades, 51 informants were obtained by purposeful sampling. The number of each class are: 44 in class 2 (1) and 11 left-behind children; 47 in class 2 (2) and 12 left-behind children; 41 in class 3 (1) and 8 left-behind children; class 4 (1) with 46 people, 10 left-behind children; class 4 (2) with 45 people, 14 left-behind children. There are 42 students in the class and 12 left-behind children. There are three classes in grade six, each with 40 students in class six (1) and nine left-behind children; 39 students in class six (2) and 10 left-behind children; 40 students in class six (3) and 13 left-behind children.

Figure 4 shows the cognitive fan distribution of left-behind children among the explained variables. The child's cognition in the explained variable uses a set of two-dimensional culture value questions and a set of historical questions to test and evaluate the cognitive level of all respondents who need to complete the self-answer questionnaire (that is, children aged from 10–15 years old). The factor analysis of the original scores of the historical test and the original scores of the two-dimensional cultural evaluation test is carried out to obtain the factor scores of cognitive ability. This article's measurement of children's emotions (depression) combines six related questions in the questionnaire: “How often did you feel depressed, and unable to do anything when you played “Honor of Kings”? How often did you feel nervous when you played “Honor of Kings”? How often did you feel restless and difficult to stay calm when you played “Honor of Kings”? How often did you feel hopeless in the future when you played “Honor of Kings”? How often did you find it difficult to do anything when you played “Honor of Kings”? When you played “Honor of Kings”, do you think life is meaningless?” According to their own circumstances, the interviewees chose the answer that best suits them among the answers: “never, sometimes, half the time, often, almost every time.” For answering option: “never = 1 point; sometimes = 2 points; half the time = 3 points; often = 4 points; almost every time = 5 points”. This article uses two measurement methods. The first is to add the answers to the six questions to the depression score, and the second is to perform factor analysis on the answers to the six questions to obtain the factor score of depression.


[image: Figure 4]
FIGURE 4. Cognitive abilities distribution of left-behind children among the explained variables.




Example Application and Analysis

It can be seen that the average original score of the historical knowledge test for the full sample is 10.51 points, that is, 10.51 of the 24 questions for non-left children with registered permanent residence are answered correctly, but the standard deviation is 4.53, and the fluctuation is large. A total of 34 test questions were designed for the two-dimensional cultural value evaluation. On average, 20.81 questions were answered correctly by non-left children, but the standard deviation was 7.51, and the scores between children were quite different. The children's total scores for the 6 emotional questions answered were 26.99 points. The overall children interviewed had a more positive emotional state. Figure 5 shows a line graph of cognitive ability factor and scores depression factor scores for different data points. Cognitive ability factor scores and depression factor scores are derived from factor analysis, and the mean value is 0, and the variance is both 1.


[image: Figure 5]
FIGURE 5. Line chart of cognitive ability factor scores and depression factor scores for different data points. The *symbol indicates the child who takes the cognitive ability test. Y-axis indicates score. There are 51 children in the test.


Among the interviewed children, non-left children, left-behind children, and migrant children accounted for 31, 49, and 20%, respectively. The proportion of non-left children was very high, and the proportion of left-behind children was the lowest. Among the interviewed children, boys accounted for 53% and girls accounted for 47%. There were slightly more boys than girls, all aged from 10–15 years old. The average education investment per child is 1,600 yuan per year, and the average education investment is at a relatively low level, and the standard deviation is 2.65, which is quite fluctuating. The average childbearing age of the interviewed mother is 26.34 years old, and the father is 28.03 years old. The average childbearing age of fathers is slightly higher than that of mothers. The average childbearing age is within the normal range, but the minimum childbearing age of the interviewed mothers is 20 years old and the youngest father is 22 years old. Similarly, some villagers do not have a scientific understanding of the issue of childbearing age. The mother's average education years is 8.22 years, and the father's 9.82 years. The parents' educational level is relatively low, and the grandparents' education years are at least 1 year, which is basically equivalent to ignorance. This will definitely have a negative impact on the children's cognition. Parents with low educational level generally get married and have children earlier. The average per capita net income of households is 6,350 yuan, which is much lower than the urban per capita income level, indicating that the national urban-rural income gap is still not optimistic. The standard deviation is 5.97, indicating that the per capita net income of the interviewed households is also very different.

The average proportion of the labor force working outside the village is 33.48%. There is a large gap in the proportion of the labor force going out in different regions. This is directly related to the imbalance in national economic development. It is also mentioned in the analysis of the current situation of children that the economically backward central and western regions have a relatively high proportion of migrant workers, while the economically developed eastern regions are much lower. Left-behind children are also mainly concentrated in the central and western regions, and in the economically developed regions. Figure 6 shows a three-dimensional histogram of the average cognitive ability scores of left-behind children in different age groups. The average depression scores of non-left behind children, left-behind children, and migrant children were 77.11, 86.37, and 66.96, respectively. From descriptive statistics, it can be seen that non-left behind children rarely have depression, followed by children with migration. Left-behind children are most likely to have depression emotions. The depression score is the direct sum of the interviewed children's scores for answering six questions, and the depression factor score is a factor analysis, which is equivalent to standardizing the interviewed children's depression scores, which can be seen from descriptive statistics. The scores of depression factors of left behind children are the highest, and non-left behind children are the lowest.


[image: Figure 6]
FIGURE 6. A three-dimensional histogram of the average cognitive ability scores and depression factor scores of left-behind children in different age groups.


Figure 7 shows the distribution of the significance level of the cognitive ability test for left-behind children. On the premise that other conditions remain unchanged, the average original score of left-behind children in the two-dimensional cultural value test is 0.585 lower than that of non-left children, but this result is not statistically significant. On average, the original scores of male children's two-dimensional cultural value evaluation tests are 1.308 lower than female children, and this result is significant at the 5% level. However, gender has no significant effect on the original scores of two-dimensional cultural value test. Every time the child's age increases by 1 year, the original score of the two-dimensional cultural value test will increase by 1.435 on average, and this result is significant at the 1% significance level. For every additional 1,000 yuan invested in children's education, their original two-dimensional cultural evaluation scores increase by 0.195 on average, and this result is significant at the 5% level of significance. For every additional year of mother's years of education, the original score of the children's two-dimensional cultural value test increases by an average of 0.177, and this result is significant at the 5% level. For every year of father's education, the average increase of the original score of the children's two-dimensional cultural value test is 0.458, and this result is significant at the 1% significance level, because fathers generally pay more attention to children's learning. For every 1,000 yuan increase in family net income per capita, the original score of children's two-dimensional cultural value test increases by 0.032 on average, but this result is not statistically significant.
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FIGURE 7. Significance level distribution of cognitive ability test of left-behind children.





CONCLUSION

The stage of left-behind children is the golden period of learning and growth. However, this stage is also the period when they have the greatest fluctuations in their ideology due to various factors such as guardians and youths. The popularity of mobile gaming has become a common sight in rural areas, and the problem of marginalized children's mobile gaming has become the biggest challenge faced by rural education, and has become a hot topic in the education sector and society. This research focuses on the impact of mobile games on the cognition of left-behind children in rural areas, the reasons for the impact, and suggestions on how to solve the negative impact. Through research, it is found that mobile games have two main influences on the cognition of left-behind children in rural areas: first, the positive impact is conducive to expanding the knowledge reserves of historical figures and two-dimensional culture of left-behind children in rural areas, and is conducive to promoting these marginalized groups in learning and interpreting those knowledge. Secondly, the negative impact is in the microfocus, dispelling the right image of traditional historical or two-dimensional culture figures, is not conducive to the formation of a clear knowledge construction; in the macro structure, it is not conducive to the formation of a correct view of history or two-dimensional values for left-behind children in rural areas. Because unobservable factors affect the types of children and a series of dependent variables in this article, this paper selects instrumental variables to conduct empirical analysis again. However, there are still limitations in this study. This experiment uses the achievements related to historical knowledge level and two-dimensional culture evaluation of left-behind children as a reference, but the reliability as a single factor needs to be studied. In the future, multiple factors should be used for analysis at the same time. The results of instrumental variable regression of all groups indicate that whether staying or not staying in rural area, children accompanied by parents have no significant difference on their cognitive abilities and emotions. And furthermore, the left-behind children suffered significant impact on their cognitive abilities and emotions, compared with the non-left behind ones. This article adopts the method of horizontal comparison and vertical comparison. Horizontal comparison is to compare the various learning behaviors and academic performance of left-behind children and non-left-behind children in the process of cognitive abilities. Longitudinal comparison is to compare left-behind children within themselves, so as to find out the differences among left-behind children among the problems of left-behind children, so as to adopt different suggestions and policies for different left-behind children when making suggestions and countermeasures.
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Brain development and atrophy accompany people's life. Brain development diseases, such as autism and Alzheimer's disease, affect a large part of the population. Analyzing brain development is very important in public healthcare, and image registration is essential in medical brain image analysis. Many previous studies investigate registration accuracy by the “ground truth” dataset, marker-based similarity calculation, and expert check to find the best registration algorithms. But the evaluation of image registration technology only at the accuracy level is not comprehensive. Here, we compare the performance of three publicly available registration techniques in brain magnetic resonance imaging (MRI) analysis based on some key features widely used in previous MRI studies for classification and detection tasks. According to the analysis results, SPM12 has a stable speed and success rate, and it always works as a guiding tool for newcomers to medical image analysis. It can preserve maximum contrast information, which will facilitate studies such as tumor diagnosis. FSL is a mature and widely applicable toolkit for users, with a relatively stable success rate and good performance. It has complete functions and its function-based integrated toolbox can meet the requirements of different researchers. AFNI is a flexible and complex tool that is more suitable for professional researchers. It retains most details in medical image analysis, which makes it useful in fine-grained analysis such as volume estimation. Our study provides a new idea for comparing registration tools, where tool selection strategy mainly depends on the research task in which the selected tool can leverage its unique advantages.

Keywords: MRI, registration technology, feature comparison, SPM, FSL, AFNI


INTRODUCTION

Image registration plays an essential role in image fusion, pattern recognition, and voxel-wise group analysis. Establishing correspondences across brains for comparison and group analysis is almost universally done by registering images to one another directly or via a template. Image registration is generally categorized into two groups, rigid and non-rigid registration. Rigid registration only consists of rotation and translation (1). Non-rigid registration is more complex and would take deformation methods, such as affine transformation and spline transform. There are a large number of optimized non-rigid registration algorithms and available registration tools, including advanced normalization tools (ANTS), analysis of functional neuroimages (AFNI), automated image registration (AIR), Drop, FMRIB's software library (FSL), and statistical parametric mapping (SPM). Thus, a comprehensive evaluation of different registration methods has become a research topic of interest. It is the basis for users to choose the most suitable methods for the specific research problem and for algorithm developers to be better informed theoretically (2). However, it is hard to assess image registration algorithms under different research contexts accurately. According to literature and survey, the main obstacles to building a unified evaluation standard of registration algorithm are as follows:

(1) No ground truth results are supplied in practice. In reality, the registration results are mainly assessed by an experienced expert. The lack of golden truth makes the evaluation research less convincing in terms of data. Also, it is hard to be flexible and straightforward to evaluate the performance of registration methods in a complex reality.

(2) Various parameter configurations for registration algorithms may lead to registered images of different quality. Experienced investigators can set appropriate parameters based on images' information. For the same input image, the difference in parameter setting would cause different registered outcomes (3).

(3) The same image data may be processed with different registration techniques to complete various tasks. Therefore, the data sets should be classified first and then preprocessed by other data registration methods according to different data characteristics.

(4) Data quality and raw data quality substantially impact registration results, which means that the data received by the registration program are quite different. The same algorithm may make a profound difference in the registration outcome when dealing with data with a significant quality difference.

Some researchers have done relevant research about the evaluation and comparison of registration algorithms to investigate this topic. Hellier et al. compared five different fully automated non-linear brain image registration software programs using the quantitative measures (4–6). Klein et al. evaluated 14 non-linear deformation algorithms applied to human brain MRI registration on four datasets and ranked these algorithms (7). Rajagopalan and Pioro investigated disparate voxel-based morphometry (VBM) results between SPM and FSL software in patients with ALS to determine which tool has the best performance of VBM in the ALS disease setting (8). Most recently, Dadar et al. compared publicly available linear MRI stereotaxic registration techniques by viewing the registered images by an expert rater to assess the quality of the registrations (9). At the same time, Viergever et al. made a retrospective view on the past two decades of medical image registration. They mentioned that “validation of registration methods and translation of image registration research results to the clinical practice still is the highlighted research and be more urgent than two decades ago (10).” Meanwhile, Rohlfing provides experimental evidence that registration accuracy measures such as tissue label overlap scores, image similarity, image difference, or transformation inverse consistency error, even when used in combination, cannot distinguish accurate from inaccurate registrations (11). Some previous accuracy standards are no more extended evaluation standards. Simulated data and a database with expert landmark annotations have been employed for comparison in the last decade to measure accuracy.

The registration of brain MRI with common templates is a long-standing problem. Different individuals' brain shapes and cortical topology are very different, especially in diseases affecting brain morphology and structure, such as brain atrophy. Previous researches mainly focus on registration accuracies, such as overlap, volume similarity, and registration error. However, the choice of registration technology has a more significant impact on image registration results. Few studies have used different registration tools to process image features. This means that the existing studies on the selection of image registration technology are insufficient. The image registration methods used in many studies are not standardized, and the accuracy level after registration is unknown and difficult to be quantified. Such problems will significantly affect the results of follow-up research. Therefore, the evaluation of image registration technology only at the accuracy level is not comprehensive. When facing different image processing projects, researchers need a flexible selection scheme to help them select the appropriate registration technology according to data sets' characteristics and personalized needs. Here, we investigate the performance of three publicly registration tools in two typical different disease cases, aiming to find a suitable registration tool for different disease types and research focus. Our research uses ABIDE and TCGA date sets to conduct experiments and deeply compares the registration performance of FSL, SPM12, and AFNI. In addition, we compare the three mainstream image registration technologies in terms of user experience and recommend them to different groups.

Our research investigates the registered results in two disease types, autism spectrum disorder (ASD), and glioma. Glioma may cause deformation in the morphology of the brain, and physicians can use high-resolution structural MRI images to detect the focus of infection and glioma grades. By contrast, ASD is connected with brain function and emotion and is often a pervasive developmental disorder. The pathogenesis of ASD is related to heredity, so the patient would have ASD at a very young age. The structural MRI and functional MRI images can be used to diagnose ASD in the clinic. We collect the MRI image data from public databases to construct our disease dataset. We do not intend to evaluate accuracy and error by manual labeling and check which are not available in reality. We plan to compare the features and characteristics of different tools' results because registration techniques are designed for follow-up analysis and application. We focus on the difference in registered results under various analyses, such as texture and edge-gradient features, voxel-based morphometry, and the impacts of this inter-method discrepancy on prediction and detection. From the application's perspective, we investigate the difference between three mature and powerful software to provide instructions for different researchers to select a suitable tool and more quickly get better achievements.

The structure of our study is as follows: in Materials and Methods, we describe the data acquisition and registration tools, then the strategy for data processing, and the ABIDE II and TCGA-LGG data set used to assess different registration tools. We focus on the difference in registered results under various analyses, such as texture and edge-gradient features, voxel-based morphometry, and the impacts of these inter-method discrepancies on prediction and detection. As a result, we instruct different researchers to select a suitable tool and more quickly get better achievements by investigating the difference between three mature and powerful software. Finally, in the discussion, we summarize the current work, emphasize the importance of selecting appropriate registration methods, and discuss the limitations and future improvement ideas.



MATERIALS AND METHODS


Data Acquisition and Quality Control

This section introduces the basic information of ABIDE II-ETH and TCGA-LGG. Table 1 presents the basic information of the database.

(1) ABIDE II-ETH. Autism Brain Imaging Data Exchange II was established to further promote discovery science on the brain connectome in ASD (12). It is a multi-center and multi-scanner study involving 19 sites, ten charter institutions and seven new members, overall donating 1,114 datasets from 521 individuals with ASD and 593 controls (age range: 5–64 years). We select the ETH dataset to finish our research. There are 37 samples in the ETH set (age range 14–31 years), 13 for ASD and 24 for typical control (TC). Then, we manually check the ETH dataset to discard the bad quality image with serious artifacts.

(2) TCGA-LGG. The Cancer Genome Atlas Low-Grade Glioma (TCGA-LGG) data collection is part of a more significant effort to build a research community focused on connecting cancer phenotypes to genotypes by providing clinical images matched to subjects from The Cancer Genome Atlas (TCGA) (13). It contains CT and MRI data collected from 199 patients, and the number of studies in TCGA-LGG is 224. To gain the low-level glioma data with the same scan sequence and quality similar to the autism data set, we manually select a small part of the subject containing T2-w and T2-Flair sequence MRI data to finish our research.


Table 1. Dataset information.
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Registration Tools
 
SPM12

The SPM has several versions, and the latest is the SPM12 (14, 15). SPM12 is designed to work with MATLAB to run on Windows systems, while other similar tools are always supported by Linux or Mac and are easy to install. If someone is new to imaging, SPM12 is a recommended choice because plenty of tutorials give practical instructions on how to implement the various methodologies.

The spatial normalization method in SPM12 is a unified model based on a probabilistic approach. It combines the functions of image registration, tissue classification, and bias correction in the same generative model. The model is based on a Gaussian mixture and is extended to incorporate a smooth intensity variation and non-linear registration with tissue probability maps (15).



FSL

FSL is a software package developed by the Oxford Center for Functional MRI of the Brain (Oxford University), composed of image analysis and statistical tools for neuroimage data study. Flirt or Fnirt performed image registration in FSL. Flirt uses a multi-start, multiresolution global optimization method (16, 17), tailored explicitly for volumetric registration of brain images to give a reliable estimate of the worldwide minimum given some time restriction. The optimization algorithm uses four resolution levels: n = 8, 4, 2, 1 mm. Initially, the procedure starts with a large-scale search at 8 mm resolution (e.g., applying a set of initial rotations). Following this, various local optimizations are performed with multiple starting points in the local neighborhood of the best issues identified in the search. Then a series of multi-start local optimizations at 4 mm resolution is completed.



AFNI

AFNI is a leading software suite of C, Python, R programs, and shell scripts primarily developed to analyze and display anatomical and functional MRI (fMRI) data (18). The software is made to run on virtually a Unix system with X11 and Motif displays and is a widely used tool for image preprocessing. There are plenty of functions to perform registration, e.g., @auto_tlrc, 3dWarp, 3dWarpDrive, 3dAllineate, @toMNI_Awarp, @toMNI_Qwarp. The common function for registration is @auto_tlrc. This function is run by default parameters. Here, we use @auto_tlrc to execute registration (19).



Data Processing

We download data from the website and also check the quality and image label. After eliminating unqualified data, there are 33 for autism data sets (ASD + TC) and 45 for glioma data sets (glioma + TC) as a study data source. It is learned from Table 2 that the available data formats for each tool are not entirely the same. Firstly, we convert images of DICOM format into NIFTI-1 format. NIFTI-1 format is also the most commonly used international MRI format.


Table 2. Format requirements.
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To explore the features difference among the three tools registered results, we construct the comparison framework shown in Figure 1. After organizing the dataset, we execute the registration step by AFNI, SPM, and FSL. T1-w and T2-FLAIR images were all registered to the standard space. SPM12 operations are finished on MATLAB R2012a. FSL and AFNI are installed and run in Ubuntu14 on a virtual machine.


[image: Figure 1]
FIGURE 1. Comparison framework.


There are three primary features for images: color, texture, and shape. Here, MRI images are gray images without color features. We consider volume as one of the evaluation items. Then we will introduce each item and its measurements.


Textural Feature

A textural feature is a diagnostic tool for physicians when reading MRI images. Learning from this, Zacharaki et al. extract MRI texture and shape features, constructing the feature vector to train a support vector machine (SVM) classifier to classify brain tumor type and grade (20). A textural feature is usually employed for tumor grading in tumor studies because it provides fine-grained, repeatable information. Besides, for autism, commonly diagnosed by behavioral, chemical, clinical, structural, and functional changes in the brain, MRI texture represents a new image feature, which can supplement the traditional image features (such as volume measurement). Vidhusha and Anandhan focused on extracting texture features for autistic and control subjects, and validated them using neural classifiers to achieve automatic detection of autism (21). Textural features are extracted from original MRI ROI images rather than registered results, but here, we explore the textural difference between results suffering different processing pipelines, and we will do a single statistical analysis to discuss the significant difference.

The textural feature has several extraction methods, including statistical, model, signal processing, and geometric forms. Here, we choose the gray level co-occurrence matrix (GLCM) proposed by Haralick et al. regarded as one of the most promising texture analysis methods (22, 23). It estimates the image properties related to second-order statistics. GLCM is a joint distribution describing the gray level of two pixels with a particular spatial positional relationship. Five derived variables were calculated from the GLCM matrix, contrast, correlation, energy, homogeneity, and IDM to investigate the difference between textural features. Then these computations will be described in detail next.

Contrast. The deeper the texture groove, the greater the contrast and the clearer the visual effect; conversely, the contrast is small, the groove is shallow, and the effect is blurred.

[image: image]

Correlation. It represents the consistency of the image texture. If there is a horizontal direction texture in the image, the COR of the horizontal direction matrix is larger than the COR value of the remaining matrix.

[image: image]
 
Energy. It is the sum of the squares of the gray level co-occurrence matrix values, so it is also called angular second moment, which reflects the uniformity of image gray distribution and texture thickness. A large energy value indicates a textured pattern that is more uniform and regular.
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Homogeneity. It reflects the density of elements in GLCM relative to the diagonal distribution of GLCM.

[image: image]
 
Inverse Difference Moment. IDM measures the local homogeneity of an image and reports the inverse difference moment of an image. IDM weights are the inverse of contrast weights. It has the value that determines whether the print is textured or non-textured.

[image: image]
 

Volume Feature

Volume could provide significant information on pathological study and can capture volume change in the brain. Quantitatively detecting the density and volume of brain tissue at the voxel level can reflect the differences in brain tissue components and characteristics in different brain regions. The latest study explores that the inter-method discrepancies in brain volume estimation may drive inconsistent findings in autism (3). In this part, we employ SPM12 as the brain volume estimation tool. The images are segmented into gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF) volume in the native space to estimate the volume by using the New Segment tool of SPM12 (6). Spm_get_volumes script is used to calculate the tissue volumes using c1, c2, and c3 images corresponding to native space tissue maps of GM, WM, and CSF, respectively. Native space volumes are selected to minimize volume changes due to spatial transformations. Total intracranial volume (TIV) is calculated as the sum of the GM, WM, and CSF volumes in the native space of the structural MRI images.



Shape Feature

We calculate textural matrix to understand the textural feature and compare the brain tissue volume estimation, but it is hard to compare shape differences for shape features. Thus, we employ machine learning algorithms using shape features as the input and record the prediction accuracy to evaluate the shape feature performance. Based on the shape features extracted from MRI, machine learning algorithms could find the standard classifier function to distinguish the healthy and disease cases. To capture shape features in MRI images, we extracted the histogram of oriented gradient [HOG; (24)], a prominent local image feature widely used in computer vision applications, from MRI images to establish the feature sets. The HOG technique counts occurrences of gradient orientation in localized portions of an image. When studying the brain tumor, the HOG could describe local object appearance and shape within an image by distributing intensity gradients or edge directions. Thus, this descriptor can detect the abnormal edge of the tumor issues and help physicians find the lesions. About ASD, the HOG descriptor may also find some markers to distinguish the healthy and disease cases.

Then, the classification method is the support-vector machine (SVM), the supervised learning model. The combination of HOG and SVM is the classical strategy in object detection, especially in human detection (24). In the model, the cross-validation (CV) method is used to evaluate the performance of classifiers trained by different MRI data sets registered by three tools. The widely used methods in brain image analysis include leave-one-out cross-validation (25, 26), leave-two-out cross-validation (27–29), k-fold cross-validation (1), and stratified k-fold cross-validation (30, 31). The cross-validation results are conducted from the strategy that divides the raw data into K groups (K-fold), and each subset of data is used as a verification set. The remaining K-1 subset data is used as a training set. Then the K models, respectively, evaluate the results in the verification set, which effectively utilizes limited data, and the results are as close as possible to the model's performance on the test set. According to review studies and previous research, we use stratified ten-fold cross-validation to measure classification performance. All operations are performed in python3.7 in Ubuntu14 on a virtual machine.






RESULTS


Time and Failure Rate

Execution time is a crucial factor that needs to consider, which can reflect the effectiveness of tools. During the registration step, we calculate the time in each registration pipeline. Table 3 and Figure 2 show that AFNI gets the best speed performance and then SPM12 while FSL is the slowest.


Table 3. Time acquisition and failure rate.
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[image: Figure 2]
FIGURE 2. Registered results by three tools. (A) TCGA-LGG. (B) ABIDE-ETH.


Registration is also regarded as an optimization process, which means there are failures in this step. We also collect the failure rate in the registration step. From Table 3, the failure rate in AFNI is higher than in FSL, and in FSL it is higher than in SPM. Auto-registration in SPM12 is based on prior knowledge using the tissue probability map to find the optimum transformation to achieve high and accurate registration. What is more, in SPM12, there is no feedback mechanism, and the final transformed results will be returned, whether good or bad. By contrast, FSL and AFNI both have the mechanism that if the cost function cannot be optimized, they will return the failure message and some additional suggestions to help the user optimize the registration command and get better results. So, AFNI and FSL have improvable abilities while SPM12 is poor.

The purpose of our study is not to attempt to find the most accurate one that has been investigated in many previous studies (7, 9, 32–34). We compare the registered results in the image to explore the degree of change in the features and structures made by the three registration tools and find the difference between these changes to help the user select the registration tool based on their registration results difference and research purpose.



Texture Feature

We extract valuable features from the registered images by different tools to find the difference. Brain regions were extracted using the brain extraction tool [BET; (35)]. We extracted textural features from disease data sets to study the difference between registration tools and disease types (36, 37). Input images are brain-extracted MRI images to gain whole-brain texture GLCM matrix and calculate the five features, i.e., contrast, correlation, energy, homogeneity, and inverse difference moment (IDM).

Figure 3 shows the results of the comparison of texture features. The value distribution is similar among SPM, FSL, and AFNI and shows no significant difference. But FSL gets a higher value, implying that FSL is more inclined to retain more uniform and regular texture patterns. AFNI has a higher correlation value corresponding to its biggest size of MRI holding more pixels and details that could be measured more similar pattern.


[image: Figure 3]
FIGURE 3. Texture feature extracted from the dataset.


In the statistical analysis, SPM12 values shows significant difference with AFNI (p = 0.017314065 < 0.05, 95%) and FSL (p = 0.046368617 < 0.05, 95%), indicating that SPM12 registered images have more sharp textural changes. A larger contrast value correlates with a greater disparity in intensity values among neighboring voxels, suggesting that SPM12 processed results have more sharp intensity changes and deeper texture grooves. Next, the inverse difference moment, also known as the inverse variance, reflects the clarity and regularity of texture. The images with clear, regular, easy to describe texture would have a larger value demonstrating that these images are more in line with human feelings. The AFNI is clearer than the other two data sets in Figure 2, which is consistent with our calculated values. SPM12 also has significant difference with AFNI (p = 0.018590934 < 0.05, 95%) and FSL (p = 0.044412676 < 0.05, 95%) as well. We guess the reason is that AFNI retains more detailed information, including uniform and sharp textural change, while SPM12 abandons these details and hold sharp textural feature.



Brain Volume Estimation

Some brain diseases may give rise to the volume change in the brain, such as edema, which is obvious in the image. We calculate the TIV and the percentage of gray matter, white matter, and CSF in the original and registered structural MRI images. We set the volume estimation from the MRI in the original space as the standard result. From Table 4 and Figure 4, AFNI shows the closest results with similar GM, WM, and CSF percentages, and sometimes overestimates the total volume. The whole-brain volume estimated by SPM was always higher than the standard TIV. FSL estimates of CSF are the highest.


Table 4. Brain volume estimation results.
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FIGURE 4. Brain tissue volume comparison.




Shape Feature-Based Classifier

Finally, we compare the evaluated accuracy of the cross-validation. For the ASD dataset, the number of healthy and disease cases is 22 and 11, respectively. For the glioma dataset, the number of healthy and disease cases is 22 and 17, respectively, and the k that we use in k-fold is 10.

From Table 5, we can observe the difference between the registration tools. The performance of SPM shows the highest accuracy, while AFNI is better than FSL. Since the HOG feature represents the shape information by edge directions, which collects contrast information, this result is consistent to compare results found in the texture feature part. MRI images registered by SPM retain richer contrast sources, which may mean that SPM is a suitable preprocessing tool when dealing with structural problems. The SPM performs best in our structural HOG feature model.


Table 5. Prediction results on two datasets.
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DISCUSSION

To estimate the performance of registration algorithms of SPM, FSL, and AFNI, we calculate the registration time, compare the texture feature extracted from skull-striped structural MRI images, and investigate the inter-methods discrepancies in brain volume estimate. Finally, we compare these registered images' applied performance in the classification model and we get the conclusion that SPM12 is usable for newcomers or employed when dealing with basic and normal processing workflow because it is like a black box that users cannot know the registration process details. FSL is a powerful toolkit for research. Its function-based integrated toolbox facilitates researchers for the different hierarchy of requirements. However, FSL's semi-integrated design cannot meet scholars' requirements for function module combinations and workflow model optimization. In contrast, AFNI is cumbersome and complex to use. However, it can provide some personalized customization and allow some threshold adjustments, which is very useful for many professional researchers, but it may be difficult for novices to use.

According to our analysis conclusion, tool selection mainly depends on research tasks. If the focus of studies is only MRI images' single feature, it is wise to choose the feature-targeted tools, for example, the contrast feature of texture feature for SPM, and if studies require multiple features or detailed features, AFNI will be a good choice. When involving multi-modal MRI sequences, like DWT, PET, and DTI, FSL would become the first choice. For glioma and autism spectrum disorder, the glioma is more sensitive to contrast features, so SPM12 may perform better registration results when studying the glioma dataset. When using the shape features like HOG, SIFT, or LBA, SPM12 may have the best performance on comparing AFNI and FSL. Tumor detection, prediction, and classification are likely to employ these structural and edge-related features, and so SPM12 will be an advisable process tool with stable performance and feature-sensitive advantages, facilitating tumor study.

Image registration research is still progressing steadily, and new research results are emerging. At present, there is still no unified evaluation criterion. Experience and habits are still the main factors affecting people's choice of methods and tools. Our study provides a new idea for the comparison of registration tools. Using data sets from different diseases, we study the differences in texture features, structure, and classification performance of the three registration tools, discuss their characteristics, and analyze the causal correlation between features and classification models. Our study is not without limitations. The focus of this study is only on structural images, while the registration between functional images and other modal data has not been investigated in detail. Secondly, only three kinds of public registration tools are selected, and some tools in current research are omitted. In addition, the default parameter settings are adopted in the study. Still, in the specific analysis, different parameter settings will significantly impact the results, and the appropriate parameter configuration can optimize the processing results. There is some research on MRI registration using a deep learning algorithm, which may achieve better performance than traditional MRI registration methods. In the next step, we need to compare and analyze the registration results of these methods (38, 39).



CONCLUSIONS

Although SPM has the most stable performance, it also produces poor registered results when dealing with low-quality data sets. According to its advantages and drawbacks, SPM12 has a stable speed and success rate but does not guarantee the processed results, especially when handling low-quality images. FSL is a mature and widely applicable toolkit for employers, with relatively stable performance, a success rate, and complete functions. Its graphical user interface provides basic processing flow operation, while multi-parameter settings and failure feedback mechanisms can realize complex user processing and meet the optimization requirements. It is an excellent toolbox for beginners and proficient hands. Last, AFNI, with quite a fast speed and complex modules, can meet various requirements. But it is not friendly to newcomers, even though it offers an integrated processing function-similar function and modules, unique data format, and command-line operation, all confusing to beginners.

The texture feature is significant in image registration. SPM registration enhances the contrast feature of the texture feature, giving up other detailed information. FSL registration contains enough contrast information and most of the details. AFNI registration is apparent to view details in the brain structure. Due to plentiful details, too much information may make finding key features to differentiate brain structure by single textual features. Therefore, SPM registered image is easy to distinguish the different and distinct tissue types in the images. MRI images processed by AFNI and FSL are more suitable for complex and fine-grained investigations.

In conclusion, AFNI will be a good product application for its immediate and quick response with processed results but requires extra steps to ensure quality. It also plays an essential role in academics and research with its excellent flexibility, which could quickly test various combined processing steps in research. It is also the only MRI registration tool that supports all formats. SPM12 always works as a guide tool for newcomers to medical imaging. A rich online teaching resource and simple and easy-to-learn operations make everyone accomplish the basic processing flow and get stable results. Its support for the Windows environment is the main reason for its popularity. FSL combined advantages of both, providing GUI for basic and simple processing flow and customized parameters setting for flexible and optimized procedure. In addition, FSL is a suitable tool for other MRI sequences like DWT and has been widely used in numerous studies.
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One of the most common causes of death from cancer for both women and men is lung cancer. Lung nodules are critical for the screening of cancer and early recognition permits treatment and enhances the rate of rehabilitation in patients. Although a lot of work is being done in this area, an increase in accuracy is still required to swell patient persistence rate. However, traditional systems do not segment cancer cells of different forms accurately and no system attained greater reliability. An effective screening procedure is proposed in this work to not only identify lung cancer lesions rapidly but to increase accuracy. In this procedure, Otsu thresholding segmentation is utilized to accomplish perfect isolation of the selected area, and the cuckoo search algorithm is utilized to define the best characteristics for partitioning cancer nodules. By using a local binary pattern, the relevant features of the lesion are retrieved. The CNN classifier is designed to spot whether a lung lesion is malicious or non-malicious based on the retrieved features. The proposed framework achieves an accuracy of 96.97% percent. The recommended study reveals that accuracy is improved, and the results are compiled using Particle swarm optimization and genetic algorithms.

Keywords: cancer, lung cancer, machine learning, artificial intelligence, deep learning, cancer detection


INTRODUCTION

The most well-known reason for death because of malignant growth is lung cancer. The second most habitually analyzed type of malignancy is lung cancer. Pneumonic nodules are apparent in the lung to evaluate metastases from different malignancies (1, 2). Computed tomography (CT) is the most significant image mode for assessing progress/crumbling and for observation and decision-making malignant lung growths. As a result of the precocious presentation of lung malignancy by CT, doctors can be suggested more productive treatments (3, 4). Guess and recuperating components for scattered sickness with precise malignancy stages are required for orderly and consoling treatment (5). The early conclusion of the period of lung malignancy is firmly connected to the patient's continuance rate (6). In clinical terms, the disease is known to be strange hyperplasia and significantly beyond what 200 sorts can influence the individuals (7). According to the ACS (American Cancer Society), lung malignancy is the main cause of death in both men and women in the United States. about a total of 2,28,820 new lung malignancy cases were estimated, with 1,35,720 deaths (8). It causes a larger number of deaths than other malignant tumors. Early recognition of tumorous lung nodules is the key factor for patient survival rate. When contrasted with chest X-ray imaging, CT perceives the tumorous nodules consistently at an underlying stage (9). Practically all radiologists use CT by exploring multiple pictures from a solitary patient. Thus, the exhaustion of the radiologists can prompt wrong analysis. Hence, the exact physical valuation measure is tedious and colossally inconsistent (10). A precise segment is noteworthy for the right valuation of nodule improvement and for the arrangement of malignant nodules (disease cells) from benign ones (non-disease cells). The reason for this work is to exactly recognize the nodules over the CT lung pictures.

The proposed instructional method pulls back, utlilizing a middle method to reduce confusion based on the CT image. Second, a crossover division approach is utilized to isolate the lung zone from its environmental factors. The proposed division strategy utilizes the Otsu thresholding to eliminate superfluous groups, consequently isolating the specific lung locales, and nodules of interest can be decisively characterized by cuckoo inquiry advancement. Third, the assortment of surface highlights for the particular nodule is undisturbed by parallel neighborhood examples at the feature stage. Finally, the highlights of the sectioned lung nodules are prepared by the CNN classifier to distinguish the lesions as malignant or non-malevolent.



RELATED WORK

In 2019, Ananya et al. (11) developed a multi-approach system for lung cancer categorization using genetics. They assessed false negatives and true positives for classification accuracy in this study, but not detected accuracy.

In 2019, Venkatesh et al. (12) developed an innovative approach to detect lesions based on a GA and LBP. This process achieves an accuracy of 90%.

In 2019. Preeti et al. (13) introduced a lung cancer detection framework based on the fuzzy c-mean clustering and SVM classifier techniques

In 2019, Senthil Kumar et al. (14) introduced an approach for detecting lung lesions using GCPSO. In this work, multiple optimization techniques are used to classify cancer in CT images. The process obtained a precision of 95%.

In 2018, Perumal et al. (15) proposed an ABC algorithm for malignancy recognition and classification. This guidance attained a 92% accuracy.

In 2017 Ammar et al. (16) established an early diagnostic architecture for genetically altered tumor detection. In this study, the authors achieved an accuracy rate of 84%.

In 2017 Kamil et al. (17) introduced a DWT-based lung lesion detection system. In this method by using subtraction and erosion techniques images are analyzed to remove the cancer region. This approach yielded an accuracy of 89%.

In 2016 Mukesh et al. (18) introduced a DWT-based method for assessing a high volume of tissues in chest X-ray images. Using this method, the authors were able to achieve an accuracy of 86%.

In 2014 Santos et al. (19) described an area development and Hessian matrix to identify minor respiratory lesions. The presented approach achieves a classification accuracy of 88.4%.

In 2014, Jinsa and Gunavathri (20) reported an ANN-based lesion categorization technique. They were able to classify with an accuracy of 93.3%.

The principal gap has indeed been extended due to the lack of research publications that demonstrate computations. Because of poor directionality, slower processing, greater calculation time, and complex computations, the methods suggested by the authors mentioned above are less effective in all cases. As a result, an interactive technique for identifying lung cancer in CT images is suggested in this article, which uses the otsu threshold-based Cuckoo search algorithm, Local Binary Pattern for image retrieval, and CNN for classification to conquer all of the shortfalls of the existing methods. By selecting the most cost-effective strategy, optimization algorithms tend to produce a solution for image processing processes.



MOTIVATION AND CONTRIBUTION

Lung cancer is confirmed by physicians after a thorough examination of CT scans, which requires a lot of time and is not always accurate. To create imagery as precise, operational, and efficient as possible, state-of-the-art optimization techniques and image processing approaches were required. The proposed technology will aid doctors in accurately identifying lung nodules at an early stage, as well as studying the internal anatomy. As a part of the contribution, some glitches related to lung cancer detection are discussed here. The region of interest is retrieved using Otsu thresholding and cuckoo search optimization, which is a novel approach to segmentation. This proposed partitioning approach requires only a few parameters to precisely separate nodules of varied sizes and shapes.


Proposed Methodology

Figure 1 depicts the prospective lung malignancy diagnostic procedure, which comprises five phases: (1) contrast enhancement and Noise reduction through pre-processing, (2) Otsu thresholding based cuckoo search algorithm to segment the lesion from its backgrounds, (3) retrieval of regions of concern, (4) retrieval of descriptors from segmented lung lesions, and, in the last phase, (5) SVM has been used to assess if the lesion was abnormal or normal. The next sections provide detailed descriptions of the above-mentioned phases.


[image: Figure 1]
FIGURE 1. Architecture of proposed method.




Image Acquisition

It is the basic step before proceeding with other critical steps. It is a method for processing a digital image from a database (21). Numerous sorts of scanners, such as X-Ray, MRI, and CT, are used to obtain the images. The CT image was captured using a CT scanner. It is a type of scanning that creates cross-section scans for each pixel (22).



Pre-processing

The equations should be inserted in editable format from the equation editor. It is then procedure to improve image details. The basic idea is to suppress noise, which corrects undesired distortions and enhances the associated attributes of the image for subsequent processing (23). Because all techniques are sensitive to noise, efficient images pre-processed allow for better segmentation and, as a result, better classification. The size of the pixel area could be used to classify pre-processing procedures. Image enhancement employs these techniques. Enhancement operations operate on the image pixels of the neighborhood and the corresponding values of the neighborhood. Contribute quality to the images by decreasing noise and distortion (24).

[image: image]
 
Median Filtering

Salt and pepper noise can be found on CT scans. The finest features are obscured by these impacts. By keeping the frontier of the image as fine as possible, this filtering lowers salt and pepper noise (12). This filter gathers information from a sample within a non-averaged window (25). The edges of the filter are better managed than those of other linear filters. The following equations are used to get the median value.

[image: image]
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Otsu Thresholding Segmentation With Optimization
 
Otsu Thresholding

The goal of this strategy is to scour specified like-classes of pixels in a picture for the closeness of neighboring pixels in order to generate a concentrated image object. Separating the background and sub-regions in medical imaging is tough (26). The Otsu segmentation algorithm works better to “recognize” or “smear” the context contents of the front objects. It is an adaptive threshold binarization procedure proposed by OTSU in 1979. This procedure uses the highest within-class variance between the context and the target based on the rule of threshold assortment (27). It segments the image into the forefront and the contextual based on the characteristics of gray level values. If the finest threshold is attained, the gap between the two regions is the highest. The Otsu algorithm, in general, utilizes the greatest within-class variance. The larger the variance value, the wider the difference between the two areas, since variance is a useful determinant of uniform gray distribution. If some areas are wrongly segmented into contextual or if some contextual is segmented into areas, then the gap is too small between the two areas. As a result, if the variance among groups is higher, the likelihood of incorrect classification is lowered, resulting in cohesive segmentation.

The following is the main principle of OTSU-based threshold segmentation:

Let us call the gray values g and the number of pixels nx. Then

[image: image]

where g = 0, 1,..., L-1, and P indicate the number of pixels. Suppose C1 and C2 are the two kinds of pixels. C1 pixels have a range of [0,x] while C2 pixels have a range of [x+ 1,L1].
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The below-mentioned calculations are used to compute the mean intensities.

[image: image]
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where m 1 and m 2 are the C1 and C2 pixel average intensities, and m Gv is the global mean intensity. Lastly, the ratio τ , which is provided below, is used to determine the ideal threshold.

[image: image]
 

Cuckoo Search Optimization

The cuckoo generation function is projected using this approach, which reduces the implications. A large number of nests are accessible during the search procedure. The location of the cuckoo egg has been discovered as a novel solution (28). The steps in the search procedure are as follows. A cuckoo bird places one egg at a time in a randomly chosen nest. The parasite nests were static, and the number of eggs in the nests would increase until they reach their highest level. When the cuckoo's egg is spotted, the host bird seems to have the choice of chucking the egg away or scrapping the nest and forming a new one.

The Levy flight theory has improved the CS algorithm (29). This CS technique is used to calculate the appropriate threshold for eliminating the lung nodule.

The following analogy is incorporated into the proposed technique for optimum selection (Algorithm 1):


Algorithm 1. Cuckoo search algorithm.

[image: Algorithm 1]

The new solution, which depicts the subcategory of thresholds, is depicted by the egg of a cuckoo. This is also utilized for segmentation of the lung nodule. The grade of eggs for each host nest is either 0 or 1, which mimics the segmentation procedure's threshold partition. Pa is the probability that a cuckoo's egg will be discovered by the host bird. Pa has a predefined threshold. It demonstrates the principle of removing the least relevant threshold subgroups and, as a result, removing these threshold values from further analysis.




Feature Extraction

The LBP operator was established to determine texture in the first place (30). By thresholding an image with the central pixel value and taking the result as a binary quantity, the operator applies a mark to each pixel (31). The picture of the Lung CT could be considered as a micro-pattern structure that the LBP operator can well portray. The steps for extracting the characteristics are outlined below.

• Divide the window looking at into cells.

• In a cell, collate each pixel with its neighbors.

• If the value of the center pixel is larger than the value of the neighbor pixel, assign “1”; otherwise, assign “0”.

• A binary number is created by comparing all of the pixels.

• Lastly, over the cell, compute the histogram. The LBP value can be calculated using the expression [image: image]where U represents uniform pattern and X,Y indicate neighborhood.

[image: image]
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Pc is the gray value of the center pixel, P s is the intensity value of the location pixels (m = 0, 1,......m-1), and m is the image element well within range R where R is higher than zero (R > 0), creating a regionally oriented neighborhood set. After identifying each pixel in a picture, a histogram is created to define the texture image (32, 33).




CLASSIFICATION

CNN belongs to DNN group which is comprised of numerous hidden layers, like RELU, fully linked, pooling and convolution layer, etc. CNN securities weights in the coevolutionary layer, which lowers the network latency, and enhances network performance (34). CNN's prominent features are prevalent weights, local networking, and neuronal 3D sizes. A feature map is created with a kernel by a convolution layer of diverse sub-regions of the input image (35). Then, a nonlinear function is added to the RELU layer to progress the convergence possessions when the error is small. The architecture of CNN is as shown in Figure 2.


[image: Figure 2]
FIGURE 2. Architecture of CNN.


In relation to complex layers, CNNs quite often incorporate pooling layers (36). They are principally used only for lessening the dimensions of the tensor and speeding up estimations (37). All such layers are simple. So, the image is to be split up into smaller portions in the pooling layer and for each portion, the maximum value is selected and then accomplished in some process for each portion (38). After being portioned, it is placed in the output in the respective position. RELU is a rectified linear unit, as well as a form of hidden layers. The activation function is most popularly used in neural networks, predominantly in CNNs (34).



SIMULATION RESULTS

Lung cancer is diagnosed in CT medical images using the novel cuckoo search algorithm and attributes are determined in this study. Lung cancer CT images were collected from a private hospital (Satyam diagnostic center, Anantapur). The adaptive threshold issue in this study is referred to as an optimization problem and it can be resolved using the CSA approach. In this study, the outcomes of the suggested method were compared to those of the PSO and GA algorithms. This work has been carried out by MATLAB software. When compared to open-source tools, MATLAB has a great affinity with deep learning techniques as well as hardware tools. Also, open-source tools have a hard time bringing all of the libraries together in one spot.

This study relies on my prior work (39), in which the outcomes were produced using a Genetic algorithm and particle swarm optimization approaches in addition to LBP and CNN. Cuckoo search optimization is used in this work, together with CNN and LBP, to enhance the accuracy. The input and median filter output of CT lung cancer pictures are depicted in Figure 3. Low-frequency noise and distortion are common in CT scan images. To reduce noise and distortion, the input image is processed with a median filter.


[image: Figure 3]
FIGURE 3. (A) Input CT image. (B) Filtered output.


To identify lung lesions in the CT image, it is split into multiple clusters and then optimized using the Otsu thresholding approach. The CT scan is first split using simple Otsu thresholding, which improves the segmented classes' variation, or “all class variance.” The result of the thresholding technique can be enhanced by processing it with cuckoo search optimization. Following partitioning, the image is subjected to LBP feature extraction, which extracts the textural features before extracting the detected output (see Figure 4).


[image: Figure 4]
FIGURE 4. (A) Extracted output. (B) Segmented output.


After image retrieval, the image is given to CNN classification, which assesses the image as normal or abnormal by showing a message such as “Tumor is MALIGNANT” or “Tumor is BENIGN,” as illustrated in Figure 5. The system's general function is created in a GUI, as seen in Figure 6. The statistical results like performance metrics obtained by 200 iterations for the input image are shown in graphical representation in Figure 7.


[image: Figure 5]
FIGURE 5. Classification output.



[image: Figure 6]
FIGURE 6. GUI output.



[image: Figure 7]
FIGURE 7. Statistical results graphical representation.


Table 1 showed that the suggested approach yields higher accuracy of 97%, the sensitivity of 97.8%, specificity of 92.6%, PSNR of 45.38%, and low MSE of 0.013 than conventional systems. These optimum results are obtained for 200 iterations (Our earlier proposed systems).


Table 1. Attributed obtained from the proposed method.

[image: Table 1]

Table 2 shows that the suggested approach has higher accuracy (97%) than conventional systems (Our earlier proposed systems). The Comparative Results Graphical Representation is shown in Figure 8.


Table 2. Comparative Results with proposed method.

[image: Table 2]


[image: Figure 8]
FIGURE 8. Comparative results graphical representation.




CONCLUSION

In this article, a strong approach for recognizing lung cancer in CT images is developed. For exact cancer diagnosis in CT lung images, the Otsu thresholding-based cuckoo search optimization and CNN classifier approach were used. Based on the simulation findings, it is observed that the suggested method reliably segments CT images and detects lesions of various forms and sizes. Subsequently, the proposed approach comprises successive stages that continuously yield the last detection result. The techniques that are utilized in different stages are basic and simple to actualize.

Based on the simulation findings, the accuracy of the proposed framework' is calculated to be 96.97%, which is greater than any other demonstrative framework found in the literature. As for future work, a powerful strategy could be created by supplanting the CNN Classifier with a profound deep learning method and CAD tools. One may improve the structure for images of lung cancer in different modalities.
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Objective: To explore the effects of osimertinib combined with pulmonary rehabilitation and health care training on pulmonary function, complications, and the quality of life (QOL) in patients after radical resection of lung cancer.

Methods: The data of 120 patients with radical resection of lung cancer admitted to The First Affiliated Hospital of Zhengzhou University from February 2020 to February 2021 were retrospectively analyzed. According to the order of admission, they were equally divided into group p and group q. All patients were given pulmonary rehabilitation and health care training, and group p was treated with osimertinib, while group q received the treatment of pemetrexed combined with cisplatin. The pulmonary function, the incidence of complications, and QOL between the two groups were compared.

Results: Compared with group q, the pulmonary function was higher (P < 0.001), the incidence of complications was significantly lower (P < 0.05), and QOL scores were markedly higher in group p after treatment (P < 0.001).

Conclusion: The combination of osimertinib and pulmonary rehabilitation and health care training can improve the pulmonary function of patients with non-small cell lung cancer (NSCLC) with radical resection of lung cancer, and reduce their postoperative morbidity, thereby improving their QOL, which is conducive to reducing the patient's and society's medical burden.

Keywords: osimertinib, pulmonary rehabilitation and health care training, radical resection of lung cancer, pulmonary function, quality of life


INTRODUCTION

Lung cancer is a malignant tumor originating from the mucosa or gland of the trachea and bronchus. According to the differences in histopathological characteristics, lung cancer is generally divided into non-small cell lung cancer (NSCLC) and small cell lung cancer (SCLC) in the clinic. NSCLC accounts for approximately 85% of all patients with lung cancer, while SCLC accounts for only 15% (1, 2). In recent years, with changes in the social environment and living habits, the clinical characteristics of lung cancer have seen a substantial transformation in China (3, 4), but the main treatment option of patients has not been affected. Surgery is still the main treatment for patients with early, medium, and some advanced NSCLC, and 90% of patients are supplemented with chemotherapy after surgery (5) to improve QOL. At present, chemotherapy has an exact effect on SCLC, and about 1% of patients can be cured by chemotherapy (6). However, the effects of chemotherapy in patients with NSCLC are unsatisfactory, and patients can only relieve the clinical symptoms through chemotherapy drugs, which cannot effectively improve pulmonary function (7). For patients with NSCLC with the EGFR gene mutation, the T790M mutation will lead to an increase in chemoresistance, and patients who are insensitive to the conventional pemetrexed often get worse after treatment (8). In recent years, the third generation of epidermal growth factor receptor tyrosine kinase inhibitor (EGFR-TKI) developed by AstraZeneca has been used in the treatment of the NSCLC with the EGFR gene mutation. The drug has a significant therapeutic effect on the central nervous system with mild toxicity and favorable safety. The postoperative rehabilitation and health care training based on medication can effectively improve the endurance and strength of patients' respiratory muscles, thereby reducing the bodily oxygen consumption, enhancing the cardiopulmonary and muscular function, and providing a benign physiological basis for medication (9) and improving the patients' QOL. There is no study on the effects of osimertinib combined with pulmonary rehabilitation and health care training on patients with NSCLC with thee radical resection of lung cancer by reviewing the previous literature. Based on this, 120 patients were selected to explore the actual effects of osimertinib combined with pulmonary rehabilitation and health care training. The reports are as follows.



MATERIALS AND METHODS


Research Design

This retrospective study was conducted under the guidance of the Declaration of Helsinki (2013) (10) to explore the effects of osimertinib combined with pulmonary rehabilitation and health care training on pulmonary function, complications, and QOL in patients after radical resection of lung cancer. The blind level of this study was double-blind. The study subjects and researchers did not know the grouping of this experiment, and the research designers were responsible for arranging and controlling the experiment. This study was approved by the ethics committee of The First Affiliated Hospital of Zhengzhou University.



General Information

The data of patients with radical resection of lung cancer admitted to The First Affiliated Hospital of Zhengzhou University from February 2020 to February 2021 were retrospectively analyzed, and the patients were included according to the following criteria: (1) Patients with the pulmonary CT examination as punctiform or patchy shadows who were diagnosed with lung cancer by pathological examination, which met the diagnostic criteria in the Chinese guidelines on the diagnosis and treatment of primary lung cancer (2015 version) (11); (2) Patients who had the EGFR T790M mutation-positive non-small cell lung cancer (12); (3) Patients who had surgical indications for radical resection of lung cancer; (4) Patients who had no disease affecting the motor nerve, joint, and muscle; (5) Patients who were not malnourished; (6) Patients who had an expected survival time of more than 6 months; (7) The Karnofsky performance status score was more than 60 points in patients; (8) The age of the patients was more than 18 years old; and (9) Patients who had good tolerance and compliance. In the following circumstances, patients were not included in this study: (1) Patients with some factors such as hearing impairment, language disorders, unconsciousness or mental illness, and patients who could not communicate with others; (2) Patients with a grave organic disease or dysfunction in vital organs; (3) Patients with complications, such as pulmonary infection and respiratory failure; (4) Patients with malnutrition or excessive obesity; (5) Patients with the expected survival period <6 months; and (6) Patients with the training participation rate <80%.

All 120 patients included in this study were aware of the purpose, significance, content, and confidentiality of this study and they signed their informed consent. They were equally divided into group p and group q according to the order of admission. There was no significant difference in general information between the two groups (P > 0.05), which can be used as the research subjects. See details in Table 1.


Table 1. Comparison of patients' general information.

[image: Table 1]



Standards of Withdrawal From Experiment

In the following conditions, the study group judged that the patients were unable to continue the experiment, and their case record forms were retained, but the data analysis was not performed. These conditions were: (1) Patients who had sudden exacerbation during the experiment and (2) In the experiment, subjects who were unwilling to continue the clinical trials, and who applied to the study group for withdrawal from the experiment.



Methods

All patients were given pulmonary rehabilitation and health care training. A team on rehabilitation and health care training was constructed, and the team members included the attending physicians, supervisor nurses, and primary nurses. After admission, the primary nurses collected the clinical information of patients, carried out the health promotion for patients, and improved their training compliance. The team on rehabilitation and health care training developed programs of the pulmonary rehabilitation's exercise training based on the actual circumstances of the patients. The patients were given deep pursed lips breathing at 1–2 weeks after discharge, with a daily training for 0.5 h. The deep pursed lips breathing meant that the patients inhaled slowly with the nose until the gas could not be inhaled, and then exhaled slowly with the mouth in contracted lips after 5 s. The relaxation and contraction exercise in muscles of the whole body was implemented in the third week after discharge, with daily training for 0.5 h. The 1–3 weeks of training programs were repeated in the fourth week, with daily training for 1 h. On Wednesday and Sunday, the centralized training was performed. At first, the patients were asked to repeat the deep pursed lips breathing, followed by progressive respiratory muscle contractions. After the patients took a semi-recumbent position, they took a deep breath slowly for three times and then held their breath, and they should contract the respiratory and abdominal muscles. When the patients could not persist, they could exhale quickly, and then gradually relax the muscle groups, and finally contract the muscles of the whole body. After the patients took a semi-recumbent position, the muscle contraction was performed from far to near and from top to bottom. Patients stretched themselves for 5 s with the taut muscles, and the muscles of the whole body were relaxed. In addition, the patients could jog according to the actual situation, first walking slowly at a speed of 30 steps/min, then walking fast at a speed of 75 steps/min, and finally jogging.

In addition, group p was treated with the osimertinib, and they were given 80 mg of osimertinib mesylate (AstraZeneca Pharmaceutical Co., Ltd.; specification: 80 mg; NMPA approval No.: J20180027) once a day. Group q received the treatment of pemetrexed and cisplatin. The 500 mg/m2 of pemetrexed disodium (Sichuan Huiyu Pharmaceutical Co., Ltd.; specification: 500mg; NMPA approval No.: H20173301) was intravenously infused on the first day, and 75 mg/m2 of cisplatin (Shandong Luoxin Pharmaceutical Group Co., Ltd.; specification: 10 mg; NMPA approval No.: H20046375) was intravenously infused on the second day with 3 weeks as 1 cycle. The routine examinations, such as blood routine, hepatorenal function, electrocardiogram, and dexamethasone (Guangdong Luofushan China National Medicines Co., Ltd.; specification: 0.75 mg; NMPA approval No.: H44024841) and folic acid tablets (Jiangxi Pharmaceutical Co., Ltd.; 0.4 mg; NMPA approval No.: H36020872) were given before chemotherapy.



Observational Criteria
 
General Information

The patients' data on social demography and clinic were collected including gender, age, body mass, BMI, pathological types, TNM staging (13), surgical procedures, resection range, educational level, monthly profit, living habits, and place of residence.



Pulmonary Function

The forced expiratory volume in one second (FEV1), forced vital capacity (FVC), FEV1/FVC, the percentage of maximal ventilatory volume in predicted value (MVV%), and maximal vital capacity were recorded before treatment and at 1 month after treatment using a pulmonary function instrument [Body Plethysmograph, NMPA (I) 20172071024] in Medical Graphics Corporation.



Incidence of Complications

The types of complications were recorded, the number of patients with complications was counted, and the incidence of complications was calculated. The incidence of complications = (the number of patients with complications/total cases) ×100%.



QOL

The QOL instruments for patients with cancer: lung cancer (QLICP-LU) (14) developed by Wan Chonghua et al. was used to investigate patients' QOL before treatment and 1 month after treatment. The scale included the somatic function (7–35 points), psychological function (12–60 points), social function (6–30 points), common symptoms and adverse reactions (7–35 points), and specific modules (8–40 points) with the test-retest reliability as 0.78. The α value of internal reliability in various fields and the test-retest reliability were above 0.70, which had favorable reliability and validity.




Statistical Treatment

In this study, the experimental data were processed by SPSS20.0, and GraphPad Prism 7 (GraphPad Software, San Diego, USA) was used to draw pictures of the data. The items included in the study were enumeration data and measurement data tested by x2 and t–tests. When p < 0.05, the differences were considered to be statistically significant.




RESULTS


Comparison of Patients' General Information

There was no statistical difference in the general information between the two groups (P > 0.05). See details in Table 1.



Comparison of Patients' Pulmonary Function

Compared with group q, the pulmonary function was observably higher in group p after treatment (P < 0.001). See details in Figure 1.


[image: Figure 1]
FIGURE 1. Comparison of patients' pulmonary function (x ± s). (A) showed the FEV1 (L). (B) showed the FVC (L). (C) showed the FEV1/FVC (%). (D) showed the MVV%. (E) showed the maximal vital capacity (L).


Compared with group q, the FEV1 level, FVC level, FEV1/FVC level, MVV% level, and maximal vital capacity were observably higher in group p after treatment (2.68 ± 0.41 vs. 1.82 ± 0.40, 3.78 ± 0.45 vs. 3.08 ± 0.47, 71.82 ± 13.98 vs. 60.41 ± 15.75, 68.98 ± 2.10 vs. 60.77 ± 2.47, and 1.67 ± 0.24 vs. 1.21 ± 0.19, all P < 0.001), with no significant difference before treatment (1.30 ± 0.24 vs. 1.32 ± 0.22, 2.80 ± 0.44 vs. 2.81 ± 0.42, 47.73 ± 11.17 vs. 47.74 ± 9.96, 55.98 ± 4.50 vs. 55.90 ± 4.48, and 0.89 ± 0.12 vs.0.88 ± 0.10, all P > 0.05).



Comparison of Patients' Incidence of Complications

Compared with group q, the incidence of complications in group p was significantly lower (P < 0.05). See details in Table 2.


Table 2. Comparison of patients' incidence of complications [n (%)].
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Comparison of Patients' QOL

Compared with group q, QOL scores in group p were observably higher after treatment (P < 0.001). See details in Figure 2.


[image: Figure 2]
FIGURE 2. Comparison of patient's QOL ([image: image] ± s, points). (A) showed the somatic function. (B) showed the psychological function. (C) showed the social function. (D) showed the common symptoms and adverse reactions. (E) showed the specific modules.


Compared with group q, the somatic function score, psychological function score, social function score, the score of common symptoms and adverse reactions, and the score of specific modules were markedly higher in group p after treatment (26.20 ± 1.90 vs. 22.20 ± 1.91, 40.20 ± 1.84 vs. 31.27 ± 1.97, 24.17 ± 1.92 vs. 20.23 ± 1.89, 31.78 ± 1.66 vs. 26.22 ± 1.93, and 35.12 ± 1.70 vs. 30.18 ± 1.92, all P < 0.001), with no significant difference before treatment (20.17 ± 2 vs. 20.23 ± 1.95, 28.27 ± 1.85 vs. 28.25 ± 1.89, 20.18 ± 1.96 vs. 20.20 ± 1.95, 24.25 ± 1.93 vs. 24.18 ± 1.94, and 29.95 ± 1.93 vs. 29.58 ± 1.75, all P > 0.05).




DISCUSSION

According to the epidemiological data in 2018, the incidence and mortality of lung cancer ranked first in the malignant tumors in China. About 1.8 million patients died from lung cancer each year, accounting for 18.4% of all cancer death cases (15, 16). After the pathological types are clarified, the comprehensive treatment measures for patients can effectively reduce their mortality and prolong their survival period. The comprehensive treatment measures mainly include surgery, chemotherapy, and radiotherapy. Since SCLC often has metastasis in the early and middle stages, chemotherapy and radiotherapy were generally adopted in the clinic (17), while patients with NSCLC with a limited disease are often treated with surgery and postoperative radiotherapy and chemotherapy. Although radical resection of lung cancer can remove the lesions of lung cancer and reduce the clinical symptoms of patients with NSCLC, it cannot effectively improve the pulmonary function of patients (18, 19). In this study, patients were given pulmonary rehabilitation and health care training after the radical resection of lung cancer. The training methods mainly included subjective testing, breath instruction, and intensive training, which could regulate the respiratory contraction motion of patients to the maximum extent, improve the function of tracheal epithelium, and enhance the elimination effect of airway ciliary, thereby reducing the incidence of complications such as respiratory tract infection. In the process of the repeated exercises, patients could produce sufficient compensative capacity and enhance their lung capacity and lung function (19). Therefore, the pulmonary function indexes such as FEV1 and FVC in the two groups after treatment were improved. Scholars Van Haran Robert M et al. have found that the pulmonary function indexes, such as FEV1 and FVC of patients, were significantly improved by the application of the pulmonary rehabilitation and health care training in the rapid rehabilitation of lung cancer patients after surgery, indicating that the rehabilitation training method has a clear effect on lung cancer patients (20). However, the patients in group p had a more significant increase in pulmonary function compared with those in group q. The reason is that the pemetrexed used in group q has an anti-tumor effect, but the therapeutic effect on NSCLC is not obvious, while the osimertinib used in group p has a targeted therapeutic effect on the patients with NSCLC with EGFR gene mutation.

In general, postoperative chemotherapy for patients with SCLC can often obtain an ideal therapeutic effect, but the chemotherapy effect in patients with NSCLC is not very clear,; patients with the feeble constitution, poor bone marrow function, or dysfunction in vital organs are especially unsuitable for chemotherapy (21–24). Patients with NSCLC with the EGFR gene mutation even get worse after chemotherapy, so patients with NSCLC should be careful with chemotherapy and look for more effective treatment methods. Osimertinib, a third generation of EGFR-TKI, is the primary therapeutic drug after patients have drug resistance to the first and second generation of targeted drugs. Phase I and III clinical trials have shown that simertinib is effective in patients with locally advanced or metastatic EGFR mutation-positive non-small-cell lung cancer (25). After the previous EGFR-TKI treatment, patients in the disease progression received the simertinib, with a disease control rate of 92.0%. Therefore, osimertinib is certified as a ground-breaking therapy drug for NSCLC by the FDA (26, 27). The mechanism of osimertinib is that the acrylamide contained in osimertinib can form the covalent bonding with C797 at the edge of the ATP binding site in the catalytic domain of the EGFR gene, and then the irreversible binding occurs with the specific EGFR mutations, to solve the problem of abnormal signal transduction pathway in downstream cells caused by EGFR mutation, inhibit the excessive proliferation and mutation of tumor cells due to the EGFR mutation, and reduce the metastasis rate. The adverse reactions of osimertinib are mild compared with the conventional chemotherapeutic agents such as pemetrexed, and osimertinib shows a better tolerance in most clinical trials. Zhao Yang et al. have found that patients with osimertinib have no toxic reaction at a dose of 240 mg/d, and the incidence of severe adverse reactions is only 2%. Therefore, patients treated with osimertinib have a better organismal tolerance and an ideal long-term QOL (28). Chul et al. have confirmed that patients treated with osimertinib have significant progress in psychological and social functions, with a significant improvement in QOL (29), and the results are in accordance with this study. It is worth noting that the effect of osimertinib in improving the QOL of patients was mostly studied individually in current academia. This study paid attention to the combined application of osimertinib and other treatment measures, which found that osimertinib could improve the effect of pulmonary function training, and the higher QOL score in group p was consistent with the argument.

It is worth noting that long-term use of osimertinib will also produce drug resistance. No drug is available for patients with osimertinib resistance in the current practice. Scholars Xueting et al. have found that dihydroartemisinin can overcome the drug resistance (30), but there still lacks a large number of control studies. The fourth generation of EGFR-TKI drugs needs to be developed with osimertinib as a breakthrough point. At present, patients should be given the osimertinib combined with the pulmonary rehabilitation and health care training in the clinic, thereby providing a favorable physiological basis for the treatment of patients, reducing the postoperative morbidity, and improving their QOL.

In conclusion, the combination of osimertinib and pulmonary rehabilitation and health care training can improve the pulmonary function of patients with NSCLC with radical resection of lung cancer, and reduce the postoperative morbidity, thereby improving their QOL, which is conducive to reducing the patient's and society's medical burden.
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Breast cancer is the most menacing cancer among all types of cancer in women around the globe. Early diagnosis is the only way to increase the treatment options which then decreases the death rate and increases the chance of survival in patients. However, it is a challenging task to differentiate abnormal breast tissues from normal tissues because of their structure and unclear boundaries. Therefore, early and accurate diagnosis and classification of breast lesions into malignant or benign lesions is an active domain of research. Over the decade, numerous artificial neural network (ANN)-based techniques were adopted in order to diagnose and classify breast cancer due to the unique characteristics of learning key features from complex data via a training process. However, these schemes have limitations like slow convergence and longer training time. To address the above mentioned issues, this paper employs a meta-heuristic algorithm for tuning the parameters of the neural network. The main novelty of this work is the computer-aided diagnosis scheme for detecting abnormalities in breast ultrasound images by integrating a wavelet neural network (WNN) and the grey wolf optimization (GWO) algorithm. Here, breast ultrasound (US) images are preprocessed with a sigmoid filter followed by interference-based despeckling and then by anisotropic diffusion. The automatic segmentation algorithm is adopted to extract the region of interest, and subsequently morphological and texture features are computed. Finally, the GWO-tuned WNN is exploited to accomplish the classification task. The classification performance of the proposed scheme is validated on 346 ultrasound images. Efficiency of the proposed methodology is evaluated by computing the confusion matrix and receiver operating characteristic (ROC) curve. Numerical analysis revealed that the proposed work can yield higher classification accuracy when compared to the prevailing methods and thereby proves its potential in effective breast tumor detection and classification. The proposed GWO-WNN method (98%) gives better accuracy than other methods like SOM-SVM (87.5), LOFA-SVM (93.62%), MBA-RF (96.85%), and BAS-BPNN (96.3%)
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1 Introduction

Breast cancer is one among the most prevailing cancers diagnosed in women across the globe. It can occur in both men and women, but is more prevalent in women. According to the American Cancer Society (ACS) and World Health Organization (WHO), around 1.7 million people are diagnosed with breast cancer every year (1). Breast cancer can be treated and restored if it is detected at an early stage. Therefore, early detection of breast cancer is of prime importance for increasing the survival rate of patients (2). Screening is the best way of reducing mortality rate from breast cancer. Medical images are crucial sources of useful information. Several imaging techniques including mammography, ultrasound (US) imaging, and elastography are being widely used for diagnosing breast cancer (3, 4). Mammography is the most popular imaging technique for detecting cancer. However, it has some limitations like low sensitivity over ionizing radiations and is not suitable for dense breasts (5–8). Therefore, US or sonography is a valuable tool over mammography owing to its speed, inexpensiveness, and robustness (9), thereby it is safe and well tolerated by patients. Furthermore, US does not use any harmful radiation and has the ability to detect and differentiate benign from malignant tumors. Sonogram images are visualized, analyzed, and diagnosed manually by the physician or radiologist, but these are relatively tedious and time-consuming processes (10). In addition to this, manual analysis relies upon physician experience. Even experienced physicians may follow different diagnosis methods for manual analysis and have a sensitivity of 84% and specificity of 91% in breast cancer diagnosis. Therefore, there is a requirement to propose an efficient computer-aided diagnosis (CAD) system for US image analysis to enhance the diagnosis accuracy and help physicians make accurate timely decisions. An automated CAD system can help the physician to analyze the US image precisely and emphasize the suspected areas that need further investigation. Numerous methods for breast cancer diagnosis and developing sophisticated methods for enhancing the diagnosis accuracy have been carried out in the past years (11). A CAD involves five major phases: preprocessing, segmentation, feature extraction, feature selection, and classification (12). formulated a hybrid method for breast cancer diagnosis by integrating particle swarm optimization (PSO) and support vector machine (SVM) algorithms (13, 14).

PSO is mainly adopted for feature selection. The multiple instances learning-based breast cancer classification method is investigated by (15). This method is based on extracting the features from enhanced images and adopting SVM for segmentation (16). A self-organizing map (SOM) is used for converting the instance space to concept space. Finally, SVM is used for diagnosing breast cancer (17). proposed a classification approach for breast cancer diagnosis. Here, the US images are preprocessed with histogram equalization and the gamma correction method. Subsequently, texture features are extracted and classified as benign or malignant with the SVM classifier (18). reduced the speckle noise from breast US images by using an enhanced oriented despeckling anisotropic diffusion bilateral filter (19, 20). developed a method for increasing the classification accuracy. Here, the input images are preprocessed and segmented using the watershed algorithm. Morphological and texture features are obtained and fed as input to the classifier (21). employed an ANN for formulating the breast cancer diagnosis system. They computed feature scores based on breast imaging reporting and data system (BIRDS) criteria and then they used the biclustering method by (22, 23) to generate the hidden features. A hybrid model based on the fruit fly optimization algorithm (FLA) and SVM was assessed by (24). They employed FLA for tuning SVM parameters (25). The proposed particle swarm optimization, non-domination sorting with classifier technique model, and Bayes’ theorem help to select the most significant parameters and achieve optimum accuracy in breast cancer prediction (26). Jain et al. (2021) (27) proposes ensemble learning methods while making predictions. Bayes, K-nearest neighbors, AdaBoost, Gradient boosting, XGBoost, Random forest, ensembles, and neural networks are used for analyzing and predicting the dataset. It gives 87.248% and 87.7934% validation accuracy for predicting SARS79 CoV and SARS-CoV-2 virus respectively. The proposed algorithm produced the most accurate results, with 0.919 AUC and 87.248 percent validation accuracy for predicting SARS-CoV and 0.923 AUC and 87.7934 percent validation accuracy for predicting SARS-CoV-2 virus. Gupta et al. (2021) (28) proposed multimodal textual data consists of different emotions have been handpicked through the real time tweets related to COVID-19.After evaluating the most frequent word,modal vector has been created by using term frequency-inverse document frequency. Results showed that FLA-SVM achieved better classification accuracy. However, most of researchers have used machine learning models to perform classification tasks. Though machine learning is a powerful tool for image classification, it has some limitations like overfitting, increased learning time, and the fact that developing an optimal network structure is a tedious task and requires more time. Furthermore, optimizing parameters of the network is a difficult task. Parameter optimization is usually accomplished by experimentation. The major intention of this research is to propose a CAD system to diagnose breast cancer in an automated manner so as to overcome the limitations of the aforementioned existing techniques given in the literature. The major contributions of this work are as follows:

(1) To develop an automated CAD system by adopting a meta-heuristic algorithm and machine learning (2), to optimize the wavelet neural network with the grey wolf optimization algorithm to improve the classification accuracy in US breast cancer diagnosis, and (3) to compare the obtained outcomes with prevailing methods so as to project the preeminence of the proposed CAD system. The paper is structured as follows. Section 2 demonstrates the proposed CAD system for breast cancer. Section 3 provides experimental results and comparison with the existing methods. Section 4 concludes the paper.



2 Proposed Cad System

Research studies proved that ANN is an effective tool for breast cancer identification. Many researchers have employed ANN for developing a CAD system and showed comparatively better results. However, determining the optimal topology of ANN is a very difficult task. The number of hidden layers, hidden neurons, weights, and bias is usually determined by the trial-and-error method. This is a time-consuming process. To deal with this issue, bio-inspired algorithms like the genetic algorithm (GA), particle swarm optimization, and the fractional lion algorithm have been used for optimizing ANN parameters. The basic articulation of the suggested CAD system has been depicted in Figure 1.




Figure 1 | Articulation of the Proposed CAD system.




2.1 US Image Preprocessing

Preprocessing is a crucial process in medical image processing. The aim of preprocessing breast US images is to improve the image quality and to remove unwanted information. Table 1 shows the symbol’s nomenclature. In this research work, preprocessing involves two processes: enhancement and despeckling. A sigmoid filter is applied to breast US images to improve the quality. Let an input breast US image be assumed as H. Mathematically, the sigmoid filter can be expressed as Equation 1:

 

Where, H is an input image, Henh is an enhanced image, mn is the minimum gray value, mx is the maximum value, and α and γ represent the center and width, respectively. In this paper, lpha = 4 and γ = 7 is used. Figure 2 shows the processed images after enhancement.




Figure 2 | Processing results. (A) Ultrasound image and (B) enhanced ultrasound image.




Table 1 | Nomenclature.



After enhancement, interference-based despeckling followed by anisotropic diffusion (IDAD) is applied to the enhanced image to remove speckle noise. The bright and dark regions of the US image represent constructive and destructive interference, respectively. The IDAD filter will suppress only destructive interference without losing any image information. The function of IDAD can be divided into two processes: median filter and interference suppression. A median filter with a kernel size of n ∊ n is applied to the enhanced image. Image pixels are filtered with an n ∊ n  kernel around each pixel, replacing the central pixel value with the central value of all the pixels present in the kernel, and are mathematically represented in Equation 2.

 

To prevent over-filtering, the kernel size was set to 3. Destructive interference suppression is expressed in Equation 3.

 

Where, Ac denotes the constructive interference image. Constructive interference suppression done by applying the median filter is applied to Hc to remove the remaining extreme single pixels. Figure 3 shows the breast US image after despeckling. It was clearly observed that the IDAD filter preserves the edges and boundaries of the image.




Figure 3 | Despeckling results. (A) Raw US image and (B) filtered image.





2.2 Segmentation

Image segmentation plays a significant role in breast cancer diagnosis. It is mainly employed to isolate the lesion region from its background. In recent years, clustering methods such as fuzzy C-means (FCM) and k-means algorithms were adopted for image segmentation. The FCM algorithm can separate lesions precisely. This algorithm is sensitive to noise and other artifacts. On the other hand, the k-means algorithm is faster than FCM but it has some limitations like incomplete detection of malignant lesions. This research presents an automatic segmentation method by combining the FCM and k-means algorithms in order to obtain accurate segmentation. The despeckled image is used as input in the segmentation process. The proposed segmentation method starts with initialization of the number of clusters, M, maximum iterations, and the termination parameter. The cluster centers can be mathematically expressed in the following Equations 4 and 5:

 

and,

 

We assign each pixel to the nearest cluster center according to the minimum distance by examining the distance between the cluster centers and pixel value, and then recalculate the new cluster centers. This process repeats until the termination criterion is met. Both soft and hard clustering are used in the cluster formation. Hard clustering assigns each point based on the nearest cluster, in contrast, soft clustering assigns every point based on the degree of membership value. The clustered image is converted into a binary image with the thresholding method. Image binarization is one of the essential processes in image segmentation. The output of the binarization is the segmented image with a dark background and white foreground (lesion region). Active contour methods have been employed for segmentation and boundary tracking. In this research, active contour by the level set method is applied to track the boundary of the segmented lesions. The active contour by the level set method starts with initial boundary shapes represented as contours and is iteratively changed by executing shrinkage or expansion based on the constraints. The main advantage of active contour by level set is dividing the image into sub-images with continuous boundaries. A sample outcome of the segmentation process is shown in Figure 4.




Figure 4 | ROI segmentation. (A) Ultrasound image and (B) segmented image.





2.3 Feature Extraction and Selection

The crucial steps in breast cancer classification are feature extraction and feature selection. It is well known that benign and malignant lesions differ in both shape and pixel values. It is important to select the features related to shape and boundary of the lesion. Morphological features depict the characteristics such as shape and border of the lesion. Benign tumor margins are smoother, round or oval-shaped, and regular, whereas, malignant margins are angular, irregular shaped, and edged. It is also important to consider texture features for breast cancer classification since there are differences in boundary and internal echoes of malignant and benign lesions in US images. Therefore, the proposed CAD system employs two features to conduct differentiation amid benign and malignant lesions. Various texture and morphological features that were selected for conducing this experiment are provided in Figure 5. The obtained morphological and texture features are combined in order to obtain a single feature set. Principal component analysis (PCA) has been adopted to reduce the size of the combined features so as to speed up the training and testing processes, and also to improve the classification rate.




Figure 5 | Selected features for this proposed scheme.





2.4 Classification

Classification has been identified to be applicable in different domains including medical image classification. The classification task largely relies on how efficiently the discriminant features and classifiers were selected. In recent years, numerous computational intelligence (CI) techniques such as the feed forward neural network, SVM, and wavelet neural network (WNN) have been used for image classification due to their ability to learn and find the relation between input and output variables via a training process. However, the feed forward neural network is largely popular and the most commonly used to diagnose medical images. Wavelet is a mathematical tool used to analyze a signal or an image in different resolutions. It offers the potential of obtaining spatial and frequency domain features of a signal or an image. This paper develops a classifier by combining a neural network and the wavelet theory WNN to obtain a higher classification rate when compared to its peers. The peculiar advantages in using WNN when compared to multilayer perceptron (MLP) and SVM include the fact that WNN can handle non-linear, noisy, and periodic signals. Thus, it works well in determining the abnormalities in breast US images. Moreover, WNNs are robust and require only smaller training samples for tuning the parameters when compared with MLP and SVM. Also, WNNs offer faster convergence when compared with MLP and SVM. Hence, this proposed method employs WNN owing to these aforementioned enhanced features.

Figure 6 shows the general structure of WNN. A typical WNN has three layers which are the input, hidden, and output layers. The input layer is responsible for receiving input signals or feature vectors from the source. The hidden layer has hidden neurons similar to neurons in standard neural networks (NNs). In standard NNs, the sigmoidal activation function is utilized at the hidden layer. Wavelets are subsequently incorporated as the activation function in the hidden layer of WNNs. Finally, the output layer corresponds to the linear combination of the wavelet basis function. The error between predicted values and expected values is calculated by cost function, and also represents itself in the format of a single real number. Based on the nature of problems, the cost function could be framed in various ways. There is no standard rule for selecting the mother wavelet function as the activation function.




Figure 6 | Structure of WNN.



In general, there are numerous categories or families of wavelets such as Daubechies, Symlets, Coiflets, biorthogonal, Haar wavelets, etc. In this paper, the Haar wavelet is employed owing to its characteristics toward simple structure and increased memory efficiency. The Levenbergmarquart (LM) algorithm is employed for minimizing the error and also to update the weights of WNN. It is noted that psi signifies the wavelet activation function. In a standard neural network, the tan sigmoidal activation function is used at the hidden layer. But, in the case of a wavelet neural network, wavelets are employed as the activation function, thus, psi corresponds to the mother wavelet.

Let the input signal be represented as X={x1, x2, x3,…,xn} and the output signal be signified as Y={1, 2, 3, …, m}, with wij and wjk corresponding to the weights between the layers. Ψ is the wavelet activation function. The weighted summation of the wavelet basis function at the hidden layers is closely related to the output layer. The output of the network with respect to the corresponding Haar wavelet function can be represented in the following Equations 6 and 7:

 

 

Where a and b are the wavelet scale and translation parameter of the jth hidden neuron. Although WNN is a promising tool for pattern recognition, optimizing the parameters of WNN like learning rate, weight, number of hidden neurons, etc., are quite difficult. The features of the Haar wavelet function that was employed in this proposed method are described below.

Let us assume, m = 2, k = 0,1,1,3,… .m – 1,j = 0,1,2,3, and i = m + k + 1. Where i signifies the wavelet numbers, j corresponds to the wavelet levels, J signifies the highest resolution, and k corresponds to the translation parameter. The highest value of i is selected as i=2M and the lowest value is selected as i=2. The typical Haar wavelet families corresponding to t ∊ [A,B] shall be mathematically expressed in the following Equations 8 and 9,

 

Here, 



 

The scaling function h1(t) shall be mathematically signified in Equation 10:

 

In general, the Haar wavelets are orthogonal with respect to each other. Hence, the orthogonality property shall be specified in Equation 11:

 

The orthogonality property of this Haar wavelet is mainly employed to enhance the efficacy of the present method. The basic function y(t) within the interval [A,B] shall be extended to the Haar wavelet and this wavelet extension shall be expressed in Equation 12:

 

To address the aforementioned limitations, the GWO algorithm is employed for tuning the WNN parameters. GWO is a category of nature-inspired algorithms motivated by the hierarchical organization and hunting attitude of grey wolves. GWO was initially formulated by (29). All grey wolves like to live as a group, thereby this GWO optimization algorithm possesses a social dominant hierarchy.

In a GWO algorithm, α represents the leader wolf since his/her order should be obeyed by the group. Here, α is responsible for making the decision regarding hunting, sleeping place, and so on. The β  wolf should respect the leader, but commands δ and ω. Delta wolves should respect α and β , but dominates ω. The ω wolves have to submit to α, β, and δ. It was observed that the GWO algorithm possesses good exploration and exploitation characteristics when compared to particle swarm optimization, the genetic algorithm, and the cat swarm optimization algorithms. The corresponding pseudo code for the GWO algorithm which was employed in this experiment is given in the following Equations 13-23.

Initialize search agents, S randomly, variables v, and maximum iterations, Imax, a, C, and E.

 

 

 

 

Evaluate the fitness values of each agent.

Xα – First prime agent,

Xβ – Second prime agent ,

Xδ -Third prime agent

 

 

 

 

 

 

While (ilmax)for j = 1:S

Update position

 

End for

Update a,C,E 

Compute the quality of each search agent.

Update Xα, Xβ, Xδ

i=i+1

End while

return Xα

In this proposed method, GWO-WNN is employed for developing WNN and is tuned with the best topology by tuning the weights, number of hidden layers and neurons, and respective learning rate. The algorithmic steps used to train and classify the breast US images are given in the following steps

	Step 1: Read breast US image, H.


	Step 2: Convert 3D image to 2D image.


	Step 3: Enhance the quality of the image using Equation (24).


	Step 4: Despeckle the enhanced image using Equation (26).


	Step 5: Perform segmentation.


	Step 6: Extract the features listed in Figure 5.


	Step 7: Design a classifier.




Fi represents the count of features, yo corresponds to the count of classes, and Zn represents the count of hidden layers. The GWO algorithm determines the count of hidden neurons in each hidden layer weight and learning rate. Let g be the transfer function and it can be expressed in the following Equations 24 and 25.

 

 

  Where, j represents the jth hidden neuron, yp is the output of the pth neuron, Wi,j is the weight, and b denotes the bias.

In this research work, the hidden layer and output layer used the wavelet activation function and linear activation function accordingly. Mean square error (MSE) is utilized as the fitness function for training, MSE can be expressed in Equation 26:

 

	Step 8: Optimize the parameter of WNN




Where   is the labeled class and   is the output obtained from the network.




3 Results And Discussion


3.1 US Image Dataset

Breast US images were acquired from 346 patients from the database given below (https://scholar.cu.edu.eg/q=afahmy/pages/dataset) (30) including 249 malignant and 97 benign samples employed for assessing the effectiveness of the proposed GWO-tuned WNN. The entire dataset was divided into two sets: 70% of the data were utilized for training and the rest of the 30% were used for testing the classification ability of the system. A 10-cross fold validation was considered to test the efficiency of the presented system. The number of benign and malignant cases used in this research work is graphically displayed in Figure 7. The proposed scheme was implemented using MATLAB so as to analyze the efficacy of the presented system when compared to its peers.




Figure 7 | US image dataset.





3.2 Evaluation Indices

This section describes the evaluation parameters that were employed to analyze the efficacy of the presented scheme. Accuracy of the classification, specificity, sensitivity, positive predictive value (PPV), negative predictive value (NPV), confusion matrix, and ROC were employed to analyze the classification performance.



3.3 Performance Evaluation

Figure 8 illustrates a variety of benign and malignant breast ultrasound pictures. The preprocessed 257 benign and malignant US pictures are shown in Figures 9 and 10, respectively. Figure 11 depicts the confusion matrix to discriminate the cancer (malignant) from non-cancer (benign) breast lesions. In this research work, malignant tumors were defined as true positive and benign as true negative. From Figure 11, it can be observed that 245 out of 249 images were correctly diagnosed as malignant tumors. Likewise, 94 out of 97 images were correctly identified as benign. Consequently, true positive, false positive, false negative, and true negative values were obtained at 70.8%, 1.2, 0.9%, and 27.2%, respectively. The results exhibit superior classification accuracy of 98% with a sensitivity of 98.8%, specificity of 95.9%, PPV of 98.4%, and NPV of 96.9%.




Figure 8 | Sample images. (A) Benign and (B) malignant (30)






Figure 9 | Processed benign images. (A) US image, (B) enhancement, (C) despeckling, and (D) Segmentation.






Figure 10 | Processed malignant images. (A) US image, (B) enhancement, (C) despeckling, and (D) Segmentation.






Figure 11 | Confusion matrix.



This paper evaluated some widely used performance indicators such as the confusion matrix, receiver operating characteristic (ROC), classification accuracy, sensitivity, and specificity. Accuracy calculated the proportion between true positive and total data, and shall be mathematically represented in the following Equations 27, 28, and 29:

 

 

True positive is represented by TP, true negative is represented by TN, false negative is represented by FN, and false positive is represented by FP.

 



3.4 Comparison With the State-of-the-Art Existing Methods

In this paper, a CAD model in breast cancer diagnosis was proposed and implemented. The efficiency of the presented CAD system was analyzed with the current methods: SOM-SVM (15), LFOA-SVM (24), MBA-RF (31) and BAS-BPNN (32) in terms of statistical metrics and ROC curve.

Figure 12 and Table 2 display the classification performance of the proposed GWO-tuned WNN with the existing classifiers SOM-SVM, LFOA-SVM, MBA-RF, and BAS-BPNN (15). integrated SOM and SVM [SOM-SVM] for developing a breast cancer diagnosis system. Here, the input images were preprocessed and divided into ROIs. The segmented ROIs and subregions were considered as bags and instances of bags, respectively. Subsequently, SOM was used for converting the instance space to concept space. Finally, SVM was incorporated for classifying the breast lesions. The major limitation here is that the method uses only local features for classification. Global features are also equally important for breast cancer diagnosis, thereby this is considered as a main drawback in this approach.




Figure 12 | Performance comparison with existing methods.




Table 2 | Classification performance of the proposed GWO-tuned WNN with existing classifiers.



(24) implemented a framework by using SVM for breast cancer diagnosis. Here, the fruit fly optimization algorithm (FLA) modified by the Levy flight optimization algorithm (LFOA) was adopted for tuning the SVM parameters. High level features were obtained, normalized, and applied as input to the LFOA-SVM. However, this framework resulted in higher computational overhead, which was considered to be a focal drawback in this approach.

(31) examined the features of the modified bat algorithm (MBA) in selecting the feature vectors for breast cancer diagnosis. MBA employs the random sampling method to select features from the input data. Selected features are ranked and further employed to train the random forest (RF) classifier. This MBA-RF method exhibited comparatively better outcomes than the correlation-based feature selection method.

(32) formulated a strategy by integrating bio-inspired algorithms (BAs) and the back propagation neural network (BAS-BPNN). Here, the input data were subjected to preprocessing, feature extraction/selection, and classification. Moreover, three BAs were typically employed for selecting the features. Each algorithm selected corresponding subsets of features. The selected features were combined and classified by using BPNN.

(33) formulated three subnetworks, of which the first one contained the ROI, the second one contained the filtered ROI, and the third one was spread to the whole image. The first subnetwork in the CNN model was formulated using a single block, whereas the second subnetwork was formulated by two blocks and the third network was formulated by three blocks.

For datasets acquired using different scanners with different imaging protocols (34), used an efficient method by transfer learning to fine-tune the classification task in order to improve the accuracy. The mean accuracy reached 0.9 by the CNN hence accuracy in testing increased from 0.47 to 0.78 using CNN.

(35) suggested that the mixture of –spatial spectral features boost the classification precision of the CNN model which needs considerably fewer training parameters comparable with the best known system.

(36) formulated a conventional binary SVM classifier which was trained with seven features such as color and texture attributes obtained from the Gaussian model super pixels of the images belonging to WCE.

Numerous methods have been developed to analyze the strength of meta-heuristic algorithms for selecting salient features to improve the classification rate. However, these methods have some shortcomings like increased training time, overfitting, and slow convergence. Very few researchers have used meta-heuristic algorithms for tuning the parameters by machine learning. Therefore, we used the GWO algorithm for tuning the parameters of WNN to reduce the computational overhead and training time. In the proposed system, 10-cross fold validation is considered to test the efficacy.

Almost all previous research works employed BAS for feature selection. But, in this paper, we employed the GWO algorithm for optimizing the WNN parameters. Here, optimization aids to reduce computational cost and improve classification accuracy. As depicted in Figure 13, it was observed that existing methods were 87.5% (SOM-SVM), 93.62% (LFOA-SVM), 96.85% (MBA -RF), and 96.3% (BAS-BPNN) accurate in terms of classification (15, 24, 31, 32).




Figure 13 | ROC curve comparison.



However, the proposed CAD system attained a classification precision of 98% which outperforms the other existing models SOM-SVM, LFOA-SVM, MBA-RF, and BAS-BPNN. Comparison outcomes indicate that the performance of the proposed GWO-WNN is better than other classifiers. This is because of the important scenario in the presented method of integrating GWO and WNN, and tuning WNN parameters with the GWO algorithm. GWO has a natural leadership mechanism which makes it more effective than other approaches. Figure 13 provides the comparative analysis in terms of the ROC curve of the proposed scheme with other classifiers. From Figure 13, it can be seen that the area under the curve of the presented CAD system is greater than that of the state-of-the-art methods like SOM-SVM, LOFA-SVM, MBA-RF, and BAS-BPNN (0.99, 0.91, 0.93, 0.92, and 0.95). Therefore, this particular result highlights the effectiveness of the GWO-tuned WNN in US image classification. As a result, classification accuracy was improved with the proposed method.




4 Conclusion

Ultrasound imaging techniques are an important diagnostic tool for breast cancer diagnosis. The CAD model can assist physicians in generating more precise decisions. This paper proposed a CAD model for breast cancer diagnosis by the integration of a wavelet neural network and the grey wolf optimization algorithm. In this system, a sigmoid filter was used to increase the contrast of the images and IDAD to remove the speckle noise. An ROI was obtained from the preprocessed image, and subsequently the morphological and texture features were extracted and combined. The dimensions of the obtained features were reduced with PCA. Finally, GWO-WNN was executed to perform the classification task. Conventional WNN requires increased time for training and optimizing the parameters. This proposed scheme employed GWO for tuning the WNN parameters which eventually reduced the computation and training times. The simulation results clearly showed that the suggested CAD model system attained desirable classification accuracy when compared to its peers with respect to the classification accuracy. The leading advantages of the proposed GWO-WNN method include increased robustness, smaller training data, and faster convergence. Ultimately, since the GWO algorithm has a natural leadership mechanism, it makes it superior to other bio-inspired algorithms. Most of the former methods have employed a meta-heuristic algorithm for feature selection. But, the proposed CAD system used the meta-heuristic algorithm to tune the WNN parameters which helped to reduce the computational cost and avoid the local minima problem, thereby exhibiting improved performance. In future, few other meta-heuristic algorithms like cat swarm optimization, ant lion optimization etc., will be investigated to further improve the classification accuracy.
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The global spread of the SARS coronavirus 2 (SARS-CoV-2), its manifestation in human hosts as a contagious disease, and its variants have induced a pandemic resulting in the deaths of over 6,000,000 people. Extensive efforts have been devoted to drug research to cure and refrain the spread of COVID-19, but only one drug has received FDA approval yet. Traditional drug discovery is inefficient, costly, and unable to react to pandemic threats. Drug repurposing represents an effective strategy for drug discovery and reduces the time and cost compared to de novo drug discovery. In this study, a generic drug repurposing framework (SperoPredictor) has been developed which systematically integrates the various types of drugs and disease data and takes the advantage of machine learning (Random Forest, Tree Ensemble, and Gradient Boosted Trees) to repurpose potential drug candidates against any disease of interest. Drug and disease data for FDA-approved drugs (n = 2,865), containing four drug features and three disease features, were collected from chemical and biological databases and integrated with the form of drug-disease association tables. The resulting dataset was split into 70% for training, 15% for testing, and the remaining 15% for validation. The testing and validation accuracies of the models were 99.3% for Random Forest and 99.03% for Tree Ensemble. In practice, SperoPredictor identified 25 potential drug candidates against 6 human host-target proteomes identified from a systematic review of journals. Literature-based validation indicated 12 of 25 predicted drugs (48%) have been already used for COVID-19 followed by molecular docking and re-docking which indicated 4 of 13 drugs (30%) as potential candidates against COVID-19 to be pre-clinically and clinically validated. Finally, SperoPredictor results illustrated the ability of the platform to be rapidly deployed to repurpose the drugs as a rapid response to emergent situations (like COVID-19 and other pandemics).
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GRAPHICAL ABSTRACT. Illustration of SperoPredictor repurposing framework. It starts with data collection followed by machine learning models training, model deployment, literature, and molecular docking-based validation.


INTRODUCTION

Coronavirus (CoV) normally targets the respiratory tract of humans (mammals), resulting in mild-to-severe respiratory tract infections (1). In the last two decades, severe acute respiratory syndrome (SARS-CoV) and Middle East respiratory syndrome coronavirus (MERS-CoV) referred to as pathogenic human coronaviruses, have caused global epidemics with high mortality and morbidity rates (2) with a burden on the worldwide economy (3). In December 2019, Wuhan (China) experienced the third coronavirus pandemic, called novel coronavirus (SARS-CoV-2 or 2019-nCoV) disease 2019 (4). Over 79,000 confirmed cases with more than 2,600 deaths from COVID-19 or SARS-CoV-2 outbreak worldwide were reported as of 24 February 2020 along with contact transmission due to human-to-human interaction (5). Moreover, according to the World Health Organization (WHO), as of 15 February 2022, there have been a total number of 414.3 M confirmed cases of COVID-19 with 5.846 M deaths worldwide, while the United States, India, and Brazil remain the worst-hit countries (6), with worldwide economic costs of more than $16 trillion. In this connection, studies have been conducted for COVID-19 health and exploratory data analysis for classification, comparative analysis (7), and prediction using machine learning, such as done in (8) specifically targeting the Mexican and Brazilian patients. The results from the study consider data from patients under the age of 0–120 years demonstrating the application of big data technologies along with machine learning. Similarly, the relation between the spread rates of COVID-19 in high-risks countries is also studied in (9) where Pearson correlation was considered to first study the relationship between the countries under study followed by the use of PCA to categorize the countries based on the spread rates of COVID-19. Moreover, a vast number of efforts from various national and international research groups around the world have been made to obtain effective drugs for COVID-19. To date, the FDA has approved only one antiviral (oral) drug for the treatment of COVID-19, and it is regarded as a major step forward in the fight against COVID-19 (10). Owing to the lack of effective oral drugs for COVID-19, there is an urgent need to develop effective treatments for 2019-nCoV or SARS-CoV-2.

Additionally, witnessing the pandemics over the last two decades and the emergence of new diseases, the total money diverted to pharmaceutical and biomedical research has significantly increased, increasing the annual number of novel treatments approved by the US Food and Drug Administration (FDA) slightly (11). As estimated in a study, pharmaceutical companies invested $802 million in 2013 which increased to $2.6 billion in 2015 owing to the development of novel drug molecules approved by the FDA (12). Thus, the development of novel drug molecules until the approval of the FDA requires approximately $2–$3 billion investment and a time of approximately 12–15 years, with < 10% chance of success. This renders drug development a risky process that suffers from high attrition rates, substantial costs, and a slow pace (13). An effective alternative to de novo drug development is drug repurposing, the process of determining new indications of the already approved (FDA), failed/abandoned, or investigational drugs for use in other diseases (14). Drug repurposing reduces the time and money spent on de novo drug development and clinical trials (15–17) because the safety and efficacy data of the drugs to be repurposed are already known. In addition, sufficient investment of time and money is still required for drug repurposing when opting for experimental approaches (18). The problem has been solved with the advent of computational approaches which have come along with enormous computing power to digest vast amounts of heterogeneous data for the testing of the systematic drug repurposing hypothesis (12, 13, 15–17). Moreover, targeting a single viral protein often results in high drug resistance owing to the rapid evolution of the virus genome (1). Conventional methods based on the three-dimensional structure of proteins and ligands are limited by the unavailability of protein structures that are normally encountered for most viral and human targets. Apart from that disease diagnosis studies are performed, such as done in (19). In the said study, significant features were ranked using a random tree, decision tree, support vector machine (SVM), and chi-squared decision tree models. The study results show the significance of the RT models which ultimately outperform the other models.

Moreover, in silico methods that predict drug–target interactions (DTI) or associations, use machine learning to train, test, and validate the machine-learning-based prediction models. DTIs are the pairs of drugs and their targets interacting with each other. Moreover, these trained prediction models are subsequently deployed to discover novel DTIs. The data on which feature-based machine-learning models are trained can be obtained from publicly available online databases or in-house laboratories. The well-known databases for DTIs and target–target interactions are DrugBank (20), KEGG (21), and STITCH (22–24). When discussing the representation of drugs and target data, people have presented them in many different forms; for example, drugs are represented by their chemical structures (25), drug expression profiles (26) side effects (27), and Anatomical Therapeutic Chemical (ATC) codes (28), while targets have been represented using their gene ontology information (28), genome sequence (21), protein–protein interaction (29), and disease associations (30). Moreover, many successful feature-based computational methods have been developed over the past decade. Feature-based methods are standard methods that require feature vectors of a fixed length as input (31). According to the literature, an earlier feature-based method (32) was used for target representation; this method performs binary vector representation of the drugs, indicating the presence or absence of functional groups in the chemical structure of the drugs with amino acid composition. Simply put, if a drug is represented by d, then the feature vector of the drug would be [d1, d2, d3,…, dd]. Similarly, for target t, it would be [t1, t2, t3,…, tt]. The drug and target feature vectors are subsequently concatenated to form a drug–target pair (d,t). In addition, many feature-based methods have been presented based on random forest (RF) (29, 30), rotation forest (33), and extremely randomized trees (34) that are formed by the ensemble of decision trees. In the given studies, many of the important features are not considered. Specifically, in most studies, only two or three features are focused on, missing the other important information. While in our work, unlike other studies, SperoPredictor® uses multiple drugs (four drugs) and disease (three diseases) features unified in binary strings covering diverse aspects of drugs and diseases data. The use of various features in our study make the classification models more generalized and accurate on unseen data. Additionally, other feature-based methods include relevance vector machines (35), KNN (fuzzy) (36), and deep learning (37–39). Additionally, most of the studies are focusing on single ML model trained and then deployed, while in our study we have trained multiple machine-learning models which are later stacked together to synergize the prediction confidence. Once the predictions are taken from the deployed machine-learning models, the need for further validation of the drugs is highly needed which most of the studies are lacking. Here, a bifold molecular docking validation is performed for the predicted drugs with host COVID-19 proteins. Moreover, there is dire need of well-trained models that are fast, accurate, and ready to be deployed as rapid response, such as SperoPredictor. Further it can also be deployed to predict the drugs for a given disease as input to the deployed model and can find the new indication for drugs given as input.

In this study, we present an integrated machine learning and molecular docking-based drug repurposing framework that systematically uncovers undiscovered DTIs. This approach is based on the notion that (i) given known and unknown sets of DTI data enriched with various aspects of drug and disease features (Figure 1A), (ii) machine-learning models can be trained (Figure 1B). The trained models (iii) can be deployed to determine new DTI pairs for a given set of proteins functionally associated with diseases causing viral infection, such as COVID-19 (Figure 1C). We employed this approach along with (iv) the confirmation of the indications from the literature survey and (v) by performing molecular docking to further ensure the interactions (binding affinity) between predicted drug–target pairs as shown in Figure 1C. Following this approach, 25 potential drug candidates were predicted for COVID-19. Literature-based validation confirmed that 12 out of 25 (48%) drug compounds were already used in COVID-19. For the remaining 13 compounds, molecular docking was performed. Based on the docking results and prediction scores, four potential drugs were suggested to be pre-clinically and clinically validated for COVID-19.


[image: Figure 1]
FIGURE 1. An integrated machine learning and molecular docking-based ensemble approach for drug repurposing. (A) It shows that the drug and disease data collected from the public databases are first arranged and then transformed into a feature matrix, (B) followed by training and testing of the predictive models (RF and TE). (C) After training and testing, the data for the COVID-19 host targets are prepared from the literature review and fed to the predictive model for getting the potential repurposed drugs. Potential hits are then validated by using literature mining and collecting the evidence in the form of papers, patents, and database evidence. For the remaining predictions, molecular docking is performed to find the binding affinity of the drugs. Finally, the drugs with the highest binding affinity are prioritized as the potential repurposed candidates ready for the preclinical and clinical tests.




MATERIALS AND METHODS

In this step, we followed the five steps shown in Figure 1 to identify the repurposed drugs for COVID-19 (drug repurposing).


Dataset Preparation

The dataset contains four drug features (drug chemical structures, side effects, target sequences, and drug-targeted genes) and three disease features (disease gene sequences, disease specificity indices, and disease observable traits).


Chemical Structures

Chemical structures (40) in SMILES form have been used in many studies. Simplified molecular-input line-entry system (SMILES) is the form of a line notation for describing the structures of chemical species and SMILES was obtained from DrugBank (41), PubChem (42), and ChEMBL (43) during 2021–2022 using application programming interface (API) in KNIME as shown in Supplementary Figure 1. To make the data machine-learning ready, one-hot encoding (44, 45) was done to convert SMILES data into a 1,430-dimensional vector called the Drug-S Vector. The vectors were subsequently collected as the bit vector using the KNIME node called “Create Collection Column.”



Drug–Target Sequences and Genes

Each drug targets one or more proteins (18, 46) and receptors on proteins are the most prominent targets for drugs. In this study, the drug–target sequences were extracted from Uniprot and DrugBank during the academic year 2021–2022 (47). Initially, DrugBank IDs were mapped to Uniprot IDs followed by using API in KNIME to retrieve sequence data from Uniprot. The “Sequence Properties” node in KNIME is used to extract the properties, such as the number of positively and negatively charged residues, mol-weight, hydrophobicity, and aliphatic index. Finally, one-hot-encoding (48) was applied to extracted features and drug genes to transform features into the bit representation of the 2,294-dimensional vector.



Drug Side Effects

As a common hypothesis, drugs with similar side-effect profiles share similar therapeutic effects through a shared mechanism of action (49). The drug side-effect data of 1,430 FDA-approved drugs were downloaded from the SIDER database (27). SIDER provides mapping to PubChem which was used to map side effects to drug structures, protein sequences, and gene data, as shown in Figure 2. To make side-effect data machine-learning-ready, one-hot encoding was used in the KNIME analytics platform as shown in Supplementary Figure 2 resulting in a binary vector string of 5,868-dimension called Drug-Se.


[image: Figure 2]
FIGURE 2. Process of data collection and data mapping. It shows the creation of a dataset and merging of different data sources using cross-database identifiers. The dataset contains the data for the drugs and the data for the diseases. The data download was started with DrugBank data with external links. Then the data was mapped to PubChem and Uniprot. It was followed by the mapping of the SIDER data using the PubChem IDs and the mapping continues through ChEMBL and all the four drug features are presented in a tabular form with identifiers from mentioned databases. The same process follows for the disease data, and finally, the disease data is also represented in the tabular form. The developed dataset contains the drug and disease-related data enriched with various features.




Disease Gene Sequences and DSI

In recent years, there has been a tremendous increase in the knowledge accumulation of gene–disease associations. It is important to facilitate clinical practice using this knowledge (50). In our study, gene-disease associations (GDA) were collected from DisGeNET (51–53) that contains more than 400,000 GDA across all databases (54). Moreover, the Uniprot IDs were used along with gene symbols from DisGeNET to extract gene sequences from the Ensemble database (55, 56) using API in KNIME (Supplementary Figure 1). Drug sequences were converted using one-hot encoding into a binary string vector. Additionally, for the disease specificity index (DSI) (51), the vectors generated are referred to as Dis-Ge for one-hot-encoded gene sequences of 1,321 length. Whereas, the DSI values are left named as DSI.



Disease Observable Traits

Disease observable traits have been utilized for drug discovery and development (57–59). Drugs discovered based on phenotyping screens have surpassed the drug screened and developed through a molecular drug–target-based approach (60, 61). In this study, 10,881 human diseases with 8,662 phenotypes were retrieved from the Monarch database (62). The phenotypes were encoded using a one-hot encoder which produced vectors (Dis-Tr) of 5,212 lengths as shown in Table 1.


Table 1. Drug and disease features in the dataset created.
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Positive and Negative Samples

After collecting the known drug- and disease-related features data (DTIs), we assumed them to be positive samples, and the unknown interactions achieved through the randomized shuffling of the positive samples were assumed to be negative samples (63) followed by upsampling of the negative samples to create a balanced dataset. The rationale behind this is that conventional methods of unknown interactions between targeted drugs as negative examples may result in bias because unknown interactions between targeted drugs may contain undetected interactions between the targeted drugs. This was overcome by finding the duplication between the positive and negative samples and it was ensured that no pair from positive samples matches exactly to negative samples.




Model Prediction Techniques

For bioinformatics research, machine learning plays a significant role in the filtering and comprehension of patterns in a given dataset (63). Our proposed study presents machine-learning models trained on various aspects of the drugs and disease data. The statistics for the datasets used in this study are provided in Table 1. The overall purpose of the workflow was to predict DTIs for COVID-19. The process can be divided into five steps. First, the models were trained using the training data, and second, the trained models were tested and cross-validated using the testing and cross-validation data, respectively. In this study, different machine-learning models were tested and evaluated. The ML models (algorithms) used in this work are Random Forest (RF), Tree Ensemble (TE), and Gradient Boosted Trees (GB).


Random Forest

It contains multiple individual decision trees that function as divisions. Every individual decision tree is bounded by predictions guided by the class, layer, and the soundest prediction results in the model. RF performs efficiently with large types of data elements from one decision tree, and its accuracy can be maintained even if the data contain missing values. In addition, the fair training time complexity expressed as O(n*log(n)*d*k) and excellent space complexity of the RF models given as O(depth of tree *k) makes it a good choice in such applications. In the given time and space complexity notations, “n” shows the number of training examples, “d” shows the data dimensions, and “k” shows the number of models. In our work, we used the KNIME node “Random Forest Learner” with the parameters shown in Supplementary Table 1. The model (RF) in this study functions in two ways. First, it was trained, tested, and validated; then, the results from the model were used individually and combined or averaged with other models. Finally, predictions for the COVID-19 DTI data were obtained after training and testing.



Tree Ensemble

Similarly, we used the KNIME node “Tree Ensemble Learner” to develop the TE model. It contains an ensemble of decision trees. Typically, each tree in ensemble learning is developed using different sets of rows or columns. Whereas, rows are called records and columns are called attributes. The key idea behind ensemble learning is that a group of weak learners combine to form a strong learner. Moreover, like RF, the time complexity of the TE algorithm is fair, and it is represented by O(n*log(n)*d) and the space complexity of the TE is excellent. Similarly, in the given time and space complexity notations, “n” shows the number of training examples and “d” shows the data dimensions. In, this work, we used the “Tree Ensemble Learner” with the parameters listed in Supplementary Table 1. Like RF, TE learning algorithms also function in two ways. Additionally, the data prepared for COVID-19 were used to predict the DTIs to repurpose potential drugs for COVID-19.



Gradient Boosted Trees

Aiming at classification, it learns gradient boosted trees. It uses regression trees in a shallow form. Along with RF and TE, we used the “Gradient Boosted Trees Learner” node in KNIME for model development. The time and space complexity of the GB trees is also like the other two. Following the other two, GB was trained, tested, and validated, and the results from the model were combined and averaged with other models. After training and testing, predictions for the COVID-19 DTI data were obtained. The parameters used for the GB trees are also given in Supplementary Table 1.




Training and Testing Procedure

The prepared dataset was split into three portions: training, testing, and validation using the train-test split method. For each of the classifiers (Section Model Prediction Techniques), 70% of the data were used as training data that were randomly drawn and contained both positive and negative samples. The remaining 30% of the data were used for performance testing (15%) and validation (15%).

While selecting the best models, we used a part of the training data and tuned the hyperparameters. This procedure was followed by the testing of the trained models with 15% of the data split for the testing purpose. The process was repeated to fine-tune the hyperparameters. Once the testing accuracy was sufficiently high, the validation data were used to perform the 10-fold cross-validation of the models. During this initial procedure, we eliminated GB because it did not perform appropriately, compared to RF and TE. Therefore, we developed and trained the models; the list of parameters is given in Supplementary Table 1. The models were subsequently run on the validation datasets to observe the predictive performance using the evaluation parameters (Section Model Evaluation Techniques) that testifies to the effectiveness of the training performed. At the end of the training, the best-performing models as per the Mathew correlation coefficient (MCC) and other important parameters were selected. Finally, the models were either used in the combination (averaging the output of the models) or only the RF.



Model Evaluation Techniques

The different parameters used to evaluate the machine-learning model are discussed below.


Accuracy

This is the ability of a classifier to differentiate between positive and negative samples correctly. To determine the accuracy, true positive and true negative should be known across all cases. The accuracy can be measured using Equation (i).

[image: image]

Here, TP is true positive, TN is true negative, FP is false positive, and FN is false negative.



Precision and Recall

Precision refers to the correct ratio of positive reactions, whereas recall shows the ratio of positive samples that have been predicted correctly. Precision can be calculated as per Equation (ii), and recall can be calculated according to Equation (iii).
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F1 Score

This measures the balance between precision (p) and recall in the system. Equation (iv) was used to calculate the precision.

[image: image]



Mathew Correlation Coefficient

The value of MCC ranges from −1 to 1. In this range, −1 is a zero-credible binary-learning method, whereas 1 is a completely confident binary-learning method. The calculation formula for MCC is given by Equation (v).

[image: image]




Prediction Validation Techniques

After the training, testing, and validation, the models were deployed. The data for COVID-19 host targets were collected from the literature. The information sources of the collected host targets for COVID-19 are given in Table 3 along with other information. The data were pre-processed, and the predictions were obtained from the deployed ML models. The predictions (new DTI) were validated in the following two ways.


Literature-Based Validation of the New DTI Predictions

After the new DTI predictions were obtained for the COVID-19 targets, we performed a manual literature search. We used combination models (RF and TE) and individuals, and for both types of models, literature-based evaluation was performed (64, 65). As a result, we labeled the new predicted DTIs valid when at least one publication or database evidence showed the use of the predicted drug in COVID-19. This can be further divided into two categories: first, the evidence from the publications that could mention either the computational approach or a combination of the computational approach along with wet-lab experiments, and second, the database evidence. The databases, such as DrugBank, mention drugs along with their indications and are updated periodically.



Molecular Docking

After initial validation based on the literature, molecular docking was performed using AutoDock Vina for the unconfirmed DTIs. Moreover, for docking experiments, the co-crystallized structures of the host COVID-19 targets were downloaded from the Protein Data Bank (RCPDB) along with their PDB IDs. PyMol (66, 67) visualization software was used to visualize the target protein and extract the binding sites after deleting the water molecules and removing the backbone ribbon structure of the protein. Additionally, all the ligand molecules were also removed. The prepared protein structures were later used as inputs to Auto Dock Vina (67) for molecular docking, where hydrogen atoms and Gasteiger charges were added to the structures.

For the ligands, 3D structures were downloaded from PubChem (68) in structured data format (SDF). The structures were first converted into Protein Databank (PDB) format in PyMol, followed by structure preparation in AutoDock Vina. The prepared ligand structures were named PDBQT format. Before performing docking, binding pockets were created using the known binding sites in the crystal structure, and docking was run for 10,000 iterations. The results for each ligand–target docking were collected separately and analyzed for binding affinity values. Finally, ligands with higher binding affinity values were prioritized, and then the re-docking procedure was carried out in AutoDock Vina with 10,000 iterations. Based on the docking and re-docking results, comparison potential COVID-19 drugs were suggested for preclinical and clinical validation.





RESULTS AND DISCUSSION

Here, we discuss the results obtained from our proposed machine-learning-based prediction models (SperoPredictor®) for DTI implementation on the generated drug–disease (DTI) dataset, followed by novel DTI prediction for COVID-19, their literature-based validation, and molecular docking-based validation.


SperoPredictor Training, Testing, and Validation

In our work, we handled the DTI prediction for COVID-19 as a binary classification problem. The developed BioSpero's SperoPredictor® accepts the drug–disease data in a one-hot-encoded format and performs binary predictions between drugs and targets as active (valid or interacting) or inactive (invalid or non-interacting) for a given set of protein targets. The predictions were further validated using literature-based evidence and molecular docking, as shown in Figure 1. Moreover, to train the models, we generated a multiple feature-based dataset for DTIs from multiple databases. The data collection for 1,430 drugs and 2,265 protein targets (Table 1) was partially performed through an application programming interface (API) in the KNIME analytics platform, and subsequently processed and transformed using KNIME nodes. API automatically extracts the data from databases using a set of identifiers and the data-mapping process is shown in Figure 2. To validate the models, we split the dataset into training (70%), testing (15%), and validation (15%) datasets. Moreover, 10-fold cross-validation was performed on the tested models, and the performance statistics are shown in Figure 3. The results are further summarized in Supplementary Table 2, illustrating the accuracy, MCC, F1 score, precision, sensitivity, and specificity, whereas the corresponding results are shown in Figure 3. The given parameters were calculated during testing and cross-validation.
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FIGURE 3. Performance statistics of the algorithms used in the study. Additionally, it shows the training and 10-fold cross-validation results of the Random Forest (RF), Tree Ensemble (TE), and Gradient Boosted (GB) classifiers. (A) Shows the accuracy results of the classifiers and RF seems to perform best followed by the Tree Ensembl predictor, (B) in case of F1 scores, RF again performs better than the rest whereas the GB performance is worst, (C) whereas MCC values are also best for the RF but (D) Precision results are best for the TE during training and validation followed by the RF and GB, finally (E,F) for the Sensitivity and specificity, respectively, RF performs best and GB is constantly worst.


The accuracies of the RF model during testing and validation were 0.9931 and 0.9924, respectively. Similarly, the TE accuracies remained at 0.9904 and 0.9894, respectively, during the testing and validation of the model. In addition, the precision-recall values are also presented for the proposed models. It is important to mention that precision is also referred to as positive predictive value (PPV) and recall (sensitivity) is referred to as the true positive rate (TPR) (63); specificity, also called true negative rate (TNR), is also mentioned in Supplementary Table 2. Higher values for precision, recall, and specificity indicate the greater predictive performance of the trained models.



Comparison With the Existing Methods

In this section, we provide a comparison between SperoPredictor and three recent state-of-the-art methods. The first method proposed efficient machine-learning methods with a case study on COVID-19 (63). In these studies, SVM, RF, XGBOOST, and DBN were used. DTIs were predicted using RF and SVM for COVID-19. They predicted drugs for ACE2 with 100% confidence. Another method is based on the deep learning structure model (CNN) to gain the sequences (Amino acid) in 1D representation. According to the results, the use of CNN for data representation improved the performance, compared with traditional methods, and the performance among all models is quite visible. The other method offers a novel approach to developing negative DTI. In this study, many lasso models were used to combine multiple sets of features to examine the prediction power and DITs (69). Lasso DN's suggested comparing the performance to Lasso, support vector machine (SVM), standard logistic regression (SLG), and DNN models. Additionally, another study proposed DTI prediction using Lasso with RF. FP2 and PsePSSM fingerprints were used for feature extraction, followed by the removal of redundant information (70). Our method performs better than all the other methods, achieving the best results in testing and cross-validation, as shown in Table 2. As shown in Figure 3 and Table 2, the highest accuracy achieved in our work is 0.9931 (99.31%) in the case of RF and 0.9904 (99.04%) in the case of the TE algorithm which is approximately 5% higher than the first (63), 6% higher than the second (69), and 7% higher than the third (70). Similarly, when the results are compared for other parameters, such as MCC, our proposed models exhibit better performance at 0.9863 for RF and 0.9809 for TE as compared to other studies done in (63, 69, 70). Another recent study done in (71) uses SVM and RF models to repurpose the drugs for COVID-19. The accuracies of the classifiers as shown in Table 2 are 0.90 and 0.82, respectively, outperformed by RF and TE models presented in our study.


Table 2. Model performance comparison between related and our work.
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Application in COVID-19

De novo drug development takes 12–15 years with a $2–3 billion investment. Drug repurposing has emerged as an effective alternative solution to respond in case of epidemics and pandemics. In this regard, repurposing potential antiviral drugs for COVID-19 is the only solution to counter the sudden emergence of pandemics. Moreover, the recurrence of COVID-19 is significantly affected by the response of the human immune system. To date, there has been extensive research conducted involving different methods (such as the data-driven method) on COVID-19. These methods use different resources for data collection and analysis, such as DrugBank, TTD, STITCH, and ZINC. Additionally, antiviral drugs targeting COVID-19 can be placed in one of two categories. First, antiviral drugs target the host targets of the virus to impede the aggregation of the virus, and second, drugs boost the immune response over a wide spectrum (72).

Moreover, a study using the deep learning model (73) conducted pre-training on the interactions, and MT-DTI identified the EGFR receptor successfully as the drug–target that has been associated with 30 candidates out of 1,094 from the DrugBank. This study did not require 3D structural information to predict the interactions between drugs and targets. However, there is no evidence to support the positive action of drugs in COVID-19 (74). The drug Atazanavir exhibited reasonable efficacy and binding affinity toward COVID-19-target proteins. In addition, the FDA approved Remdesivir for use in patients aged 12 years and above (75). Another study performed drug repurposing for COVID-19 using a literature-based approach (76). They used a scientific approach called the literature-based discovery (LBD) and compared it with three other similar models. They concluded that semantic models are most suitable for drug repurposing.

A recent study (77) suggests the application of AI to accelerate the drug repurposing process (78). This further demonstrates the importance of different AI approaches and discusses the different drugs that are currently under clinical trials in various phases. Similarly, another study discusses how AI models are used in precision medicine and how AI models can accelerate drug repurposing in COVID-19. Furthermore, AI along with network-based approaches, can be a powerful and innovative alternative to drug repurposing. According to these reviews, AI-based tools can be used to reposition drugs for other human-related diseases, focusing on COVID-19.

Here, we focused on predicting DTIs using SperoPredictor, the proposed machine learning and molecular docking repurposing framework that was trained on drug–disease-enriched data (the corresponding statistics are shown in Table 1). The data were collected from multiple sources and mapped to a single table using the cross-database identifiers and the mapping process is shown in Figure 2. In our study, to predict the repositioning drugs for COVID-19, we deployed our trained models with high accuracy and specificity of 99.3–99.94% (RF) and 99.0–99.98% (TE), respectively.

To get the predictions for potential repurposed drugs for COVID-19, a literature survey was conducted, and the key host-target proteins of COVID-19 were collected. The target proteins are shown in Table 3. After collecting the targets, the data, including the observable traits, Ensembl gene ID, and DSI index, for these targets were prepared, as shown in Supplementary Table 5. The observable traits were collected from the Monarch database, whereas gene IDs and DSI indices were collected from the Ensemble database. The data were subsequently fed into the workflow for processing and gene sequence extraction, and the workflow is shown in Supplementary Figure 3. Following the processing and transformation of the COVID-19 target data, they were provided as input to the deployed RF and TE model for the predictions, as shown in Supplementary Figure 4. The models were used in two configurations: first, the combination of both models was used, and as a result, two drugs were predicted; second, the RF model was used, and a total of 25 drugs were predicted.


Table 3. Key host-target proteins in COVID-19.
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Our strategy for validating the prediction was based on literature-supported evidence and molecular docking. Two drugs predicted from combination models (RF and TE) were validated from the literature, and evidence suggested their repurposed use in COVID-19. Whereas 12 out of 25 drugs predicted using RF were found in the literature, suggesting their use in COVID-19. This means 48% of the predicted drugs were known to have anti-COVID-19 activity. All predicted drugs, along with evidence found in the literature, are specified in Table 4 with prediction confidence and literature evidence. Whereas, all 25 predicted drugs, along with the information, are specified in Supplementary Table 3.


Table 4. Drugs predicted for COVID-19 with their prediction probability and reference links.
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Molecular Docking and Re-docking for Binding Affinity Prediction of Compounds Against SARS-CoV-2 Host Targets

AutoDock Vina was used to perform molecular docking between the predicted ligands (for SARS-CoV-2) and SARS-CoV-2 host protein targets. All the selected host COVID-19 targets are listed in Table 3. The binding sites and PDB IDs of the selected proteins are shown in Supplementary Table 4. Ligand structures were downloaded in 3D SDF format from PubChem and converted to the PDB format using PyMol software. The preparation of 13 ligands (not confirmed in the literature) and six targets was conducted in the AutoDock Vina environment. Each ligand molecule was docked against all the six selected host COVID-19 protein targets. The binding affinity results are shown in Figure 4. As a result of molecular docking, the lowest binding affinity score was found as −5.4 (kcal/mol), and the highest score was −10 (kcal/mol). The top-scoring drugs for Adaptor Protein 2-Associated Kinase 1 (AAK1) with binding affinities ranging from −9.0 to −10.0 kcal/mol were Balaglitzone (ΔG = −9.9 kcal/mol), Cortivazol (ΔG = −9.9 kcal/mol), Ganaxolone (ΔG = −9.1 kcal/mol), and Velusetrag (ΔG = −9.1 kcal/mol) (Supplementary Table 6). Similarly, for Cyclin-G-Associated Kinase (GAK), the highest-scoring drugs were Balaglitzone (ΔG = −9.6 kcal/mol), Velusetrag (ΔG = −10.0 kcal/mol), 16-alpha Bromoepiandrosterone (ΔG = −9.0 kcal/mol), and Rolofylline (ΔG = −9.1 kcal/mol) (Supplementary Table 6). For the Angiotensin-Converting Enzyme 2 (ACE2), Cortivazol (ΔG = −10.0 kcal/mol) performed the best and for Furin, Cortivazol (ΔG = −9.4 kcal/mol), Balaglitzone (ΔG = −9.1 kcal/mol), and 16-alpha Bromoepiandrosterone (ΔG = −8.7 kcal/mol) demonstrated the best results (Supplementary Table 6). Additionally, for the Transmembrane Protease Serine 2 (TMPRSS2) and Procathepsin L, the docking score of all the drugs was found to be below −8.0 kcal/mol, as shown in Figure 4. To further validate the top hit (six) drugs, re-docking was performed and results were found consistent as shown in Supplementary Table 6. Finally, the top hit predicted drugs interacting with high-binding affinity to at least two host targets based on the molecular docking score were analyzed and suggested as an effective treatment to be pre-clinically and clinically validated for COVID-19 (Table 5).


[image: Figure 4]
FIGURE 4. Binding affinity or docking scores of the predicted repurposed drugs against six COVID-19 host proteins. The candidate predicted drugs are mentioned along the y-axis whereas the host COVID-19 protein targets are mentioned along the x-axis. The Docking score bar is showing the maximum to the minimum value, where the dark red color presents the maximum score of −10 and the white fed color shows −5.4. The highest binding affinities of 9.0 to −10.0 kcal/mol were achieved for Velusetrag-GAK, Cortivazol-ACE2, Balaglitazone-AAK, and Cortivazol-ACE2 complexes.



Table 5. Finally suggested four drug candidates for COVID-19 with their target information.
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Moreover, the molecular interaction of the top four hit molecules (four drugs) interacting with at least two host COVID-19 targets based on the molecular docking scores are shown in Figure 5. This indicates the binding interaction along with the different host protein targets, their residues, and interaction scores highlighted in Figure 5. Based on the docking scores, small-molecule drugs (Table 6), such as Balaglitazone, are suggested for preclinical validation against Adaptor Protein 2-Associated Kinase 1 (AAK1) (Figure 5A), Cyclin-G-Associated Kinase (GAK) (Figure 5C), and Furin (Figure 5H). Similarly, the other top-ranked candidate drug Cortivazol is recommended against host COVID-19 targets, such as Adaptor Protein 2-Associated Kinase 1 (AAK1), Furin, and Angiotensin-Converting Enzyme 2 (ACE2), followed by Velusetrag, recommended for Cyclin-G-Associated Kinase (GAK) (Figure 5D), and Adaptor Protein 2-Associated Kinase 1 (AAK1) (Figure 5I); 16 alpha Bromoepiandrosterone is suggested for Furin (Figure 5G) as well as for Cyclin-G-Associated Kinase (GAK).


[image: Figure 5]
FIGURE 5. Results of the molecular docking of the potential predicted drugs. Further, it shows the molecular interaction, residues, and scores. (A,B) It shows the interaction of Adaptor Protein 2-Associated Kinase 1 (AAK1) with Balaglitazone, Cortivazol, and Velusetrag, respectively. The docking score of the small molecules is −9.9 for the first two and −19.1 for Velusetrag which suggests strong binding affinity during the interaction. Additionally, in (C,D) interaction of Cyclin-G-associated kinase with Balaglitazone and Velusetrag is shown, respectively, with docking scores of −9.6 and −10.0. Whereas (E), shows the molecular interaction between Angiotensin-converting enzyme 2 (ACE2) and Cortivazol with a docking score of −10 followed by (F–H) Cortivazol, 16 alpha-Bromoepiandrosterone, and Balaglitazone results with Furin. The docking score for Furin-Cortivazol complex is −9.4, for Furin-16 alpha-Bromoepiandrosterone, the docking score is −8.7, and for Furin-Balaglitazone, the docking score is −9.1. (I) Cortivazol binding affinity with Adaptor Protein 2-Associated Kinase 1 (AAK1).



Table 6. Prioritized drugs with their original indication and host COVID-19 targets for which these drugs should be preclinically validated.
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Furthermore, looking at the severity and state of emergency COVID-19 has caused, there is a dire need for effective treatments. One way to respond to the urgent need is to use Biotechnology platforms to swiftly repurpose the potential drug candidates. The emergence and re-emergence of pandemics emphasize the need of building accurate and robust drug repurposing platforms like SperoPredictor to make the process of drug discovery smooth and faster. Moreover, the proposed work offers many benefits, such as it contains ML models trained on drug–disease data enriched with multiple features. Drug data were enriched with four features, however, disease data were enriched with three features. Rigorously trained ML models were tested, cross-validated, and can be applied to any disease, such as was deployed for COVID-19 to repurpose the drugs with high accuracy. Despite the highly accurate and confident prediction results limitations, such as lack of data (1,430 Drugs) and preclinical validation models, are acknowledged and will be taken as a potential future direction that will enhance the effectiveness of the SperoPredictor. Since the trained machine-learning models yield high testing and validation accuracies (RF = 99.3 % and TE = 99.04 %) and the predictions were confirmed from the literature (12/25–48%), these drugs cannot be directly used in clinical trials. Currently, this study excludes the preclinical and clinical validation of the prioritized drugs. Most importantly, the limitation of the available data for drugs and disease is by far the major limitation of this study followed by the lack of negative data samples (which were later upsampled) which could lead to machine-learning models resulting in a high false-positive rate. Additionally, the validation of the remaining (not confirmed from literature) DTI was performed using the molecular docking approach. A lot of research work has been done and molecular docking approaches are used for the prioritization of the anti-COVID-19 drug compounds, still these approaches are not perfect. To overcome the uncertainty and improve the confidence in the results, we used the docking in two steps: first docking of the remaining drugs (13) followed by the prioritization based on the docking scores as shown in Supplementary Table 6 (6/13 were prioritized). Second, re-docking for the shortlisting of prioritized drugs was done and the results are shown in Supplementary Table 6. Finally, the four drugs were prioritized based on the number of COVID-19 targets and docking results. Each drug should have more than one target as shown in Table 6.




CONCLUSION

The past and present efforts are focused on accelerating the drug development process through an alternative approach called drug repurposing. In this study, we present SperoPredictor, a machine learning and molecular docking-based repurposing framework with a use case in DTI prediction for COVID-19. The RF (99.3%) and TE (99.03%) can classify the DTIs with high accuracy. SperoPredictor, is a generalized framework that can be deployed as a rapid response. Additionally, most previous methods have focused on the features of proteins and sequences, involving the physical and chemical properties of drugs. The current proposed data integration method that accommodates the various aspects of drugs and diseases makes the predictions more confident. Similarly, a simple data pre-processing method saves running and processing time and space complexity. Moreover, using SperoPredictor models, we predicted 25 drugs (repurposed) for the SARS-CoV-19 host targets. According to the literature, 12 (48%) of the predicted drugs (25 drugs) have already been tested for SARS-CoV-19. Among the remaining 13 drugs based on molecular docking, re-docking and prediction confidence results of four drugs showing strong binding affinity are suggested for use in COVID-19. These drugs are Balaglitazone, Cortivazol, Velusetrag, and 16-alpha Bromoepiandrosterone. However, the majority of the predictions are validated by various literature sources and two-tier molecular docking validation is also performed. Thus, all the recommended drugs must be validated in various COVID-19 assays and clinical trials before being used in patients. We acknowledge the limitations in this study which will be taken as potential future directions and work along with possible drug combinations. This study is limited to the computational approach and excludes the in vitro validation. Additional limitations of this study include a limited number of drugs (1,430 drugs) and corresponding drug–target (2,294 targets) data along with the lack of negative data samples. Whereas, a higher number of drugs could contain and result in more potential anti-COVID-19 drugs and balanced data samples could result in better classification. Finally, the analysis of the novel DTI prediction for COVID-19 indicated that our approach could infer a list of novel DTIs that are practically applicable for drug repurposing. Moreover, the proposed approach can be used to repurpose the drug for any disease of interest following the same approach and this method can be applied in other ways to find the alternative uses for the existing drugs. However, in the future, the efficiency of this approach can be further enhanced by adding more data to train the models and using some state-of-the-art deep learning methods. In conclusion, predictive results of the SperoPredictor supported by literature evidence (12/25–48%) and good docking results between repurposed drugs (ligands) and SARS-CoV-19 host targets prove that our proposed models successfully identify potential repurposed candidates for COVID-19 treatment with high accuracy and confidence.
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The majority of the current-generation individuals all around the world are dealing with a variety of health-related issues. The most common cause of health problems has been found as depression, which is caused by intellectual difficulties. However, most people are unable to recognize such occurrences in them, and no procedures for discriminating them from normal people have been created so far. Even some advanced technologies do not support distinct classes of individuals as language writing skills vary greatly across numerous places, making the central operations cumbersome. As a result, the primary goal of the proposed research is to create a unique model that can detect a variety of diseases in humans, thereby averting a high level of depression. A machine learning method known as the Convolutional Neural Network (CNN) model has been included into this evolutionary process for extracting numerous features in three distinct units. The CNN also detects early-stage problems since it accepts input in the form of writing and sketching, both of which are turned to images. Furthermore, with this sort of image emotion analysis, ordinary reactions may be easily differentiated, resulting in more accurate prediction results. The characteristics such as reference line, tilt, length, edge, constraint, alignment, separation, and sectors are analyzed to test the usefulness of CNN for recognizing abnormalities, and the extracted features provide an enhanced value of around 74%higher than the conventional models.

Keywords: convolutional neural network (CNN), depression characteristics, emotion recognition, machine learning (ML), perception


INTRODUCTION

Teenage mental illness is a major psychological condition that causes constant emotional distress as well as a loss of enthusiasm and energy in accomplishing any work. It has an impact on teenage thoughts, feelings, and behavior characteristics, resulting in emotional failure with functional and personal concerns. Teenage pupils who are experiencing depression have significant problems carrying out daily tasks and performing in various situations. According to a poll (1) more than 21% of teenagers in India reported suffering from serious depression in the previous year. Friendships and emotional bonds between families and friends are harmed by depression. It has a potential to slow down or halt the growth of the children. As a result of this, suicidal thoughts and attempts may result. Handwriting analysis, video and audio analysis, gesture and movement analysis, and psychological evaluation are among the many different approaches for detecting depression and other mental illnesses that might be created utilizing machine learning (ML) and deep learning methodologies (1). Depression is also one of the primary causes of the disability in teens. Often, a person who is going through this is hesitant to seek help from a counselor. In this case, technology can play a critical role and be the first line of defense. As people become more active on social media, their patterns can be exploited to identify physical and mental illnesses in simpler manner. Several ML algorithms for regression, such as random forest, linear regression, Bayesian network, Naive Bayes, support vector machine (SVM), k-nearest neighbor, and deep learning algorithms for feature extraction, such as Convolutional Neural Networks (CNN), have been used and successfully tested on various datasets containing video, audio, texts, and images fed to a classifier, applicable on affective and personality computing with feature analysis.

In the previous eras, there was an increase in the use of media information in an online method for recognizing, measuring, and tracking changes in the event of an illness. The universal design of web-based media presents an opulent case for improving the data available to psychological wellness therapists and analysts, allowing for an education expert and a well-organized expressive comfort field. Furthermore, entities are influenced by communicable cynical attitudes in informal associations, which stimulate dejection and other psychological diseases. Dysfunctional conduct is known to be a substantial risk factor for self-destruction; about 80% of those who attempt or die by self-destruction have been diagnosed with some form of psychological instability. Wretchedness is the most well-known psychological disorder, although it has remained unknown or untreated due to its recognition or denial. Early recognition of a significant sorrow's signs and therapy through optimal mediation can help to prevent the onset of a significant sorrow. Numerous studies have identified physical and psychological disorders as a result of the vast amounts of data available on the internet, including a few studies that focused specifically to depression.



LITERATURE SURVEY

Anxiety, despair, stress, and other mental health concerns occur too frequent in youth. It is critical to detect such mental diseases earlier to avoid future effects. Currently, numerous methodologies based on AI-based approaches and algorithms for detecting depression and other mental diseases have been developed. The researchers created a ML model that analyzes social media posts and tweets to detect depression. The researchers used data gathered from social media profiles, activity, and tweets to train their model for this project. The test dataset findings reveal that the critical values for classification error metrics are determined by the sample-based features collected from social media analysis. The model's accuracy will increase as the number of features increases. This is a data-driven paradigm in which the performance and outcomes are determined by data and characteristics (2). The researchers aimed to develop a method for examining facial features and detecting depression scales using image processing techniques. They used characteristics and facial expressions to train the classifier for pleasant and bad emotions. A teen student's video is collected and sent into the system. Using Gabor filters, the model extracts the face and its features. The collected characteristics are then classified into different classes using an SVM technique with supervised learning classifier classification. The number and severity of depressive patients are computed using a neural network to analyze depressive emotions taken from a video sample. The class coordinator and parent are advised about the student's disturbed mental situation after the depression is calculated using the Beck's Depression Inventory (BDI-II) scale. Other characteristics used by the system include academic performance, extracurricular performance, and conduct opinion (3).

Deep learning algorithms have a wide range of applications in the treatment and analysis of mental health and other mental disorders to better identify biomarkers relevant to unique characteristics between them, and they can be better identified in a variety of situations, such as mental depression, where no models exist. Furthermore, the state of sadness is described as an event sequence, allowing users to compute psychological infection or severe ML circumstances. Traditional researches have stated that generated models are implemented with strategic tools that pre-process MRI data, such as MRI scanning tomography, for extracting all independent functionalities from deep learning models that are used as input data to validate the model. All of these aforementioned gadgets, on the other hand, collect data based on the prior knowledge of the reference set. As a result, certain datasets that might be used to predict mental disease or healthy cases of depression may be misplaced. Cooperation was incorporated in the analysis to improve the accuracy of the outcomes of this multi-modal investigation. Researchers worked with the National Institute of Neurological Disorders and Stroke, the Centers for Disease Control and Prevention (CDC), and the American Psychiatric Association (APA) to aggregate the data, in addition to the CAN–BIND study. This combined effort could hopefully result in easily available biological assays that can accurately and efficiently guide treatment selection for depression (4). Daily chores such as drawings or writings might be used to detect depression, anxiety, or any other mental problems. Emotional State Recognition from Handwriting and Drawing (EMOTHAW) is a public database that contains handwriting and drawing samples pertaining to an individual's emotions and mental state. This collection contains handwritten and drawn samples from 129 people who are facing mental and emotional problems. The participants were given the task of sketching a pentagon, a house, a circle, and a clock, as well as writing a cursive statement. The elements from the sample are used to analyze a person's personality and emotional aspects, resulting in a personality and character profile. Starting point, gradient, size, border, weight, spacing, strokes, and areas are some of the features analyzed from the handwriting sample that distinguishes it from other samples. The results of the sample analysis were uploaded to their database. To classify and evaluate the samples, the researchers employed a random forest approach. This ML approach is based on an ensemble-based decision tree learning, which includes a feature rank procedure. To study an individual's mental state, feature ranking is used to rank and find the key elements in the sample (5–18).

Artificial intelligence (AI) (i.e., ML) has been introduced into the therapeutic field as a means of improving exactness and accuracy while reducing the number of time-consuming tasks that require human intervention (19). There is emerging evidence that ML's innovation might potentially discover and considerably enhance therapy of complicated mental problems such as despair (20). The researchers devised a system capable of detecting doom with minimal human intervention: man-made reasoning mental assessment. This structure consists of a brief human-PC intelligent assessment that employs artificial consciousness, namely, profound learning, to predict if a member would be deterred by palatable execution. Because of its ease of use, this innovation could provide a useful tool for mental health professionals to spot signs of distress, allowing for quicker intervention. Furthermore, by providing a more targeted assessment, it may minimize the difficulty of identifying and decoding profoundly complicated the physiological and social biomarkers of misery (6). Based on the patient's condition and the doctor's viewpoint, a comprehensive literature review is conducted. Visits to various clinics are used to obtain information. With Doctor's consent, information is accessed and reviewed (21, 22). While conducting a depression analysis, several fields of doctors' opinions on depression are examined. Types and causes of depression are investigated to develop a solution for prediction (17, 23–27).

Depression is a psychiatric condition that obstructs a person's growth by causing behavioral, emotional, and mental alterations. Due to the lack of marking and measuring standards for the depression scale, the psychiatrist may be unable to recognize it. Electroencephalogram (EEG) signals can be used to identify detrimental alterations in the cerebrum's functioning. Thus, the suggested method can scale the downturn measure and recognize the degree of the illness using EEG data using AI methodologies. The highlights from the cerebrum's transitory region are isolated using six (FT7, FT8, T7, T8, TP7, and TP8) channels in this study. Delta, theta, alpha, beta, gamma1, and gamma2 band power, as well as their associated unevenness and matching lopsidedness, are the straight highlights used. Sample entropy (sample) and detrended fluctuation analysis (DFA) are two non-straight highlights used. The following classifiers were used: SVM bagging alongside three distinct piece capacities (polynomial, Gaussian, and sigmoidal). Relief-F is the highlight selection approach that was used. Using SVM (Gaussian Kernel function) and Relief-F as a highlight option, the most notable arrangement precision of 96.02 and 79.19% was achieved for the location and seriousness scaling of darkness. The investigation revealed that a decline has an impact on the worldly portion of the mind (temporo–parietal region). It is indicated that the presence of downturns in the system is having the capability to directly affect the equator reference band structures. It may also be deduced that, among the many components of SVM, the Gaussian bit is more capable than other bits. The combination of all combined unevenness and deviation revealed exceptional arrangement precision (exactness of 90.26% for depression discovery and exactness of 75.31% for seriousness scaling) (7) among the many highlights. Normally, determining gloom necessitates a thorough examination by a knowledgeable expert. Recently, much more thoughts have been devoted to programmed melancholy expectation to conduct a more thorough and fruitful examinations of unhappiness. In this research, a unique approach is proposed that uses a two-stream profound spatial–temporal architecture to estimate the level of downturn from video data. The Inception-ResNet-v2 network is used in our method to extract the spatial data. A volume neighborhood directional number is described, which is based on a powerful component description to capture facial movements. Then, the element map obtained from the Very-low-density lipoprotein (VLDN) is applied to a convolutional neural network to obtain more discriminative highlights. Furthermore, by combining the worldwide middle pooling strategy into the model, a multi-layer bidirectional long transient memory model is planned to obtain transitory data. On the transient parts of spatial and worldly highlights, the TMP method is used. Finally, a thorough study of two testing datasets, AVEC-2013 and AVEC-2014, demonstrates that the proposed strategy outperforms the current methodologies for predicting suffering levels (8). Table 1 indicates the Model Summary for feature extraction.


Table 1. Model Summary for feature extraction using Handwriting and Drawing sample.
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Research Gap and Motivation

The major objective of the proposed work is to overcome the disadvantages that exists in the prediction model using handwritten statements where multiple formats are not present is any existing models (1–29). In addition, only occasional treatments are provided for predicting depression with low complexity algorithms. Even the researchers have examined the implementation model with handwritten statements where complexity of prediction is much higher. Moreover, in the presence of electrograph signals, it is much easier to predict different characteristics of depression but an electrical utensil is needed in this kind of detection. This in turn will create several back-end problems in the near future and the data gathering approach is much reduced in processing of signals. Therefore, to overcome the abovementioned gap, the proposed method on depression prediction using CNN has been implemented.



Proposed Methodology

The features derived from the output samples are used to analyze a person's personality and emotional components, resulting in a personality and character profile. Handwriting samples are examined for the properties such as reference line, tilt, length, edge, constraint, alignment, separation, and sectors that distinguish them from other samples. Handwriting samples of teens are collected and processed using a computerized deep learning utilizing the BDI-II scale. Samples are classified according to their rigorousness in the suggested model architecture to identify, scale, and classify depression using handwriting samples of teenagers. This study examines several depression scores and categories, such as anxiety or stress from 0 to 13, mild depression/anxiety from 14 to 19, moderate depression/anxiety from 20 to 28, and severe depression/anxiety from 29 to 63. In addition, for analyzing handwriting photographs, CNN is used with image recognition techniques to extract deep features from the sample. The CNN, or advanced neural network layers, is a type of deep learning technology that has been effectively used to solve real-world problems.

The network architecture is set up in such a way that extracting and analyzing features from images, audio signals, text, and video segments can be done quickly and efficiently. The proposed method on depression prediction is implemented using CNN for extracting all necessary features by processing the captured input images. In addition to input images, a handwritten sample is trained using hidden layer approach. This type of processing technique provides additional advantage as all dataset features are obtained using compatible mode of operation even if the images are provided at low resolutions. However, the images are converted to high resolution in the CNN model thus data is gathered after classification mechanism. All the steps are implemented under small time scale where errors are minimized at corresponding stages. Furthermore, during feature extraction, the accuracy of detection using CNN is maximized using rotation and scaling techniques.



Objectives

The proposed method on predicting different characteristics of depression aims to solve a multi-objective case study that can be described as follows:

• To minimize the errors that are present in existing models using CNN and maximize the accuracy of prediction by implementing two different sample sets.

• To implement BDI-II scaling for images during classification and extraction techniques where high-resolution images can be processed.

• To integrate cloud storage for storing all monitored parametric values using reference line measurements.



Study Structure

The remainder of this study is laid out as follows. The proposed work's design technique is discussed in Section Design Methodology. The feature categorization technique is discussed in Section Optimization Algorithm: Classification and Regression Development with a step-by-step implementation. The results and overall consequences are discussed in Section Results and Discussions, and the importance of the projected model is described in Section Conclusions.




DESIGN METHODOLOGY

A model has been constructed in this architecture to detect an individual's emotional state using handwriting and drawing examples. The model starts with handwriting and drawing samples as input, which it runs through a CNN-based classifier. A database is created for this system by collecting handwriting text and drawing samples from 250 people. A separate work was also provided, which required students to draw a pentagon, a house, a circle, and a clock, as well as write a statement in cursive. Individuals were given a tablet on which to draw and write for the assignment indicated in Figure 1. The samples are stored in a database once the process is completed. In addition, the database is separated into the following three categories: Training, testing, and validation, with an 80:10:10 ratio.
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FIGURE 1. A sample task to draw a pentagon, a house, a circle and a clock and text in cursive.


Various characteristics of drawing and handwriting samples, such as reference line, tilt, length, edge, constraint, alignment, separation, and sectors, that distinguish one sample from another are examined. Wide separation between words/lines, increasing benchmark, unbalanced left and right edges, and less top edge were a few of the overall highlights of the database. The most commonly observed features for scale are as follows: Maximum weight, broadness at left-edge and top-edge, blended inclination, broadness dispersing in the middle of the lines, maximum slanting in letters such as F, G, H, K, and R, maximum slanting in letters such as F, G, H, K, and R, maximum slanting in letters such as F, G, H, K, and R, maximum slanting in letters such as F, G, H, K, and R. The features are accurate inclination, wide separation between lines/characters, and blended gauge on a scale ranging from 14 to 19, which are collectively defined as a mild depression/anxiety class. The highlights of the lopsided gauge, lopsided edge, long bending within alphabets such as Y, G, F, and so on, enormous dimension of alphabets, wideness in the left-edge, and broad dispersing in the middle of sentences for scale 20–28 are defined as a moderate depression/anxiety class. The top-most and leftmost edge wideness, blended/leftmost inclination, falling gauge, and asymmetrical dispersal in the midst of the sentences are the highlights for the nervousness–anxiety class. Maximum weight, rightmost inclination, blended standard, small size, rising benchmark, lopsided edge, huge bends with alphabets such as S, G, Y, F, and so on. are seen in the sadness–nervousness–stress class, while odd edges, linear gauge, linear/rightmost/leftmost inclination, and average sizing are seen in typical classes.

Handwriting samples were collected and used as a tool for validation, assessing intellectual deficiency, and assessing character attributes. In truth, collecting handwriting samples is non-intrusive, simple, and low-tech, and requires no administrative expertise. The following samples are saved in Switched Virtual Circuit (SVC) records, where SVC stands for record expansion. The SVC extension documents are typically presented in standard American Standard Code for Information Interchange (ASCII) formats that can be accessed using applications such as Microsoft Word, Google Docs, and other common trending applications. The following benchmarking parameters are applied to the data samples:

• Location in x-hub.

• Location in y-hub.

• Time stamp.

• Pen up = 0 or Pen down = 1.

• Dimension of the pen as for the tablet.

• Dimension of the pen as for the tablet.

• Pen point pressure applied by the pen.

Additional data, such as speed highlights (quickening, speed), prompt direction point, brief dislodging, time highlights, and features highlights, can be produced using this arrangement of dynamic data.


Feature Extraction From Handwriting and Drawing Samples

The generated dataset is pre-processed by rotating, scaling, and translating it in order. The photos are resized and normalized to be compatible with the system. This dataset was used to train the convolutional neural network model. Following training, a new input image is given to the neural network to extract features and predict the BDI-II scale, as shown in Figure 2.


[image: Figure 2]
FIGURE 2. Network architecture for eight-layered CNN.


The component maps are used to lower the dimensionality of the convolutional layers using the created pooling layer. The framework executes the maximum pooling layer into the properly defined element map that are unpredicted upon the indicated size, and the largest component is chosen from the framework. There is a complete layer bound after the mixing of various layers, which bundles the highlights to address questionable classes utilizing the increased level features from the Convolutional Layer/Pooling Layer. Soft-max functions are engaged as the last layer, which fixes multiple yields from each unit to the features from beginning to final values. By assessing the vulnerability at each layer, the total cross-entropy job analyses the presentation of collecting ideals. The error that is corrected at the yield layer must be reduced.

The reverse engendering method, which is carried out by the inclination drive technique, attempts to reduce the error by progressing regressively over distinct levels by modifying multiple assessments of loads and tendencies. A cross-approval approach has been used in the development model for evaluating AI models by preparing a group of datasets and measuring using correlative separations on the dataset. The k-cover cross-endorsement condenses data into k bits of equal dimensions, with one segment adding separately for endorsement and the rest sections used for readiness in this model. The entire dataset is split into k wrinkles of similar size, and the model is built using k – 1 folds. The parametric test of the model on the kth overlay will begin immediately and continue in the foreseeable future. For each cover, the goof/setback, exactness is set aside. This cycle is repeated until all of the creases in the testing dataset have been applied. Accuracy stored in k-folds is used to resolve the typical exactness. By combining a few models, cluster knowledge representation facilitates the application of different representations in AI. A basic research control is executed a couple of times in a bunching calculation to outline for choosing from the hypotheses that are gathered. Cross-approval was used by placing persons with similar ensemble features on different planning circles and using different models for each participant in the approval process. Outfits are commonly used to obtain claimed categories that are obtainable from a collection of arrangements that produce low-precision results. As a result, the multiple layers that are used as a fundamental classifier in the proposed work will assemble the exactness after cross-approval an outfit methodology is functional where the top classifier loads out of the eight convolutional neural organization models that are used while making a gathering model as depicted in Figure 3.


[image: Figure 3]
FIGURE 3. Feature extraction for drawing and handwriting samples.





OPTIMIZATION ALGORITHM: CLASSIFICATION AND REGRESSION DEVELOPMENT

The process of predicting depression from textual data has been implemented with high-effect analysis using long short-term memory which is indicated as productive model (30). In this model, a handwritten content is placed and by using the frequency the deep learning model predicts the true and false positivity rates. However, using the frequency of recognition accuracy of content cannot be achieved to large extent. Therefore, to achieve high accuracy many challenges with ML techniques are deliberated with suitable application platforms (31). One best application for ML technique is depression prediction where all possible problems that affects the mental health of humans are discussed (31). However, a comparative analysis will not provide solutions to overcome the problems in health-related issues which indicates that a testing model must be placed during comparison state. To have a deep insight knowledge testing model comparisons are made (32) using long short-term memory in two different directions. In this bidirectional procedure, the neural networks are incorporated and the visualization approaches are built for extracting high-feature comparisons. After extracting the characteristics from the handwriting, drawing, and audio samples, the depression scale is predicted using several ML methods, and a comparison is made based on the results. The findings of this comparative research will provide the best performing algorithm for obtaining correct results. Random forest, logistic regression, Naive Bayes, k-nearest neighbor, and SVM methods are used to calculate the BDI-II scale using regression techniques. Comparative analysis is used to further discuss the algorithms.

A range of elements have been derived from distinct as well as the same modality in this design, as seen in Figure 4. Deep neural networks are used to extract information from handwriting and artwork samples. In addition, a fusion method was used to integrate the various retrieved feature sets. After the features are extracted, a fusion approach is used to combine feature vectors from various modalities in a sequential order. This sequence was repeated twice—once before and once after the dimensionality reduction. The fusion at the decision-making level necessitates the clustering of prediction or classification findings. Based on the extracted features, the model's prediction results can be dependent on a single or the multiple modalities. The fusion in regression is considered to be difficult to use due to the existing problem with multi-collinearity, which is used to characterize the observational features from the dataset used for assessing depression class and scale. As a result, in the multi-collinearity model for binary classification, logical operations and logical gates are used to apply the decision fusion technique. Even logics are utilized to detect the presence or absence of depression and categorize them. In addition, the participants are categorized using logic operators AND and OR to fuse the classification findings. A random forest algorithm is utilized as a classifier in this methodology, which is a common way for decision fusing classifier algorithm to train parameterized scores signifying distance. The random forest classifier's output is utilized as an input for the next level regressors. In the case of observation utilizing regression over choice fusion, the generalized linear models are used, and expectation maximization procedures are applied to the decision fusion level, maximizing the possibilities. The major intention for choosing CNN is that in proposed method an automatic detection is needed where all features must be extracted within a short period of time. Also, to avoid human interference as system must be chosen that learns the descriptive model by its own and high computational effects can only be observed if CNN is implemented. In addition, the location of implementation is much complex in other algorithms but in CNN the implementation process can be done without any reference location thus making the model much easier during training stages. Further, the reliability of operation is much higher with a few label sets from the operating ends; thus, CNN is preferred for predicting the depression state using written sets.


[image: Figure 4]
FIGURE 4. Feature fusion and depression scale prediction using handwriting and drawing samples



Design Algorithm for Handwriting and Drawing Feature Extraction

Step 1: Divide the dataset in 80:10:10 for training, testing, and validation.

Step 2: Using feature ranking, set the weights and features as key parameters.

Step 3: On the input image, do scaling, dimensionality reduction, rotation, and translation.

Step 4: Carry out the pooling and forward propagation operations.

Step 5: Using the Softmax activation layer function, calculate probabilities for each class.

Step 6: Determine the model's output error.

Step 7: The inclinations of the error are determined in the back propagation step by taking the incomplete subordinate for all loads. For limiting the yield blunder, the boundary values are refreshed.

Step 8: For each image in the training dataset, repeat steps V through IX.

Step 9: Using the provided equations, calculate the model accuracy and model loss for the proposed model for the validation dataset.

Step 10: Save the optimal weights for future computations and modeling.

Step 11: Create an ensemble-based learning model using cross-validation modeling.

Step 12: Using the provided equations, calculate the model accuracy and model loss for the proposed model for the testing dataset.



Model Training and Evaluation of CNN

The accuracy for prediction is calculated using Eq. (1) as follows:

[image: image]

where CPt(i) and st(i) denote the total number of correct estimates and models, respectively.

The level of absolute number of right predictions to the all Outage tests is determined as accuracy. In the event that the model has a precision rate nearest to 1, it is considered as the model has more precise expectations and if the precision rate is nearest to 0, the model is viewed as less precise. The accuracy in terms of classification can be calculated as follows:

[image: image]

Here, tp(i), tn(i), fp(i), and fn(i) denote true positive, true negative, false positive, and false negative values, respectively.

Hence the values for sensitivity can be calculated using true positive and false negative values as follows:

[image: image]

The value for specificity is also measured using true negative and false positive values as follows:

[image: image]

Similarly, the positive predictive value and negative predictive value for the proposed prediction model can be calculated using Eq. (5) as follows:
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To evaluate the percentage error in predicting the root mean square error values are designed using the depressed and non-depressed classes by the model and thus calculating the error difference with the actually predicted values. The root mean square Error (RMSE) and average estimation error (AEE) can be calculated as follows:

[image: image]

where, ei and ri denote expected and reference values, respectively.
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where [image: image] and zi denote difference between class errors.

In analytical terms, the objective function can be defined using Eqs. (9) and (10), where the unconnected non-linear equations are established for both minimization and maximization problems.

[image: image]

In Eq. (9), both error values must be minimized by considering total sampling period. If errors are minimized, then the maximization problem can be framed in an automatic mode as follows:

[image: image]

There is no need for implementing manual procedures in Eq. (10) as the accuracy of prediction will reach maximum percentage by comparing the true and false values.




RESULTS AND DISCUSSIONS

The experiment is carried out in real time on the Google Collaborator platform with an NVIDIA GeForce graphics card. The dataset consisted over 1,500 photos, which were separated into the following three groups in a ratio of 80:10:10: Train set, test set, and validation set. The samples are further classified into eight groups, with scores ranging from 0 to 13 for anxiety and stress, 14 to 19 for mild depression/anxiety, 20–28 for moderate depression/anxiety, and 29–63 for severe depression/anxiety. The training model also includes eight convolutional layers for feature extraction from handwriting and drawing samples as well as a batch activation layer and a batch normalization layer. With modifications in the training dataset, the layered architecture remains the same in each fold. The non-linearity functions in the model are achieved using the Rectified linear unit activation function. The batch normalization procedure is used to normalize the activation from the last layer. The mean value is set to 0 and the deviation to 1 after normalization. The Max pooling approach reduces the dimensionality of the pooling layer. The first, second, and third columns, respectively, show the layer type, input image shape, and number of parameters. While training the model, the output shape of the input image is 64 × 64 pixels with batch size of none, indicating the input image's dimensionality.

After completing cross-validation on the dataset, eight convolutional layers are blended using an ensemble-based learning process. The suggested ensemble-based model is evaluated on a testing dataset after it has been trained and validated. The convolutional neural filter extracts the features from the handwritten sample photos layer by layer, as shown in the architectural overview. Over a 64 × 64 image, there are a total of eight 3 × 3 filters applied. First, the curves and edges are retrieved by the first convolutional layer while the higher features are extracted later by the last convolutional layer. In addition, a BDI-II score column has been added to each of the files for model training. This indicates that features are distinct from one another. In addition, the impact of each feature on the score prediction target variable is investigated. The BDI-II scale is predicted for the tested participants using a random forest regressor with 40 estimators in comparison to the proposed model.

Furthermore, the following hypothesis is considered for analyzing the model's accuracy: A person with a depression scale value is depressed and otherwise not depressed. A binary classification column is added, with the depressed person being labeled as 1. The model's performance is validated by looking for commonalities in categorization and prediction using the participants' labels. Furthermore, a manual and device study are used to make simultaneous observations. If the question was marked “yes” in the recorded session for the domain and the model also gave a higher precision for the same class, it was considered a positive response. Any disagreement or dispute over classification is met with a negative response. Deep neural networks are used to extract information from handwriting and artwork samples. In addition, to merge these different retrieved feature sets, a fusion method is used. After the features are extracted, a fusion approach is used to combine feature vectors from various modalities in a sequential order. The findings of the comparative analysis will recommend the best performing algorithm for obtaining correct results. Following the extraction of features from handwriting and drawing samples, depression patients are accurately categorized using several ML algorithms, with comparative analysis based on the results.

The SVM algorithm has an accuracy of 82.54%, random forest algorithm has an accuracy of 88.97%, Naive Bayes algorithm has an accuracy of 78.21%, k-nearest neighbor algorithm has an accuracy of 71.36%, and logistic regression algorithm has an accuracy of 64.52%, according to Figure 5 and Table 2. With an accuracy of 88.23% and precision of 87.46%, the random forest method was judged to be the best performing algorithm.


[image: Figure 5]
FIGURE 5. Sample set vs. Measurement values (A) Total comparison, (B) accuracy, (C) precision, (D) recall, and (E) F1-Score.



Table 2. Comparative analysis of different ML algorithms used for predicting depression from samples.

[image: Table 2]

As a result, utilizing handwriting and drawing examples to combine their properties to forecast depression scale is an effective strategy. Table 3 and Figure 6 show the BDI-II scale for depressive patients utilizing various ML algorithms, with a comparison analysis based on the results.


Table 3. Error values of different ML algorithms used for predicting depression from samples.

[image: Table 3]


[image: Figure 6]
FIGURE 6. Error values attained from sample dataset.


The RMSE for the SVM algorithm is 9.8548, random forest algorithm is 8.6541, Naive Bayes algorithm is 10.2254, k-nearest neighbor algorithm is 10.4141, and logistic regression algorithm is 12.6656, according to comparative analysis. With a mean average error of 8.4235 and a mean error of 8.5696, the random forest method was deemed to be the top performing algorithm.

A confusion matrix is used to visualize the performance of the prediction or classification model. A testing dataset for the known true values is used to generate the table. Figure 7 depicts the confusion matrix for the depressed and non-depressed classes.


[image: Figure 7]
FIGURE 7. Confusion matrix for depressed and non-depressed classes of the proposed model.



Convergence Characteristics

The depth of integration for an algorithm defines exact coupling strength in real time implementation cases therefore it is necessary to plot convergence of CNN using iteration periods. If a fast convergence rate is attained, then the high benefits can be assured and in turn the sample that is drawn for predicting depression can be identified quickly. In addition, the system time for executing the current state can also be defined using the same characteristic model and is simulated in Figure 8. From Figure 8, it can be perceived that number of epochs is varied from 10 to 100 and for each period time of convergence is plotted. In all iteration periods, the proposed method using CNN performs well as compared to existing system (32). It can be proved when the iteration reaches 50th period and during this case, the convergence is achieved at 5.77 s whereas the existing model ranges at 8.7 s and at 80th period convergence is attained. This proves that the proposed method is performed at much higher rate for more than 60% in terms of the faster parametric calculations.


[image: Figure 8]
FIGURE 8. Comparison of convergence characteristics.





CONCLUSIONS

The architecture for predicting the BDI-II scale and diagnosing depression using handwriting and drawing samples was devised and implemented in this study. The model starts with handwriting and drawing samples as input images, which it then runs through a CNN-based classifier. A cloud-based database was created for this system by collecting handwriting text and drawing samples from individuals. Then they were given a task of drawing a pentagon, a house, a circle, and a clock, as well as writing a sentence in cursive. Furthermore, cross-validation in the dataset is performed with many features and were studied from the following handwriting samples: Reference line, angle, distance, control, restraint, arrangement, separation, and sectors, which distinguishes a handwriting sample from other samples. The generated dataset is pre-processed by rotating, scaling, and translating it in order. The photos are resized and normalized to be compatible with the system. The same dataset is utilized to train the deep neural network model, which involves extracting the features from the input image using the neural network architecture and results in BDI-II scale prediction. A comparison of several ML techniques is also performed, and it is discovered that all parametric values are significantly higher than conventional models. In the future, the same approach might be used with high-resolution photos, allowing all flaws to be identified at an early stage of the transformation.
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The study examined the effects of swimming pools on healthcare professionals' willingness to engage in recreational activities, physical anxiety, and physical and mental well-being in the context of COVID-19. The research adopted the mixed research method, used SPSS 26.0 statistical software to test the reliability of the questionnaire, and then collected 840 valid questionnaires; first analyzed the data with basic statistics, t-test, ANOVA, and PPMCC test methods, and then used the interview method to collect expert opinions. A multi-check approach assembled all data and discussions. The study found that the use of personnel dynamic tracking systems or measures, combined with sodium hypochlorite and repeated filtration to stabilize water quality, could maintain the confidence of most medical workers in the swimming pool sports environment for epidemic prevention and avoid violations. The government could formulate safety prevention and control mechanisms in traffic and establish appropriate traffic routes. Next, formulated a prescription for swimming or other physical activity mechanisms for men aged 31–50 and redesigned measures for medical staff over 51 years old to have tense head issues and physical fatigue, promote blood circulation and improve sleep quality. This will promote the purpose of relieving stress and regulating the physical and mental health of medical staff after engaging in swimming.

Keywords: SARS-CoV-2, healthcare professionals, environment risk, body anxiety, leisure satisfaction, physical and mental health


INTRODUCTION

Since the outbreak of COVID-19 in December 2019, humanity has been facing one of the most difficult times in recent global epidemic cases and is still not free from the threat (1). In recent years, governments around the world have vigorously promoted vaccine management policies, invested a lot of medical resources, and hoped that the popularization of vaccines would increase people's resistance (2). Governments actively call on the people to wear masks, wash their hands frequently, avoid gatherings and talk closely to avoid being infected by the virus and even spreading the epidemic (3). In recent years, a number of studies have also proposed ways to teach people how to maintain regular exercise to maintain health in the context of COVID-19 (4–9). It is expected that exercise can improve physical fitness, enhance human immunity, relieve the pressure of medical staff, achieve the goal of resisting viruses, and enhance individual physical and mental health (10).

Because SARS-CoV-2 is an enveloped virus, it is highly infectious, hydrophilic, and difficult to eradicate (11). And the virus gene gradually adapts to the human body, and the virus gene is constantly mutated (12), which increases virus transmission efficiency (13). However, the epidemic threat still exists today, and the environment is full of infection risks, which hinders the willingness to go out (14). As a result, people are full of insecurity in the social environment (10, 14), causing people to panic, anxiety, loss and other psychological pressures, affecting their physical health (3, 15). So far, there have been 513 million cases of infection in 199 countries around the world, with 6.23 million deaths, and infected people continue to be found (16). This phenomenon has impacted the medical systems of various countries, seriously the workload of medical staff and exhausting their physical and mental health (17). Therefore, some scholars believe that finding ways to improve the physical and mental stress of medical staff, provide a safe leisure environment, and promote physical and mental health will be a good way to maintain the service quality of medical staff and stabilize national public health management (10, 18). So we think this is an important research topic at present.

Swimming has the functions and characteristics of enhancing cardiopulmonary function, improving physical fitness, and improving physical and mental health (19, 20). Many countries actively build swimming pools to provide a safe and hygienic recreational sports environment, allowing people to continue swimming to maintain health (21, 22). In order to maintain the sanitation and cleanliness of swimming pool water, sodium hypochlorite has been widely used for water disinfection and environmental cleaning for a long time (21). This method has been recognized by the World Health Organization and the National Centers for Disease Control and Prevention and stated that if the effective residual chlorine in the swimming pool can be maintained above 1 ppm, it can effectively inhibit Escherichia coli and Legionella (22, 23), and decompose bacterial nuclei (24). This measure is applied to enveloped virus-type pathogens such as SARS-CoV-2. As long as the concentration of sodium hypochlorite is increased to 0.5% (5,000 ppm), highly resistant pathogens can be effectively inhibited (25–28). In addition, through effective filtration facilities, impurities in swimming pool water are repeatedly filtered to maintain the hygiene of water quality (29, 30), and sodium hypochlorite is used for environmental disinfection (27, 28). Some scholars believe these measures will provide swimming pools with a safe and hygienic exercise environment during the epidemic (25–30). Therefore, we believe that when the surrounding environment of the swimming pool and the quality of the water are guaranteed, it should be possible to create a safe leisure sports environment (31, 32). Therefore, if the medical staff is advised to go swimming in swimming pools, they should be able to obtain regular exercise, enhance cardiopulmonary function, improve physical fitness, reduce anxiety, and stabilize physical and mental health under a low-risk awareness of the exercise environment (20, 21).

However, since the current problem is not under control, there has always been an infection risk in the surrounding environment (15), which seriously affects people's willingness to go out. Therefore, there is a gap between plan and reality (8, 10). Therefore, some scholars suggest that it is necessary to understand the risk perception of the current swimming pool by medical staff engaged in swimming, as well as the changes in personal anxiety, exercise benefits, and physical and mental health feelings after going to exercise (32). However, these changes and experiences take time (33, 34). Through the awareness of environmental risk assessment, people can assess the potential crisis and risk degree of the surrounding environment (35). Through the perception of physical anxiety, medical staff's personal anxiety changes after engaging in swimming can be found (32). Through the perception of leisure satisfaction, we can find the changes in personal leisure satisfaction after medical staff engage in swimming (36). Finally, the physical and mental health perception can be used to understand the improvement of personal physical and mental health after medical staff engages in swimming (37–39). These answers can be corroborated by participants' feelings (34, 40, 41). Therefore, we believe that by discussing environmental risks, physical anxiety, leisure satisfaction will effectively improve the environmental risk perception of medical personnel, reduce anxiety, improve leisure benefits, and achieve the goal of promoting physical and mental health, and physical and mental health perception, we can know whether the physical and mental health of medical staff can be improved after swimming.

Furthermore, after analyzing the literature, we know that although the current research directions on COVID-19 and human health problems are quite extensive (1, 2, 4, 5, 17). However, most of them discussed the physical and mental health pressure and epidemic prevention measures during the epidemic (5, 25–30, 42). Although the impact of participating in tourism activities during the epidemic has also been discussed (33, 36, 43, 44), methods to improve people's health benefits have also been proposed, such as Qigong (6), intermittent fitness exercises (7), mountain climbing (4), and jogging (8). More recently, related impacts of leisure, travel, living and working environment, physical and mental health have also been discussed (36–38), as well as environmental risks, satisfaction, and physical and mental health issues (40, 41, 45). However, the researchers found that swimming was not discussed as a topic, and the environmental risks, physical anxiety, leisure satisfaction, and physical and mental health perceptions of healthcare workers engaged in swimming in SARS-CoV-2 settings.

Based on the above descriptions, we believe that taking the epidemic period as the timeline, and collecting the opinions of medical staff who continue to swim during the epidemic from the aspects of environmental risk, physical anxiety, leisure satisfaction, and physical and mental health cognition, the truth will be obtained. These answers will help the government, medical institutions, or medical staff finds a safe exercise environment and regular exercise methods, provide effective exercise, improve resistance, maintain medical quality, and stabilize public health orders during the COVID-19 epidemic.



LITERATURE REVIEW


Leisure Environment Risk

Risk refers to the potential factors that people may develop adversely, personally, or financially (35). Sports environmental risk is mainly to understand the unpredictable but potentially far-reaching potential problems that arise when people or society face the environmental hazards of the epidemic (46). Risk causes are often at odds with everyday knowledge, even conflicting or unpredictable (47). The individual's reaction to risk is the environmental risk perception (48).

Establishing a risk requires three elements: uncertainty, the possibility of loss, and future attributes (49). Individuals feel uncertain about future outcomes, and the outcome may have a negative impact, and the higher the uncertainty, the greater the risk (50). Some scholars believe that predicting risks can usually be discussed in terms of behavior, facility and environmental safety, potential risks, economic losses, and increased social costs (48–51).

Therefore, the researchers believe that the current situation of swimming pools should be referred to as environmental risk prediction indicators. From the aspects of exercise mode, equipment safety, movement fluency, potential risks, happiness, and social costs, it is possible to understand the environmental risk perception of the public when exercising in the swimming pool.



Physical Anxiety

Anxiety refers to an individual's state of excessive, widespread, persistent, and perceived uncontrollable worry about many events or activities, almost most of the time, for at least the past 6 months (52). Anxiety assessment mainly aims to understand people's current psychological mood and distress from different aspects and provide suggestions to improve the quality of life (53). Body anxiety refers to an individual's negative subjective perceptions and feelings that stimulate the body with the environment or time (54).

The establishment of anxiety requires a pathogenic context. The operation process of a specific system, such as cognition related to information processing, emotional stimulus processing, coping, and psychophysiological aspects, are key factors (55). If the individual is worried about the phenomenon or event that continues to occur, or even a catastrophic phenomenon occurs, it may cause psychological trauma (56). Some scholars believe that physical anxiety can be assessed from the aspects of physiological behavior, psychological status, behavioral performance, and effectiveness judgment (57).

Therefore, researchers believe that the answer should be obtained based on the physical anxiety state that the research subjects may face and then referring to relevant literature on physical anxiety, psychological behavior settings (from motor behavior anxiety, tension), physiological behavior (from limb stiffness, muscle tension, stomach tension, rapid heartbeat, and other behavior), and effectiveness judgments (from the affirmation of athletic performance, achievement of expected goals, exceeding levels, and zero mistakes) to predict the state of physical anxiety.



Leisure Satisfaction

Leisure satisfaction refers to the positive perceptions of individuals engaged in leisure activities after comparing their perceived leisure experience with the actual environment (58). To put it simply, people judge according to the current leisure experience whether the acquired individual needs and satisfaction meet the expected goals, which is leisure satisfaction (43).

Leisure satisfaction uses personal activity experience to compare prior experience, personal expectations, or expectations (59). When the actual leisure environment or activity content conforms to the individual's expectations, a satisfied attitude is generated in the heart (58, 59). The higher the satisfaction, the higher the positive energy cognition obtained (60). The more satisfaction one can obtain from personal psychological needs, the more satisfied with the current life and feelings, and the more willing to revisit (58). Some scholars believe that although the influencing factors of leisure satisfaction can be divided into internal and external interference (61), it can be discussed in terms of decision-making measures, environment, facilities, and personal leisure benefits (59–61).

Therefore, researchers believe that the answer should be obtained with reference to the literature on leisure satisfaction and according to the problems that the research topic may encounter, such as decision-making measures that maintain a safe distance, people wearing masks, keeping track of personnel movements, and the environment and facilities being discussed in terms of personal hygiene of swimmers, clean water, and clean facility environment.



Cognition of Physical and Mental Health

Physical and mental health refers to people's physical, psychological, and social aspects to achieve a state of well-being (59). It can present the actual situation through scientific testing evidence such as self-assessment (58), which belongs to the analysis method of self-perception assessment (60). When the public perceives a higher health risk, the power to influence an individual's final behavioral decision will be greater (60).

Physical and mental health cognition mainly investigates the current state of individual physical and mental health and presents the impact of the current environment on people (62). Some scholars believe that physical and mental health can be divided into four levels: mental, spiritual, physical, and negative attitudes (60, 61). And people can get answers from 16 questions such as learning, fear, performance, lack of interest in things, lack of time, headache, fatigue, back pain, insomnia, stomach pain, overeating, muscle stiffness, tantrums, loss, burnout, depression, and suicide (60–63).

Therefore, the researchers believe that the answers should be obtained by referring to those mentioned above in physical and mental health-related literature, according to the psychological, spiritual, physical, and negative attitudes and other aspects, and with the evaluation based on 16 indicators, such as learning, fear, performance, lack of interest in things, and lack of time.




METHODS


Framework

The study first collected relevant literature, analyzed the influence of swimming pool disinfection and filtration management measures on epidemic prevention and control, and referred to literature on environmental risks, physical anxiety, leisure satisfaction, and physical and mental health cognition. Took the epidemic period as the timeline, targeted those who continue to engage in swimming, and based on the literature on environmental exercise risk (46–51), physical anxiety (52–57), leisure satisfaction (58–61), and physical and mental health cognition (58–63), the study was summarized and analyzed. Looking forward to knowing whether swimming sports and venues would have the effect of providing people with a healthy and safe leisure environment, reducing personal anxiety, and promoting physical and mental health. The research structure is shown in Figure 1.
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FIGURE 1. Research framework.




Process and Analysis

At present, the research direction on COVID-19 and human health issues has been quite broad (1–30). However, there has been no discussion about the environmental risks, physical anxiety, leisure satisfaction, and physical and mental health cognition of people engaging in swimming in the context of SARS-CoV-2 with swimming as the theme. Therefore, mixed research methods were used through the feelings of actual participants (33, 34, 40, 44), quantitative research methods were used to supplement the research breadth (64, 65), and qualitative research methods were used to increase research depth (66). Then the research would be discussed in a multi-check method (67–69), which could make up for the shortcomings of research methods or insufficient theory (70).

Therefore, the researchers first referenced literature on environmental risk (46–51), physical anxiety (52–57), leisure satisfaction (58–60), and physical and mental health perceptions (60–63), and then developed a questionnaire tool. First, SPSS 26.0 statistical software was used to confirm the framework of the formal questionnaire tool with basic statistical verification and EFA verification method, and then three experts with expertise in public health, leisure sports, and decision analysis were invited to check the content validity to confirm the formal questionnaire. In November 2021, samples were collected by interest sampling method and snowball sampling method, and 840 questionnaires were finally obtained.

The data were analyzed by basic statistics, t-test, ANOVA, and PPMCC test. Then, the semi-structured interview method was used to collect the opinions of officials, experts, and the public according to the results of the questionnaire analysis. Next, all the data in a rigorous was collected in an orderly and logical manner and then valuable information through summarizing, organizing, and organizing methods were summarized (69). Finally, the research was carried out through the multi-check method in a multi-data and multi-perspective way (67, 68, 71).



Hypothesis

Due to the impact of the potential risk of epidemic infection around the world, people's willingness to go out for leisure and activities has been declined (13). As many studies had confirmed that swimming pool disinfection and filtration management measures had a certain bactericidal effect on the SARS-CoV virus (24–26), the conditions were sufficient to create a healthy and safe leisure sports environment (29, 30). These were beneficial for people to concentrate and relax their bodies during leisure sports (33, 34), effectively obtain the effect of leisure sports (19, 72), and achieve the purpose of promoting physical and mental health (19, 72). Therefore, the researchers put forward five hypotheses based on the above inferences and research framework.

Hypothesis 1. Assume that the risk perceptions of the exercise environment for swimming in swimming pools are consistent.

Hypothesis 2. The body anxiety perceptions of swimming in the pool are consistent.

Hypothesis 3. The perception of leisure satisfaction of swimming in swimming pools is consistent.

Hypothesis 4. The physical and mental health perceptions of swimming in the pool are consistent.

Hypothesis 5. Environmental risk has a positive and significant effect on physical anxiety, leisure satisfaction, and physical and mental health.



Research Tools and Analysis

The study used a mixed approach, with references to environmental risk (46–51), physical anxiety (52–57), leisure satisfaction (58–61), and perceptions of physical and mental health (37, 58–61), and then prepared a preliminary questionnaire. The questionnaire was divided into background information and variables. The background was gender (male, female) and age (under 30, 31–40, 41–50, over 51). Other variables were divided into environmental risk, physical anxiety, leisure satisfaction, and physical and mental health. There were 42 questions in total and were designed with a Likert-style 5-point scale (1 point meant very dissatisfied, 5 points meant very satisfied). After the preliminary questionnaire was edited, according to the Kaiser-Meyer-Olkin (KMO) > 0.06 in the test results, and the p-value in the Bartlett test was < 0.01 (p < 0.01) (73), α > 0.60. The questionnaire met the standard of good reliability issues (74), and the content of the questionnaire applicable to the subject of this research was reserved for continuous research and analysis.

According to references, edited environmental risk design six questions (47–51). The analysis results showed that the KMO was 0.837, the approximate χ2 value of Bartlett was 970.578, the df was 6, and the significance was p < 0.001, which was suitable for factor analysis. The total variance explained by the scale was 67.414%. After factor analysis, good and reliable topics were retained. The alpha coefficient of the total scale was 0.891. After deleting the inappropriate topics, they were four topics reserved at the end, “modifying body movements,” “exercise methods will not cause infection risks,” “good mood,” and “no increase in social costs.” Each topic scored 0.855 to 0.862. According to the above analysis results, it could be known that this questionnaire had good reliability.

Referring to (52–57) literature, 10 questions were designed to edit body anxiety cognition. The analysis results showed that the KMO was 0.683, the approximate χ2 value of Bartlett was 2,634.081, the df was 28, and the significance was p < 0.001, which was suitable for factor analysis. The variance explained by the scale was 38.131 and 30.148%, and the total explained variance was 68.28%. After factor analysis, good and reliable issues were retained and named psychological and physical (5 questions) and achievement performance (3 questions). The alpha coefficient of the total scale was 0.851. After deleting the inappropriate items, they were reserved at the end. There were 8 questions in total, including anxiety, tension, physical incoordination, muscle relaxation, stomach pain, performance satisfaction, achievement of goals, and surpassing level. Each question was 0.809–0.849. According to the above analysis results, it could be known that this questionnaire had good reliability.

Referring to the literature (58–61), a total of nine questions were designed to edit the cognition of leisure satisfaction. The analysis results showed that the KMO was 0.683, the approximate χ2 value of Bartlett was 2,634.081, the df was 28, and the significance was p < 0.001, which was suitable for factor analysis. The variance explained by the scale was 38.131 and 30.148%, and the total explained variance was 68.28%. After factor analysis, good and reliable issues were retained and named as epidemic prevention measures (3 questions), water quality and environment (3 questions), and leisure effects (2 questions). The alpha coefficient of the total scale was 0.908. After deleting the inappropriate topics, eight questions were finally retained 8 questions in total, including wearing masks, epidemic prevention distance, source of swimmers, personal epidemic prevention and hygiene literacy, clean water quality, clean facilities, environment, exercise ability, and completed actions. Each question scored 0.894–0.897. According to the above analysis results, it could be known that this questionnaire had good reliability.

Referring to the literature (62–65), a total of 17 questions were designed to edit physical and mental health cognition. The analysis results showed that the KMO was 0.756, the approximate χ2 value of Bartlett was 8,613.85, the df was 136, and the significance was p < 0.001, which was suitable for factor analysis. The variance explained by the scale was 38.131 and 30.148%, and the total explained variance was 68.28%. After factor analysis, good and reliable issues were reserved and named as psychological feelings (5 questions), mental state (5 questions), physical conditions (3 questions), and negative thoughts (4 questions). The alpha coefficient of the total scale was 0.908. After deleting the inappropriate topics, the remaining topics were facing environmental pressure, feeling scared, unsatisfactory performance, not interested in life, unable to make good use of time, head pressure, fatigue, pain sensitivity, back tightness, insomnia, stomach pain, eating disorders, body tension, easy tantrums, worthless, life burnout, and suicidal escapism, a total of 17 questions. Each question scored 0.894–0.897. According to the above analysis results, it could be known that this questionnaire had good reliability.

According to the above analysis results, there were 37 questions left in the background disguised, environmental risk (4 questions), physical anxiety (8 questions), leisure satisfaction (8 questions), and physical and mental health (17 questions). Finally, three experts were asked to check the content validity, confirm the content of the questionnaire, and confirm the completion of the formal questionnaire, and then investigation and analysis were conducted.



Research Scope and Object

Meizhou City is located in the mountainous area of Guangdong Province. Since the outbreak of the epidemic in 2019, the epidemic control mechanism has been continuously adjusted. Although there are still sporadic outbreaks of overall infection cases in various provinces, a number of strict control measures have been carried out on the epidemic situation in the case areas. So far, they have been effectively controlled, and no large-scale infection incidents have occurred (75). In addition, the local latitude is high, the climate change is small, and the people's willingness to invest in swimming is relatively high.

Therefore, the research team limited the sampling to medical workers who were still engaged in swimming activities during the epidemic. Taking Meizhou City as the core of the research and investigation scope, the interest sampling method was used to collect the basic sample size. At the same time, the snowball sampling method was used to invite people who had agreed to be surveyed to assist in recommending, and other samples were collected through the online questionnaire platform, which was radiated and diffused outwards, and finally, 840 samples were obtained.

In addition, the interview process invited six experts in decision analysis, public health, and leisure sports management, as well as long-term swimmers, the general public, and industry players, to obtain the interviewee's consent to the interview by using the video system and telephone calls. Then the semi-structured interview method was used to conduct the survey, and opinions were put forward on the questionnaire analysis and the results. The interview subjects and interview topics are described in Table 1.


Table 1. Respondent's background information and an overview of the interview outline.
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Ethical Considerations

This study was conducted using a mixed-type study, with Meizhou City as the scope. The standard for collecting questionnaire samples is local people with medical work status who have continued to swim since the beginning of the epidemic. Investigators produced a brief description of the swimming pool safety research report, briefed respondents or asked respondents to read the content during the sampling period, and then began the survey. Respondents, therefore, had an understanding of the research topic and had relevant professional competence or personal experience. Therefore, all respondents agreed to and understood the purpose of this research and then cooperated with the presentation of anonymous data and under the condition of knowledge, recorded and collected data, and agreed to cooperate with the provision of relevant data for data collection. The research design and data collection process were carried out under the standards of fairness, impartiality, and openness. Therefore, the researchers believed that the research conformed to ethical standards and did not need to apply for ethical certification (75, 76).

However, during the research and investigation period, there were still some cases of epidemic transmission in China. In order to avoid the risk of infection, the research and investigation team only took the local area of Meizhou City as the on-site distribution scope. Considering the limitations of resources such as human resources, material resources, and funds of the team, as well as factors such as the time node of swimming participation and the location of swimming pools for assisting pushers, the above limitations might affect the total number of samples and analysis results. Therefore, if the results of this study were insufficient, they would be listed as recommendations for follow-up research investigations in the hope that follow-up researchers would strengthen them.




ANALYSIS AND DISCUSSIONS

The study used basic statistics, t-test, ANOVA, and PPMCC test methods to analyze the related issues among background information, environmental risks, physical anxiety, leisure satisfaction, physical and mental health cognition, and variables in 840 samples.

The analysis revealed that among the 840 samples, 276 (32.2%) were male and 580 (67.8%) were female. Among the age groups, 304 (35.5%) were under the age of 30, 376 (43.5%) were 31–40 years old, 152 (17.8%) were 41–50 years old, and 28 (3.3%) were over 51 years old. It could be seen that most of the samples tested were women, and the least were men; people under the age of 40 were the majority, and those over the age of 51 were the least.


Analysis of People's Sports Environment Risk, Physical Anxiety, Leisure Satisfaction, Physical and Mental Health Cognition

The analysis used basic statistics, t-test, and ANOVA to analyze the environmental risks, physical anxiety, leisure satisfaction, and physical and mental health cognition of people swimming in swimming pools under the epidemic and verify Hypotheses 1–4. The analysis found that the modified action (3.95) was the highest in the risk environment, and the exercise mode did not have the lowest risk of infection (3.77). In physical anxiety, tension (3.52) and performance satisfaction (3.3) were the highest, muscle relaxation (3.0) and goal achievement (3.14) were the lowest. Leisure satisfaction was the highest in terms of distance from epidemic prevention (3.61), clean water (3.6), exercise ability (3.58) while wearing a mask (3.55), clean facilities (3.55), and completing actions (3.55) were the lowest. Physical and mental health was the highest with the inability to use time well (2.79), insomnia (2.87), body tension (2.79), and easy to lose temper (2.58). Dissatisfaction with performance (2.65), head pressure (2.41), stomach pain (2.48), and no value (2.33) were the lowest. The above analysis results confirmed that Hypotheses 1–4 were invalid.

In the follow-up analysis, gender was insignificant in environmental risk and leisure satisfaction (p > 0.01). In terms of physical anxiety, tension, limb incoordination, achievement of goals, and transcendence were significant (p < 0.01), and the others were not significant. Men felt high in tension and limb incoordination, and women felt high in transcendence level. In terms of physical and mental health cognition, facing environmental pressure, performance dissatisfaction, head pressure, fatigue, insomnia, eating disorder, and no value were significant (p < 0.01), and the others were not significant. And men had higher feelings of head pressure, fatigue, and insomnia, while women had higher feelings of environmental stress, unsatisfactory performance, eating disorders, and worthlessness.

In addition, subjects of different ages toward the issues in good moods, showing satisfaction, reaching goals, exceeding levels, facing environmental stress, feeling scared, head pressure, fatigue, pain sensitivity, back tightness, insomnia, stomach pain, eating disorders, and life burnout were significant (p < 0.01), and others were not. In addition, those under the age of 30 were more sensitive to the performance of physical anxiety, exceeding the level, as well as physical and mental health issues such as head pressure, pain sensitivity, stomach pain, eating disorders, and life burnout. Those aged 31–40 were more sensitive to physical anxiety, performance satisfaction, achievement of goals, and exceeding levels, as well as physical and mental health issues such as fear, pain sensitivity, back tightness, stomach pain, eating disorders, and life burnout. Those aged 41–50 were more sensitive to environmental stress issues in achieving physical and mental health. People over 51 years old were satisfied with their performance in physical anxiety, and their physical and mental health were more sensitive to fear, head pressure, pain sensitivity, back tightness, and insomnia.

It could be seen that most people believed that swimming could modify body movements, but there was still a risk of infection. Although the performance of the exercise was satisfactory, the body was still tense, the muscles could not relax, and the exercise goal could not be achieved. Even if the distance of epidemic prevention and the clean water were reassuring, the exercise ability could be improved. However, problems such as wearing masks by the swimmers and the cleanliness of the facilities remained, and the swimmers could not complete the movements, resulting in a lack of time, insomnia, and physical tension among the people's physical and mental health. These caused different genders to have cognitive differences in physical anxiety and physical and mental health cognition. Different ages also had different views on physical anxiety and physical and mental health cognition. As shown in Table 2.


Table 2. Analysis of people's sports environment risk, physical anxiety, leisure satisfaction, physical and mental health cognition.
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Correlation Analysis of Physical Anxiety, Leisure Satisfaction, and Physical and Mental Health Cognition of Sports Environmental Risks

The PPMCC test method was used to analyze the impact of environmental risks on physical anxiety, leisure satisfaction, and physical and mental health cognition of people who still engage in swimming during the epidemic. The analysis showed that environmental risk had a positive and significant positive effect on physical anxiety (0.299) and leisure satisfaction (0.299), and p < 0.01, but had no significant effect on physical and mental health cognition. Among them, environmental risk cognition had the greatest influence on achievement performance (0.298) and leisure effect (0.370); it had less influence on psychology and physiology (0.253) and water quality environment (−0.126). And found that environmental risk cognition and water quality environment showed a negative significance. The results verified that Hypotheses 5-1 and 5-2 were valid, but 5-3 was not.

It could be seen that environmental risk had a positive and significant influence on physical anxiety and leisure satisfaction, among which achievement performance and leisure effect had the greatest influence, and psychological and physiological influences were the least. Moreover, when the awareness of environmental risks increased, the public's satisfaction with the water quality and environment of the swimming pool decreased. As shown in Table 3.


Table 3. Correlation analysis of sports environmental risk on physical anxiety, leisure satisfaction, and physical and mental health cognition.
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Discussions
 
Analysis of Background

We believed that although swimming was a whole-body exercise, there were various swimming styles, and the exercise intensity of different swimming styles varied greatly. Swimming could strengthen cardiopulmonary function, effectively improve health (19, 20), help women maintain their posture, and provide people under 40 with sufficient exercise effects. In addition, most medical workers over the age of 51 work as supervisors or important units, and the medical work has heavy tasks. As a result, medical staff over 51 years old have less leisure time and less willingness to go out to swim. Therefore, under the epidemic environment, the majority of people who were still able to continue to participate in swimming were healthcare workers under the age of 40, and women were more willing to engage in swimming than men.

We believed that enterprises should strengthen the publicity and image of epidemic prevention measures and strengthen people's confidence in the epidemic prevention measures of swimming venues. Medical institutions could cooperate with enterprises nearby to provide medical personnel with a swimming and sports environment. Competent agencies could encourage medical personnel to plan swimming exercises to improve physical and mental health. All these measures would improve the willingness of men to participate and the willingness of medical staff of other ages to swim.



Analysis of Environmental Risk of Infection, Physical Anxiety, Leisure Satisfaction, and Physical and Mental Health of Swimmers

The research deduced that under the influence of the epidemic, public transportation and open environments were still at risk of infection (3). Therefore, people reduced their willingness to take public transportation and increased the travel time to the swimming pool. This led most people to believe that the existing exercise time was squeezed. However, the exercise time was insufficient, resulting in insufficient exercise, so the body was still tense, unable to solve the problems of insomnia, limb tension, and easy tantrums. In addition, due to China's current measures to clear and prevent blockages, the government used mobile phones to control personnel dynamics. Under the long-term epidemic prevention propaganda, the public's awareness of self-epidemic prevention and keeping distance gradually increased. In addition, the swimming pool used sodium hypochlorite for water quality management and environmental cleaning, and its items could effectively reduce the activity of the new coronavirus (25, 26), coupled with the repeated water filtration mechanism, to ensure the hygiene and quality of swimming pool water. Therefore, most healthcare workers believe that the swimming pool is in line with their anti-epidemic benefits and is a safe and healthy leisure sports environment that can help relieve tension. The exercise investment could slow down, people could maintain their own pace to modify their swimming style and technique, and swimming could increase swimming ability and life performance.

In addition, in a low-risk environment, the mentality was stable. The exercise investment could slow down, people could maintain their own pace to modify their swimming style and technique, and swimming could increase swimming ability and life performance.

Therefore, most healthcare workers believed that swimming could modify body movements, but there was still a risk of infection. Although the performance of the exercise was satisfactory, the body was still tense, the muscles could not relax, and the exercise goal could not be achieved. Even if the distance of epidemic prevention and the clean water were reassuring, the exercise ability could be improved. However, issues such as wearing masks by swimmers, cleaning auxiliary facilities, or returning to the territory had not been perfected and could not be implemented. Ultimately, physical and mental health still produced feelings of lack of time, insomnia, and limb tension.

Next, different gender dimensions were explored. Due to the degree of exercise investment in different genders, there were certain differences in exercise time planning and immunity (75). Due to the differences in innate physiological structure, men had high exercise ability and high intensity, but their metabolism was slow, which led to muscle tension. In addition, the tasks of male healthcare workers will be heavier, increasing the pressure burden. As a result, it is difficult for them to recover from fatigue, sleep, and physical and mental stress.

Women were more delicate in their minds and were more able to find measures to disperse the stress and maintain their level of exercise when facing pressure. This is also the main reason why women are valued as healthcare workers. However, due to the diversity of swimming pool activity spaces and participants' identities, as well as different sanitation and epidemic prevention literacy, the risk of infection increased. When women engaged in sports in an uncertain sports environment, they easily lost the existing rhythm of life, disrupted existing plans, and affected life behavior and sports performance. As a result, the daily routine was changed, the way of eating was affected, the frustration and loss in life increased, and the physical and mental health were damaged.

Therefore, different genders had cognitive differences in physical anxiety physical and mental health cognition. Among them, men reported higher levels of tension, physical incoordination, head pressure, fatigue, and insomnia, while women experienced higher levels of issues such as transcendence, environmental stress, unsatisfactory performance, eating disorders, and worthlessness.

Finally, different age levels were discussed. Due to differences in reaction ability, virus resistance, life behavior, and mobility at different ages, different ages had different views on physical anxiety and physical and mental health cognition when faced with an infected sports environment (77, 78). Among them, because 31–40-year-old healthcare workers were in the process of physical maturity and strong strength, and the current work stage might be starting or reaching an important growth moment, there was an urgent need for ways to relieve stress. However, although swimming pools' pool management methods and environmental cleaning measures had a certain protective power, the epidemic situation continued to appear, and there was a gap between the public's personal epidemic prevention awareness and self-protection awareness, which was prone to epidemic prevention gaps. In addition, there was a lot of pressure from work or life, but it was impossible to relieve the pressure through sufficient exercise time and amount of exercise. As a result, people's physical and mental health in the 31–40-year-old age group had not been improved.

Furthermore, most people aged 41–50 had accumulated many years of experience in life, work, family care, and personal physical and mental health management (78). Most healthcare workers had a wealth of experience and knowledge at this age. Therefore, although there might be concerns that the current surrounding living environment was still full of the risk of virus infection, reducing the amount of exercise could not achieve the expected exercise goals. However, in the face of the epidemic environment and risks, people of this age group could plan their own health and epidemic prevention techniques and strategies based on their past experience and knowledge.

In addition, although people over the age of 51 were in the peak period of life, work, family, and self-health management (79), they might be about to stabilize or decline in another life stage (77, 80). However, at the same time, they were also gradually facing a state of physical exercise ability, self-health defense function, and mechanism gradually failing (78). Coupled with the impact of the epidemic, the convenience of transportation had disappeared, and the risk to the living environment had increased (3). As a result, people over the age of 51 could use their rich personal experience to find suitable alternative exercise methods and self-health management strategies under the epidemic situation to achieve the goal of stable life and exercise quality. However, due to the heavy medical work during the epidemic, coupled with the gradual failure of the individual's self-health defense function and mechanism, and the fear of virus infection, physical and mental health would be threatened, causing tension in the head, shoulders, neck, back, and other body parts and affecting sleep quality.

Therefore, different ages had different views on physical anxiety and physical and mental health cognition. Among them, 31–40-year-olds were more sensitive to issues such as satisfaction with physical anxiety, achievement of goals, surpassing levels, and physical and mental health, as well as fear, pain sensitivity, back tightness, stomach pain, eating disorders, and life burnout. People aged 41–50 were more sensitive to issues such as meeting their goals and facing environmental pressures on their physical and mental health. Most healthcare workers over the age of 51 were more sensitive to issues such as physical anxiety, fear of physical and mental health, head pressure, pain sensitivity, back tightness, and insomnia.

We suggested that a safe and proper transportation epidemic prevention mechanism should be planned, and appropriate transportation routes should be established. The study also recommended designing swimming and physical exercise mechanisms in line with men, improving swimmers' epidemic prevention and hygiene literacy, and providing women with a safe swimming environment. Then, according to the needs of people aged 31–50, appropriate exercise prescriptions should be well planned, and exercise measures that could eliminate head and body fatigue, promote blood circulation, and improve the quality of sleep should be well designed to improve the health problems of people over 51 years old. The researchers believe that these measures can stabilize the health of healthcare workers and achieve the purpose of improving physical and mental health.



Correlation Analysis of Sports Environmental Risk on Physical Anxiety, Leisure Satisfaction, and Physical and Mental Health Cognition

This study inferred those studies had confirmed that the use of sodium hypochlorite for disinfection and cleaning in swimming pools could inhibit the activity of SARS-CoV-2 and achieve disinfection effects (27–30, 42), and swimming could help improve physical and mental health and strengthen cardiopulmonary function (19, 20). However, since the SARS-CoV-2 virus is still raging, Omicron has a low fatality rate and a high risk of infectivity. The emergence of mutant strains has the risk of re-infection, resulting in increased resistance to people trying to restore order in life and leisure. Coupled with the limited sports environment and people's different personal epidemic prevention sensitivities, hygiene, and environmental literacy, there might still be infection risks in swimming pools. This would lead to a reduction in the swimming people's leisure performance and final sports effect, and the expected leisure benefits and sports goals could not be obtained.

Therefore, the public's environmental risk cognition had a positive and significant correlation with physical anxiety and leisure satisfaction cognition. Among them, achievement performance and leisure effect were most influenced by environmental risk cognition. When the environmental risk cognition was higher, swimming pool water quality and environmental satisfaction would decrease.

We suggested that if the swimming pool environment could maintain the existing quality of disinfection and filtration, medical workers could first be provided with different leisure sports measures to achieve the purpose of improving physical and mental health. It would be a better decision if the swimming pool staff could repeatedly remind other swimmers to abide by the epidemic prevention regulations in the swimming pool, regulate the safe exercise distance, and continue to use sodium hypochlorite to increase disinfection in other swimming pool spaces.





CONCLUSIONS AND SUGGESTIONS

Medical workers are able to maintain the effect of exercise and maintain their health by strengthening the measures of water filtration and disinfection, enhancing the confidence in the swimming pool environment and epidemic prevention and control because the operators control the living footprints of swimmers. However, the public's awareness of epidemic prevention, hygiene awareness, and environmental literacy are different, causing people to have doubts about the effectiveness of epidemic prevention in bathrooms, toilets, and parking spaces. These lead effectively improve the environmental risk perception of medical personnel, reduce anxiety, improve leisure benefits, and achieve the goal of promoting physical and mental health. Female medical workers believe that the current epidemic prevention effect is still damaged, and male medical workers believe that the current sports benefits of going swimming are not good. Those aged 31–50 feel that exercise program options are few and ineffective, and those over 51 feel they still have problems with fear, head pressure, pain sensitivity, back tightness, and insomnia. The resulting environmental risk perceptions are positively correlated with body anxiety and leisure satisfaction perceptions and affect achievement performance and leisure outcomes. The higher the environmental risk, the more pronounced the impact of pool water quality and the effectiveness of environmental maintenance on healthcare workers.

We suggested that a safe and proper transportation epidemic prevention mechanism should be planned, and appropriate transportation routes should be established. Swimming pools can plan swimming exercise mechanisms for different genders and ages, strengthen publicity and epidemic prevention mechanisms, and improve the cooperation of other swimmers in epidemic prevention. These strategies will effectively improve the environmental risk perception of medical personnel, reduce anxiety, improve leisure benefits, and achieve the goal of promoting physical and mental health. Based on the above analysis and inference results, the study suggests research on the government, venues, the public, and future studies.


About the Government

Plan a safe and proper transportation epidemic prevention mechanism, and establish suitable transportation routes. Improve people's epidemic prevention and hygiene literacy, and provide a safe swimming environment.



About the Pool Venue

The swimming pool environment should maintain the existing disinfection and filtration quality, improve the epidemic prevention measures, add slogans or voice announcements to remind the public to abide by the epidemic prevention regulations in the swimming pool sports environment, and then standardize the safe exercise distance in the existing swimming sports space. Or, in the building space, add other sports facilities, and use the disinfection effect of sodium hypochlorite to maintain the cleanliness of the sports space and facilities.



About the Healthcare Workers

Improve environmental literacy, follow the epidemic prevention measures of the government and sports venues, jointly maintain the sports environment, maintain the effectiveness of epidemic prevention, and avoid becoming an epidemic prevention gap.



Suggestions for Future Research Directions

The researchers suggest extending the discussion to different occupations or identities of people, as well as other issues. It is expected that follow-up researchers will develop swimming exercise prescriptions or other physical exercise mechanisms in line with 31–50-year-old males and design exercise measures that can eliminate head and body fatigue, promote blood circulation, and improve sleep quality for people over 51 years old. The research gaps will be completed.
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Objective: To explore the utility of the scoring system for screening and early warning of cervical cancer based on big data analysis.

Methods: A total of 420 women undergoing physical examination in Shenyang from January 2021 to January 2022 were screened by convenient sampling as the study subjects. All females accepted the human papilloma virus (HPV) tests and thin-prep cytology test (TCT), a Rating Questionnaire for Screening and Early Warning of Cervical Cancer was developed, and a warning threshold was derived according to the scores of the questionnaire and the goodness of fit for the results of HPV+TCT tests. The patients were graded according to the threshold, and corresponding intervention strategies for patients of different grades were developed.

Results: Among the 420 people undergoing physical examination, 92 (21.90%) obtained scores ≥8 points, and 328 (78.10%) obtained scores < 8 points; in diagnosing cervical cancer, the Rating Questionnaire for Screening and Early Warning of Cervical Cancer had an AUC value of 0.848, specificity of 97.22%, and sensitivity of 86.46%; after scientific intervention, HPV test results showed a significant decrease in both high-risk positive cases and low-risk positive cases (p < 0.05), and TCT results showed that there was a significant difference in the number of patients with CIN I before and after intervention (p < 0.05).

Conclusion: The scoring system for screening and early warning of cervical cancer based on big data analysis presents certain clinical value in the clinical screening of cervical cancer, which can further improve the screening coverage, is of great significance for the diagnosis and treatment of disease, and helps physician implement hierarchical diagnosis and treatment quickly and precisely.

Keywords: big data analysis, scoring system for early warning, cervical cancer screening, utility, intervention measures


INTRODUCTION

Cervical cancer is a malignant tumor disease that endangers women's health (1). Investigation and research (2) have shown that about 85% of cervical cancer patients are from developing countries, and there are approximately tens of thousands of new cervical cancer cases each year worldwide, seriously threatening women's health and life safety. According to years of basic experimental and epidemiological studies (3, 4), human papilloma virus (HPV) infection is an important factor causing the disease. Cervical cancer 3-step screening technique (step 1: cervical cytology and HPV test; step 2: colposcopy; step 3: histopathological examination) is currently the most widely used clinical diagnosis technique, and its clinical application provides an effective pathological evidence for the early diagnosis and treatment of cervical cancer in developed countries or regions (5). Early detection and treatment can effectively prevent the deterioration of the condition and minimize mortality. However, in countries and regions with relatively lagged economic and medical conditions, most cervical cancer patients are already in the advanced stage of the disease when diagnosed, leading to a lower cure rate and higher mortality. Therefore, searching for convenient and efficient means of cervical cancer screening can provide important auxiliary judgment indicators for clarifying and diagnosing the disease, and lay a strong scientific foundation for selecting clinical treatment options (6–8). There are deficiencies in every screening method in the existing medical context, and no single examination modality achieves the combination of high sensitivity with high specificity. Based on this, by reviewing a great amount of relevant materials of cervical cancer, a Rating Questionnaire for Screening and Early Warning of Cervical Cancer was developed in this trial to get the score of each patient and then develop corresponding intervention measures, thus improving the disease screening rate.



MATERIALS AND METHODS


General Data

A total of 420 women undergoing physical examination in Shenyang from January 2021 to January 2022 were screened by convenient sampling as the study subjects. The study met the World Medical Association Declaration of Helsinki (2013) (9) and reviewed and approved by the Hospital Ethics Committee.



Inclusion and Exclusion Criteria

Inclusion criteria: (1) Women with history of sexual life; (2) those with good understanding and could objectively and accurately fill in the questionnaire; and (3) those who voluntarily joined the study. Exclusion criteria: (1) Those who had cervical cancer and operation history; (2) those who were unable to fill in the questionnaire due to other reasons; and (3) those who were unwilling to join the study.



Methods
 
Content of Questionnaire

By reviewing a large number of published works on the epidemiology of cervical cancer and related influencing factors, the first version of Rating Questionnaire for Screening and Early Warning of Cervical Cancer was developed, which included the following sections. (1) The general data of the study subjects, such as their age, place of residence, occupation, educational degree, marital status, and the paying method of medical treatment;

(2) Sexual habits, such as age at first sexual activity, number of sexual partners, and whether condoms were used at the time of intercourse;

(3) Personal situation, such as number of times of miscarriages, number of times of pregnancies, presence or absence of an intrauterine contraceptive device (IUD), and presence or absence of immunodeficiency diseases; and

(4) Relevant symptoms or vital signs, such as presence or absence of cervical contact bleeding, cervical erosion, or cervical polyps.

In addition to the personal information of the study subjects, a total of 20 items were scored, and the maximum score was 20 points. The scoring method was as follows: 1 point was assigned to each question (1 for each forward-rating item, and −1 for each backward-rating item), and higher scores indicated higher risk of illness of the study subjects.



Formation of Questionnaire

A Delphi Consultation Questionnaire was developed according to the corresponding general format. After 2 rounds of expert consultation and pre-survey to 30 females, relevant data were organized and the indicators were perfected in combination with the experts' suggestions, which then concluded that the Cronbach's α coefficient and split-half coefficient of the questionnaire were, respectively, 0.796 and 0.691, the validity index of each item level was ≥0.945, and the content validity index of the scale level was 0.950.



Test and TCTHPV Test

The HPV special sampler was inserted to the orificium externum isthmus of the subjects, rotated for 5 turns, and then slowly taken out and put into the HPV specimen bottle containing preserving liquid. The HPV subtyping genes chip was used to detect 26 types of HPV genes (such as HPV 16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 6, 11, 40, 42, 43, 44, 53, 54, 55, 57, 66, 67, 73, among which 16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, 68 were high-risk types, and 6, 11, 30, 42, 43, 44 were low-risk types), and all operations were conducted according to the specifications of the apparatus and reagent.


TCT

The sampler tip was inserted into the cervical canal and slowly rotated along the axis for 5 turns, the sampling brush tip was removed and put into the cell preservation solution, the specimen underwent standardized processing and was made into a thin-layer cell smear and fixed with 95% alcohol, and then Papanicolaou stain was performed. For diagnostic gradation of cytology, the Bethesda system (TBS) was adopted, to be specific, TCT negative, referring to no CLN was seen (negatives of intraepithelial lesions or malignancy, NILM); TCT abnormalities, such as a typical squamous cells of undetermined significance (ASC-US); low-grade squamous intraepithelial lesion (LSIL), which was graded as weak CIN (CIN I); high-grade squamous intraepithelial lesion (HSIL), which was graded as moderate and expressed CIN (CIN II and CIN III) and carcinoma in situ (CIS); and squamous cell carcinoma (SCC).




Quality Control

Each section of the investigation was under strict quality control, in the stage of designing, the scientificity and feasibility of the scheme and questionnaire applied were verified; before investigation, the researchers were trained with uniform guidelines, and then they provided guidance and correction on any queries and errors made by the study subjects when filling in the questionnaire; after the completion of the questionnaire, 2 personnel were assigned to collect and organize the questionnaires, Epidata3.1 was used for data entry, SPSS20.0 was used for statistical analysis, and an early warning threshold of 8 points for the questionnaire was derived by comparing the analytic findings and gynecological examination results.




Early Warning Threshold

According to patients' HPV test and TCT results and the scores of the Rating Questionnaire for Screening and Early Warning of Cervical Cancer, the threshold was specified as 8 points, and detailed intervention measures were developed according to the threshold.



Intervention Strategies

Detailed hierarchical intervention measures were developed according to the threshold. (1) Below threshold: For those who were free from infection and without prior HPV testing, testing was recommended for 3 consecutive years, and if the results were negative, testing could then be done every 2–3 years; (2) Above threshold: this group was high-risk HPV infected individuals, who should visit gynecological clinics according to the TCT result, and the effectiveness of intervention measures should be analyzed by comparing the results of TCT and HPV test before and after the intervention.



Statistical Methods

The experimental data were statistically analyzed and processed by the software SPSS26.0, the diagnostic efficacy of the Rating Questionnaire for Screening and Early Warning of Cervical Cancer on cervical cancer was analyzed by the area under the Receiver Operating Characteristic (ROC) curve.




RESULTS


Clinical Data of Study Subjects

See Table 1.


Table 1. Clinical data of study subjects.

[image: Table 1]



Scores of the Rating Questionnaire for Screening and Early Warning of Cervical Cancer of the Females Undergoing Physical Examination

Among the 420 female undergoing physical examination, 92 (21.90%) obtained scores ≥ 8 points, and 328 (78.10%) obtained scores < 8 points.



Clinical Diagnostic Efficacy of the Rating Questionnaire for Screening and Early Warning of Cervical Cancer

See Figure 1 and Table 2.


[image: Figure 1]
FIGURE 1. Clinical diagnostic efficacy of the rating questionnaire for screening and early warning of cervical cancer.



Table 2. Comparison of the coincidence rate, specificity and sensitivity of early warning score diagnosis.
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Comparison of Various High-Risk HPV Infections in Different Cervical Cancer Lesions

See Table 3.


Table 3. Comparison of various high-risk HPV infections in different cervical cancer lesions.
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Control Effect of the Rating Questionnaire for Screening and Early Warning of Cervical Cancer in Cervical Cancer High-Risk Group

After scientific intervention, HPV test results showed a significant decrease in both high-risk positive cases and low-risk positive cases (p < 0.05), and TCT results showed that there was a significant difference in the number of patients with CIN I before and after intervention (p < 0.05), and no significant differences in other types were observed (p > 0.05). See Table 4.


Table 4. Control effect on high-risk population above the threshold [n(%)].
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DISCUSSION

Cervical cancer can seriously affect the quality of life of patients, lead to female infertility, and cause damage to the urinary system and vaginal bleeding, and in the late stage of the disease, cancer metastasis may occur, resulting in hydronephrosis as well as uremi. Data show (10, 11) that there are about 110,000 new cervical cancer cases in China each year. Screening of cervical cancer is able to detect precancerous lesions, and when the disease screening coverage rate is over 70%, the incidence and mortality risk of cervical cancer in the population can be effectively reduced. The pathogenesis of cervical cancer is HPV infection, and multiparity and recurrent cervicitis is also the important causes of the high incidence of cervical cancer. The occurrence and development of cervical cancer is a gradual process, from years to decades, which has a long period of reversible precancerous lesions (12). Screening is an effective means to effectively reduce the incidence and mortality of cervical cancer, which can rapidly prevent invasive cervical cancer and precancerous changes in women, and therefore the World Health Organization (WHO) recommends that cervical cancer screening should be initiated worldwide for early diagnosis and early treatment (13). Developed countries have more mature technology and methods of cervical cancer screening and more complete screening programs, so their cervical cancer prevention and control is promising (14, 15). In 2014, HPV DNA typing assay was introduced to China as an initial screening method for cervical cancer, but HPV test cannot determine the specific disease type and single diagnosis has low sensitivity and poor specificity, also, TCT alone has a high rate of missed diagnoses. In addition, with China's large population base and limited health resources, the key point of cervical cancer screening is to develop specific screening programs and select appropriate screening methods (16, 17).

In this study, by reviewing a large number of published works on the epidemiology of cervical cancer and related influencing factors, the Rating Questionnaire for Screening and Early Warning of Cervical Cancer was developed and filled in by women undergoing physical examination, aiming to explore the utility of the questionnaire in diagnosing cervical cancer. Based on the imaging and scoring questionnaires of the study subjects, the specific threshold, i.e., the lowest or highest value an effect can produce, was developed, which helped physicians make a more precise judgment of the occurrence and progression of the disease. The content of the questionnaire included subjects' clinical data, high-risk factors of cervical cancer, and awareness. Previous studies have confirmed (18) that the risk of developing cervical cancer is 2.85 times higher in women having their first sexual intercourse at an age less than 20 years than those having their first sexual intercourse at an age over 20 years, so it is believed that having the first sexual intercourse at younger age is the main reason for the higher incidence of cervical cancer, as well as one of the important factors contributing to the occurrence of the disease in young women. In addition, the risk of cervical cancer in women with more than 3 times of childbirth is 5.91 times higher than that of those with less than 3 times of childbirth, demonstrating that fewer times of childbirth could lower the risk of cervical cancer to some extent (19). And studies also confirmed that low educational degree, poor economic level, poor sanitary conditions in rural areas, etc. are also the high-risk factors triggering cervical cancer. Women with lower education levels lack self-care awareness and gynecological knowledge, and because of their conservative traditional notion, they tend to conceal their illness and avoid treatment, thus increasing the risk of cervical cancer (20). The poor economic level and poor sanitation in rural areas lead to the lack of awareness of regular physical examination among women in these areas, which results in a high incidence of cervical cancer. Therefore, corresponding measures are required to pay close attention to people at high risk of cervical cancer, such as strengthening the publicity of female reproductive health knowledge, conducting targeted implementation of the popularization and publicity of health care knowledge to women, helping women in rural areas get good living habits, strengthening the basic medical and health conditions in township hospitals, putting more efforts in cervical cancer screening for women in rural areas, and assisting women in establishing a correct medical concept (21).

In this study, the diagnostic efficacy of the Rating Questionnaire for Screening and Early Warning of Cervical Cancer in cervical cancer screening was analyzed by plotting ROC curves and taking the results of HPV test and TCT test as the “gold standard”, and the results showed that the AUC value of the questionnaire was 0.848, which indicated a high-clinical application value. In addition, an early warning threshold for the questionnaire was derived in this study by analyzing the questionnaire scores and the gynecological examination findings of the females undergoing physical examination, thereby developing detailed hierarchical interventions based on the threshold. The study implemented scientific intervention measures to those above the threshold, and analyzed and compared the experimental results before and after intervention to explore the control effect. HPV typing assay is designed to target the DNA (the genetic material), through a process of PCR target preference, target amplification, automated real-time detection, and selective amplification, and then identify the corresponding HPV replication with greater precision than second-generation hybrid capture assay. Currently, TCT is the more advanced and mature screening technique for cervical cancer, but it has certain false-negative rate and false-positive rate for low-grade cervical lesions, and the concordance rate increases with higher cytological grade. Scientific means of clinical screening can screen out people at high risk of cervical cancer, reduce the follow-up interval, facilitate effective monitoring of cervical cytological alterations and early detection of cervical lesions, and TCT combined with HPV screening is beneficial to the triage management of cervical lesions, realizing early detection and treatment of the disease. In this study, more detailed prevention and treatment strategies were developed by typing the obtained examination findings. The findings showed that after intervention, both high-risk positive cases and low-risk positive cases were significantly reduced according to the HPV test results (p < 0.05), and TCT results denoted that the number of patients with CINI was greatly reduced, which illustrated that the implementation of scientific control measures could lower the risk of cervical cancer to a certain extent. Studies have confirmed (22) that different degrees of TCT and different types of HPV also have significant differences in disease reversal cycles. Data from a large sample survey showed that patients with a TCT result of CIN I and low-risk positive HPV infection had a readily reversible condition, whereas those with a TCT result of CIN II and CIN III and high-risk positive HPV infection required further colposcopy examination and thus had a longer cycle of clinical intervention. Some scholars believe (23) that among multiple high-risk types of HPV, types 16 and 18 have a higher carcinogenic risk, which may be related to the strong ability of gene binding to the host cell, and their gene expression products can also affect the host cell cycle and apoptosis, leading to carcinogenesis. However, other types of viruses are prone to cause low-grade intraepithelial lesions, which may be related to the poor tolerance of the virus to the acidic environment of the vagina, poor viability, and weak pathogenic ability. Type 52 virus has a long cycle of negative conversion and obtains less effective result in clinical treatment; it is also the main genotype responsible for the development of cervicitis. The E6 and E7, biomarkers of cervical cancer caused by type 52 virus, often lead to base mutations that may exert an important function in the progression of cervical intraepithelial lesion and invasive carcinoma, and they are considered as the important carcinogens because they can inactivate the host tumor suppressor p53 and Rb (24).

In addition, unlike the general prevention and control of cervical cancer in developed countries, the comprehensive task of controlling cervical cancer in China is tough and difficult in implementation, and requires long time because of the large population and the uneven development of medical and health resources. Therefore, based on the current situation, the prevention and control measures in China can be summarized as the following 3 aspects. (1) Strengthen the infrastructure construction of the health system, invest corresponding financial, material, and human resources, strengthen the training efforts of primary care workers, and establish a complete system for AI-assisted diagnosis; (2) based on the domestic conditions, clarify the age and screening interval of subjects, identify high-risk individuals, encourage those of proper ages to actively participate in screening, establish a scientific surveillance and evaluation system, and encourage the population of the right age to get an HPV vaccination to gradually expand vaccination coverage; and (3) scientifically develop appropriate screening programs and strategies for the Chinese people to reduce the incidence of cervical cancer (25). Despite the progress of modern medical diagnosis technology, there are still many dilemmas in cervical cancer screening. As medical workers, we still need to continuously try our best to explore more efficient clinical technology, optimize the current diagnosis mode, and provide reliable data support for early screening of cervical cancer. In addition, the application of the Rating Questionnaire for Screening and Early Warning of Cervical Cancer greatly conserves medical and health resources, which is more common and low-cost. The scoring content of the questionnaire should be continually optimized in the future, so that it can be universal in various regions of China as a primary screening method for cervical cancer.
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Detection of malignant lung nodules from Computed Tomography (CT) images is a significant task for radiologists. But, it is time-consuming in nature. Despite numerous breakthroughs in studies on the application of deep learning models for the identification of lung cancer, researchers and doctors still face challenges when trying to deploy the model in clinical settings to achieve improved accuracy and sensitivity on huge datasets. In most situations, deep convolutional neural networks are used for detecting the region of the main nodule of the lung exclusive of considering the neighboring tissues of the nodule. Although the accuracy achieved through CNN is good enough but this models performance degrades when there are variations in image characteristics like: rotation, tiling, and other abnormal image orientations. CNN does not store relative spatial relationships among features in scanned images. As CT scans have high spatial resolution and are sensitive to misalignments during the scanning process, there is a requirement of a technique which helps in considering spatial information of image features also. In this paper, a hybrid model named VCNet is proposed by combining the features of VGG-16 and capsule network (CapsNet). VGG-16 model is used for object recognition and classification. CapsNet is used to address the shortcomings of convolutional neural networks for image rotation, tiling, and other abnormal image orientations. The performance of VCNeT is verified on the Lung Image Database Consortium (LIDC) image collection dataset. It achieves higher testing accuracy of 99.49% which is significantly better than MobileNet, Xception, and VGG-16 that has achieved an accuracy of 98, 97.97, and 96.95%, respectively. Therefore, the proposed hybrid VCNet framework can be used for the clinical purpose for nodule detection in lung carcinoma detection.

Keywords: capsule network, convolutional neural networks, CT, MobileNet, VCNet, VGG-16, Xception


INTRODUCTION

Cancer is still regarded as a dangerous disease with severe death rates. Lung cancer has the highest mortality or death rate of any cancer and is widely regarded as the deadliest carcinoma among all types of cancer. Consequently, several researchers are focusing on ways of detecting lung cancer nodules through digital images, specifically through computed tomography (CT). CT scans use X-rays to generate several images and create a challenge for radiologists to detect tiny nodules from these images (1). Analysis of nodules and their interpretation is the basic task performed by the radiologist for the diagnosis of lung cancer. Many scientists and researchers are working on automated solutions that will help doctors save time and money (2).

In most cases, the size and appearance of nodules give the first inference regarding cancer and can be classified as benign or malignant. Generally, lung nodules <3 cm are considered normal nodules, and those larger than 3 cm are considered malignant or lung masses. Figures 1A,B shows the images of benign and malignant lung cancer. Based on nodule classification and other findings, cancer probability can be assessed. AI techniques are playing a very important role in the primary level detection and classification of various types of cancer (3). A variety of disciplines, including medicine, agriculture, games, and many more, have benefited from the deployment of deep learning (DL) models in recent years. In all of these fields, DL models perform quite well, particularly in specific types of applications such as classification of images, identification of objects, and image segmentation (4). DL is a subfield of artificial intelligence, having interconnected nodes to perform complicated tasks. Instead of using pre-programmed instructions, DL algorithms are capable of learning from the training data. Many of the researchers have already worked for lung carcinoma detection using deep learning (5, 6).


[image: Figure 1]
FIGURE 1. (A) Benign lung image. (B) Malignant lung.


In computer vision and radiography, convolutional neural networks (CNN) are a class of artificial neural networks that are gaining a lot of popularity. CNN is used to automatically detect features from the images using a number of layers like convolution layers, pooling layers, and fully connected layers (7, 8). CNN uses successive convolution and pooling layers to classify the images. The pooling layer in the CNN reduces the dimension and classifies the object regardless of its spatial information. That means where the object is actually located in the image (9). This pooling function of CNN is both an advantage and a drawback. During the pooling function, it loses some important information that is very useful in image segmentation and object detection. To overcome this drawback, Geoffrey Hinton (10) proposed capsule network architecture.

A capsule is a cluster or group of neurons that stores information about a specific item in a picture; the information is mainly about its position, rotation, scale, etc. in a high-dimensional vector (8 dimensions or 16 dimensions), each. The capsule network architecture is divided into three parts. (1) primary capsule (convolution, reshape, and squash functions); (2) higher level capsule (dynamic routing); and (3) loss functions (margin and reconstruction loss).Capsule networks (CapsNet) (10) are basically used to overcome the loss of information that comes from the pooling operation of CNN and obtain spatial information. CapsNet's multiple convolutional layers are wrapped in capsules.

This paper utilizes transfer learning and presents a hybrid model, VCNet, for detecting the lung nodules from CT scans. Binary classification is done using the input of lung CT scans and the output is either “benign” or “malignant”. A lung CT image dataset is collected from LIDC-IDRI (11) and a new hybrid model that is a combination of VGG-16 and Capsule network is developed and applied for the classification and identification of lung cancer.VGG16 is one of the finest vision model architectures based on CNN computer vision techniques. The accuracy achieved by this model for ImageNet test data is 92.7%. The model presents an improved form of AlexNet and the main architectural changes are in filter size. The 16 in VGG is used to refer that it has 16 weight layers (12).


Related Work

Lung cancer with the greatest death rate is the most prevalent and aggressive form in India. Patients with non-small cell lung cancer (NSCLC) have a 5-year survival rate of 18%. According to the 2018 GLOBOCON report (1), 11.6 percent of all lung cancer cases and 18.4 percent of all lung cancer deaths. Patients with lung cancer outnumber those with other cancers such as breast, liver, cervical, skin, and so on. Patients with pulmonary cancer can enhance their survival chances if they discover early lung cancer. Detection of cancer at last stage does not permit surgical treatment in most of the cases, so last stage lesions are treated by nonsurgical treatment like chemotherapy, Radiotherapy and immunotherapy. Computer vision methods proved an important result in lung nodule classification and detection at an early stage through CT scans. For converting the raw input into the desired features end to end learning allows direct mapping with elimination of hand –crafted features. Machine learning algorithms provide extremely good outcomes in computer vision technology and analysis of medical images. Two main classes, massive training artificial neural networks (MTANNs) and revolutionary neural networks may be performed with end-to-end training (CNNs).Nima Tajbakhsh et al. utilized both theoretical and practical approaches to compare these two classes of end-to-end learning for the detection of lung nodules and the differentiation of benign and malignant tumors in low-dose CT scans. For the analysis of the same the authors have used four MTANN architectures and two CNN architectures that all are having different depth. They used a substantial dataset for CNN training in the second phase, and their results demonstrate a smaller performance gap between MTANN and CNN. After both theoretical and experimental approach they had presented that MTANN gives better performance as compared to the CNN (13).

Goran Jakimovski et al. presented double CNN and regular CNN with a max pooling layer for identifying cancer stages through CT scans (14). One of the most difficult tasks in radiology imaging is automatically determining the precise position of the lung nodule. Hongtao Xie et al. presented the automatic detection of lung nodules using 2D CNN for the reading process of CT scans. The authors did their experiments on the LUNA-16 dataset and achieved a sensitivity of 86.42% (15). By combining information from PET and CT scans, Qin et al. (16) demonstrated a DL architecture for the noninvasive detection of lung cancer. The authors achieved a 0.92 area under the ROC curve. Nakrani et al. (17) presented a method for nodule detection using Resnet architecture in CT scans. The dataset used here is LIDC and the accuracy achieved is 95.24% (17).

Lu et al. (18) proposed an optimal methodology for detection of lung carcinoma at early stage. For good network accuracy & optimal arrangement Marine predators' algorithm is used.

Table 1 shows a summary of the research articles on lung cancer diagnosis and classification using the DL model CNN.


Table 1. Summary of the research articles on lung cancer diagnosis and classification using the DL model by CNN.
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Problem Statement

Many researchers have already presented various DL models for lung cancer detection, but the required accuracy on public datasets is still a big challenge for using those models for clinical purposes and also for radiologists to diagnose the cancerous nodules. Some of the researchers have achieved good accuracy in their work, but they have used either private datasets collected from hospitals or some small datasets available on the internet. In Tajbakhsh et al. (13), 95% accuracy was attained by comparing two end-to-end classes that are large artificial neural network training and convolutional neural networks. But for the implementation of the same, they used the unpublished dataset of 31 patients, including 38 scans collected from the participation of a lung cancer screening program. In (19), the LUNA-16 dataset was used to detect the lung nodules using the 3D AlexNet architecture of CNN and achieved an accuracy of 97.17%. In Jakimovski and Davcev (14), the achieved accuracy was 99.63% for lung cancer stage detection, but the authors of this paper used the private dataset of the University of South California.

To the best of our knowledge, the paper (20) implemented a hybrid model using a modified capsule network for lung disease detection and achieved an accuracy of 73%. For the detection of lung nodules, a multi-scale capsule network is proposed in (21) and achieved an accuracy of 83% for the LIDC dataset.

Based on these works the major contributions of our work are:

• A hybrid model named as VCNet is proposed by combining the features of VGG-16 and capsule network (CapsNet).

• A pre-trained VGG-16 model is used for feature extraction.

• CapsNet layers are used to handle misalignment problems with the existing deep learning models.

• Fully connected layers along with dropouts and sigmoid activation functions are also used to prevent overfitting and to build a generalized model.

• The performance of VCNet is verified on the Lung Image Database Consortium (LIDC) image collection dataset.




MATERIALS AND METHODS

The current investigation was performed to determine if lung CT images were benign or malignant.

Figure 2 shows a diagrammatic depiction of the proposed seven-stage technique. Stage I includes the collection of CT images of lungs from LIDC IDRI dataset. Stage-II includes image pre-processing. Stages III and IV consist of the study & implementation of pre-trained CNN models like VGG, Xception and MobileNet and calculate their performance by accuracy, precision, F1 score and recall. Study, implementation, and performance analysis of hybrid model VCNet is shown in stages V & VI. Stage VII is the last phase, VCNet classifies CT scans as benign or malignant and analyzes their performance in terms of accuracy, precision, F1 score, and recall. All these stages are described in subsections.


[image: Figure 2]
FIGURE 2. Methodology.



Dataset Description

Dataset used here is LIDC- IDRI (11) that has a total 1,018 scans of 1,010 patients with 244,527 images. Each case in this dataset holds images of the CT scan and their corresponding XML file that contains annotations of the CT scan. Four experienced thoracic radiologists performed these annotations in two phases. In the first step, each radiologist individually categorized CT results into three classifications (nodules that are ≥3 mm, nodules that are ≤ 3 mm and non-nodule that are ≥3 mm). After that in the second step, classification is reviewed by each radiologist along with classification by another radiologist secretly. So every nodule of the dataset is assessed by all four radiologists separately. In this dataset, the diagnosis is done at two label patient levels and the nodule level. The DICOM images of the CT scan vary from 64 to 764 slices and have a resolution of 512*512*width. The average width of CT scans in this dataset is 240. Lung nodules in the LIDC-IDRI dataset are classified into four classes. (1) Unknown (No Label), (2) Benign or normal or non-cancerous (3) Primary lung cancer or Malignant, (4) Metastatic Lesion whose primary cancer was other than lung cancer.



Data Pre-processing

Preprocessing of the images is required to minimize the network overhead and computational complexity. The LIDC-IDRI dataset consists of various lung CT scan images and labeling is provided into csv file. For implementing the proposed model segregation and labeling of cancerous and noncancerous images are done based on annotations presented in csv file. Collected Dicom images are converted into jpg files using Radiant Dicom viewer 64 bit. Data augmentation methods used are rescaling, rotation, horizontal and vertical flip, and utilized ImageDataGenerator library of Keras for implementation. Rescaling is used to limit the image pixels between 0 to 1 and it helped in reducing computational complexity. Color Transformation of images (Gray to RGB) is done for better visualization. Rotation is done in a range of 10 means images are rotated from 0 to 10 degrees.

We have taken rotation range= 1 degree to randomly rotate our image between 0 and 1 degree. Rescale 1. /255 is done to transform every pixel value from range [0, 255] → [0, 1]. Color mode function of flowfrom directory of python is used to convert gray images into RGB images. For resizing the image from 512*512 to CNN input size, Keras ImageDataGenerator class is used that provides a quick and easy way to augment images.

The flow_from_directory () method of ImageDataGenerator is used to read the images directly from the directory and augment them while the neural network model is learning on the training data. The main important parameter of this method is target_size: Size of the input image. It is an attribute which converts images into size provided for the input. In our case we have taken image size 512*512, to set traget_size attribute value.



Convolutional Neural Network

Convolutional, pooling, and fully connected layers make up the three main layers of CNN design. For CNN classification and pattern recognition, the most popular architectures are LeNet, AlexNet, VGG-Net, Res-NET, ZF-Net, and SqueezNet. Due to CNN's simplicity in calculation and function, the backpropagation algorithm is one of the finest learning algorithms. Back propagation differentiates during training between the algorithm predicting of labels and the ground truth labels computed by the loss function. Equation 1 gives the form of cross-entropy. Training samples are represented as inputs, and the true values of output neurons (j) are represented as inputs in the output layer ([image: image]) in this equation; n is the total number of training samples. It can be computed as:

[image: image]
 

Convolutional Layer

Each feature map comprises groups of neurons that together make up a feature map. Convolutional layer output is calculated by Eq. 2. Kernel (filter) size, feature maps, bias, and weight of a kernel are represented by F, m, B, and Wj, respectively. Convolutional layers have an output known as yi, where I is an index that denotes the ith feature map in a layer known as l (2).

[image: image]
 

Pooling Layer

Generally, pooling layers are employed in collaboration with convolutional layers; as a result, sub-sampling decreases the input size in all depth portions and thus helps prevent over-fitting while training the network. The pooling process reduces the amount of the input, and as a result, the depth dimension is not altered. Maximum and average pooling is the most commonly used pooling technique, as shown in Figure 3.


[image: Figure 3]
FIGURE 3. Example of max & average pooling.


There are two Equations in (3) that determine the breadth and height of the pooled-layer output.

[image: image]
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Relu Activation

A nonlinear activation function is used in CNN instead of a local connection to determine the output of neurons. Using the improved performance, faster learning, and simple structure as a benefit, it is advantageous to use the logistic sigmoid and hyperbolic tangent activation functions (Figure 4). Equation (5) illustrates the Relu function. The gradient of the Relu function is zero if y is less than zero; otherwise, it is one (2).

[image: image]


[image: Figure 4]
FIGURE 4. ReLu activation function.




Softmax Activation

Softmax is used to determine the probability of each ground truth label producing an output value between 0 and 1, then the results are transformed to perceptible values. The softmax function's formula is given by equation (6). f (z) (22) transforms random variables (z) into meaningful values between 0 and 1 by using the softmax function.
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Performance Metrics

To examine the developed hybrid DL model for lung cancer nodule identification and classification using various performance metrics like accuracy, precision, recall, F1-score, and support, Overall accuracy is calculated as the total true results divided by the total number of samples. The blocks are derived from the pulmonary pictures in this study. These metrics are specified in several words like “True Positive” (TP) or “False Negative” (TN) and “False Negative” (FN). These are defined by different terminologies. TP is computed in this context as the suspected lung nodules that have been diagnosed properly as malignant. TN is determined by the number of pictures that are categorized as benign. The FN term is computed by the method that does not detect cancerous nodules. In addition, FP is determined by calculating the number of pictures not properly identified for lung cancer. Sensitivity and specificity are terms used to describe the true positive and true negative rates (23).The formulas for calculating these performance parameters are presented through Eqs 1–4.
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Experimental Setup

The experiments are performed on CNN Pretrained models which are VGG-16, MobileNet and Xception on LIDC dataset. The new model VCNet is also developed and used for experimental purposes. The VCNet is designed by using a hybrid combination of VGG and Capsule Network.



Pretrained Models

We have used the following pre-trained models for the detection and classification of lung cancer using the LIDC-IDRI dataset.


Mobilenet

MobileNet employs depth-wise separable convolutions, which means that instead of combining all three and flattening, it executes a separate convolution on each color channel. The input channels are filtered as a result of this. For MobileNets, depth wise convolution applies a single filter to each input channel. The depth wise convolution's outputs are then combined using an 11 convolution by the point wise convolution. In one step, a conventional convolution filters and combines inputs to create a new set of outputs. The depth wise separable convolution divides this into two layers: one for filtering and the other for combining. This factorization results in a significant reduction in computation and model size (23).



Xception

Xception is a Depth wise Separable Convolutions-based deep convolutional neural network architecture. Google researchers came up with the idea. Inception modules in convolutional neural networks are described by Google as an intermediate step between normal convolution and the depth wise separable convolution operation (a depth wise convolution followed by a point wise convolution). In this sense, a depth wise separable convolution can be thought of as an Inception module with the most towers possible. This result leads them to propose new deep convolutional neural network architecture based on Inception, but with depth wise separable convolutions in place of Inception modules (24).



VGG-16

VGG16 as a convolutional neural network architecture in their study “Very Deep Convolutional Networks for Large Scale Image Recognition.” On Image Net, a dataset of over 14 million images belonging to thousands of classifications, this model obtains 92.7 percent accuracy. It employs multiple 3 × 3 filters, one after the other. VGG16 was trained on the ImageNet dataset over weeks using the Nvidia Titan Black GPU. There are 13 convolution layers, five max-pooling layers, and three dense layers in the VGG16 pre-trained architecture. Changes to the VGG-16 algorithm include a global average pooling layer and two dense layers with the ReLu and Softmax activation functions. Both dense layers have a dropout rate of 0.5 (13).



Resnet

ResNet introduced by Kaiming He in 2015, it has become key work proving that incredibly deep networks may be trained using regular SGD with additional accuracy by changing the residual module to incorporate identity mapping, as proven in this study. This network employs a VGG-19-inspired 34-layer plain network architecture, after which the shortcut connection is implemented. The design is subsequently transformed into a residual network as a result of these shortcut connections (25).



Inception V3

Inception-v3 is a convolutional neural network design from the Inception family that includes Label Smoothing, Factorized 7 × 7 convolutions, and the inclusion of an auxiliary classifer to transport label information deeper down the network, among other improvements. Inception v3 is a commonly used image recognition model that has been demonstrated to achieve an accuracy of better than 78.1 percent on the ImageNet dataset. The model represents the sum of several concepts produced over the years by numerous scholars (26).

Table 2 presents the architecture details and number of parameters used for MobileNet, Xception, and VGG-16, ResNet & Inception V3.


Table 2. Model architecture.
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VCNeT Model Building and Implementation

The proposed hybrid model is implemented on the Google Colab platform by utilizing the python libraries Tensorflow and Keras. For the transfer learning pre-trained model of CNN, VGG-16 is used and modified by adding global average pooling layers and dense layers with ReLu activation function. After the VGG, a capsule network has been added with route 03. Our results show that the hybrid model VCNet performs better than the VGG model, Xception, and MobileNet architectures.

Figure 5 shows the complete architecture of the VCNet and summary of the proposed model is shown in Figure 6.


[image: Figure 5]
FIGURE 5. Architecture of VCNet.



[image: Figure 6]
FIGURE 6. Proposed VCNet for the classification of lung nodule.




Implementation of Capsule Network

For the implementation of capsule network Global_Average_Pooling layer is used as an input and after that Convolution 2-dimensional layer is used to extract features with a kernel size of 9,9,512 and these features are mapped using reshape function to convert the images into one-dimensional array using reshape (1,1,3) along with squash function which is used for normalization. Lambda ?? is used after this to show that the lung image characteristics had a normal value of 0 with the default route transfer rate [−0.5: 0.5]. Calculating a margin and reconstruction loss is the most recent loss computation. This article uses the CapsNet for lung imaging data from Hinton's major architecture (26). Figure 7 shows a basic architecture of capsule network (CapsNet) for analysis of lung nodules.


[image: Figure 7]
FIGURE 7. CapsNet architecture.


The capsule network architecture is summarized as follows:

The first Convolution layer with kernel_size = 9, filters = 512, padding = “same,” strides = 9, activation = “relu,” dim_capsule = 8, n_channels = 32, padding = “valid,” strides = 2, kernel_size = 9 for the second primary capsule. n_class = num_capsule, dim_capsule = 16, stable of the set routings for the diagnosis capsule.




RESULT

In this paper VCNet, a new hybrid DL model is proposed for the detection of lung carcinoma using CT images. The proposed model is applied to CT images collected from the LIDC-IDRI dataset. The accuracy presented by VCNet architecture is 99.49% which is the highest among other used pretrained models. The pretrained models MobileNet, Xception, and VGG-16 achieved accuracy of 98, 97.97 and 96.95% respectively. The hybrid model built is evaluated with a validation set of pulmonary pictures. The accuracy and loss graphs of MobileNet architecture are illustrated in Figures 8A,B, 9A,B, Xception architecture accuracy and loss graph, Figures 10A,B, VGG-16 architecture accuracy and loss graph and Figures 11A,B represent the accuracy and loss graph for VCNet's proposed architecture.


[image: Figure 8]
FIGURE 8. (A) MobileNet accuracy. (B) MobileNet loss.



[image: Figure 9]
FIGURE 9. (A) Xception accuracy. (B) Xception loss.



[image: Figure 10]
FIGURE 10. (A) VGG accuracy. (B) VGG model loss.



[image: Figure 11]
FIGURE 11. (A) VCNet accuracy. (B) VCNet loss.


The findings in Table 3 shows that suggested hybrid model VCNet were more accurate than other models in classifying lung CT images. As a consequence, the suggested hybrid VCNet attained the highest accuracy, which was 99.49 percent.


Table 3. Comparative analyses in terms of accuracy among the proposed VCNET and the State-of-the-Art models.

[image: Table 3]

Classification matrix of different models for detection of lung nodules using LIDC IDRI dataset is presented in Table 4.


Table 4. Classification matrix of different models using LIDC dataset.

[image: Table 4]

The total number of properly identified lung nodules and their related erroneous predictions are shown in the confusion matrix created after evaluation in Figures 12A–D. For the statistical analysis the performance of the hybrid model VCNet is compared with various competitive models such as CNN, MobileNet, Xception, VGG-16, ResNet and InceptionV3.


[image: Figure 12]
FIGURE 12. (A) Confusion Matrix MobileNet. (B) Confusion Matrix XceptionNet. (C) Confusion matrix VGG-16. (D) Confusion matrix VCNet.




DISCUSSION

There are numerous DL models for lung cancer diagnosis; nevertheless, accuracy in public datasets is still a significant obstacle (27). Overall, the researchers' results were accurate, although some of them utilized either private hospital datasets or tiny datasets that were publicly available on the internet. 95% accuracy was obtained by comparing two big artificial neural network end-to-end classes, one of which was the last stage of convolutional neural network training and the other the final stage of artificial neural network training. The implementation of the same employed the unpublished dataset of 31 patients that had 38 scans (13).

Detecting malignant lung nodules from the CT images takes a significant amount of time, especially if you don't have prior training in the subject. Despite recent progress in using deep learning models for lung carcinoma detection, clinical use is still difficult. For the majority of the cases, deep learning neural network models are used to identify the main nodule of the lung while ignoring the tissue that surrounds it.

In this section, the output of VCNet architecture and pre-trained models of CNN VGG-16, MobileNet and Xception on collected lung CT images are presented for classification of lung cancer nodules as normal and malignant. There were no issues applying the models because of the LIDC-IDRI dataset after preprocessing.

According to this study, 80 % of said dataset is used as a training set and the remaining 20 percent is used to evaluate the suggested VCNet architectures and pre-trained VGG-16. MobileNet& Xception architectures. Table 4 provides a summary of the Accuracy, Precision, Recall, and F1 scores for each of the four architectures.

The model's validation accuracy and loss curves are shown in Figures 8–11. Using the graphs, we may conclude that no over fitting or under fitting has occurred. Training and validation accuracy and losses continue to converge, and they reach a maximum at the end of 30 epochs. On the proposed VCNet, examined in terms of validation accuracy, it was determined that the network has an error rate of <0.1% and a test accuracy of <0.1% ,demonstrating a good correlation between the actual and predicted values.

For lung nodules, the estimated values of Specificity and Sensitivity are near to 1 shown in confusion matrix, indicating that the model has a high true positive and true negative rate. Furthermore, the low false positive and negative rates indicate that the proposed VCNet model has a very low risk of misclassifying data. As a result, the algorithm was able to properly detect lung nodules with extremely little error.

The proposed hybrid model evaluated on the Lung Picture Database Consortium image collection dataset achieved higher accuracy as compared to current techniques MobileNet, Xception, and VGG-16. It is critical for any system in the medical sector to produce accurate findings with a little mistake, since this framework allows for clinical purposes; it can be utilized for the detection of lung nodules in lung carcinoma.



CONCLUSION

As a result of deep learning methods' impressive outcomes, in this research, CNN-based hybrid architecture, one of the effective models of deep learning in medical research, was applied to examine lung cancer on CT scan pictures of the LIDC-IDRI dataset. Therefore, prior to implementing the model, a collection of CT scan pictures was generated from an image dataset. The proposed hybrid model is applied to CT images collected from the LIDC-IDRI dataset. The proposed VCNet architecture proposed a higher accuracy of 99.49% while the existing methods of MobileNet, Xception, and VGG-16 achieved an accuracy of 98, 97.97, and 96.95%, respectively. This proposed hybrid VCNet framework can be used for clinical purposes for nodule detection in lung carcinoma detection, which will be a very useful and time-saving method for radiologists.


Future Scope

In the future this hybrid model can be used for the detection of other types of cancer like Breast, Liver, Cervical, Brain, and Skin etc. The performance of the model can be optimized by using various optimization techniques also.
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In December 2019, an outbreak of novel coronavirus pneumonia spread over Wuhan, Hubei Province, China, which then developed into a significant global health public event, giving rise to substantial economic losses. We downloaded throat swab expression profiling data of COVID-19 positive and negative patients from the Gene Expression Omnibus (GEO) database to mine novel diagnostic biomarkers. XGBoost was used to construct the model and select feature genes. Subsequently, we constructed COVID-19 classifiers such as MARS, KNN, SVM, MIL, and RF using machine learning methods. We selected the KNN classifier with the optimal MCC value from these classifiers using the IFS method to identify 24 feature genes. Finally, we used principal component analysis to classify the samples and found that the 24 feature genes could effectively be used to classify COVID-19-positive and negative patients. Additionally, we analyzed the possible biological functions and signaling pathways in which the 24 feature genes were involved by GO and KEGG enrichment analyses. The results demonstrated that these feature genes were primarily enriched in biological functions such as viral transcription and viral gene expression and pathways such as Coronavirus disease-COVID-19. In summary, the 24 feature genes we identified were highly effective in classifying COVID-19 positive and negative patients, which could serve as novel markers for COVID-19.
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INTRODUCTION

In December 2019, an epidemic of novel coronary pneumonia broke out in Wuhan, Hubei Province, China, which was considered by the World Health Organization to be a serious menace to the health of citizens of the world (1). This terrible communicable epidemic is caused by infection with the severe acute respiratory syndrome type 2 coronavirus (SARS-CoV-2), a sense single-stranded RNA virus (2). As a highly contagious virus, COVID-19 swept across the globe with alarming rapidity, leading to considerable losses to human society.

So far, the effective protection strategy against COVID-19 is to strengthen immunity ability and keep social distance (3). COVID-19 diagnosis is of great essence for the identification, isolation, and treatment of infectious objects (4). Existing detection methods include antibody assays that detect serum antiviral antibodies IgG and IgM, lateral chromatography assays that detect viral antigens, and real-time reverse transcriptase-polymerase chain reaction (qRT-PCR). The current gold standard for COVID-19 diagnosis is the application of qRT-PCR to verify the presence of SARS-CoV-2 RNA in the respiratory secretions of patients (5, 6). However, this detection method is not perfect because it is a complex test requiring a comprehensive and delicate infrastructure (5). And this method can only achieve accuracies of 30–60% in clinical application, which probably results in false-positive cases (7). More landmark diagnostic biomarkers are needed to detect COVID-19-positive patients with higher accuracy, reducing the false positive rate. Besides, exploring and developing new detection kits is of equal significance to facilitate the precise prevention and control of the epidemic.

Machine learning is applied extensively in biomedical applications, as well as COVID-19 diagnosis (8). Extreme Gradient Boosting (XGBoost) is a GBDT-based algorithm. Characterized by its high efficiency, flexibility, and portability, XGBoost is widely used in data mining, recommendation systems, and other fields (9). Zhang and GuoLiang (10) developed a machine learning algorithm for XPPA based on the XGBoost algorithm, which could be used to detect the effect of alterations in gene expression on aberrant p53 pathway activity. Athanasiou et al. (11) constructed a personalized risk prediction model for cardiovascular disease based on the XGBoost algorithm to predict the incidence of patients with cardiovascular disease. The follow-up results of 560 patients demonstrate that this predictive model has favorable performance (AUC = 71.13%), which is expected to provide new insights into clinical cardiovascular treatment. With a decoupling feature, XGBoost shows increased applicability, and it is a high-performance algorithm for modeling regarding the selection of loss functions on demand for classification and regression. Therefore, XGBoost is reliable to be applied in establishing a diagnostic, prognostic model based on patient features in clinical practice.

Here, we used the XGBoost algorithm to mine feature genes in the expression profiles of COVID-19 negative and positive samples, used a machine learning algorithm to construct MARS, KNN, SVM, MIL, and RF COVID-19 classifiers, and selected the best classifier using Iterated Function System (IFS) algorithm. Finally, the validity of this set of feature genes was verified by principal component analysis (PCA) and functional enrichment analysis, the results of which suggested the potential of the genes to be promising biomarkers for COVID-19.



MATERIALS AND METHODS


Datasets Downloading and Processing

From the GEO database (https://www.ncbi.nlm.nih.gov/geo/), the dataset GSE152075 was downloaded, which contained gene expression data from throat swab samples from 430 COVID-19-positive patients and 54 negative patients. And the data acquisition platform was GPL18573 (Illumina NextSeq 500). Genes whose mean value of gene expression was below 1 and the maximum value of gene expression was below 5 were retained. The data were normalized using the “edgR” package (12).



Model Training

To establish the link between behavioral features and classification, we implemented the XGBoost model using the machine learning algorithm XGBoost (https://xgboost.ai/). Key features were determined based on feature importance ranking and recursive elimination (9). XGBoost is a gradient advancing decision tree method whose objective function is defined as in Equation (1).

[image: image]

In this formula, loss is the training loss, Ω (f) is the complexity of the tree, and k is the number of trees in the model. The model can be optimized by minimizing the objective function. For this reason, the additive model was used to calculate the training loss, and the Taylor expansion method was used to quickly optimize the prediction of the nth round of additive training. Greedy algorithm was used to determine the optimal complexity of the tree. In addition, we employed SMOTE for Bayesian optimization resampling of the training set due to unbalanced samples (13).



Selecting the Optimal Classifier by IFS Method

After feature selection by XGBoost, IFS method was used to identify the genes of the optimal COVID-19 classifier. IFS incremental feature selection method (14) is an algorithm proposed by Liu and Setiono (15) to find the best or closest optimal feature subset. This algorithm is based on improved information gain, which can make the equivalent exchange of information. The algorithm selects a candidate feature set using an evaluation function unrelated to the classifier, applies the classifier to the candidate feature set, and selects a feature subset utilizing the accuracy of the classifier as a criterion.

A series of COVID-19 classifiers (16) was subsequently established using the python package “sklearn” in combination with algorithms such as MARS, KNN, SVM, MIL, and RF. The IFS curve was drawn based on 10-fold cross-validation, resulting in Matthews correlation coefficient (MCC) for each classifier, which is a parameter that can effectively reflect the classifier's effectiveness (17). The classifier with the most considerable MCC value is considered as the optimal classifier, and the genes involved in it are taken as the optimal feature genes.



PCA and Sample Cluster Analysis

After the optimal COVID-19 classifier was determined, the PCA was performed on the data set using “FactoMineR” to extract the first and second principal components. PCA analysis is an unsupervised dimensionality reduction analysis method which can visually present the sample-to-sample method (18) by reducing the dimensionality of the dataset and reflecting the data to the representative dimensions PC_1 and PC_2. The effect of model classification was finally verified by pedigree cluster analysis of the samples using the “pheatmap” package (19).



GO and KEGG Enrichment Analyses

GO biological function analysis and KEGG biological pathway analysis of feature genes were performed using “clusterProfiler”. GO and KEGG pathways with p-value < 0.05 were considered notably enriched (20).




RESULTS


XGBoost and IFS Analysis Results

A total of 15,190 genes were obtained by the normalization of the gene expression data after the preprocessing of the dataset GSE152075. Thirty-seven feature genes that were ranked according to importance were obtained by XGBoost feature selection, which could distinguish sample types (Supplementary Table S1). And COVID-19 classifiers such as MARS, KNN, SVM, MLP, and RF were constructed based on these 37 feature genes. Then the best classifier was selected by IFS analysis, and we found that the KNN classifier was composed of 24 feature genes (IGFBP2, KRT8, RPLP0, XAF1, RPL13, OAS2, CES1, RPL4, EEF1G, NR2F6, RPS8, RPL10A, SNX14, C5orf15, TNFRSF19, CD24, ALAS1, CEP112, C9orf24, POLR2J3, AAMP, DUOX2, EMCN, RPL3) had the highest MCC value, MCC 0.886, sensitivity 0.986, specificity 0.907, and accuracy 0.977 (Figure 1).


[image: Figure 1]
FIGURE 1. IFS curves of MARS, KNN, SVM, MLP, and RF classifiers. Black: MARS classifier; red: KNN classifier; blue: SVM classifier; green: MLP classifier; brownish-yellow: RF classifier; horizontal ordinate indicates the number of classifier genes and vertical ordinate represents MCC coefficient.




The Results of PCA Dimensionality Reduction Analysis and Sample Cluster Analysis

PCA dimensionality reduction analysis was performed on the samples according to the expression of the 24-feature genes in the optimal KNN classifier, which showed that PCA analysis could classify COVID-19 in positive patients and negative persons (Figure 2A). In addition, we also plotted a cluster heatmap analyzing the expression of 24 feature genes in different populations. The results showed that the 24 feature genes in the KNN classifier could distinguish COVID-19 positive patients from normal healthy people (Figure 2B). These findings indicated that the 24 feature genes in the KNN classifier performed well in diagnosing COVID-19-positive patients and normal healthy people, showing superior diagnostic efficacy.


[image: Figure 2]
FIGURE 2. PCA and cluster heatmap analysis based on feature genes in the KNN classifier. (A) PCA shows the classification performance of the KNN classifier in COVID-19 negative (red) and positive (green) populations. (B) Cluster heatmap showing the expression of feature genes in the KNN classifier. Red indicates high expression and green indicates low expression.




The Results of GO and KEGG Enrichment Analyses

To identify the biological functions of feature genes and the signaling pathways involved, we performed enrichment analyses on the 24 feature genes. The GO analysis result showed that these genes were mainly enriched in biological functions such as viral transcription and viral gene expression (Figure 3A). KEGG biological pathway analysis showed gene enrichment on pathways such as Coronavirus disease-COVID-19 (Figure 3B). The selected feature genes were closely related to COVID-19 infection and its pathways.


[image: Figure 3]
FIGURE 3. Gene enrichment analyses. (A) Bubble plots for GO enrichment analysis of 24 feature genes. (B) Bubble plots for KEGG enrichment analysis of 24 feature genes. The bubble size in the figure indicates the gene data in teams, and the color indicates the p-value, and the red the color, the smaller the p-value.





DISCUSSION

Novel coronavirus pneumonia is a severe threat to global public health safety and brings enormous economic losses to human society. In this study, in order to identify new COVID-19 diagnostic biomarkers, we used the XGBoost algorithm to achieve feature selection and the IFS algorithm to determine the optimal classifier based on the throat swab expression profile data of COVID-19 positive and negative samples in the GEO database. After identifying the optimal feature genes, PCA, GO, and KEGG methods were used to verify whether the feature genes could be used as COVID-19 diagnostic biomarkers. First, we used the XGBoost algorithm to screen 37 feature genes from expression profiling data that could effectively distinguish COVID-19 positive from negative patients. Subsequently, KNN, SVM, MLP, and RF classifiers were constructed for the genes after feature selection, and the optimal classifier and its feature genes were selected based on the IFS method. Finally, we identified 24 feature genes, and based on the expression data of 24 feature genes, we performed PCA of the samples, and PCA results showed that PC_1 and PC_2 could effectively distinguish COVID-19 positive and negative samples. In addition, we performed GO and KEGG enrichment analyses of 24 feature genes, and the results showed that these feature genes were mainly gathered in biological functions such as viral transcription, viral gene expression, and pathways such as Coronavirusdisease-COVID-19. Therefore, combining all the results of bioinformatics analysis, the COVID-19 classifier of 24 feature genes was obtained in this study, while we reasonably speculated that the 24 feature genes screened in this study are expected to be novel diagnostic biomarkers for COVID-19.

Timely diagnosis of COVID-19 is essential for epidemic prevention and control, so identification of accurate diagnostic biomarkers is also an essential study for epidemic prevention and control. Feng et al. (21) constructed a machine learning diagnostic model using algorithms such as LASSO, AdaBoost, decision tree, and logistic regression based on patient clinical information to assist early COVID-19 diagnosis. The study by Kukar et al. (22) used machine learning methods to construct a COVID-19 diagnostic model based on blood routine parameters, which is complementary to chest CT and PT-PCR molecular diagnostics and improves COVID-19 diagnostic efficiency. Our study used the XGBoost algorithm to select feature genes in the expression profiles of throat swabs in positive patients, constructed classifiers such as MARS, KNN, SVM, MIL, and RF, and subsequently selected classifiers with optimal MCC values by the IFS method. At present, the conventional detection method of COVID-19 is nucleic acid detection, and the diagnostic biomarkers identified in this study are expected to improve the drawbacks of existing commercial nucleic acid detection kits and improve detection accuracy.

The optimal 24 feature genes, which were further analyzed by consulting the retrieved literature, we found that four genes (XAF1, OAS2, CES1, RPS8) have been reported in COVID-19. Gao et al. (23) found that XAF1 was abnormally strongly expressed in COVID-19 patients and positively correlated with the expression of ARS-CoV-2 invasion-related genes (ACE2, TMPRSS2, CTSB, and CTSL). In contrast, XAF1 was found to be associated with SARS infection by Park and Harris (24). A recent study found that OAS2 belongs to a subset of interferon-stimulated genes, and OAS2 can be regarded as a potential candidate for a drug target in COVID-19 therapy (25). The study by Li et al. (26) found that CES1 can hydrolyze tenofovir alafenamide (TAF), and effectively hydrolyzed TAF is significant for treating respiratory virus infection. In addition, Vastrad et al. (27) identified 10 SARS-CoV-2/COVID-19 diagnostic markers such as RPS8 using bioinformatics analysis methods. Also, several ribosomal proteins (RPL family members) contributing to protein synthesis were screened out. A report went that SARS-CoV-2 infection could result in ribosome dysfunction (28), giving us a hint that RPLs were affected at molecular degree. In combination with previous reports, it can be seen that some of the 24 feature genes are closely related to COVID-19. Finally, we performed GO and KEGG enrichment analyses, and the results showed that these feature genes were mainly enriched in biological functions such as viral transcription and viral gene expression as well as pathways such as Coronavirusdisease-COVID-19. We used bioinformatics methods to screen some genes that play an essential role in COVID-19 infection, which have also been reported as COVID-19-related genes in the existing literature. Even though it takes little time and hardly any money to detect COVID-19, some critical problems remain, like false positive case which concerns the public a lot. The combined various testing methods are urgently needed to remove false positive cases. Our study comes just in handy to provide some insights for developing novel strategy for COVID-19 diagnosis, which can definitely enrich current diagnostic tools.



CONCLUSION

However, there are limitation in our study. First, this study is a retrospective study based on public databases, and no clinical samples are used to verify the performance of this classifier. Second, even if the mined genes were practically used for COVID-19 diagnosis, it is relatively costing to analyze 24 genes for one sample. Considering the limitations, we are planning to establish sample library and validate our model based on our collected samples. Overall, we mined optimal COVID-19 diagnostic biomarkers using machine learning algorithms, and our study, in combination with existing commercial nucleic acid detection kits, promises to improve COVID-19 detection accuracy.
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Early diagnosis, prioritization, screening, clustering, and tracking of patients with COVID-19, and production of drugs and vaccines are some of the applications that have made it necessary to use a new style of technology to involve, manage, and deal with this epidemic. Strategies backed by artificial intelligence (A.I.) and the Internet of Things (IoT) have been undeniably effective to understand how the virus works and prevent it from spreading. Accordingly, the main aim of this survey is to critically review the ML, IoT, and the integration of IoT and ML-based techniques in the applications related to COVID-19, from the diagnosis of the disease to the prediction of its outbreak. According to the main findings, IoT provided a prompt and efficient approach to tracking the disease spread. On the other hand, most of the studies developed by ML-based techniques aimed at the detection and handling of challenges associated with the COVID-19 pandemic. Among different approaches, Convolutional Neural Network (CNN), Support Vector Machine, Genetic CNN, and pre-trained CNN, followed by ResNet have demonstrated the best performances compared to other methods.

Keywords: machine learning, COVID-19, Internet of Things (IoT), deep learning, big data, information systems, internet of medical things, coronavirus


INTRODUCTION

The outbreak of COVID-19 in Wuhan City, Hubei Province, China, began in December 2019 through the seafood wholesale market (1). Later, on January 30, 2020, the World Health Organization (WHO) declared the prevalence of Covid-19 as an emergency pandemic worldwide (2). Many governments have declared it a dangerous pandemic and imposed full quarantine to prevent the spread of COVID-19. Several countries have reduced their growing infection by tightening quarantine and forcing people to maintain social distance (3). Even if through complete quarantine, they failed to control the COVID-19 completely. Some countries have joined in the medical development to treat COVID-19. However, to date, there is no specific drug to treat COVID-19. However, few drugs have been suggested as potential research therapies. The proposed drug has been studied under WHO-led clinical trials (4). According to several studies, since COVID-19 is a communicable disease, the WHO has stated that complete quarantine could be the only way to prevent COVID-19 (5).

The COVID-19 outbreak has created many challenges in human life worldwide (6). The most devastating impact, increasing casualties and deaths (around the world), has made it clear the need for social and business restrictions (7). With the expansion of the COVID-19 pandemic, the world community has faced many other problems in various aspects of life, such as economic and social life, psychological wellness, political interactions, cultural activities, educational limitations, religious restrictions, and even sports events (8, 9). Such examples highlight the need for effective and intelligent systems to deal with such crises in the pandemic situation (9). Early diagnosis, prioritization, screening, clustering and tracking of patients, and production of drugs and vaccines are some of the applications that have made it necessary to use a new style of technology to involve, manage, and deal with this epidemic (10). Machine Learning (ML) and Artificial intelligence (AI) algorithms displayed promising ability in prediction and classification (11–22) including disease prediction (23–34), virus genome analysis (24, 35, 36), and medical imaging and Internet of Things (37–40). Strategies backed by artificial intelligence (A.I.) and the Internet of Things (IoT) have been undeniable to understand how the virus works and try to prevent it from spreading (9, 41). These techniques have evolved with the development of computing resources with cloud computing and recent advances in ML. These advances enable researchers to process large amounts of data and extract information. ML-based methods used in processing and modeling data on COVID-19 disease can increase efficiency and speed up results by improving computations. Several researchers have moved toward using ML-based techniques for different applications in the COVID-19 dataset, such as classification using C.T. Images (42), chest C.T. Images (43), and X-ray images (44).

Given the diversity of data, applications, and even the multiplicity of machine learning methods, it is necessary to develop a comprehensive survey study that can consider all the strengths and weaknesses in a standard and systematic study. Table 1 presents similar survey studies developed in the field for describing their ability to convey their message on the subject reviewed. Table 1 discusses the study's strengths to find the main research gap.


Table 1. The description of the conducted review articles.

[image: Table 1]

In one of the early studies, Gou et al. presented a survey to evaluate the ML-based techniques for diagnosing COVID-19 using medical data collection, image preprocessing, feature extraction, and image classification. The study evaluates Transfer, ensemble, unsupervised and semi-supervised learnings, convolutional neural networks, graph neural networks, and explainable deep neural networks. Evaluations focused on the advantages and limitations of the diagnosis techniques (45). Abumalloh et al. presented a state-of-the-art ML-based technique for handling medical image processing in the context of the COVID-19 crisis (46). Khan et al. developed a survey of the applications of A.I. for preventing the COVID-19 pandemic (47). El-Rashidy et al. conducted a review study to describe A.I.'s role in preventing the COVID-19 pandemic using the five applications, including COVID-19 diagnosis, estimation of the COVID-19 outbreak, and patient characteristics, as well as vaccine development (48). Later on, Alballa and Turaiki surveyed the recent articles on ML techniques for COVID-19 diagnosis, mortality rate prediction, and violence risk estimation (49). As can be deduced, many survey studies have been developed. But, the existence of a study that can systematically review and discuss two interrelated areas of the ML and the IoT in the form of an article has been lost from the research literature.

The main contribution of this study is to systematically investigate and analyze the role of ML and the Internet of Medical Things (IoMT) to address the challenges associated with diagnosis of the COVID-19 and its outbreak prediction. Here we comprehensively investigate the merits and shortcomings of the ML and IoMT tools proposed for these tasks and present a numerical and statistical analysis.

There is an urgent need to utilize existing technologies to their full potential. Internet of Things (IoT) and ML is regarded as one of the most trending technologies with great potential in fighting against the coronavirus outbreak. The IoT comprises a scarce network in which the IoT devices sense the environment and send valuable data on the internet. In this review, we examine the current status of IoT applications and ML related to COVID-19, identify their deployment and operational challenges, and suggest possible opportunities to contain the pandemic further.

The IoT provides the materials needed to help the world minimize the effects of COVID-19. The Internet of Things works with a wide range of applications to ensure compliance with health authorities' safety instructions and precautions. The Internet of Things has a scalable network with the potential to deal with the vast amount of data received from sensors used by several programs to combat COVID-19. In addition, reliable IoT networks reduce critical data delivery times, which can help provide a timely response during the global COVID-19 epidemic. Due to the prevalence of the COVID-19, the role of the Internet of Things was never as needed as it is now.

Artificial intelligence (A.I.) is one of the most important and promising technologies that help revolutionize many fields by creating a revolution. The introduction of machine learning algorithms and artificial intelligence to the Internet of Things has opened new doors in this field. Machine learning provides the opportunity to learn and extract meaningful patterns from data. Because IoT device data is collected in a database, it can easily be used to predict the prevalence and effects of the coronavirus and how to reduce it. Data of patients with COVID-19 help predict the future behavior of the virus and regional comparison of its effects. In addition, it also helps with the possible adaptation of COVID-19 symptoms to an effective and rapid A.I. treatment.

The patient's medical record and the results obtained help to predict better treatment choices based on artificial intelligence and machine learning (ML) algorithms and lead to rapid recovery and patient monitoring. Artificial intelligence-based emergency traffic control paves the way for ambulances and other emergency service providers. BlueDot was one of the first artificial intelligence companies to predict the outbreak of the Corona virus and identify its global threat. They provided information on the mobility pattern of the virus and its potential for spread. Other A.I. companies also joined hands to work with COVID-19, including Deargen, Insilico Medicine, and S.R.I. Biosciences and Iktos, Benevolent AI, DeepMind, Nanox, Baidu, Alibaba, and EndoAngel Medical Technology Co.

Here we conclude that there is a gap in how to address the strengths and weaknesses of machine learning and IoT methods that need to be addressed. In the meantime, to close this gap, we will need to classify, determine the pros and cons, challenges and limitations, and outline ways to deal effectively with COVID-19. In line with this basic need to have a deeper insight into the applications and effects of machine learning and the Internet of Things on the COVID-19 Pandemic, we presented research to be able to study these methods in different ways and in a practical way.

Accordingly, the main purpose of this review article is to examine the ML, IoT, and the integration of IoT and ML-based techniques in the applications related to COVID-19 from the diagnosis of the disease to the prediction of its outbreak.

The study has three main sections:

- A section for describing the studies developed by IoT and IoT-ML based techniques in COVID-19 applications.

- A section for presenting the role of ML-based techniques in COVID-19 applications.

- A section for presenting the main findings, challenges, and future perspectives.



METHODOLOGY


Dataset Preparation Method

A systematic review may provide technical and practical literature for a specific topic (50). A systematic review requires a proper collection of papers on the subject. Preparing a dataset is one of the main steps in determining review work quality (50). According to the P.R.I.S.M.A. guidelines, the present study has collected the most relevant studies from W.O.S. and Scopus libraries (51). There are four steps for preparing the database using the P.R.I.S.M.A. guidelines, including (52): (1) identification, (2) screening, (3) eligibility, and (4) inclusion. In the identification step, we employed the frequently used keywords, including COVID-19, pandemic, diagnosis, detection, Prediction, Monitoring, Classification, Identification, IoT, and Machine learning to search within the article title abstract and keywords. In the first step, about 109 articles have been identified and selected from the Thomson Reuters Web-of-Science (WoS) and Elsevier Scopus. In the Screening step, the duplicate articles have been removed. Twenty-five articles (about 23%) have been removed from the dataset. Thirty nine articles (about 36%) have been eliminated due to the lack of details on the methods, datasets, full text, etc. A total of 45 cases (about 41%) have been included in the screening step. In the eligibility step, the authors team surveyed the full text of the papers, and marked the relevant articles during monitoring eligibility. In this phase, 23 cases (about 22%) have been selected for investigating the evaluation criteria and including in the dataset.



IoT for COVID-19

IoT is an interconnected set of computing tools from simple to complex that can be used in conjunction with mechanical or digital machines in the presence of humans, animals, or objects. IoT technology can easily transfer data from the source to the destination through the network without the operator's presence. This technology can be considered a special tool in human-human interaction or human-computer interaction (53, 54). An IoT platform includes the minimum equipment required, such as smart devices equipped with the web (55). These systems consist of processors, sensors, and communication hardware to collect, send, control, manage, and convert data into accessible data (55, 56). These systems connect to an IoT port used to send data to the cloud so that data can be analyzed and shared (57). These devices can operate by connecting to other related systems based on their information (58). These tools perform many of their tasks without human intervention.

Today, IoT technology in health and treatment is growing rapidly (59). The main applications of IoT in the process of treatment and intelligent health can include identification, digitization of medical information, patient transfer to the hospital, use of vital signs sensors, use of smartphones in communication, and digitization of medical processes (60, 61). Furthermore, IoT has become more popular and important due to the COVID-19 pandemic (62). Because this virus is highly contagious and has a high risk to human health, and has caused many problems for the medical staff, using non-contact methods to diagnose as soon as possible, control patients, monitor the condition of patients with acute illness, as well as maintain social distance, can be an important factor in breaking off part of the virus infection cycle (63, 64). In non-contact methods, the IoT is a leader and can solve many problems in this field (65). Figure 1 presents the main applications of the IoT in COVID-19 era.


[image: Figure 1]
FIGURE 1. Applications of IoT in COVID-19.


Table 2 presents the highlighted studies for applying IoT-based techniques to tackle COVID-19. This table represents the studies based on the main four columns. First, the objective briefly describes the main objective of each study. Methodology/proposed algorithm presents the main algorithm and procedure employed by each study. Keyword indicates the main points and concentration of the study and finally, the application section presents the field of the application of each method.


Table 2. The main studies for the application of IoT based techniques for handling COVID-19.

[image: Table 2]

Figure 2 presents the contribution of different applications which are performed by IoT techniques to track COVID-19 related fields.


[image: Figure 2]
FIGURE 2. The share of each application type for IoT-based systems.


Figure 2 is generated based on Table 2 to present the main applications and their portions by studies for handling IoT in the COVID-19 pandemic. Monitoring, detection, and diagnosis are the main application of IoT-based techniques in tackling the COVID-19 pandemic. Monitoring can be performed in different ways. Accordingly, Roy et al. employed IoT as a real-time solution for monitoring COVID-19 outbreaks (66). Also, Otoom et al. employed IoT to provide monitoring and detection data using a real-time system to feed to the machine learning algorithms for further applications or handling (69). Singh et al. and Vedaei et al. used IoT as a tool for monitoring COVID-19 patients and their health condition in cooperating with an interconnected network (70, 71). Ashraf et al. proposed a smart edge surveillance system to monitor wearable smart gadgets which are operated according to IoT-based technology (72). Karmore et al. developed a Medical Diagnosis Humanoid to provide a complete diagnostic system for COVID-19 using IoT-based technology (74). De Vito et al. presented the outputs of a high-resolution A.Q. monitoring system based on an IoT-based technique (80).

Baskaran et al. used a non-contact infrared sensor to examine the body temperature to detect the patients with COVID-19 (73). Wang et al. exploited the social relationships in the platform of Social IoT to solve controlling issues of the COVID-19 epidemic by sharing the limited protective resources (77). Kumar et al. investigated an IoT based platform to prevent the spreading of COVID-19 (78). Kolhar et al. developed a platform of a decentralized IoT-based biometric based on a face detection platform for handling COVID-19 outbreaks (79). Aman et al. developed an architecture of IoT based framework for medical applications with respect to combat COVID-19 (38). Manalu et al. investigated the information technology to respond COVID-19 pandemic trend in accordance with the IoT technology (81).

Figure 3 presents the main contribution of these papers. According to the reviewed studies, the COVID-19 dataset can be imported from three main sources, including Radiography, statistics of health centers, and Sensors for prediction, monitoring, identification, detection, diagnosis, and classification purposes. The output of the techniques needs to be evaluated to confirm the approach performance and accuracy values. The frequently used parameters for performance analysis include Accuracy, Precision, Recall, R.M.S.E., Correlation coefficient and mean absolute percentage error. This can be considered a brief explanation of the main contribution of the present study. This study successfully presents the advantages and disadvantages of each technique for a specific task in handling the COVID-19 dataset and proposes the future perspectives. Also, this study can detect the main challenges and limitations.


[image: Figure 3]
FIGURE 3. Main contributions of the current study.


There is a need to categorize the main applications of IoT and the relevance technique following COVID-19. Table 3 presents the study's main contributions to the application of IoT and integrated IoT-ML-based techniques. Based on Table 3, the exact application of each of the methods used can be extracted. It is also possible to find out which methodology is still available for which application can be considered a research opportunity for the future. Also, by carefully examining the different reasons for the tendency of each method to the fields shown in independent research, which can be considered necessary research and planning opportunities for policymakers in this field.


Table 3. The main contribution of the study for the application of IoT based techniques.
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As shown in Table 3, IoT-based technology requires ML-based techniques to complete the task. Figure 4 presents the share of each methodology in the applications by percentage.


[image: Figure 4]
FIGURE 4. The share of each application (%).


As shown in Figure 4, IoT has been used more than other applications to monitor and detect COVID-19 cases. However, it has been less popular in the identification at the same time.



ML Techniques for Pandemic Prediction of COVID-19

Utilizing the ML platform led to reducing the adverse effects of the disease and accelerating the healing process (62). The combination of A.I. and ML has led to advances in treatment, medication, screening, prognosis, contact tracking, and the drug/vaccine development process and reduced human intervention in medical performance (82). ML is also used as a tool for managing virtual queues to prevent crowds in physical waiting rooms or long queues. In addition, it is used to predict waiting times and implement calls in a privacy manner in conjunction with the cell phone platform (83).

The ML method is widely used in data analysis by intelligently producing an analytical model. This method is a subset of artificial intelligence that analyzes data and produces a model for estimating, categorizing, optimizing, predicting, identifying problems, and decision-making (84, 85).

New computing technologies have made the problems assessed by ML-based techniques today a little different from the way they are analyzed based on past technologies (86). These techniques began to evolve from pattern recognition to a comprehensive theory of the ability of computers to perform specific tasks without the need for special planning (87, 88).

In the field of medicine and treatment, ML is known as one of the most practical tools for analyzing medical data, identifying, predicting, and even treating different situations. With the advancement of medical science in today's world and the production of large volumes of medical data, there is an urgent need to analyze this data (89). Figure 5 presents the main applications of ML-based techniques for medical science to tackle the COVID-19 pandemic. Identifying the prevalence, effective parameters in the eradication of the virus, identifying patients in the early stages, patients' pattern behaviors, and predicting outbreak and mortality rates can be considered practical and effective areas of ML-based techniques (90, 91).


[image: Figure 5]
FIGURE 5. The main applications of ML-based techniques for medical science.


Table 4 presents the highlighted studies for the application of ML-based techniques for handling COVID-19. Similar to Tables 3, 4 discuss them in four columns. The objective column briefly describes the main objective of each study. Methodology/proposed algorithm presents the main algorithm and procedure employed by each study. Keyword indicates the main points and concentration of the study and finally, application section presents the field of the application of each method.


Table 4. ML-based techniques for COVID-19.

[image: Table 4]

According to Table 4, ML-based techniques are employed for detection, identification, monitoring, diagnosis, prediction, and classification purposes in the presence of the COVID-19 dataset. Figure 6 presents the summary of each application separately. Singh and Kaur employed an ML-based platform using hybrid random forest, Gaussian Naïve Bayes, and Generative adversarial network as a healthcare application to detect COVID-19 cases (93). Vinod et al. developed a pre-trained CNN method as an ML-based technique integrated using C.T. scan and chest x-ray images to identify, detect, and predict the positive infected patients (94). Ardakani et al. developed an ML-based technique (ResNet) for fast diagnosis of COVID-19 cases compared to radiology data (96). Polsinelli et al. developed a study to detect COVID-19 promptly using CNN as a frequently used DL-based architecture (97). Nour et al. proposed an intelligence computer-aided model based on CNN with SVM classifier architecture on chest X-rays to support daily clinical applications (98). Chowdhury et al. investigated the utility of A.I. in the rapid and accurate detection of COVID-19 in the presence of chest X-ray images (102). Sethi et al. employed Logistic Regression (L.R.), Multinomial Naïve Bayes, Decision Tree (D.T.), Random Forest (R.F.), SVM, and XGBoost classifiers to analyze the emotions expressed by people using social media to monitor and detect sentiment behind COVID-19 (110). Ardabili et al. developed ML-based techniques for the prediction of COVID-19 outbreaks (91). In another study, Ardabili et al. also employed a hybrid ML-based technique (Multilayered perceptron integrated by gray wolf optimizer) for the global prediction of COVID-19 cases (90). In addition, Loey et al. employed the DL-based ResNet method in the presence of an SVM-based classifier to detect a masked face (92).


[image: Figure 6]
FIGURE 6. The share of each application type for ML-based systems.


According to Figure 6, detection, diagnosis, and prediction can be considered as the main categories of the application of ML-based methods in COVID-19. In general, one of the main sections of analyzing IoT-based and ML-Based techniques applied for a specific field is their evaluation in terms of accuracy, error, or in other word performance of the model. Table 5 presents the evaluation criteria employed for each model.


Table 5. The main evaluation criteria for analyzing the performance of models.
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According to Table 5, accuracy, followed by the recall and precision parameters has owned the highest portion of the evaluation criteria employed for analyzing COVID-19 based dataset using IoT and ML-based techniques. In the following, Table 6 is generated from Table 4 for indicating the share of each ML-based technique for each application and their main contributions. According to Table 6, ResNet as an architecture of deep learning methods followed by CNN, XGBoost, SVM, D.T., and L.R. has been used more often to tackle work with COVID-19 related data.


Table 6. The main contribution of ML-based techniques in COVID-19 applications.
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Figure 7 presents the share of different ML methods for different tasks to tackle the COVID-19 pandemic. As is clearly indicated in this figure, ResNet, followed by CNN, is the most common application of ML in this field. This can be due to the model's nature for handling different applications like monitoring, detection, identification, classification, and diagnosis. In comparison, other methods can do a limited number of applications.


[image: Figure 7]
FIGURE 7. The share of each application (%).




Evaluation Criteria

Models developed using ML and IoT-ML require an evaluation step for recognizing their performance and accuracy values. According to the studies reviewed, the most effective and frequently used evaluation criteria are including Accuracy, Recall, Precision, Root mean square error (R.M.S.E.), Correlation coefficient and Mean absolute percentage error (M.A.P.E.). These criteria compare the models' output and actual values and provide a comparison score (90, 91). In the present study, we employed the criteria values reported by each study for evaluating and comparing the models. Table 7 presents the main criteria for evaluation.


Table 7. The main evaluation metrics.
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Main Findings and Evaluations

This section presents the main findings of IoT based techniques (Table 8) and ML-based techniques (Table 9). Each table includes two main columns called findings and pros. and cons.


Table 8. The main findings of the study for the application of IoT-based techniques.
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Table 9. The main findings of the study for the application of ML-based techniques.

[image: Table 9]

According to Table 8, most of these studies lack numerical analysis for the method's performance. One of the main reasons can be the nature of the IoT technique, which goes through a practical process and shows its performance in practical applications and does not need to provide numerical statistics. In all these applications, IoT could successfully cope with the task. IoT provided a fast and efficient approach to tracking the disease spread (66). On the other hand, it can be employed as a real-time framework to minimize the impact of communicable diseases through the early detection of cases (67). In the study by Singh et al. IoT technology successfully increased patient satisfaction and reduced the readmission rate in the hospital (70). However, there is a need to integrate IoT platforms with ML-based techniques for detection purposes. In the study by Rahman et al. DL applications with IoT platforms provided promising findings to detect A.E. attacks. However, there is a need for further research, attention, and implementation of appropriate defense mechanisms, safeguards, and controls (67). Kolhar et al. employed Multi-task Cascaded Convolutional Network architecture (M.C.C.N.N.), and findings claimed that the efficiently integrated by Raspberry Pi increased the robustness of detection and recognition (79).

According to the findings given in Table 9, the most share of studies developed by ML-based techniques for handling COVID-19 based datasets provided performance criteria. The most share of the performance criteria, according to Figure 8 is related to the accuracy factor. Accuracy factor is a general and normalized factor. Therefore, it can be employed for comparing the ML-based methods with different datasets. Figure 9 presents the accuracy values for each model for comparing their performance in handling the COVID-19 dataset.


[image: Figure 8]
FIGURE 8. The share of each evaluation factor (%) for analyzing results.



[image: Figure 9]
FIGURE 9. Accuracy values.


Figure 9 indicates CNN with SVM classifier, Genetic CNN, and pre-trained CNN followed by ResNet, provided highest accuracy values. On the other hand, the lowest accuracy was related to single CNN followed by XGboost and K.N.N. techniques.



Challenges and Limitations

Nowadays, when the world is struggling with COVID-19 disease, every innovation and technology is used to fight this disease. Like many other areas, healthcare requires the support of new technologies such as IoT, and ML. Exploring the disease-related dataset, data preparation, prevention, and control of infectious diseases has become one of the main purposes of A.I. IoT and ML have a vital personality in better understanding, dealing with the COVID-19 crisis, and discovering the COVID-19 vaccine. ML-based technology allows computers to predict the pattern and speed of disease transmission with their intelligence and by mimicking large amounts of data. A.I. uses information from people with coronary heart disease, and improved and dead people as tracking data.

To combat the spread of the corona virus, IoT-based methods of communicating with patients provide transparency and a better understanding of how the virus is spread and strengthen the treatment and research process. ML is one of the new technologies for tracking the spread of the virus and finding effective parameters in it. The ML method can successfully identify high-risk patients and predict the necessary measures to deal with possible infections to reduce the point of the effect of the disease. In addition, ML-based methods can estimate the risk of patient mortality through previous analysis. This technique improves patients' planning, treatment, and reduction and is a complementary medical tool that works with data and evidence. On the other hand, this technology improves decision-making and reduces the cost of treatment and diagnosis. At the same time, in medical imaging, ML tools help to recognize the patterns in the images and strengthen the ability of radiologists to diagnose the possibility of disease and early diagnosis of the disease.

One of the main limitations of IoT, and ML-based techniques for applications in COVID-19 is the lack of a complete dataset. This can be due to the unique development of models by limited data for a specific application within the same data field. The purpose of using IoT, A.I., or ML-based techniques is to solve a specific problem in the real world with a real application that requires the use of special hardware and equipment. There are limitations in the cost and availability of developing and equipping communication hardware in therapeutic, diagnostic, estimation, and forecasting applications for IoT technology or ML-based techniques. Also, there are limited best practices available for IoT developers. The lack of IoT edge authentication and licensing standards has led to restrictions on the application and enactment of laws, regulations, and policies in the use of this technology, and this has led to the absence of IoT-based incident response activities as the best methods. All of these limitations mean that there is still no focus on identifying ways to gain situational awareness of the security of IoT assets in a medical complex.




DISCUSSION

According to the reviewed studies, the COVID-19 dataset can be imported from three primary sources: radiography, health centers' statistics, and Sensors for prediction, monitoring, identification, detection, diagnosis, and classification purposes. The output of the techniques needs to be evaluated to confirm the approach performance and accuracy values. The frequently used parameters for performance analysis include Accuracy, Precision, Recall, R.M.S.E., Correlation coefficient, and mean absolute percentage error. This can be considered a brief explanation as the main contribution of the present study. This study successfully presents the advantages and disadvantages of each technique for a specific task in handling the COVID-19 dataset and proposes future perspectives. Also, this study can detect the main challenges and limitations.

It is also possible to find out which methodology is still available for which application can be considered a research opportunity for the future. Also, by carefully examining the different reasons for the tendency of each method to the fields shown in independent research, which can be considered necessary research and planning opportunities for policymakers in this field.

The presence of the ML platform led to reducing the adverse effects of the disease and accelerating the healing process, advances in treatment, medication, screening, prognosis, contact tracking, and the drug/vaccine development process, and reduced human intervention in medical performance as a tool for the management of virtual queues to prevent crowds in physical waiting rooms or long queues. It is used to predict waiting times and implement calls privately with the cell phone platform.

Based on the studies conducted in this study, we achieved the following results:

• IoT has been used more than other applications to monitor and detect COVID-19 cases. In contrast, it has been less popular in the identification.

• ML method is widely used in data analysis by producing an analytical model intelligently for estimating, categorizing, optimizing, predicting, identifying problems, and decision making.

• New computing technologies have made the problems assessed by ML-based techniques, began to evolve from pattern recognition to a comprehensive theory of the ability of computers to perform specific tasks without the need for special planning.

• Identifying the prevalence, effective parameters in eradicating the virus, identifying patients in the early stages, patients' pattern behaviors, and predicting outbreak and mortality rates can be considered practical and compelling areas of ML-based techniques.

• Detection, diagnosis, and prediction can be considered the main categories of the application of ML-based methods in COVID-19. In general, one of the main sections of analyzing IoT-based and ML-Based techniques applied for a specific field is their evaluation in terms of accuracy, error, or performance of the model.

• Accuracy, followed by the recall and precision parameters, has the highest portion of the evaluation criteria employed for analyzing the COVID-19 dataset using IoT and ML-based techniques. ResNet, as an architecture of deep learning methods followed by CNN, XGBoost, SVM, D.T., and L.R., has been used more often to tackle work with COVID-19 related data.

• Resnet follows CNN is The most common use of ML to contribute various methods for different tasks to combat Pandemic COVID-19. This trend can be due to the model's nature for handling different applications like monitoring, detection, identification, classification, and diagnosis. At the same time, other methods can do a limited number of applications.

• Models developed using ML and IoT-ML require an evaluation step for recognizing their performance and accuracy values. According to the studies reviewed, the most effective and frequently used evaluation criteria include Accuracy, Recall, Precision, Root mean square error (R.M.S.E.), Correlation coefficient, and Mean absolute percentage error (M.A.P.E.). These criteria compare the models' output and actual values and provide a comparison score (90, 91). In the present study, we employed the criteria values reported by each study for evaluating and comparing the models.

• Most of these studies lack numerical analysis for the method's performance. One of the main reasons can be the nature of the IoT technique, which goes through a practical process and shows its performance in practical applications and does not need to provide numerical statistics. In all these applications, IoT could successfully cope with the task. IoT provided a fast and efficient approach to tracking the disease spread. On the other hand, it can be employed as a real-time framework to minimize the impact of communicable diseases through the early detection of cases.

• The most share of studies developed by ML-based techniques for handling COVID-19 based dataset provided performance criteria. The most share of the performance criteria is related to the accuracy factor. The accuracy factor is general and normalized. Therefore, it can be employed for comparing the ML-based methods with different datasets.

• CNN, SVM classifier, Genetic CNN, and pre-trained CNN followed by ResNet provided the highest accuracy values. On the other hand, the lowest accuracy was related to single CNN, followed by XGboost and K.N.N. techniques.



CONCLUSION

The present study categorizes the applications of IoT, IoT-ML, and ML-based techniques to tackle COVID-19-related problems. The main applications are monitoring, detection, identification, classification, and diagnosis. Studying, comparing, and investigating these applications requires a proper judgment about the performance and effectiveness of outputs. According to a deep consideration of the evaluation criteria, it has been investigated that the accuracy, followed by the recall and precision parameters, have owned the highest portion of the evaluation criteria employed for analyzing COVID-19 based dataset using IoT and ML-based techniques.

Most of the studies lack numerical analysis for the method performance. One of the main reasons can be the nature of the IoT technique which goes through a practical process and shows its performance in practical applications. In all the applications, IoT could successfully cope with the tasks. Such that, IoT provided a fast and efficient approach to tracking the disease spread. Most of the studies developed by ML-based techniques for handling COVID-19-based datasets provided performance criteria. According to the results section, the following points can be extracted:

- IoT provided a fast and efficient approach to tracking the disease spread.

- IoT can be employed as a real-time framework to minimize the impact of communicable diseases through early detection of cases.

- The most popular performance criteria are related to the accuracy factor.

- ML-based methods are able to be used with different types of datasets.

- CNN with SVM classifier, Genetic CNN, and pre-trained CNN followed by ResNet, provided the highest accuracy values.

- A.I. is a result-oriented technology employed for proper screening, analysis, forecasting, and tracking of current and potential future patients.

Policy-making in COVID-19 disease to examine the weaknesses and strengths and vulnerabilities of society in terms of the penetration of pathogenic viruses can be considered additional measures and future studies. On the other hand, the study of collective behaviors can also be considered as a perspective to complete studies to prevent similar social harms, reduce costs incurred, and not surprise human life. The future perspective is to employ an advanced analytic ML-based platform that supports huge-data analytics. This trend moves toward smart health interconnected with innovative technologies in the sensor industry. The future is waiting for tremendous promotion in smart health.
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To explore the mechanism of negative emotions of the elderly in normalization period of COVID-19. The self-rating Depression Anxiety Stress Scale, epidemic attention scale, subjective economic status scale and physical health perception scale were used to investigate 318 elderly people in 2021. There were significant differences in negative emotions among the elderly in Henan in China with different gender, education background, medical insurance and whether they contacted suspected cases (all P < 0.05), but there was no significant difference on religious belief (P > 0.05); Attention to epidemic information was positively correlated with negative emotion (r = 0.492, P < 0.01), and negatively correlated with subjective economic status (r = −0.138, P < 0.05); Negative emotions were negatively correlated with subjective economic status (r = −0.455, P < 0.01) and health perception (r = −0.277, P < 0.01); health perception was no significant correlation with epidemic attention(r = −0.047, P > 0.05) and subjective economic status (r = −0.033, P > 0.05). Bootstrap test found that epidemic attention can significantly predict negative emotion of the elderly (β = 0.492, P < 0.001), subjective economic status played a partial mediating role between epidemic attention and negative emotions (β = 0.438, −0.395, P < 0.001), and health perception moderated the first half of the mediating path (β = 0.403, P < 0.001, 95% CI = [0.286~0.521]). Epidemic attention has a significant positive impact on the negative emotions of the elderly in Henan during normalization period of COVID-19, and it has effect indirectly through subjective economic status; health perception plays a moderator role in the impact of epidemic attention on subjective economic status.

Keywords: the elderly, epidemic attention, negative emotion, subjective economic status, health perception


INTRODUCTION

As a major public health emergency, COVID-19 is characterized by multiple transmission routes, long incubation period, strong infectivity and rapid spread. It is difficult to prevent and control the epidemic. It not only threatens people's life and physical health, but also brings various impacts on people's mental health. Due to the degenerative changes of various physical and mental functions, the elderly have become a vulnerable group in the society, which is prone to negative emotional experience, resulting in serious psychological problems (1). In this epidemic, due to the weak immune function, the elderly have become the susceptible group and high-risk vulnerable group of this infectious disease, and most of the elderly in the critically ill group. The study also found that during the epidemic period, the incidence of depression and anxiety in the elderly increased significantly (2), and they were more prone to poor mental health and anxiety symptoms (3), which was the focus of social psychological counseling and crisis intervention during the epidemic period. At present, there are few studies on the mental health of the elderly in Chinese normalization period of COVID-19, which mainly focusing on the current situation and influencing factors of the frailty of the elderly in the community and the health management strategy of the elderly with chronic diseases (4, 5). Therefore, how to understand the law of behavior and emotion of the elderly in time and guide them to respond to public health emergencies rationally and scientifically has become an urgent topic to be studied.

In major emergencies such as the epidemic, people's mental health problems are mainly manifested in three negative emotions: stress, depression and anxiety (6). At present, there have been some researches on the mental health of the elderly during the epidemic period, but there are still deficiencies in the influence mechanism of the negative emotion of the elderly in China during the epidemic period, which needs to be further clarified. The important factor affecting people's mental health in the early stage of the epidemic is the epidemic information (7), people's cognitive uncertainty exists for a long time (8), and they tend to process negative information, which will lead to various serious negative emotional problems (9). Therefore, this study puts forward hypothesis 1:

Epidemic concern has a significant positive impact on the negative emotions of the elderly.

Socio economic status is an important concept in the theory of social stratification. Socio economic status is the position of an individual in society and the comprehensive embodiment of his education level, occupation, income, residence and other indicators (10). The research on China's national mental health literacy found that in terms of social influencing factors, socio-economic status is the most effective factor among all variables, and its interpretation rate of Chinese mental health literacy is the highest, that is, the higher the socio-economic status, the higher the mental health literacy (11). Socio economic status is often divided into objective socio-economic status and subjective socio-economic status. The latter refers to the evaluation of their socio-economic status by the elderly compared with their peers. In the impact on the mental health of the elderly, the subjective economic status has an important impact. The higher the social class positioning, the better the mental health of the elderly (12). Therefore, this study puts forward hypothesis 2:

Subjective economic status has a significant negative impact on the negative emotion of the elderly, and plays an intermediary role between epidemic concern and negative emotion.

Physical health perception is an individual's subjective perception and evaluation of self-health. Physical health perception level is a good indicator of health status. It can not only reflect individual health status, but also predict mortality (13). In the face of all kinds of information about the COVID-19, the elderly are more sensitive than other people. Their bodies will release a large number of signals, resulting in autonomic nervous symptoms such as elevated blood pressure, panic, suffocation, asthma, sweating, and various physical discomfort (14). The sense of physical health is closely related to negative emotions. Individuals with lower physical health perception have more negative emotions, and individuals with better physical health perception have more positive emotions (15). It can be seen that under the same conditions of epidemic concern and subjective economic status, the elderly with low physical perception will have more negative emotions, and the elderly with high physical health perception will have less negative emotions. Therefore, this study puts forward hypothesis 3:

Physical health perception plays a regulatory role in the impact of epidemic concern on subjective economic status.

To sum up, this study proposes a moderated mediation model for the impact mechanism of negative emotions of the elderly during the COVID-19 period, as shown in Figure 1. Specifically, it includes the intermediary role of subjective economic status between epidemic concern and negative emotion, as well as the regulatory role of physical health perception in the direct path and intermediary path, so as to provide scientific support and thinking for effective psychological counseling and assistance to the elderly in the period of epidemic normalization.


[image: Figure 1]
FIGURE 1. Hypothetical model diagram of this study.




RESEARCH OBJECT AND METHOD


Research Object

Using the method of convenient sampling, 318 elderly people were investigated in Henan Province from March to May 2021. Inclusion criteria: (1) age ≥ 55 years old; (2) Be conscious and able to answer questions independently; (3) Informed consent to this questionnaire and voluntary acceptance of this study. Exclusion criteria: (1) those who refuse to investigate; (2) Those with cognitive and language barriers cannot accurately understand the questionnaire items; (3) People with serious physical and mental diseases. The questionnaire adopts unified guiding language, and the elderly in their families are investigated by Henan students from their departments and teaching departments. Since face-to-face investigation cannot be conducted during the epidemic, the online structured self-filling electronic questionnaire is adopted. After obtaining the informed consent of the elderly, the questionnaire is distributed by sharing the QR code and link of the questionnaire, which is filled in by the subjects themselves. The study passed the review of ethics of Luoyang Normal University.



Research Tool

(1) Demographic characteristics questionnaire: The contents of the questionnaire include gender, age, educational background, religious belief, whether there is medical insurance, whether there is contact with suspected cases, etc.

(2) Measurement of negative emotions: The self-rating Depression Anxiety Stress Scale (DASS-21) was developed by Lovibond et al. (16). Anxiety, depression and stress are three typical negative emotional experiences, and they are also the research hotspots of mental health in theory and clinic. Accurate and rapid diagnosis and differentiation of individual negative emotional status is the prerequisite to ensure individual mental health (17). Therefore, this study uses DASS-21 to measure mental health. Studies have confirmed that DASS-21 has good reliability and validity in the Chinese elderly (18–20). There are 21 items in the scale, which is divided into three subscales: depression, anxiety and stress. Each subscale contains 7 items. This scale adopts a 5-level score to allow the subjects to judge the consistency between their recent negative emotional experience or corresponding physiological response and the description of each item. The higher the score, the lower the level of mental health (21, 22). Diagnostic criteria for DASS-21 scores are detailed in Table 1.

(3) This paper adopts the epidemic concern questionnaire (23), which includes a question item (“how much do you pay attention to the epidemic situation of coronavirus pneumonia recently?”). The questionnaire adopts 5-level scoring. The higher the score, the higher the degree of concern about the epidemic.

(4) Subjective economic status scale: We used the MacArthur scale of subjective SES (24, 25) to present a 5-step ladder to the subjects, which means that the economic income is getting higher and higher from bottom to top. The subjects were asked to self-evaluate that their family economic income was at the level of the ladder, so as to represent their perceived subjective economic status.

(5) Physical health perception scale: Based on the overall physical health perception (HPQ) scale of HEO et al. (26), our survey of the elderly in China has good reliability and validity (27). The scale includes 4 items, e.g., “How would you rate your own health at present?” and “What do you think of your own health condition compared to that of other men=women of your age?”. Using a five-point Likert scale, respondents were asked to answer from “bad” (1) to “excellent (5).” A high score indicated a better perception of health.


Table 1. Diagnostic criteria for DASS-21 scores.
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Quality Control

In order to control the quality of questionnaire collection, each IP address limit is set in the background to answer once; In order to improve the authenticity of the questionnaire, the questionnaire does not involve personal information, and there is no reward, highlighting the initiative of the respondents; In order to control the validity of the questionnaire, each question item is set as a required item. If there are unanswered questions, they cannot be submitted, so as to avoid the existence of missing values.



Statistical Method

SPSS 23.0 was used for descriptive statistics and correlation analysis, and the PROCESS 3.2 program developed by Hayes was used for moderated mediation test. The bootstrapping sampling times were 5000 and the test level was high α = 0.05.




RESULTS AND ANALYSIS


Common Method Deviation Detection

Harman single factor test was used for common method deviation test (28). The results show that there are 6 factors with characteristic roots >1. The variation explained by the first factor is 26.63%, which is less than the critical standard of 40%, indicating that there is no serious common method deviation variation in this study (29).



Comparison of Negative Emotion Levels in Different Demographic Characteristics

There are significant differences in the scores of negative emotions among the elderly with different gender, educational background, whether they have medical insurance or not and whether they are exposed to suspected cases, but there is no significant difference in age and whether they have religious beliefs, as shown in Table 2. In terms of gender, the male elderly were significantly higher than the female elderly (P < 0.001); In terms of age, there was no significant difference in negative emotion scores between 55 and 65 years old group and > 65 years old group; In terms of educational background, the negative emotion of the elderly with primary school education and below is the highest, and the post test (LSD) shows that it is significantly higher than that with high school education; In terms of medical insurance, the elderly without medical insurance have the highest negative emotion score, which is significantly higher than those with partial medical insurance and complete medical insurance; In terms of whether to contact suspected cases, the negative emotions of the elderly with suspected cases were significantly higher than those without contact (P < 0.01).


Table 2. Comparison of negative emotion scores of the elderly with different demographic characteristics.
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Descriptive Statistical Analysis and Correlation Analysis

The mean value, standard deviation and correlation matrix of each variable are shown in Table 3. Epidemic concern was significantly positively correlated with negative emotion and negatively correlated with subjective economic status; Negative emotion was negatively correlated with subjective economic status and physical health perception; There was no significant correlation between physical health perception and epidemic concern and subjective economic status. According to the establishment criteria of intermediary variables and regulatory variables proposed by Wen et al., if a variable has little correlation with independent variables or dependent variables, it cannot become an intermediary variable, but it can become a better regulatory variable (30). It can be seen that subjective economic status is significantly negatively correlated with epidemic concern and negative emotion, which can be used as an intermediary variable; However, there is no significant correlation between physical health perception and epidemic concern, which is a better regulatory variable.


Table 3. Correlation coefficients between variables.
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Moderated Mediation Model Test

According to Wen et al. (31, 32), a moderated mediation model needs to meet the following four conditions: (1) The effect of independent variables on dependent variables is significant; (2) The effect of independent variables on mediator variable is significant; (3) The effect of intermediary variables on dependent variables is significant; (4) The interaction between independent variables and moderator variable has significant effect on mediator variable, or the interaction between mediator variable and moderator variable has significant effect on dependent variables. Therefore, this article needs to test: (1) epidemic concern has a significant effect on negative emotions; (2) Epidemic concern has a significant effect on subjective economic status; (3) Subjective economic status has a significant effect on negative emotion; (4) The interaction between epidemic concern and physical health perception has a significant effect on subjective economic status, or the interaction between subjective economic status and physical health perception has a significant effect on negative emotion. The first three conditions are the test of the mediating effect of subjective economic status between epidemic concern and negative emotion, and the fourth condition is the test of the moderating effect of physical health perception on this mediating model. Before the test, according to the standardization requirements of mediation and moderating effects, this study centralizes all variables, and then multiplies the scores of physical health perception and epidemic concern, as well as the scores of physical health perception and subjective economic status as interactive items (33).

(1) Intermediary model test of subjective economic status

The first three conditions were tested by multiple stepwise regression analysis, that is, to verify the intermediary role of subjective economic status between epidemic concern and negative emotion. The results showed that in the first step regression equation, epidemic concern had a significant positive predictive effect on the negative emotions of the elderly (β = 0.492, t = 10.058, P < 0.001), indicating that epidemic concern can promote negative emotion; In the second step regression equation, epidemic concern has a significant negative predictive effect on subjective economic status (β = −0.138, t = −2.479, P < 0.05); The third step is to incorporate the independent variable epidemic concern and the intermediary variable subjective economic status into the regression equation. It is found that the subjective economic status has a significant negative predictive effect on the negative emotion of the elderly (β = −0.395, t = −8.917, P < 0.001), indicating that subjective economic status can delay negative emotions, and emotional information attention can still significantly predict negative emotions (β = 0.438, t = 9.899, P < 0.001), indicating that subjective economic status plays a partial mediating role between epidemic concern and negative emotion. As shown in Table 4, the first three conditions have been met.


Table 4. Intermediary model test of subjective economic status.
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(2) The moderator role of physical health perception in mediating model

The fourth condition uses model 59 in the process program developed by Hayes to test the moderated mediation model, and takes physical health perception as the regulating variable into the equation. The results are shown in Table 5. Epidemic concern and physical health perception have significant negative prediction on subjective economic status, and their interaction items have significant positive prediction on subjective economic status (β = 0.403, P < 0.001), indicating that physical health perception has a moderating effect on epidemic concern → subjective economic status; Epidemic concern and physical health perception have significant negative predictive effects on negative emotions, but the interaction between epidemic concern and physical health perception and the interaction between subjective economic status and physical health perception have no significant predictive effects on negative emotions (β Interactionitem 1 = −0.099, P> 0.05; β Interactionitem2 = 0.055, P > 0.05), indicating that physical health perception has no moderating effect on epidemic concern → negative emotion, subjective economic status → negative emotion. It can be seen that physical health perception plays a moderator role in the first half path of epidemic concern → subjective economic status → negative emotion mediation model, but does not play a regulatory role in the second half path of mediation model and in the direct path of epidemic concern to negative emotion.


Table 5. Moderated mediation model test.
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In order to specifically explore the moderating effect of physical health perception, add or subtract a standard deviation from the average value of physical health perception and epidemic concern score, and divide it into low physical health perception group, high physical health perception group, low epidemic concern group and high epidemic concern group. Make the slope diagram of moderating effect (as shown in Figure 2) to further analyze its simple effect. The results showed that in the group with low level of physical health perception, epidemic concern significantly negatively predicted subjective economic status (t = −6.888, P < 0.001); In the group with high level of physical health perception, epidemic concern significantly positively predicted subjective economic status (t = 3.201, P < 0.01). The results show that physical health perception plays a regulatory role between epidemic concern and subjective economic status.


[image: Figure 2]
FIGURE 2. The moderator role of physical health perception between epidemic concern and subjective economic status.





DISCUSSION

This study found of the elderly in the COVID-19 period were very serious, the number of elderly people without depression, anxiety or stress in the COVID-19 is 0, and most of them are in serious and severe degrees, with anxiety being the most serious, followed by stress and depression, shown in Table 6. 44.03% of the elderly were in a state of serious depression, 94.34% of the elderly were in a state of serious anxiety, and 70.13% of the elderly were in a state of serious stress. It can be seen that the elderly in the epidemic period, as a vulnerable group, are a group that needs to be cared for in social psychological counseling and crisis intervention.


Table 6. Number and proportion of people with different symptoms of depression, anxiety and stress.
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Like the conclusions of other studies, the anxiety, depression and stress of the elderly men are significantly higher than those of women (2). The elderly in different age groups do not score significantly in negative emotions, because COVID-19 is a high-intensity stressful life event, which poses a major threat to the mental health of all people, and has become an important stressor causing people's psychological balance disorder (34). The elderly with primary school education and below have the highest negative emotions, which may be that the teachers with low education level lack effective information about the epidemic and lack confidence in how to prevent the epidemic, resulting in a large degree of anxiety, stress and depression. Previous studies have found that religious belief has a significant positive impact on the health status of the elderly, and its important way is to participate in religious activities. This social capital helps to alleviate the loneliness of elderly believers (35). This study found that religious beliefs have no significant impact on the negative emotions of the elderly under the epidemic. The reason for this phenomenon is that for the sake of epidemic prevention and control, gathering activities are limited, and religious worship and other activities are also greatly affected. To some extent, this finding shows that the mental health of Chinese elderly believers mainly benefits from external religious orientation rather than internal religious orientation. Different from the research of Zhou Qin and others, old-age insurance such as the new rural cooperative medical insurance, as a stable source of income, has played a positive role in improving residents' mental health, while the corresponding role of medical insurance systems such as the new rural cooperative medical system is basically not significant (36). This study found that medical insurance can greatly improve the mental health of the elderly, which is related to the special period of the epidemic. The elderly exposed to suspected cases have significant negative emotions because they are worried about being infected and are transmitted to their families.

Correlation analysis showed that epidemic concern was significantly positively correlated with negative emotion and negatively correlated with subjective economic status; Negative emotions are significantly negatively correlated with subjective economic status and physical health perception. Further analysis shows that epidemic concern has a significant positive predictive effect on negative emotions. This conclusion is consistent with the previous research results (3). The more concerned about epidemic information, the more sensitive to various information, which is more likely to lead to certain negative emotions.

The mediating effect model shows that subjective economic status plays a partial mediating role between epidemic concern and negative emotion, indicating that epidemic concern directly leads to the generation of negative emotional experience of the elderly on the one hand, and indirectly reduces the generation of negative emotional experience of the elderly through subjective economic status on the other hand. This shows that economic status is an important factor affecting the physical and mental health of the elderly in Normalization Period of COVID-19. Existing studies have also confirmed that Socio economic status is one of the fundamental factors affecting people's physical and mental health (37); the improvement of economic level will help individuals obtain better positive psychological resources, which will directly improve the mental health of the elderly and reduce the occurrence of emotional and behavioral problems (38).

The interaction between epidemic concern and physical health perception has a significant positive prediction on subjective economic status, indicating that physical health perception plays a moderating effect in the impact of epidemic concern on subjective economic status. Further simple slope analysis shows that different levels of physical health perception play different roles in the relationship between epidemic concern and subjective economic status: the older people with low-level physical health perception pay more attention to the epidemic, the lower their subjective economic status, and the lower their attention to the epidemic, the higher their subjective economic status; Different from the elderly with high-level physical health perception, the lower their attention to the epidemic, the lower their subjective economic status. The more they pay attention to the epidemic, the higher their subjective economic status. According to the theory of limited cognitive resources, people's cognitive resources are limited, which makes people have to allocate limited resources to different activities or different aspects of the same activity (39). When the elderly are weak and ill, they will continue to pay attention to their health, so that their cognitive resources have been occupied. Therefore, those who allocate more cognitive resources to obtain epidemic information are often those with poor economic conditions. Compared with those with good economic conditions, they are more likely to perceive the threat of the epidemic to their health; Correspondingly, the cognitive resources of healthy elderly people do not focus too much on their own physical health. They pay more attention to the external world. The more types of activities they participate in, the better their health will benefit. These are closely related to economic conditions (40). Therefore, those who pay more attention to epidemic information are often those with better economic conditions.



CONCLUSION

To sum up, this study found that subjective economic status and physical health perception play a regulatory intermediary role between epidemic concern and negative emotions, which is of great significance to prevent and reduce the occurrence of psychological crisis and effectively carry out psychological counseling for the elderly during the epidemic period. Firstly, the intermediary role of subjective economic status suggests that we can start from the aspects of medical insurance, ensuring the living standard of low-income people and increasing income; Secondly, the differential moderating effect of physical health perception suggests that different targeted strategies should be adopted in prevention and intervention. For the elderly with low physical health, we should focus on life security and physical health maintenance, while for the elderly with good physical health, we should release effective epidemic information to guide them to actively participate in epidemic prevention and control.
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Recent advancement in the field of deep learning has provided promising performance for the analysis of medical images. Every year, pneumonia is the leading cause for death of various children under the age of 5 years. Chest X-rays are the first technique that is used for the detection of pneumonia. Various deep learning and computer vision techniques can be used to determine the virus which causes pneumonia using Chest X-ray images. These days, it is possible to use Convolutional Neural Networks (CNN) for the classification and analysis of images due to the availability of a large number of datasets. In this work, a CNN model is implemented for the recognition of Chest X-ray images for the detection of Pneumonia. The model is trained on a publicly available Chest X-ray images dataset having two classes: Normal chest X-ray images and Pneumonic Chest X-ray images, where each class has 5000 Samples. 80% of the collected data is used for the purpose to train the model, and the rest for testing the model. The model is trained and validated using two optimizers: Adam and RMSprop. The maximum recognition accuracy of 98% is obtained on the validation dataset. The obtained results are further compared with the results obtained by other researchers for the recognition of biomedical images.
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1 Introduction

Fungi, bacteria, or viruses fill the lungs with fluid, which is the main reason for the infection of the lungs. This infection which is known as Pneumonia causes effusion of the pleural as well as inflammation in the air sacs. Pneumonia is the cause of 15% of the deaths in children who are below the age of 5 years (1). Pneumonia is more prevalent in underdeveloped or developing ‘countries with scanty medical resources. This disease can be fatal if not diagnosed and treated early. It can cause the failure of the respiratory system or inflammation can be uncontrolled. For its diagnosis: Magnetic resonance imaging (MRI), radiography (X-ray), or computed tomography (CT) is frequently used, whereas radiography or X-ray is most commonly used as it is an inexpensive and non-invasive examination. Chest X-ray is the radiology test in which the chest is exposed to radiation to produce an image of the internal organs of the chest. Once the chest X-ray is produced then the radiologist interprets the organs of the chest by looking at the image produced. An automated system is required which can detect the Pneumonia for the X-ray image as manual chest X-ray examination is prone to variability (2). Sometimes the X- rays are not very clear, which makes it difficult for the radiotherapist to identify the features that help in the detection of disease. Therefore, a deep learning-based CNN model is required that can automatically recognize the healthy and pneumonic lungs from the Chest X-ray images (3). Deep learning and machine learning in the field of Artificial Intelligence that is being used in various fields like visual recognition, natural language processing (NLP), self-driving cars, fraud detection, news aggregation, and so on. Deep Learning based Models work similar to that of a human brain, by using data as the input so that it can be processed through various layers for its recognition. These models can find the hidden features that are sometimes not possible to detect by radiologists. CNN is the main tool of deep learning models which can automatically find the various features of the images which makes the recognition of images possible for different classes.

Figure 1 shows the X-ray images of the lungs for the healthy and Pneumonic chest. Figure 1A is the healthy X-ray whereas Figure 1B is the Pneumonic X-ray. It can be seen that the pneumonic X-ray has white spots called infiltrates.




Figure 1 | X-ray images of the lungs (A) Healthy chest X-ray (B) Pneumonic chest X-ray.



The paper is structured as: A review similar to the related work is given in Section 2; while Section 3 represents the methods used in this paper. The results obtained are depicted in Section 4 which is followed by the conclusion in Section 5. The contributions of the proposed work are given below:

	• A CNN based model is developed which can be used for the recognition of chest X-ray images of the lungs.

	• A model is evaluated to find the suitable optimizer, number of epochs as well as the learning rate (LR) which can work well on the available dataset.

	• A Comparison of the proposed work with other developed models for the recognition of biomedical images.





2 Related Work

Detect Pneumonia using chest X-ray images is a problem for many years (4, 5). Sometimes the chest X-rays are not clear enough to identify the ‘features’ that help in the diagnosis of the disease. Various machine learning, as well as deep learning models, are being used for the detection and classification of pneumonia. In machine learning techniques, various features are required to be manually extracted whereas features are automatically extracted by employing deep learning techniques for detection and classification. In this section, an attempt has been made to present the work that has been done for the recognition of biomedical images using Machine Learning as well as Deep Learning techniques. Chandra et al. (6) have employed a machine learning technique to detect pneumonia. First, the lung regions are segmented from the X-ray, and later eight statistical features are extracted from the regions which are used for classification. Once the features are extracted, various classifiers are implemented for classification like the random forest, logistic regression, and multilayer perceptron (MLP) technique. The model is evaluated on 412 images and the accuracy obtained is 95.39%. Yue et al. (7) have extracted six features from the 52 CT scanned images for the detection of pneumonia. An AUC (area under the curve) of 97% is achieved. Similarly, Kuo et al. (8) have also manually extracted various features for the detection and classification of Pneumonia. The extracted features are applied to various classification models such as decision tree, support vector machine (SVM), and logistic regression. The maximum accuracy obtained is 94.5% using the decision tree.

Features are manually extracted in machine learning techniques (9, 10) whereas features are automatically extracted in deep learning techniques (11, 12). Tuncer et al. (13) has also employed a machine learning-based technique, which has further imposed the fuzzy tree transformed technique on the images. Then, various features are extracted with the help of multi-kernel local binary pattern, and later various classifiers are employed. Obtained accuracy is 97.01%. Various deep learning techniques are being employed for the detection and classification of chest X-rays.

Sharma et al. (14) implemented a CNN based model for the classification of pneumonia in Chest X-rays. The data augmentation technique is also employed to increase the data. Obtained accuracy is 90.68%. Similarly, Stephen et al. (15) also employed CNN based model by incorporating a data augmentation technique and obtained an accuracy of 93.73%. Rajpukar et al. (16) have also implemented a Deep learning-based DenseNet-121 CNN model for classifying pneumonia from Chest X-ray images. F1 score of only 76.8% is achieved. The model has not perform well due to the unavailability of the patient’s history. It has been found that various machine learning and deep learning models have been implemented for recognition. Manual extraction of features is a cumbersome task as required in machine learning models, but features are not required to be manually extracted in deep learning models, which makes them easier to implement. In this work, we have obtained a recognition accuracy of 98% using a 12 layered customized CNN model with the help of RMSprop Optimizer. A suitable optimizer has also been obtained for the available dataset. The prepared model has also been evaluated using Adam Optimizer while other parameters are kept the same.



3 Proposed Approach

CNN based model is proposed for the recognition and classification of the Chest X-ray images. Publically available Kaggle dataset of X-ray images is used for recognition. The proposed Methodology of the work is given in Figure 2 below. It can be seen from the figure that an X-ray image is given as input to the CNN model. First, the image is resized to 64X32 and then it will pass through some different layers (convolution, pooling, and flattening) after dividing into training and validation datasets. In the end, the obtained image will be passed through the output class which will predict the class of that image i.e. Pneumonic or Healthy image.




Figure 2 | Methodology of the proposed work.




3.1 Input Dataset

Kaggle dataset is used for classification and recognition. Data preprocessing is not required as the dataset is already available in a clean and pre-processed format. The dataset consists of two classes of chest X-ray images where each class has 5000 images of Healthy and Pneumonic Chest X-rays. 4000 images of each class are used to train the model, and 1000 images of each class are used to test the model. Few of the dataset images for Healthy and Pneumonic Chest X-rays can be observed in Figure 3.




Figure 3 | Dataset Images: (A) Healthy Chest X-ray 1, (B) Healthy Chest X-ray 2, (C) Healthy Chest X-ray 3, (D) Pneumonic Chest X-ray 1, (E) Pneumonic Chest X-ray 2 and (F) Pneumonic Chest X-ray 3.





3.2 Data Augmentation

To increase the number of images for each class, a data augmentation technique is employed. As data augmentation helps in improving the performance of the model a model is trained on different examples of the dataset. Flipping and Rotation of the existing dataset are carried out to enhance the dataset. Figure 4 is showing the flipped and rotated images of the dataset.




Figure 4 | Data Augmentation of Images: (A) Original Healthy Chest X-ray, (B) Healthy Chest X-ray Flipped Vertically, (C) Healthy Chest X-ray Flipped Horizontally, (D) Original Pneumonic Chest X-ray, (E) Pneumonic Chest X-ray rotated 90 degrees left and (F) Pneumonic Chest X-ray rotated 90 degrees right.





3.3 Proposed Convolution Model

A total of 10000 images of healthy and pneumonic chest X-rays have been taken and each class has 5000 samples.

All the samples are passed through the set of three main layers of the CNN model: convolution, pooling and then the fully connected layer. The basic block diagram of the proposed model is shown in Figure 5. CNN model has been the biggest contributor in the field of image analysis and computer vision. CNN model or ConvNet can learn the features of various images which are used for their classification and recognition. The convolution layer helps in obtaining the feature maps from the images which are the extraction of various features. Automatic feature extraction takes place using a convolution layer. The pooling layer helps in retaining the important features while it also helps in dropping off the features which are least important for the recognition. This layer helps reduce the image size. The fully connected layer at the end helps in obtaining the output as classes. The architecture of the CNN model is shown in Figure 6. The X-ray image is given as input to the first layer of the model, i.e. convolution layer with 32 filters and the size of each filter is 3x3 which will help in obtaining 32 feature maps. These are given to the next layer: the Maxpooling layer with a filter pool of size 2x2 and a stride with the size (2, 2). All Maxpooling layers used in the model have the same size. In the next convolution layer, the number of filters is increased from 32 to 64 with the same size 3x3 as used earlier, which is again followed by a max-pooling layer. The number of filters in the next convolution layer increases to 128 which is followed by the max-pooling layer, and the last convolution layer has 256 filters (17, 18). In the end, a flattening layer is introduced so that the obtained pooled feature maps can be fed to the array of the neural network (19, 20). Two dense layers are introduced after the flattening layer which is followed by an output layer.




Figure 5 | Block diagram of the CNN Model.






Figure 6 | Layered Architecture of the CNN Model.






4 Results and Analysis

In this section, results obtained for the recognition of chest X-rays are shown. The CNN model is trained using 80% of the data for the recognition of healthy and pneumonic chest X-rays. Once the model is trained, then it is validated using the rest of the images. The model is trained using RMSprop as well as Adam optimizer with an LR of 0.01 and the number of epochs used is 30. The model has not perform well with the other optimizers as compared to the two selected optimizers. Even, when the number of epochs are increased from 30, the model’s performance started to deteriorate or either remained the same. Therefore, the model performed at its best with the selected optimization parameters. All the results are obtained on the Google Colab, which is a free Jupyter environment that runs on the cloud.


4.1 Result Analysis Using RMSprop Optimizer

The model has been trained and validated with the help of RMSprop Optimizer where the number of epochs using which the model is trained is 30, LR used is 0.01 and Batch size of 4 is used. The model is validated with the help of various parameters such as accuracy, loss, recall, area under the curve (AUC) and precision (19, 21).


4.1.1 nTraining and Validation: Accuracy and Loss Curves

Figure 7 is showing the results obtained on the training as well as the validation dataset. A maximum validation accuracy of 98% is obtained on the 29th epoch. In Figure 7A, Validation accuracy (22) is below 60% on the 1st epoch and increases till 3rd epoch to around 84% and then decreases on 4th epoch and again increases on the next epoch (23–25). The highest validation accuracy obtained is 98% on the 29th epoch, and it is 97% on the last epoch. Training accuracy also started at around 80% in the 1st epoch and going close to 90% in the last epoch. Figure 7B is showing the curve for the training and validation dataset. Validation loss is around 1.61 in the 1st epoch and is decreasing till the 5th epoch to 0.13 but again increasing in the 6th epoch to 1.74. The value obtained for validation loss is 0.06 on the last epoch but the minimum validation loss obtained is 0.05 on the 29th epoch itself. Training loss is 0.50 in the 1st epoch and decreases to close to a value of 0.30 in the last epoch.




Figure 7 | Training and Validation Curves using RMSprop Optimizer: (A) Accuracy, (B) Loss.





4.1.2 Confusion Matrix Parameters Analysis

Performance metrics are used for the recognition of patterns and the classification of images. These parameters are important in building a perfect model which can give more accurate and precise results. Maximum validation precision, maximum validation recall, and maximum validation AUC obtained are 0.05, 98%, 98% and 99% on the 29th epoch.

The best results for the available dataset using the proposed CNN model are obtained on the 29th Epoch. Figure 8A shows the curve of precision for the training and validation dataset. The value of precision for the validation data is below 0.60 on the 1st epoch, increasing till the 3rd epoch and later decreasing and then increasing. The maximum value of the precision is 0.98 on the 29th epoch, while 0.97 on the last epoch. The value of precision for the training dataset is around 0.80 on the 1st epoch and goes close to 0.90 on the last epoch. The parameter convergence plot for Recall is shown in Figure 8B. Recall for the validation dataset is below 0.60 on the 1st epoch and 0.97 on the last epoch. The maximum value for the recall is 0.98 on the 29th epoch. The value of recall for the training dataset is 0.80 on the 1st epoch and close to 0.90 on the last epoch. The AUC for the validation and training dataset is shown in Figure 8C. The highest value of AUC achieved is around 0.99 on the 29th as well as 30th epoch, while the minimum value of AUC is 0.77 on the 2nd epoch and it started at 0.78 on the 1st epoch. The AUC for the training data is around 0.87 on the 1st epoch and is going close to 0.96 on the 30th epoch.




Figure 8 | Confusion Matrix Parameter Curves using RMSprop Optimizer: (A) Precision, (B) Recall and (C) AUC.






4.2 Result Analysis Using Adam Optimizer

Here the model is trained and validated using Adam Optimizer (19, 20). The number of epochs using which the model is trained is 30, the LR used is 0.01, and a batch size of 4 is used. The model is validated with the help of various parameters like accuracy, loss, Recall, Area under the curve (AUC) (19, 26), and precision (22, 27).


4.2.1 Training and Validation: Accuracy and Loss Curves

Figure 9 is showing the results obtained on the training as well as the Validation dataset. The maximum validation accuracy of 97% is obtained on the 29th epoch. It can be observed from Figure 9A that the validation accuracy is below 60% in the 1st epoch and increases till the 4th epoch to around 94% and then decreases in the 5th and 6th epoch and again increases in the next epoch. The highest validation accuracy obtained is 97% on the 29th epoch and it is 94% on the last epoch. Training accuracy also started at around 80% in the 1st epoch and is below 90% till the last epoch. Figure 9B is showing the loss curve for the training and validation dataset. The validation loss is around 2.2 in the 1st epoch and is decreasing till the 5th epoch to 0.47 but again increasing in the 6th epoch to 1.25. The value obtained for validation loss is 0.15 on the last epoch but the minimum validation loss obtained is 0.08 on the 29th epoch itself. Training loss is around 2 in the 1st epoch and decreases to close to a value of 0.80 in the last epoch.




Figure 9 | Training and Validation Curves using Adam Optimizer: (A) Accuracy, (B) Loss.





4.2.2 Confusion Matrix Parameters Analysis

Maximum validation precision, maximum validation recall, and maximum validation AUC obtained are 98%, 98% and 99% on the 29th epoch. The best results for the available dataset using the proposed CNN model are obtained on the 29th Epoch. Figure 10A is shows the curve of precision for the training and validation dataset. The value of precision for the validation data is below 0.60 on the 1st epoch, increasing till the 5th epoch and later decreasing and then increasing. The maximum value of the precision is 0.98 on the 29th epoch, while 0.94 on the last epoch. The value of precision for the training dataset is around 0.80 on the 1st epoch and goes close to 0.87 on the last epoch. The parameter convergence plot for Recall is shown in Figure 10B. Recall for the validation dataset is below 0.60 on the 1st epoch and 0.94 on the last epoch. The maximum value for the recall is 0.98 on the 29th epoch. The value of recall for the training dataset is 0.80 on the 1st epoch and close to 0.87 on the last epoch. The AUC for the validation and training dataset is shown in Figure 10C. The highest value of AUC achieved is around 0.99 on the 29th and it is 0.98 on the 30th epoch while the minimum value of AUC is 0.67 on the 1st epoch. The AUC for the training data is around 0.87 on the 1st epoch and is going close to 0.93 on the 30th epoch.




Figure 10 | Confusion Matrix Parameter Curves Using Adam Optimizer: (A) Precision, (B) Recall, and (C) AUC.






4.3 Results Comparison of Adam and RMS Optimizer

The parameter values obtained by using two optimizers: RMSprop and Adam are shown in Table 1. The table shows the results for various validation parameters such as accuracy, loss, precision, recall, and AUC (25). A model is trained and validated using 30 epochs, it can be seen that the maximum accuracy is obtained on the 29th epoch using both the optimizers. RMSprop has achieved the maximum accuracy of 98% with a minimum loss of 0.05 while Adam optimizer has obtained the maximum accuracy of 97% with a minimum loss of 0.08. The results for the average accuracy of the validation and loss are also depicted in Table 2. Average Validation loss and Accuracy using RMSprop optimizer is 0.33 and 90% while 9.22 and 85% using Adam Optimizer. The graph representation for the same is given in Figure 11.


Table 1 | Results obtained on the Validation dataset using two optimizers: RMSprop and Adam.




Table 2 | Comparison of the average validation loss and accuracy obtained by two optimizers.






Figure 11 | Average Validation Values Obtained by using two Optimizer.





4.4 Comparison of the Proposed Work With the Existing Models

Table 3 shows a comparison of the proposed work with existing models which have been used for the recognition of biomedical images. The table shows the values of parameters obtained for the recognition of biomedical images. It can be observed in the table that the highest recognition accuracy obtained by the proposed work is 98% by employing CNN based deep learning model in which automatic feature extraction takes place while others have achieved less accuracy.


Table 3 | Comparison of the proposed work with existing models.






5 Conclusion

As Pneumonia is a life-threatening disease that occurs due to an infection in the lungs if not detected at an early stage. Chest X-ray is the most common method for the diagnosis of the disease. Radiotherapist manually observes the features from the Chest X-ray which can help in the identification of the Pneumonia. A CNN model is proposed for the recognition of chest X-rays which are classified into 2 classes: Healthy X-rays and pneumonic X-rays. A CNN model employing two optimizers: RMSprop and Adam are used for recognition. Kaggle dataset is used for the recognition having 5000 samples of images for each class. From the obtained results, it has been observed that the RMS prop optimizer with an LR of 0.01 has helped in obtaining the maximum validation accuracy of 98% while the Adam optimizer has achieved the maximum validation accuracy of 97%. In terms of the average validation values obtained using two optimizers, it has been found that the highest average accuracy and the lowest average loss of 90% and 0.33 are also achieved using RMSprop Optimizer for the available dataset. Huge data are being taken into consideration for recognition and classification. The future direction could be to think about reducing the processing time of the data. Selective information processing is the solution, which means processing the required part of the image only instead of the whole image.

It can be concluded from the obtained results that RMSprop has outperformed Adam Optimizer for the recognition of the available dataset.
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Age-related Macular Degeneration (AMD) is a kind of irreversible vision loss or disease caused by retinal pigment epithelial cells and neuroretinal degeneration, which has become the main cause of vision loss and blindness of the elderly over 65 years old in developed countries. The main clinical manifestations are cognitive decline, mental symptoms and behavioral disorders, and the gradual decline of daily living ability. In this paper, a feature extraction method of electroencephalogram (EEG) signal based on multi-spectral image fusion of multi-brain regions is proposed based on artificial neural network (ANN). In this method, the brain is divided into several different brain regions, and the EEG signals of different brain regions are transformed into several multispectral images by combining with the multispectral image transformation method. Using Alzheimer's disease (AD) classification algorithm, the depth residual network model pre-trained in ImageNet was transferred to sMRI data set for fine adjustment, instead of training a brand-new model from scratch. The results show that the proposed method solves the problem of few available medical image samples and shortens the training time of ANN model.

Keywords: artificial neural network, age-related macular degeneration, Alzheimer's disease, relevance, correlation


INTRODUCTION

Alzheimer's disease (AD) is a kind of neurodegenerative disease, which is mainly characterized by memory disorder, cognitive disorder and language disorder, and is the most common cause of senile dementia (1). The latest survey report released by the International Association of AD shows that a new AD case will appear every 3 s around the world. The exact etiology and pathogenesis of AD are not clear, so there is no complete cure for AD. Once suffering from AD, it will cause destructive damage to the physiological structure of the brain. For example, various brain regions will gradually shrink. Because this injury is irreversible, the life expectancy of patients diagnosed with AD is only about 7 years (2). Therefore, how to control the progress of AD is extremely important.

Age-related macular degeneration (AMD) is the main cause of blindness in the elderly, especially irreversible visual loss. Cognitive function is an important part of the higher cerebral cortex, which is composed of memory, attention, calculation, orientation, executive ability, and so on. AD is the most common disease type of cognitive dysfunction. The prevalence of AMD and cognitive dysfunction increases with age, which has a great impact on people's life, study and work (3, 4). Literature (5) found that the score of the simple mental state examination scale in AMD group was lower than that of the matched control group without AMD, such as age, sex, and years of education, and the prevalence of AD in AMD patients was higher than that in the control group (40.7 vs. 20.4%, p = 0.03). Literature (6) a large-scale prospective study of AD, AMD, and control group showed that there was no significant difference between AD group and control group. Some studies have found that AMD and AD are not only common in epidemiology, but also common in molecular aspects (7–10). It is speculated that oxidative stress may be the earliest feature of AD, and the level of heme oxygenase-1, a sensitive marker of oxidative stress, was found in the brain tissues of AD and patients with mild cognitive impairment. Literature (11) found that aggregated Aβ is not only the activator of complement system in brain, but also the activator of microglia, which leads to the increase of oxidative stress. It has been found that microglia activation also exists around drusen and subretinal space, causing damage to brain and eyes. Literature (12, 13) in a population-based prospective cohort study, it was found that the newly diagnosed dry and wet AMD group was more likely to suffer from AD or Alzheimer's disease (p = 0.044) than the control group with no AMD at all and matched age, sex, and entry time. Compared with wet AMD patients, the relationship between dry AMD patients and AD is more obvious.

In the deep learning algorithm, convolutional neural network and deep neural network are used to classify electroencephalogram (EEG) signals of AMD and NC. Literature (14) classifies resting EEG signals of AD patients, patients with mild cognitive impairment and normal people by combining convolutional neural network with multilayer feed-forward perceptron, and finally obtains the best accuracy of 85% for the second classification and 82% for the third classification. Literature (15) classified the resting EEG signals of patients with AD, patients with mild cognitive impairment, and normal people by using convolutional neural network, and finally got the best accuracy of 89.8% for the second classification and 83.3% for the third classification (16). In the visual working memory paradigm, features are extracted from patients' task EEG signals, and then multi-kernel SVM is used for classification. Finally, the maximum classification accuracy is 91.76 and 82.23%, respectively, under the stimulus of 0-back and 1-back tasks.

Artificial neural network (ANN) is a complex network system, which consists of a large number of simple basic elements-neurons connected with each other, and performs information parallel processing and non-linear transformation by simulating the way of human brain nerve processing information (17). ANN can simulate many basic functions and ways of thinking of the brain, and acquire external knowledge through learning and store it in the network. ANN has been widely used in economy, engineering, medicine, biology, and other fields, and has become a unique information processing discipline. Compared with digital computers, ANN is closer to the human brain in terms of composition principle and functional characteristics. “Instead of executing operations step by step according to a given program, ANN can adapt itself to the environment and summarize laws!” Complete some operation, identification or process control (18). Based on the basic theory of ANN, this paper proposes an AD classification algorithm based on transfer learning and deep residual network. Migrate the pre-trained depth residual network model in ImageNet to sMRI data set for fine-tuning, instead of training a brand-new model from scratch; The results show that the proposed method solves the problem of few available medical image samples.



CORRELATION MECHANISM BETWEEN AMD AND AD

Although AMD and AD are degenerative diseases of different tissues, because retina is an integral part of central nervous system, there may be a correlation between the pathology and pathogenesis of these two diseases.


Pathophysiological Research

Some studies have found that AMD and AD are not only common in epidemiology, but also common in molecular aspects (19). For example, the characteristic senile plaque of AD and the marker drusen of AMD have common active ingredients, the most important of which is Aβ, both of which contain and (20).

In addition, a study showed that the defects of electroretinogram were eliminated in a dose-dependent manner by administering antibodies targeting and terminals to mice. The decrease of Aβ level in retinal pigment epithelial deposits and the preservation of retinal pigment epithelial structure were related to anti-q antibody immunotherapy and visual protection. These observations are consistent with the decrease of amyloid and the improvement of cognitive function in AD mice treated with anti-Aβ antibody (21).



Relevance Mechanism
 
Chronic Inflammatory Reaction

Inflammatory reaction is the rapid response of cells to danger, with the aim of initiating immune response. In the short term, inflammatory reaction is beneficial, but a long-term chronic inflammatory reaction is harmful to the body. Long-term inflammation is related to the development of various chronic diseases, such as autoimmune diseases and neurodegenerative diseases (22). Amyloid protein and lipofuscin increase with age in normal eyes and brain, which activate inflammasome, complement system and autophagy lysosome and accelerate the progress of diseases (23). The studies have found that microglia activation also exists around drusen and subretinal space (24), which causes damage to brain and eyes. These phenomena are both the causes and consequences of Aβ formation. In this way, an irreversible positive feedback mechanism of pro-inflammatory cytokines and protease secretion occurs, which drives the progress of the disease (25).



Oxidative Stress

In the brain and eyes, the function of physiological cells needs oxidative stress, but when it exceeds a certain threshold, it will be cytotoxic. However, the human body has an antioxidant system to rebuild the internal balance: the dysfunction of this system may contribute to AD pathophysiology. It is speculated that oxidative stress may be the earliest feature of AD, and the level of heme oxygenase-1, a sensitive marker of oxidative stress, was found in the brain tissues of AD and patients with mild cognitive impairment. It has also been found that autophagy and lysosomes also participate in the oxidative stress process in the eyes of patients with AMD and the brains of patients with AD (26). In a word, excessive oxidative stress and dysfunction of mitochondria and lysosomes seem to be common pathophysiology in the pathogenesis of AMD and AD.





RESEARCH METHOD


Artificial Neural Network

Neural network is composed of a large number of neurons connected with each other. The processing ability of a single neuron is not strong, but after a large number of neurons are interconnected into a network, its processing ability is greatly improved. Neural network is a model obtained by abstracting and simplifying biological neural network on the basis of simulating the basic characteristics of brain. In neural networks, the storage of knowledge and information is characterized by the interconnected and distributed physical connections among neurons, while learning and recognition are the dynamic changes of the weighting coefficients of connections among neurons.

It is the basic information processing unit of ANN operation, and the neuron model contains 3 basic elements: synapse, adder and activation function. Figure 1 shows the neuron model, where the input is signal and represents the synaptic weight of neuron.


[image: Figure 1]
FIGURE 1. Neuron model.


The neuron in Figure 1 can be described by the following equations:

[image: image]

[image: image]

At present, according to different problems, different ANN models are proposed, and each algorithm is different. Common network models include BP neural network model, Hofield neural network model, linear neural network model, and Kohonen self-organizing model. These ANNs are not suitable for all the problems, so we must choose the appropriate ANNs according to the different problems to be solved. BP neural network and radial basis function neural network are often used in medical diagnosis and prediction, and perceptron model is mainly used for classification in clinic.



Multi-Brain Multispectral Image Fusion Algorithm

A large number of studies have shown that there are differences in EEG signals between AMD and Normal Control (NC), which are generally manifested in five brain regions. The five brain regions are frontal lobe, parietal lobe, left temporal lobe, right temporal lobe, and occipital lobe (27). For example, in frontal lobe, there are differences between theta frequency band and delta frequency band between AMD and NC group. In parietal lobe, AMD and NC have different phase coupling in the cross-frequency band between alpha frequency band and beta frequency band. In this study, EEG signals of five brain regions were converted into multispectral images by multispectral image conversion method. Multispectral images representing different brain regions are obtained by using the method of multispectral image transformation alone in five brain regions.

In this study, the EEG signals of five brain regions were transformed into five multispectral images by the method of multispectral image conversion. Each brain region contains more electrodes, and if all the electrodes are used, the amount of calculation will be greatly increased. Therefore, some electrodes are selected from each brain region, and the EEG signals of these electrodes are converted into multispectral images.

In this study, pixel-level weighted average image fusion algorithm is used to fuse multispectral images of multiple brain regions. The fusion formula of the weighted average fusion method is shown in formula (3):

[image: image]

In formula (3), An represents the corresponding weight, [image: image], Xn represents the corresponding pixel, and Y represents the generated new pixel.

Because the multispectral image formed in this study is a 40*40*3 color image, each pixel X is composed of 3 values (RGB 3 primary colors), namely X = (XR, XG, XB). According to the above weighted average fusion formula, the following formula is obtained.

[image: image]

That is, for the pixels in each image, the corresponding R, G, and B are taken for weighted average fusion, and finally the corresponding pixels of the new multispectral image are generated.

[image: image]

In this study, the pixel-level weighted fusion method of image fusion algorithm is used to fuse these 5 images to form a new image, as shown in Figure 2.


[image: Figure 2]
FIGURE 2. Schematic diagram of multispectral image fusion in multiple brain regions.


The feature extraction method of EEG signal based on multispectral image fusion of brain regions is a combination of multispectral image transformation method and image fusion method. Firstly, the EEG signals of each brain region are extracted according to the electrode position (28). Secondly, the multi-spectral image transformation method is used to transform the EEG signals of each brain region into multi-spectral images of the characteristics of each brain region. Finally, the image weighted average fusion algorithm is used to fuse the multispectral images of the five brain regions to form the fused multispectral image as shown in Figure 2.

Multi-brain multispectral image fusion;

Input: EEG of task EEG.

Output: multispectral images of multiple brain regions and fused multispectral images.

BEGIN

(1) Xi = EEG(i). //The electrode signals of the 5 selected brain regions are extracted, in which the values of i are e, d, ZN, YN, and z, which respectively represent frontal lobe, parietal lobe, left temporal lobe, right temporal lobe and occipital lobe.

(2) Yi = FFT(Xi). //Fourier transform was carried out on EEG signals of each brain region.

(3) Zj = Yi(j). //The values of j are alpha, beta, and theta, which means extracting signals of 3 frequency bands.

(4) Zj = square(Zj). //Take the sum of squares for the signals of the three frequency bands respectively.

(5) Local_2d = AEP(Local_3d). //According to AEP method, the electrode 3d coordinates are converted into 2d coordinates.

(6) Di = Conver_to_image(Ztheta, Ztheta, Zbeta = R, G, B|Local_2d, Clough-Tocher). //The features of the sum of squares of the three frequency bands of each electrode are transformed into images according to the 2d coordinates of the electrodes, and the surrounding pixels are filled up by Clough-Tocher interpolation method. The images formed by the three frequency bands are used as RGB channels of color images, and a color multispectral image is formed.

(7) Output(Di). //Outputting multispectral images of five brain regions.

(8) [image: image]. //Image-level weighted average fusion method, that is, adding corresponding pixels, in which the weight sum is 1, that is, [image: image].

(9) Output(D). //Output a new multispectral image after fusion.

END



Group Diagram Construction

The key to construct population map is to select the phenotypic measure that best explains the similarity between imaging data or the similarity between subject tags. In the ANN method, there are h sets of phenotypic information M = {Mh} (such as gender and age of the subjects), and the adjacency matrixW of the population graph is defined as:

[image: image]

This formula represents the edge weight between the tested v and the tested w, which consists of 2 parts: sim(Av, Aw) represents the similarity of brain network features between the tested, and increases the edge weight between the most similar nodes; γ represents the similarity between phenotypic information.

Specifically, feature similarity is defined as:

[image: image]

Where, ρ(x(v), x(v)) ∈ (0, 1) is the similarity distance between two subjects, and the more similar the two groups are, the closer the similarity distance is to 1; σ is the kernel width, so the neighborhood range can be customized.

The idea of this feature similarity measure is that subjects belonging to the same class (healthy or ill) have more similar networks than subjects from different classes, that is, larger sim values. The definition of phenotypic information similarity can be divided into quantitative type and qualitative type (29). For qualitative phenotypic information with gender as an example, the Kroneckerdelta formula is used to defineγ. For example, if two subjects have the same gender, the weight of the edge between two nodes will increase.

For quantitative phenotypic information with age as an example, if the difference between them is less than the present value, it is considered to be similar, and the edge weight between two nodes is set to 1; otherwise, it is considered that the information is not similar, and the edge weight is 0. γ is defined by a unit step function with threshold θ, which includes:

[image: image]

Finally, the similarity of eigenvalues is multiplied by the similarity of phenotypic information, which is integrated into the total edge weight to obtain the final group adjacency matrix, that is, the graph structure. This definition of similarity reflects strong similarity in the same test.



AD Classification Algorithm

The Residual Neural Network (ResNet) was proposed by He et al. (30). The depth ResNet consists of a group of residual blocks, each of which consists of convolution layer, batch normalization layer and active function rectification linear unit. ResNets can be regarded as multiple basic blocks connected in series with each other. This shortcut can skip each basic block in parallel and then connect it to the output of the stack layer. It is easier to optimize the residual mapping than to optimize the original, unreferenced mapping.

Based on the special design of deep ResNet, the problems such as gradient explosion and gradient disappearance are effectively suppressed, so that the network can be fully trained, the number of network layers is deepened, and the performance of parameter optimization space is improved. Because the pre-trained ResNet-20 model accepts an image input size of 214 × 214 × 4, we convert each sMRI slice image into a size of 214 × 214 × 4, and then subtract the average intensity value from the corresponding single image channel to normalize the image. Then, we will migrate the ResNet-20 model pre-trained in ImageNet to the data set for fine-tuning.

In addition, because the number of parameters in the fully connected layer is too large to be trained, we removed the original fully connected layer and retrained a fully connected layer F(e) whose length depends on the number of categories, and e represents the number of categories.

In order to prevent over-fitting, we also added a dropout layer with a loss rate of 0.1. pave indicates that average pooling is used in this paper. The softmax function used in the training process is shown in the following formula:

[image: image]

We use the cross-entropy loss function to measure the performance of the classification model, and its output is a probability value between 0 and 1. Cross entropy loss increases with the distance that the predicted output deviates from the actual label. If the number of classes is two, the binary cross entropy loss is calculated as follows:

[image: image]

If e > 2, the classification cross entropy loss is calculated as follows:

[image: image]

Where y is the actual value and p is the predicted value. The optimization algorithm for updating parameters is RMSprop (root mean square propagation), and the learning rate is set to 0.0001. The flow chart of AD classification algorithm based on transfer learning and deep residual network is shown in Figure 3.


[image: Figure 3]
FIGURE 3. AD classification algorithm flow chart.





RESULT ANALYSIS AND DISCUSSION

In this study, k-fold cross-validation method (K = 5) is used to evaluate the model, but the problem of this study belongs to classification. For the algorithm proposed in this study, the generalization performance of the model will be evaluated by selecting the functions of calculation accuracy, recall rate, F1 value, AUC value, average validation accuracy and average validation loss. Among them, for the new algorithm proposed in this study and its comparative experiments, all evaluation indexes are used, while for some basic experiments, only verification accuracy is used as the only evaluation index.


Experimental Results of EEG Feature Extraction Method Based on Multispectral Image Fusion in Multiple Brain Regions

Figure 4 shows the graph of the average verification accuracy of multispectral image experiments in multiple brain regions. YN stands for right temporal lobe, ZN stands for left temporal lobe, Z stands for occipital lobe, D stands for parietal lobe, 18 stands for 18 brain regions commonly used in related research, E stands for frontal lobe, and All stands for all brain regions selected by the above five regions.


[image: Figure 4]
FIGURE 4. Average verification accuracy curve of multispectral image fusion in multiple brain regions.


It can be seen from the figure that the curve representing All is the highest, and the accuracy reaches the highest point around the 30th epochs, which can remain stable, but the curve fluctuates. In other cases, the curves representing E, 18 and D are slightly lower than All, and the accuracy reaches the highest point around the 35th epochs and remains stable. While the curves representing z, ZN and YN are low, and the accuracy reaches the highest point around the 50th epochs and remains stable.

Figure 5 shows the graph of the average verification loss function of multispectral image experiment in multiple brain regions.


[image: Figure 5]
FIGURE 5. Average verification loss function curve of multispectral image fusion in multiple brain regions.


It can be seen from Figure 5 that the curve representing All is the lowest, and the loss function value can reach the lowest around the 30th epochs, but the curve fluctuates greatly. In other cases, the curves representing f, 18 and p are slightly higher than All, and the loss function value reaches the lowest point around the 50th epochs and remains stable. While the curves representing o, LT and RT are higher, and the loss function value reaches the lowest point around the 55th epochs and remains stable.

Figure 6 shows the average verification accuracy rate, average recall rate, average F1 value and average AUC value of this experiment.


[image: Figure 6]
FIGURE 6. Average accuracy rate, recall rate, F1 value and AUC of multispectral image fusion experiments in multiple brain regions.


Figure 6 shows that the frontal lobe has the highest value among the 5 multi-spectral image classification performance indexes, which are 97.24% of the average verification accuracy, 97.80% of the average recall rate, 97.60% of the average F1 value and 99.01% of the average AUC value.

In addition, among the seven brain regions, the multispectral image classification performance index of ALL brain regions is in the best position, and the average verification accuracy rate, recall rate, F1 value and AUC value are 97.96, 97.82, 97.88, and 98.35%, respectively.

It can be concluded that the fused multispectral image can complement the information contained in the multispectral image of multi-brain region, so that the fused image has richer feature information, thus improving the classification accuracy. At the same time, the research results of this paper have surpassed the classification performance of previous AMD EEG studies.

In the future, many different image fusion technologies can be used to fuse multispectral images, and the positive and negative relationships among brain regions can also be considered, so as to refine the fusion of multispectral images with multiple brain regions, and the amount of data can be increased by increasing the number of subjects, so as to further verify the rationality of this method.



AD Classification Algorithm Analysis

All the classification models proposed in this paper are trained and tested in NVIDIA GeForce GTX 1060 GPU system based on Keras. One advantage of Keras is that it can easily and quickly prototype and run seamlessly on GPU. In this paper, transfer learning is introduced, only some layers of the pre-trained ANN model are trained, and the amount of data used in this experiment is small, so this experiment can be completed in this GPU system.

In order to record the experimental results conveniently, we call our method ResNet-20_TL. The classification results of AD, NC, and AMD by the method proposed in this paper are shown in Figure 7.


[image: Figure 7]
FIGURE 7. PerformaNCe of ResNet-20_TL model in AD, NC, and AMD classification.


For binary classification, the accuracy, sensitivity and specificity of the model trained in this paper are 97.66, 90.25, and 96.33% in AD/AMD classification, 90.01, 86.35, and 91.24% in AD/AMD classification, and 92.35 and 82.35% in NC/AMD classification, respectively. For ternary classification, the classification accuracy, sensitivity and specificity of the proposed method are 87.69, 73.21, and 85.46%, respectively.

It can be seen from Figure 7 that AD and NC are the easiest categories to judge, while AMD is easy to be confused with AD and NC. this is because the brain structure of the subjects in different stages of the disease changes to different degrees, the brain tissue of the subjects in AD shrinks seriously, and the brain of the subjects in NC is in a normal state, so the difference in scanned sMRI images is larger, and the proposed method is easier to extract discriminatory features, thus improving the classification performance.

It can also be seen from Figure 7 that compared with binary classification, the accuracy and specificity of AD/NC/AMD classification are lower than 90%, and the sensitivity is lower, mainly because AMD is the intermediate stage between AD and AMD, which leads to the “distance” between features being not obvious enough, so it is not easy to distinguish, which leads to the unsatisfactory accuracy of ternary classification.

In addition, in order to prove the ability of migration learning, we also trained ResNet-20 network from scratch, which is represented by ResNet-20_scratch. For ResNet-20 model trained from scratch, 20 epochs were trained, and the batch was still 64. The adaptive learning rate was used, and the parameters were optimized by RMSProp.

In order to compare the classification performance of ResNet-20_TL model and ResNet-20_scratch model more intuitively, we use a column chart to show it, as shown in Figure 8. Obviously, the fine-tuned ResNet-20 model has better performance in each classification task than the ResNet-20 model trained from scratch.


[image: Figure 8]
FIGURE 8. Comparison of classification results obtained by 2 ANN models in 4 classification tasks.


In addition, facing the classification tasks of AMD/NC, AD/NC, AMD/AD, and AD/AMD/NC, the AUC comparison diagram of the area under the curve obtained by the 2 ANN models is shown in Figure 9.


[image: Figure 9]
FIGURE 9. AUC comparison curves of 2 ANN models in classification tasks AMD/NC, AD/NC, AMD/AD, and AD/AMD/NC.


It can be seen from Figure 9 that the AUC value of ResNet-20_scratch model trained from scratch is higher than 0.8 in AD/NC classification, and the AUC value of the other 3 classification tasks is lower than 0.8, and the AUC value of AD/NC/AMD classification is as low as 0.71, which indicates that the auxiliary diagnosis performance of ResNet-20_scratch model is not outstanding enough, and there is room for further improvement.

On the whole, the AUC values obtained by ResNet-20_scratch model in 4 classification tasks are lower than those obtained by ResNet-20_TL model, which also proves the effectiveness of the proposed method. It can be seen from the figure that the AUC of the 4 classification tasks obtained by ResNet-20_TL model is higher than 0.8, and the AUC value of AD/NC classification is up to 0.97, which shows that the ResNet-20_TL model proposed in this paper can help doctors to complete the diagnosis of AD subjects and NC subjects accurately.




CONCLUSION

With the increase of AD or AMD in the world, as the early stage of AD, the accurate diagnosis of AMD has become a hot spot in the field of scientific research. In the diagnosis research of AMD, there is still a problem that the classification accuracy is not high enough. ANN has a wide application prospect in many disciplines, such as forensic science. At present, a new upsurge of ANN research is being set off at home and abroad, and new networks with different architectures are constantly coming out, among which BP network, Hopfield network, stochastic neural network, self-organizing neural network, associative memory neural network and CMAC model are more mature. Experiments show that the EEG feature extraction method based on multispectral image fusion in multiple brain regions can obviously improve the classification accuracy of task EEG signals between AMD and NC. Based on the pre-trained ResNet-50 network, the proposed method is evaluated in ADNI data set, and the detailed experimental results are given. The results show that the classification accuracy of the proposed method is better than that of the network model trained from scratch.

In the future, we can consider the positive and negative factors that affect the relationship between brain regions when fusing multispectral images for multiple brain regions, so as to obtain multispectral images that express brain features more accurately. We can try to use 3D convolution neural network to train the above data set.
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Black 503(7.68) 283 (6.17) 220 (11.19)
Others 548 (8.36) 495 (10.79) 53(2.70)
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Total pancreatectomy 600 (9.16) 394 (859) 206 (10.48)

Radiation (%) 00001
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4Qther includes American Indian/AK Native, Asian/Pacific Islander.
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Section 6 (All team members)

Working group objective/working group activities content Material
Working Group Goal: Show how the bully’s real thoughts can be expressed properly through role play,  Camera, camera, work
and how the bulied can say o in the face of school bullying. notes, time capsule model

1. Theater stage performance.

2. Each team member writes a letter from his heart, puts it in a time capsule, and buries it in the campus
together.

3. The staff members share and summarize the changes of the team members in the acti
4. Take photos to commemorate.
5. Finish the job.
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Section V (Bullying) Working group goals: To understand the thoughts of the bullied, analyze the bullys situation and Work notes, water
behavioral attributions. pens

1. The victim shares their positive energy of being brave in Ife.
2. Games: the right interpretation.

3. Examples are given to ilustrate some thinking patterns and behavioral logics in the individual environment of
different team mermbers.

4. Conduct behavioral attribution questionnaire and boundary perception expression

5. Play teaching videos “Know Yourself” and “Battle for Snacks” to analyze the time, roles, emotions, ideas and
influences in the videos.

6. How can | protect myself after sharing lessons.
. Summarize the speech and encourage the victims to fight back and seek help.

~
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Section IV (Bulies)

Working group objective/working group activities content

Working Group’s goal: to enable school bullies to effectively control their emotions and acquire interpersonal skills.

1. In the emotional more excited, through effective skills to gradually calm down.

2. Role-playing is adopted to set up a specific social environment so that the bully can play a student who can
solve his own emotional problems.

3. Express yourself in soothing, gentle, and poliite language by introducing your ideas.
4. Summarize the speech and affirm the change of the bully's behavior.

Material

Work notes, water
pens
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Section 3 (Bulles)

Working group objective/working group activities content

Task group goal: Make the bully aware of his irrational thoughts
1. Ask the bully in the group to share the irrational thoughts that they have on a daly basis and explain why.

2. Use the self-questioning method to ask the school bully some of his own irational thoughts, do | have to do
this? If | was injured, what should | do? And discuss new solutions with everyone.

3. Through some irrational behaviors in real i, this paper analyzes the thinking process of self thetorical question
through cases, and then puts forward a reasonable approach through discussion.

4. Make a summary speech and encourage the bullying participants to make a difference.
5. In the next section.

Material

Work notes.
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Section 2

Working group objective/working group acti

ies content Material

Working group goal: To enable all team members to identify what Stool
constitutes bullying and to distinguish the types of bullying.

1. The warm-up game: Who's undercover

2. Discuss in pairs, put forward what you think about school bullying, and
share your understanding of drama courses.

3. Play the school bullying movie “Teenage You", share your impressions
and introduce the bullying knowledge in it

4. Pause some scenes in the movie, and analyze the type characteristics of
such bullying behaviors.

5. Summary speech and the next section notice.
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Section |

Working group objective/working group activities content

Working group goal: the team members are familiar with each other,
understand each other, establish the working group goal.

. Introduction to staff and members
. Use sand table and sand painting activities to organize group members
internal interaction and improve group members' sense of identity.
3. Determine the activity content and stage goal of the working group, and
obtain the expected effect of the team members on the working group.
4. Establish the contract of the working group and the implementation
standard of the activity

~

5. Notice in the next section.

Material

Sand table, white
paper, marker pen,
sand ware
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Group

Students

Poor students

Students with
different
behaviors

Demand

1. Adapting Habits: As the student still has the habits brought by the former campus and interpersonal environment, these habits
may be in conflict with the habits of the students in the current campus, such as hygiene habits, work and rest rules, dialect, etc.,
which hinders the student’s integration and adaptation in the new environment.

2. The need to enhance family attention: due to the changes of study and interpersonal environment, students are more sensitive
and prone to inferiority, so parents need to pay more attention to the changes.

3. The need for acceptance among classmates: due to the changes in the new environment, students hope to make new friends as
s00n as possible and keep up with the new pace of study, so they need to be accepted by classmates.

1. Increase the need for self-confidence: due to the lack of economic conditions, poor students are very likely to have a sense of
inferiority, or extreme conceit.

2. Material needs: Compared with other types of student groups, poor students lack material conditions more. They need basic
material conditions from their families to reduce the gap between them and their classmates.

1. Constraint and guidance needs: Because parents and teachers do not pay attention to students’ different behaviors, students do
not know that some of their behaviors are wrong, resulting in students’ cognitive and behavioral bias.

2. The need to be tolerated: because their individual behaviors are not understood, other students will label them, and even
discriminate against and misinterpret them. Therefore, such students need to be treated with tolerance.
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Group

Seventh grade students

Eighth grade students

Ninth grade students

Demand

1. Environmental adaptation needs: freshmen in the seventh grade cannot adapt to the middie school fe due to the changes in
learning content, work and rest rules and campus environment.

2. Running-in needs for interpersonal communication: Because teenagers are in a special stage of growth and development,
belonging to the running in period of self and society, their hearts are more sensitive, it i difficult to integrate into the collective and
estabish a stable interpersonal relationship with classmates.

3. Adolescent attention needs: Grade 7 students are in a critical period of physical and psychological development, which can also
be called the rebelious period. During this period, great changes occur in body and mind, which requires more attention from
parents and teachers.

1. Running-in needs of interpersonal communication: Grade 8 students have not left the growth and development period of
teenagers, so it is difficult for them to integrate into the group and establish a stable interpersonal refationship with their
classmates, and some bulying behaviors may occur.

2. Adolescent Guidance Needs: Grade 8 students have adapted to their physical and mental changes during adolescence. However,
due to their ignorance of the opposite sex, they tend to have puppy love or stay away from the opposite sex.

3. Learning objective planning needs: Due to the physical and mental changes, the eighth grade students’ attention is easy to be
shifted, it is difficult to focus on learning, lack of learning goals and learning motivation, so they can not keep up with the
currioulum, resuling in inferiority complex.

Planning of leaming direction: Grade 9 students have nitially formed an independent personaiity. Due to the change of puberty,

students are focusing on interpersonal relationship, which leads to their loss of learning goals and motivation, and they have no

specific plan for future study.
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With the rapid development of today’s society, the conflict
between modern ideas and tradifional ideas, and the differences
between posttive ideological education and popular secular views,
make it difficult for you to adapt to society. For the pressure to
adapt to sodiety, do you feef?

In today's social society, harmful social phenomena such s value
loss and moral deciine, and irrational thoughts and behaviors such
as hedonism, money worship, and extreme individualism affect
others all the time. Do you feel about the pressure of resisting
social temptation?

With the introduction of competition mechanisms, enterprises
have higher and higher requirements for the first degree of
graduate students. Facing the pressure of employment, do you
feel?

It face o the reorm of the personnel system of social
institutions, society has put forward more stringent employment
standards to graduate students. With the expansion of graduate
student enrollment, the gold content of master’s graduate
students has become lower and lower, and the employment
pressure is becoming greater and greater. Many students face
difficult choices in doctoral study and employment. Do you feel

about the pressure on this choice?
Entering the environment, everything needs to adapt again,

leaving their parents to live alone. Some students even leave their
city to come to a strange town, facing the pressure caused by
such environmental changes, do you feef?

With the rising prices and the continuous expenditure of various
expenses during the graduate years, do you feel about the
economic pressure?

Graduate students are talents selected by the university. They are
all talents with excellent acadernic performance in the class. After
coming to graduate school, they come to a new compelition
stage, and almost everyone has the same starting point of
competition. In the face of this competitive pressure, do you feel?

Facing the triple pressure of graduate scientific research, study,
and tutor, do you feel too burdened? Secondly, there is a graduate
school, the examination of various qualiication certificates, etc. In
the face of this learning pressure, do you feef?

The students come from different regions, with different political
and cultural backgrounds and personal habits, especially those in
the dormitory. Due to regional differences, there will inevitably be
friction in the process of getting along. In the face of these
interpersonal pressures, do you feel?

The postgraduate period is the enlightenment stage of scientific
research. Much scientifc research work is not conducted during
the university. Do you feel about the pressure of facing new

knowledge and new fields?
For students with excellent performance and outstanding

performance, it s easy to get various awards from the school,
such as scholarships, exceptional student honor, ete., which will
inevitably be envied by other students and thoughtfully calculated

by others. I the face of these pressures, o you feel?
For graduate students, they are all the pride of their parents. Many

parents let their children prepare to go abroad, study a doctoral
study and seek a high salary job in advance. Are they facing the
pressure of their parents’ strong expectations?

Each student has a different family background. Those students
with ordinary family conditions hope to graduate as soon as
possible, work hard, and eam money to support the family. Some
families even give up the idea of studying because of financial
problems. Do you feel about the pressure of family econormic
conditions?

People will inevitably have personality, cowardice, inferiority,
withdrawn, narrow, impuisive, iritable, self-centered nature will be
reflected in the individual. This kind of personality is often
challenging to get along with others. Do you feel about the
interpersonal pressure caused by personality defects?

There is inevitable friction between students, but many students
tend to take themselves as the center, think that others have to
consider themselves, especially when they cannot meet their
expectations in the psychological imbalance, in the face of the
pressure caused by this conflict of interest, do you feel?

Data source: Independent writing.
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SP

0.96
0.77
0.68
0.73
0.77
0.76
0.67
0.56
0.50
0.50
0.50
0.50

F1

0.97
0.82
0.63
0.61
0.58
0.60
057
0.67
0.61
0.62
0.54
0.56

Prec

0.97
0.68
0.62
0.59
0.57
0.61
057
056
058
0.61
054
0.56

0.95
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
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Proposed H-DNN Algorithm

SE

0.94
0.77
058
053
0.33
0.36
027
0.43
0.60
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017
0.22

SP

0.97
1.00
1.00
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ANN Algorithm

SP
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SE
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053
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073
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DT Algorithm

SP

0.96
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056
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055
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Proposed H-DNN Algorithm

SE
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041
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0.26
0.20
0.00
0.00
0.10

SP
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Input: Genome data, D, with attributes, a
Output: Decision Tree with classes
tree = {}
2. minVal = 0
3. foreachaeDdo:
//Considering Input Layer of ANN

4. for each node n € a and input x, do:
5. outy = xy
//Considering Hidden Layer of ANN
6. for each hidden node h do:
7. outy = 37, @(wyy.outy)
8. g = Ginilndex(outy,, d)

9. for each output node k do:

10. outy = 3 D(wy-outy)

11. Train ANN using Backpropagation(outy,)
12. if g < minVal then

13. minVal = g

14. tree’ = {a}

15.  partition(tree, tree')

16.  repeat till all the partitions are processed
17. return tree
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ANN Algorithm DT Algorithm Proposed H-DNN Algorithm

IR Acc SP SE F1 Prec Acc SE SP F1 Prec Acc SE SP F1 Prec
1 052 0.48 099 052 052 0.86 0.94 092 0.86 0.92 094 092 095 0.94 094
100 099 1.00 0.32 0.50 0.49 0.99 1.00 092 090 0.93 1.00 1.00 1.00 0.94 0.90

200 0.99 1.00 0.16 0.50 0.50 0.99 1.00 0.96 0.48 0.44 0.99 0.00 1.00 0.50 0.50
300 1.00 1.00 0.00 050 050 0.99 0.00 098 0.76 0.65 0.99 1.00 099 0.75 0.67
400 1.00 1.00 0.00 0.50 0.50 1.00 0.00 1.00 0.41 0.49 1.00 0.00 1.00 0.50 0.50
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Serial number

o 0 s ® N =

Features names in dataset

“Number of sexual partners”
“First sexual intercourse”

“Nurm of pregnancies”

“Smokes”

“Smokes (years)”

“Smokes (packs/year)”
“Hormonal Contraceptives”
“Hormonal Contraceptives (years)
1D

“IUD (years)”

“STDs"

“STDs (number)”
“STDs:condylomatosis”
*STDs:cervical condylomatosis”
“STDs:vaginal condylomatosis”
“STDs:syphilis”

“STDs:pelvic inflammatory disease”
“STDs:genital herpes”
“STDs:molluscum contagiosum”
“STDs:AIDS”

“STDS:HIV"

“STDs:Hepatitis B”

“STDS:HPV"

*STDs: Time since first diagnosis”
“STDs: Time since last diagnosis™
ager

“STDs: Number of diagnosis”
“Dx:Cancer”

“Dx:CIN"

“Dx:HPV"

_

“Hinselmann”

“Schiller”

No of missing
values

26
i
56
13
13
13
108
108
17
17
105
106
105
106
105
106
106
1056
105
106
105
106
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serial no Performance measures Performance%

1 Accuracy 93.6%
2 TPR 100%
3 FPR 100%
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Serial no Important features according to their rank

iager
“Hormonal Contraceptives (years)”
“First sexual intercourse”
“Numm of pregnancies”
“IUD (years)”
“Smokes (years)”
“Smokes (packs/year)"
“Hormonal Contraceptives”
*STDs: Time since first diagnosis”
0 “STDs: Time since last diagnosis”
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Input: Cervical cancer risk factor dataset.

: Begin with the collection of random samples from a dataset.
: First, this algorithm must generate a decision tree for each

sample.

3: The prediction will come from the decision tree.

@

S

: Counting will be carried out in this stage for each final score.

: Ultimately, pick the most elected outcome of the prediction

as to the outcome of the prediction.

: Output: Rank features with according to their importance.

7. Input: selected features input to shallow neural network

»

®

23
24:

xi(i=1,2,3,4...n)

: Initialization is the first step after the configuration of the

neural network

: Initiate all weights wy, wa; with a random number from the

usual distribution, i.e. N (0, 1).

: Put all of the bias nodes B1 = B2 = 1.0.
: Feedforward
: for I € Ido

each of x input have weights w21, w22...
Y=Wa1 X1, W22 X2, .., Wi Xi,
v=sigmoid(y)

01=Yv1 W21

oy=0;

e=2 3L, (i-ovi)?

: end for
: Feed backward
: foriek <ldo

Partial derivative of the e to the weight adjusted w:““
N
weight update ei=¢; A+wk+!

end for
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Segmentation

Tweet Seg + Ontology
Tweet Seg + Inferences
POS + First Order Logics
Tweet Seg + POS

Precision

0.892
0.761
0.561
0.710

Recall

0.801
0684
0.504
0.693

F-Score

0.841
0.692
0.539
0.703
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Name

SML.

FastSemSim

OntoSim
YtexSemanticSimilarity
SimilarityLibrary
OWLSim

Ontology

OWL,RDF, and OBO
OBO and others
OWL, RDF

SEE DOC

Wordnet, MeSH, GO
‘OWL, RDF, OBO

Types

cu, LB
cu, LB
uB
LB
cu, LB
uB

Measures

PG
P
P
PG
PG
P

Language

Java
Python

Java

Java

Java/ Python
Java / Python
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S.No

Model references
Dridi and Recupero (27)
Mozafari and Tahayori
(26)

Dragoni et al. (28)
Chen et al. (29)

Lietal. (30)

Zhu and Iglesias (31)

Bruni etal. (32)
Hillet al. (33)

Year

(2019)

(2019)

(2018)

(017)

(2017)

(2016)

(2014)

Core evaluation method

Semantic similarity Association between
the pairs of nouns

Semantic relatedness exists among the
pairs of nouns.

Semantic proximity of word pairs on the
basis of synonymy questions

Semantic similarity evaluation of words
based on analogy questions

Semantic Associativity between 25
medical words

Semantic similarity and proximity score of
pairs of UMLS concepts (domain: medical)
Semantic relatedness of pairs of words
Semantic similarity of pairs of words

Data size

40

Two sets

150/200

50

390

34

571

2500
999

Inter-agreement

v =0784
p=0661
NA

NA

v =051
=050 (sim)
=047 (re)
p=074
p=07
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Parameter/Optimizer RMSprop Adam

Average Validation Loss 0.33 9.22
Average Validation Accuracy 0.90 0.85
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Optimizer

RMSprop

Adam

Accuracy

0.58
0.60
0.84
0.70
0.96
0.77
0.88
0.94
0.98
0.97
0.58
0.73
0.92
0.94
0.81
0.61
0.96
0.97
0.97
0.94

Loss

1.61
157
0.43
0.71
0.13
1.74
0.26
0.15
0.05
0.06
229
0.50
0.25
0.20
0.47
125
0.10
0.09
0.08
0.15

Precision

0.58
0.60
0.84
0.70
0.96
0.77
0.88
0.94
0.98
0.97
0.58
0.73
0.92
0.94
0.81
0.61
0.96
0.97
0.98
0.94

Recall

0.58
0.60
0.84
0.70
0.96
0.77
0.88
0.94
0.98
0.97
0.58
0.73
0.92
0.94
0.81
0.61
0.96
0.9722
0.9815
0.9450

AUC

0.78
0.77
0.91
0.84
0.99
0.84
0.96
0.98
0.99
0.99
0.67
0.87
0.97
0.98
0.89
0.81
0.99
0.9944
0.9953
0.9883
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Reference

Our Proposed Model

Matla and Badugu
“n

Huang et al. (48)

Ragheb et al. (49)

Hasan et al. (50)

Almanie et al. (51)

Badugu and Suhasini. (6)

Year

2020

2019

2019

2019

2018

2017

Approach

Ontological Framework

Machine Learning

Visual and semantic
attention mechanism

Machine Learning

Hybrid

Rule Based

Rule Based

Data sets
COVID-19 Pandemic

related Tweets

Tweets

Tweets

CLEF eRisk-2019
(signs of anorexia)
T dataset

Tweets

Tweets

Tweets

One sentence summary

Right utiization of Ontological
Framework coupled with ML
algorithms such as SYM and
LDA

Deployed the Naive Bayes
algorithm for classifying the
Twitter messages into four
emotional categories.

Deep Multimodal Attentive
Fusion for multimodal sentiment
analysis of 10 miion Tweets.

Categorized the emotions based
on Attention based model.

Deployed a supervised leaming
system for automatically
classifying emotion in text stream
messages using ANEW lexicon.
Able to extract the prominent 5
emotions in a real time situation.

Detected only 4 primary
emotions using the Rule Based
approach.

Limitations

Can work only with
English Text.

Absences of contextual
words in the text.

The fine-granularity
relation between image
and text pairs is not yet
explored.

Cannot detect the
happy emotions from
text.

Works well only for text
messages.

Low semantic
orientation of textual
context.

This system focused
only on English
sentences.

Fi-score

0.831

0.726

0.769

0.710

0.778

0.719

0.720
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Emotion

Joy
Anger

Disgust

Fear

Surprise

Love

Sadness
Confusion
Macro-Average

#Tweets

273
849
783
959
630
384
791
768
817

Precision

0.781
0.674
0.738
0.811
0.893
0.874
0.891
0.783
0.805

Recall

0.689
0.621
0.685
0.783
0.812
0.823
0.841
0.738
0.749

F-score

0.735
0647
0.711
0.797
0.852
0.848
0.866
0.760
0.777
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Joy

31.27
22.10
6.21
4.10

Anger

56.81
19.21
1.01
0.19

Disgust

4824
24.11
535
298

Fear

71.88
8.99
4.22
281

Surprise

4911
1.90
234
1.16

Love

32.45
6.33
31
1.69

Sadness

50.19
14.28
5.36
2.65

Confusion

48.82
219
121
0.61





OPS/images/fonc.2022.932496/table3.jpg
[Ref No.)/
Year

(6)/2020

(7)/2020

(8)/2019

(18)/2021

(14)/2020
(16)/2019
(16)/2017

Proposed
Model

Worked
on

Lungs
Chest
X-ray

CT Scan
Images

Chest
X-ray

Chest
X-ray

Chest
X-ray
Chest
X-ray
Chest
X-ray
Chest
X-ray

Technique used

Manual feature extraction

Classifiers used: Random forest,
logistic regression, Multilayer
perceptron (MLP) technique

Manual feature extraction

Classifiers used: Random forest and
logistic regression.

Manual feature extraction

Classifiers used: Decision tree,
Support vector machine (SVM), and
logistic regression.

Manual ~feature extracton by
employing multi-kernel local binary
Machine Learning based classifier
Automatic Feature Extraction

Deep Learning based CNN Model
Automatic Feature Extraction

Deep Learning based CNN Model
Automatic Feature Extraction
DenseNet-121 CNN model
Automatic Feature Extraction

Deep Learning based CNN Model

Parameters
obtained

Accuracy:
95.39%

AUC:97%

Accuracy:
94.5%

Accuracy:
97.01%.

Accuracy:
90.68%.
Accuracy:
93.73%.

F1 Score:
76.8%
Accuracy:98%
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Input dataset

|
CNN model
Data is divided into training and validation dataset

Training of the model

Validation of the model
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None
Mild
Medium
heavier
Serious

Depression

0

40 (12.58%)
61(19.18%)
77 (24.21%)
140 (44.08%)

Anxiety

0
0
4(1.26%)
14.(4.40%)
300 (94.34%)

Stress

0
4(1.26%)
40 (12.58%)
51(16.04%)
223 (70.13%)
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Result variable Predictive variable R R? SE F ] t 95% CI

Subjective economic status 0381 0145 0863  17.725""
Epidemic concern —0.154  —2.954" [~0.257 to —0.052)
Physical health perception 0103  —1.944 [-0.208~0.001]
Epidemic concern x 0.403 6752 [0.286~0.521)
Physical health perception

Negative emotion 0692 0479 0530  57.323""
Epidemic concern 0.416 9585 [0.331~0.502)
Subjective economic status -0369  —8.350"" [~0.456 to —0.282)
Physical health perception —0248  -5914™" [~0.330 to -0.165]
Epidemic concern x —0089  -1946 [-0.199~0.001]
physical health perception
Subjestive economic status 0.055 1.287 [~0.029~0.139]

x physical health perception
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Regression equation Overall fitting index Significance of regression coefficient

Result variable Predictive variable R R2 SE * B t
Negative emotion Epidemic concern 0.492 0.242 0.872 101.160"* 0.492 10.058**
Subjective economic status Epidemic concern 0.138 0.019 0.992 6.146" -0.138 —2.479"
Negative emotion Epidemic concern 0.629 0.395 0.780 102.900*** 0.438 9.899™
Subjective economic status -0.395 -8.917*

**p < 0.001.
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M sp 1 2 3 4
Epidemic concern 462 052 -
Negative emotions ~ 49.12 1438 0492 -
Subjective economic 371 085  -0.188° -0.455"  —
status
Perception of 1581 345 -0047 -0277" -0033 —
physical health
N=2318; *p < 0.05; *'p < 0.01; ***p < 0.001.
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Project

Male
Female
55-65 age
>65age

Primary school education and
below

Junior high school education

High school education (including
technical secondary school)

University degree or above

No religion

Have religion

No health insurance

Some medical insurance

Fully medicare

Contact with suspected cases
Non-contact with suspected cases

Number
of people

179
139
201
17
28

28
217

45
288
30

102
210

310

Negative
emotion

52.48 % 13.68
44.79 + 14.15
50.20 + 14.72
47.26 £ 13.66
56.14 % 14.50

49.11 £+ 13.08
47.88 % 14.53

50.76 + 13.36
49.44 % 14.39
46.03 + 14.20
69.00 + 5.87
50.29 £ 14.51
47.98 + 14.07
60.75 + 8.83
4882 4 14.38

TF P

4.897 <0.001

1.768 0.078

3017 0.030

1236 0.217

6.983 0.001

3.698 0.006
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Y =y_test[target].reshape((1,) + x_test[target].shape)

count = CounterFactualProto(nn, shape, use_ID3=True,

theta=10.. max_iterations=1000,

attr_range=(x_{rainmin(axis=0), x_train max(axis=0)),
:_init=1., c_steps=10)

count fit(x_train)

interpret = count.explain(X)

print(’Original prediction:

{}’ format(explanation.orig_class))

print(’ Counterfactual prediction:

{}’.format(explanation.count[class’]))

on=X * sigma + mu

counterfact = explanation.count["X’] * sigma + mu

beta = counterfact - on

forj, 1in enumerate(attr_names):

if p.abs(beta[0][j]) > le-4:

printC {}: {}" format(£, beta[0][j]))

Original predicted label: ‘MD*
Counterfactual prediction: ‘S’
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n=1
¥ = m_testln]. reshape((1,) + n_test[n]. shape)

mode Y.

shape = (1,) + n_train. shape[1:]

attr_range = (n_train. min(axis=0). reshape (shape)-. 1,

n_train. ax (axis=0). reshape (shape) +. 1)

In = load model (* stress.s5’ )

cm = CEM(Ix, mode, shape, kappa=kappa, beta=beta,
attr_range=attr_range, max_iterations=max_iterations,
c_init=c_init, c_steps=c_steps, learning rate_init=Ir_init,
clip=clip)

em. fit(x_train, no_info_type=" median’ )

interpret = cm. explain(¥, stress=False)

print(’ Attribute names: {}’ .format(attr_names))

print(’ Original sample: {}’ .format(explanation.¥))
print(’ Prediction label: {}’ . format([explanation.M_pred]))
print(’ Pertinent negative: {}’ . format (explanation.PN))
print(’ Predicted label: {}” .format([explanation.PN_pred]))

Attribute names: {Ql, Q12, Q22, Q29, G35}

Original sample: {{-1.0202; -1.342; -0.166; -0.785; ~1.918}}
Prediction label: { ‘UD’ }

Pertinent negative: {{-1.365; -1.342; -0.131;
Predicted label: { ‘S’ }

0.785; -1.425}}
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wode = * PP”
1m = load model (" stress. s5' )

cm = CEM(lr, mode, shape, kappa=kappa, beta=beta,
attr_range-attr_range, max_iterations=max_iterations,
c_init=c_init, c_steps=c_steps, learning rate_init=lr_init,
clip=clip)

em. fit(x_train, no_info_type=" median’ )

interpret = ca. explain(X, verbose=False)

print(’ Original sample: {}’ . format (explanation. X))
print(’ Prediction label: {}’ . format ([explanation. X pred))
print(’ Pertinent positive: ()’ . format (explanation. PP))
print(’ Predicted label: {}’ . format ([explanation. PP_pred]))

Ociginal sample: ({-1.0202 918})
Prediction label: { ‘S” }

Pertinent positive: {{-4.639¢09; -3.227e03; -3.571e-05;
~4.952e-06}}

Predicted label: { ‘8" }

1.342; ~0.166; ~0.785:

~5.128e-4;
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Variables

Age
(median QR

High

(median IOR))

Weigh

(median IQR)

BMI

(median IQR])

B8MD

(median IQR])

Injection volume of bone cement
(median IQR])

Hospital stay to surgery (median [IQR))
Injury to surgery (median (IQR))
Antiosteopoross (%)

Multiple (%)

Steroid (%)

Re-fracture (%)

level

NA

NA

NA

NA

NA

NA

NA
NA
No
Yes
No
Yes
No
Yes
No
Yes

Overall
(N =385)

75.400 (68.300, 80.700]
165.000 [149.000, 161.000]
47.000 [40.000, 58.000]
19.899 [17.116, 23.873]
4.400 [3.900, 5.000)
4.000 [3.500, 5.000]

5.000 [4.000, 6.000]
14.000 [8.000, 30.000]
245 (63.64)

140 (36.36)

205 (63.25)

180 (46.75)

320 (83.12)
65(16.88)

307 (84.94)
58(15.06)

No
(N =304)

75.650 [68.300, 80.750]
155.000 [148.000, 160.000]
47.000 41000, 58.000)
19.905 [17.360, 23.905)
4.400 [3.900, 5.000]
4.000 [3.500, 5.000]

5.000 [3.000, 6.000]
14.000 [8.000, 30.000]
192 (63.16)

112 (36.84)

177 (68.22)

127 (41.78)

248 (81.58)

56 (18.42)

260 (85.53)
44(14.47)

Yes
(N=81)

74.900 [68.200, 80.600]
155.000 [149.000, 162.000)
47.000 [40.000, 60.000]
19.819[16.437, 23.613]
4.600 [4.100, 4.900]
4,000 [4.000, 5.000]

5.000 [4.000, 7.000]
16.000 [10.000, 33.000]
53(65.43)
28(34.57)
28(34.57)
53(65.43)

72 (83.89)
9(11.11)

67 (82.72)

14 (17.28)

p-value

0.987

0.2082

0.948

0.4335

0.1833

0.0558

0.1086
0.2193
0.804
0.0002

0.1634

0.6502
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SELECT ?group ?emotion

WHERE

{

?a rdf:type x:Emotion AboutEntityltem;
x:hasEmotion Zemotion;
x:hasEntityltem Zentityltem.

2group X:contains ?entityltem.

}

ORDER BY ASC(2group)
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Input:  Parse  Tweets and Extract Named  Entities
NE = (ey, e2,.....en)
Output: Collection of entities mapping with emotion ontology
Begin
For every entity e; in NE do
For every domain Dj in EmoOnto do
if the term e; present in EmoOnto then
Add e; into ResultSel R
end if
For every entity e; € ResultSet R do
Calculate the semantic weight sw of term ¢; as,
wt = [X (Count of e; in d;) ] * [log(n/df)]
End for
End for
End for
End
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Variables Univariate P-value Multivariate  p-value

OR (95% CI) OR (95% CI)

Age (years) 1.002 (0.976-1.029)  0.868 / /

Sex

Female Ref Ref / /

Male 0799 (0.421-1.514)  0.492 / /

BMI 0.992 (0.946-1.040)  0.757 / /

BMD 1.272 (0.878-1.844)  0.202 / /

Hospitalization time ~ 1.021(0.973-1.072)  0.398 / /

(days)

Injection.volume.of. 1.280 (1.0042-1.633) 0.046 1.283 0,046

bone.cement (1.004-1.639)

(ml)

Refracture

No Rof Ref / /

Yes 1,234 (0.639-2.385)  0.530 / /

Surgery time (min) 1.016(1.004-1.028)  0.005 1.014 0.017
(1.002-1.027)

Hospital stay.to. 1.058 (0.983-1.140)  0.130 / /

surgery

(days)

Injury to surgery 0.998 (0.992-1.004)  0.741 / /

(days)

Anti-osteoporosis

therapy

No Ref Ref Ref Ref

Yes 0.905 (0541-1.513)  0.705 / /

Multiple vertebral

fracture

No Ref Ref Ref Ref

Yes 2,638 (1.581-4.399)  0.000 2.456 0.000
(1.460-4.129)

Steroid use

No Ref Ref Ref Ref

Yes 0.653 (0.261-1.173)  0.122 / /





OPS/images/fpubh-09-795007/fpubh-09-795007-t015.jpg
Input: Predicted model P, Dataset S
Output: Gain
1 Computer accuracy score ¢ of the model P on dataset S.
2 for each attribute column n € S do
3 | for each iterationm € M do
4 Randomly suffle n;
5 Generate referenced dataset Sy, 5
6 Compute ¢y, on dataset Sy, 5
7 | end
s end
9 Computer imporlance P — score for attribute A,

P —score =c¢

Z,,._ s

10 Sort attributes in deﬁcendmg order of P — score;
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Input: Instances, Attr, EntropyofSet

Output: Information Gain: Gain(l, F)
1 Gain(I,F) = Ent(I) ;
2 for Value € Attr_Values(Instances, Attr) do
3 | sub = subsel(Instances, Attr, Value) ;

t € sub

o | Gain(t, P) = Gaint, Fy— L0111 € S4B)
5 end
6 return Gain(I, F) ;

number_of _samples

x Ent(sub)
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Input: Data Partition P, Attribute_set,
Attribute_select_method.

Output: Decision Tree.

1 Create node s ;

2 if tuple € P with same label then

3 | return s as leaf node with label p. ;

4 end

5 if Attribute_set == NULL then

6

7

8

return P as a leaf node with major class in s. ;

end

Apply Attribute_select_method(P, Attribute_set) to check
best split criteria. 5

9 Label node s with split_criteria. ;

10 if split_attribute is discrete AND multi-way split permit then
1 | Attribute_set = Attribute_set — split_attribute ;

12 | foreach result I in split_criteria do Let P_i be the tuple
set in P satisfying result i. ;

13 | if P; is NULL then

14 [ A leaf attached to major class in P to node S. ;
15 | end

16 | else

17 Attach node returned by

Build_Decision_tree(P;, Attribute_set)tonodes. ;
18 | end

19 end
20 return S. 5
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Input: Wy

Output: Relevant prioritized queries.

Scan all labeled W, determined in “Segregate-weight score
phase” ;

Compute relevant threshold Ry, for each PD subset:

__ Normalyaxpp)

" County X Ratepay

foreach disorder set D do Add all rate points R; grouped by
column. ;

Find mean ; for each column. ;

N

Ry

IS

Designate j; as P

@«

s Ri

Rank all P™ in ascending order priority: P' = Y73 | 55

BN

if P’ < Ry, then

| corresponding attribute column is irrelevant. ;
9 end

10 if P! > Ry, then

1 | corresponding column is relevant. ;

12 end

13 Relevant prioritized queries are retained. ;

»
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Volunteer ID

V5

Queries

Q3:; Q10; Q16; Q17; Q24
Q26; Q34; Q37; Q42

PP

Q13;Q3; Q21; Q12;
Q31; Q26; Q38; Q31

PN

Q13; Q16; Q31

Feedback (stress)

V6 is detected with “Moderate” depression risk due to high negative
feeling, lack of objective in life, down-hearted and worthless mindset.
However, if he continues to remain sad continuously with no zeal and
‘worth in life feeling then the risk may be uplifted to “Severe.”
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Volunteer ID  Queries PP PN Feedback (stress)

V5 Qt;Q6;Q11; Q12; Q22 Q8; Q1; Q14; Q22; Q6,Q12;Q14;Q27 V5 is detected with “Mild" stress risk due to being easily upset,
Q27; Q32; Q33; Q39 Q29; Q35; Q33 unable to rest and maintain calm with excess tension. Moreover, if
he tends to over-react more, get nervous and impatient with
frequent iritation then he would develop “Moderate” risk.
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Volunteer ID  Queries PP PN Feedback (anxiety)

V5 Q2; Q15; Q23; Q30; Q41 Q7; Q20; Q28; Q40 Q15; Q23; Q41 V5 is detected “Moderate” anxiety risk due to shakiness feeling, scared and
panic. However, if he would have experienced faintness, difficulty in
swallowing and trembling in hands then the risk would be upgraded to
“Severe.”
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Anxiety
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e Q40
Stress
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Q18 Q27
Depression
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att
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Qis
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Qi4
e
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Qss

Q21
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Qr

Q22
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Qa6
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Q25

Q29
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Q30
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Pre-Q-Prioritized
Post-Q-Prioritized

Pre-Q-Prioritized
Post-Q-Prioritized
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Q9 Qis Q9 Q20 Q23 Q25 Q28 Q30 Q36 Q40 Q41
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Query

Q3

Qs

Q10
Q13
Q16
Q7
Q21
Q24
Q26
Q31
Qs4
Qz7
Qss
Q42

Description

1 could not seem to experience any positive feeling at all.
1just could not seem to get going.

1 found that | had nothing to look forward to.

el sad and depressed.

et that | had lost interest in just about everything.

Ifelt | was not worth much as a person.

Ielt that | was not worthwhile.

1 could not seem to get any enjoyment out of the things | did.
I felt down-hearted and blue.

1was unable o become enthusiastic about anything.
elt 1 was pretty worthless.

1 could see nothing i the future to be hopeful about.

I felt that life was meaningless.

I found it difficult to work up the initiaive to o things.
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Query

Qt

Q6

Q8

att
Q12
Qi4
Q18
Q22
Q27
Q29
Q32
Qs3
Q35

Q39

Description

1 found myself getting upset by quite trivial things.
1 tended to over-react to situations.

1 found it difficult to relax.

1 found myself getting upset rather easiy.

I feft that | was using alot of nervous energy.

1 found myself getting impatient when | was delayed in any way.
| felt that | was rather touchy.

I had it hard to wind down.

| found that | was very initable.

1 found it hard to calm down after something upset me.

| found it difficult to tolerate interruptions to what | was doing.

| was in a state of nervous tension.

1 was intolerant of anything that kept me from getting on with what
1 was doing.

1 found myself getting agitated.
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Qis
Q19

Q20
Q23
Q25

Description

| was aware of dryness of my mouth.

I experienced breathing difficuty such as rapid breathing and
breathlessness.

Ihad a feeling of shakiness such as legs going to give away.

I found myself in situations that made me so anxious | was most
relieved when they ended.

I had a feeling of faintness.

| perspired noticeably in the absence of high temperatures of
physical exertion.

I felt scared without any good reason.
Ihad difficulty in swallowing.

| was aware of the action of my heart in the absence of physical
exertion.

Ifelt | was close to panic.
I feared that | would be thrown by some trivial but unfamiliar task
I felt terrified.

| was worried about situation in which | might panic and make a
fool of myself.

| experienced trembling in the hands.
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DASS 42 DASS 21
Accuracy 0.982 98.16
Precision 0.98 0.976 Anxiety
Recall 0.986 0.982
F-Score 0.983 0.978
Accuracy 97.88% 97.69%
Precision 0.986 0.98 Stress
Recall 0.975 0.968
F-Score 0.982 0975
Accuracy 98.64% 08.42%
Precision 0.974 0.958 Depression
Recall 0.97 0.962
F-Score 0.972 0.96
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Reviewed risks

Bipolar disorder
Mental disorder
Depression

Personality disorder

Personality assessment

Alzheimer's risk

Brain disorders

Aniety analysis

Traumatic stress risks

Mental risks

Aniety disorders

Stress risks.

Stress and depression

Approach

Paper-based survey

Genetic algorithm and MongoDB tool

Sentimental analysis and save data
on Hadoop

Hogan “dark side” measure (HDS)
concept of dependent personaiity
disorder (DPD)

Prediction models and K-fold
validation

Convolutional neural network
Decision tree and EEG signals

Regression and bayesian classifiers

Neural networks and social media
optimization

Neural network

Integrated meta classifiers

SVM and Lasso regression

Hybrid method Feature selection and
SVM

Inference

47% elderly people utilized internet and 87% youths exhibit bipolar disorder.
Storage and processing massive mentalrisks data on MongoDB database.
Preprocessing online social media perspective on specific business
products.

Most personality risk factors are highly linked to a type of cooperative
personality.

Focused on aspects such as organized adaptability and arguments to
improve verification of predictive techniques.

Mental health instances were successfuly categorized with 96.86%
accuracy rate.

Decision tree outperforms others in precise risk detection with 90%
accuracy and 87% specificity with use of cross validation method.

Used a probabilistic technique to validate patients with anxiety levels. It
concluded that Bayesian Network showed the best accuracy of 73.33%.
Ahybrid system to classify PTSD individuals and allowed feature selection
methods to find vital metrics of patients' risks. The accuracy differed
between 74 and 79%.

Analyzed 89,840 samples and recorded a classification accuracy of a range
(73%-95%).

Proposed a hybrid model with mental health signals for assessing anxiety
tisks. Accuracy of 77.33, 80.83, and 78.5% was the output with neural
network, radial networks, and SVM, respectively.

Optimal AUC value noted was 79 and 78% with SVM and RF, respectively.
Target Information Equivalence Algorithm optimized detection of PTSD
when used with support vector machine. The mean AUC was 0.75.
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Variable Total (n = 298) Survival (n = 270) Death (n = 28) P-value

Age, years 53.50 [35.00, 72.00] 50.00 [32.25, 68.00] 76.50 [66.25, 80.00] <0.001
Female, n (%) 103 (34.6) 89(33.0) 14(50.0) 0.111
HR, beats/min 146.50 [74.25, 219.75) 145.50 [75.25, 220.75] 149.00 7150, 200.75) 0744
SBP, mmHg 12022 [111.13, 133.15) 12119 11181, 134.21) 109.43 [102.06, 118.81) <0001
DBR, mmHg 63.33(57.08, 70.51] 64.40(57.75, 70.83) 58.86 (5331, 63.82) 0019
MBP, mmHg 80.25 [73.24, 87.63) 81.04 [74.10, 88.55] 74.01 7058, 77.88] 0.001
RR, breaths/min 17.84 [15.88, 20.95] 17.65 [15.79, 20.63] 20.75[17.42,23.28) 0.001
Temperature, °C 37.00 (36.56, 37.41] 37.05 (36.60, 37.43] 36.66 (36.16, 37.36] 0.041
PO2, mmHg 97.85 (96.41, 99.05) 97.87 (96.41, 99.07] 97.54 (96.65, 98.99] 0714
Bicarbonate, mmol/L 23,00 2100, 26.00] 24,00 21.00, 26.00] 2100 (17.75, 24.00] 0.007
BUN, mg/di 15.00 (12.00, 20.00] 15.00 (12.00, 20.00] 16.00 (14.00, 24.25) 0.174
Chioride, mEq/L 107.00 [103.00, 109.75) 106.00 [103.00, 109.00] 108.50 [101.00, 112.75) 0.129
Creatinine, mg/dL 0.90[0.70, 1.10] 0.90[0.70, 1.10) 0.90[0.70, 1.20) 0955
Blood glucose, mEq/L 136,00 [113.00, 161.00] 184,00 [112.00, 160.75) 147,50 [138.00, 172.50] 0.066
Hemoglobin, ¢/dl 12.36 (11.00, 13.78] 12,40 11.12, 13.80] 1090 [9.17, 13.33) 001
Platelet, K/l 221.50 [175.00, 282.75] 224,00 [182.00, 288.00] 178.50 [135.75, 239.25] 0.003
Potassium, mEq/L 410 [3.80, 4.50] 4.10[3.73, 4.40) 4.15 [3.80, 4.90] 0519
PTs 13.30 (12.50, 14.50] 13.30 (12.50, 14.38] 15.05 (13.18, 18.05) 0.002
PTTs 26.30 (23.83, 29.80] 2605 (23.72,29.20] 3350 [27.42, 43.73] <0001
RBC, m/uL 4.00 3.59, 4.47) 4.02 [3.63, 4.49) 3.75 [2.92, 4.26) 0.005
Sodium, mE/L 140,00 [138.00, 142.00] 140.00 [138.00, 141.00] 141.00 [136.00, 142.25) 0413
WBC, KL 14.35 (10.50, 18.30] 14.25 (10.50, 18.25] 15.06 (11.45, 19.15] 0541
Congestive heart failure, n (%) 20(6.7) 18(6.7) 207.1) 1
Cardiac arthythmias, n (%) 43 (14.4) 33(12.2) 10(36.7) 0.002
Hypertension, n (%) 82.7) 76 13.6) 1
Chronic puimonary, n (%) 34(11.4) 30(11.1) 4(143) 0849
Renal failure, 1 (%) 10(3.4) 983 166 1
Liver disease, n (%) 703 6(22) 13.6) 1
Coagulopathy, n (%) 14.(4.7) 10@3.7) 4(14.3 0.04
Obesity, n (%) 11@.7) 933 207.1) 0.623
Fluid-electrolyte disorders, n (%) 61 (20.5) 48 (17.8) 13 (46.4) 0.001
onsis 32,00 (26,00, 38.00] 3100 (25.00, 37.00] 41.00 36.75, 47.25] <0001
Gos 15.00 (14.00, 15.00] 15.00 (14.00, 15.00] 15.00 (14.00, 15.00] 0.331
SOFA 3.00 [1.00, 5.00] 2,00 [1.00, 4.00] 6.00 [3.75, 8.25) <0.001
SAPSII 28,00 19.00, 37.00] 2650 (18.00, 35.00] 46.00 (37.75, 52.25] <0.001

HR, heart rate; SBR, systolic blood pressure; DBF. diastolic biood pressure; MBR, mean blood pressure; AR, respiratory rate; BUN, blood urea nitrogen; PT, prothrombin time; PTT,
partial thromboplastin time; RBC, red blood cell; WBC, white blood cell; SAPSH, simplified acute physiology score ll; SOFA, sequential organ failure; OASIS, oxford acute severity of
illness score; GCS, Glasgow coma scale.
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Models Prediction Accuracy

six Parameters 11 Parameters (M/F, Age, EDUC, SES, eTIV,
(M/F, Age, EDUC,  ASF, Group, Hand, MMSE, MR Delay,
SES, eTIV, ASF) nWav)

Sklearn 70.54% 84.82%
TensorFlow 70.54% 84.82%
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Models

Logistic Regression
Decision Tree Classifier
K Nearest Neighbor
Support Vector Classifier

six Parameters (M/F, Age, EDUC, SES, eTIV, ASF)

Training Set

59.00%
98.47%
86.21%
52.87%

Test Set

67.86%
72.32%
68.75%
60.71%

Accuracy

11 Parameters (M/F, Age, EDUC, SES, ¢TIV, ASF,
Group, Hand, MMSE, MR Delay, nWBV)

Training Set Test Set
83.14% 7857%
95.40% 86.61%
90.42% 79.46%
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Results

The SWM classifier in the presence of R.M.F.D., S.M.F.D. and L.EW.
dataset achieved 99.64, 99.49 and 100% testing accuracy values.
Recall = 0.93, Precision = 0.871 with lower processing time

Accuracy = 98% and recall score = 88% using chest x-ray images

Accuracy (97.94 %) and AUC (98.39 %)

Sensitivity = 100%, specificity = 99.02% and accuracy = 99.51% and
for radiology data, sensitivity 89.21%, specificity = 83.33% and
accuracy = 86.27%

Accuracy = 85.08%, sensitvity = 87.55%, specificity = 81.95%,
precision = 85.01% and F1-core = 86.20%

Accuracy = 94.5%, confidence interval = 95%, sensitivity = 98.4%
and specificity = 98.0%

Accuracy = 98.97%, sensitiity = 89.39%, specificity = 99.75%, and
an F-score = 96.72%

Accuracy = 97.9%, AUC = 99.0%, and Cohen kappa score = 95.7%.
96% of accuracy

Accuracy of 99.62 and 96.70%. Average recall value of 99,63 and
96.69%, respectively, for binary and multictass

Correlation coefficient = 0.9899
Accuracy = 99.7%, precision = 99.7%, and sensitivity = 99.7%
86% accuracy for the task of classifying

Accuracy of 88, 91, 87 and 89% for kNN, SVM, D.T. and LR.,
respectively

Fi-score of 97.9, 98.8, and 92.6%, AU.C. of 97.4, 98.8, and 84.4%
and accuracy of 97, 98.2, and 88.2%, respectively, for Cough sound,
Breathing sound and voices, respectively.

R? = 0.96, RMSE = 254, MAE = 186

Sensitivity and specificity of 0.8645, and 0.9889.

MAPES = 0.52, 0.38, 0.05, and 0.86%, respectively for the next 6 days
in Wuhan, Beiing, Shanghai, and countrywide

Accuracy = 98.84%, Precision = 93%, Sensitivity = 100%, and
Specificity = 97.0%

Accuracy for both SVM and Decision Tree could provide the maximum
value by average value of 93%

RM.S.E. and CC values for five countries including, China, Italy, US.A.,
Iran and Germany

MAPE = 13.15% and CC = 0.99

Pros. and cons.

The proposed model provided lowest processing time and highest
accuracy

The system is cost-effective by reducing processing time and
sustainable by increasing the accuracy values considerably. The
proposed framework can also be used to prioritize patients who
require an ambulance.

The proposed method can successfully help radiologist's prompt
detection of coronavirus cases

Achannel-shuffled dual-branched CNN architecture can effectively
lean salient features and increases the accuracy and precision
values of the modeling

This model is low cost and is used as a complementary method
during C.T. imaging

Higher classification rate by analyzing thousands of images

Develops a DL-based GAD scheme of chest X-ray images and
improves detecting COVID-19 infected

Reduces the misciagnosis rates, and improves evaluation rates
and detects positive COVID-19 infections

Reliable screening of COVID-1 from chest GT

The proposed model performance is clinically validated with expert
radiologists

Automated medical diagnostics for enhancing decision making
rates

providing significant variance for each ciiterion

Improving the speed and accuracy of COVID-19 detection

The proposed model could successfully improve the classification
accuracy

The proposed method can be applied anywhere, without prior
training or calibration

To improve the COVID-19 detection through a cost-effective
approach

The proposed method could successfully estimate the number of
daily cases

This model provides automated and accurate segmentation of
C.T.images

To minimize the errors of the prediction and to enhance the
detection efficiency

The proposed model improved classification rate in comparison
with ReseNet18, ReseNet50, Squeeze net, DenseNet-121, and
Visual Geometry Group

Higher accuracy for perceiving the perception of people infected
by COVID-19

The proposed models enhanced the forecasting rate of COVID-19
cases

The proposed models increased the forecasting rate of COVID-19
cases
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Findings

The proposed solution can identify and track the infected individual and
successfully tracks all people who are in the area of disease spread

DL applications are vulnerable to coronavirus attacks
‘The model provides an accuracy of 98% for detection

According to results, allthe techniques, except the Decision Stump,
OneR, and ZeroR provided accuracies values more than 90%

loT reduces clinical cost and optimizes treatment outcome of the
patients

The system can assist tracking the day activities and decrease the risk
of exposure to the COVID-19

The platform detects and tracks the infected person

The provided package enhances the testing process for increasing the
efficiency of the system

“This platiorm is a cost-effective, safety-critical mobile robotic
technology and successfully copes with diagnosis task Also the
multiple diagnostic devices increases the detection accuracies

The robot technology protect virus affected persons. The system s
also recognizing the patient's Gesture and tracking the instructions.

loT-based technology prevent the global pandermic

The proposed methodology is sustainable for disease tracking by an
early identification of cases

This system improves the decision-making procedure

Edge computing improved the findings on the decentralized load of
face recognition
‘The proposed system could successfully cope with the task

“This study suggests that integrated and hybrid techniques will follow up
the near future, using simulation, and forecasting purposes.

‘The platiorm empioyed for the study have an effective role in the
success of pandemic handiing

Pros. and Cons.

This framework integrates symptom information as a rapid and
efficient approach, thus tracking the prevalence of the disease
The method is very vulnerable and requires further studies
Combining DL and the loT makes it easier for radiologists to
control the spread of the virus

The proposed platform reduced the communicable diseases using
early detection of cases and provided tracking the recovered
cases, and a better understanding of the infections

The platform improves patient satisfaction and decreases
readmission rate in the hospital

The app announces the user to keep a physical distance of 2m
Also, a Fuzzy-based technique evaluates the environmental risk
and user health to estimate the risk of real time spreading. This
platform can successfully reduce the coronavirus spread

The platform tracks COVID-19 and improves infected person and
keeps the dataset for further analysis

This approach will increase the maximum collaboration from the
employees

The system effectively provides a complete diagnosis and figuring
out COVID-19 patients also contains muliple diagnostic devices,
without any need for human interferences

The robot collects data from patient performs tasks without image
processing system

Improves the control and tracking of a fast-spreading virus such
as coronavirus

This technique can successfully handles both governments and
other decision-making authorities

The system is connected through cloud computing and effectively
supports the real-time data

The platform enhances the robustness of detection and diagnosis
10T equipped ML can successfully save, and visualize monitoring
the volunteers

Ahigher degree of safety and privacy for humanity

The platform increases accessibiiity to the proper dataset
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Aim

To develop a mask face
detection model

To employ ML based
platform as a healthcare
application to proper
decision making for
COVID-19 detection

To propose an Al based
technique integrated by C.T.
scan and chest x-ray
images to identify, and
prediict the positive infected
patients

To employ a novel NN
architecture for classifying
COVID-19 from chest
X-rays.

To develop an Al based
methods for fast diagnosis
of COVID-19 cases

To detect COVID-19
promptly using CNN

To develop and test a new
computer-aided diagnosis
(CAD) to investigate
COVID-19

To propose an intelligence
computer-aided model to
support daly clinical
applications

To develop an Al-based
model for proper screening
and monitoring of COVID-19
To present a CNN based
technique for early
‘COVID-19 diagnosis from
chest X-ray

To investigate a medical
decision support system by
CNN

To propose an inteligent
methodology to diagnosis
the COVID-19 cases

To study the utiity of AL ina
prompt and accurate
diagnosis of COVID-19in
the presence of chest X-ray
images

ML-based classification
approach for handiing
COVID-19

ML-based classification
algorithm for handling
infectious diseases, such as
COVID-19

To detect the COVID-19
cases using RN technique

To present a fuzzy rule
basing system to predict
COVID-19 daily cases

To present a multi-scale
discriminative segmentation
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3.00

293
3.30

321

311

3.48
358

3.64

353

355
351
357
3.61

2

249

242

267

257

216

229

250

234

275

236

246

264
2.32

217
2.49

22

31-40
(L]

3.90

373

3.85
3.80
335
351
352
3256

3.34
347

3.33

3.42

353
3.65

3.62

3.56

3.56
3.49
3.53
3.44

287

286

286

294

298

287

266

277

2.80

286

285

292

3.02
288

261
273

270

41-50
(M)

3.96

3.76

3.76
3.89
3.63
3.68
356
2.47

2.50
271

2.45

2.82

3.72
358

3.71

3.67

3.76
3.71
3.63
3.71

2.34

237

2.34

2.32

2.50

1.66

2.1

1.97

237

284

1.92

2.42

253
2.42

208
1.92

1.47

Age

Over
51
(L]

4.00
3.64

4.00
393
3.43
4.57
457
243

2.86
414

3.7

fcigl

357
371

3.71

4.07

3.86
3.7
4.00
3.64

3.71

3.71

414

257

414

3.14

3.00

414

457

2,00

157

257
2.43

157
1.57

1.67

0.337
0.642
0.002"
0.500
0.094
0.101

0.028
0.071

0.263
0.000*

0.000*

0.000"

0.759
0.196

0.623

0.230

0.201
0.360
0.038
0.878

0.000*

0.000*

0.072

0.184

0.036

0.010

0.000%

0.000*

0.002*

0.000*

0.000*

0.000*

0.530
0.080

0.136
0.004*

0.089

Post-hoc

NA

NA

NA
NA
NA
NA
NA

NA

NA

Under 30, 31-40, over
51> 41-50

31-40 > under 30,
41-50; over 51 >
41-50

Under 30, 31-40 >
41-50, over 51; 41-50
> over 51

NA

NA

NA

NA

NA
NA
NA
NA

41-50 < under 30,
31-40, over 51

31-40 > under 30,
41-50, over 51; over
51 > under 30, 31-40,
41-50

Under 30 > 41-50,
over 51; 3140 >
under 30, 41-50; over
51 > under 30, 41-50
31-40 > under 30,
41-50; over 51; over
51 > under 30, 41-50

Under 30 > 41-50,
over 51; 31-40 >
41-50; over 51 >
under 30, 31-40,
41-50

31-40 > under 30,
31-40, 41-50; over 51
> under 30, 31-40,
41-50

over 51 > under 30,
31-40, 41-60

under 30 > 41-50,
over 51; 31-40 >
under 30, 41-50, over
51

31-40 > under 30,
41-50, over 51; under
30 > over 51

Under 30, 31-40 >
41-50, over 51
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Performance measure

Accuracy (%)
Precision (%)
Recall (%)
F1-score

Without data balancing

82
82
82
88

With data balancing

93.07
93
92
92
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Identity

Swimmer
Swimmer
Professor
Professor

Construct

Impact of tourism
development

Gender

Male
Female
Male
Male

Issues

Residence and
sports time/years of
work experience

31
4
20
16

Identity

Professor
Entrepreneur
Entrepreneur
People

Gender

Female
Female
Male
Male

Residence and
sports time/years of
work experience

15
30
10
40

1. Do you agree that during the exercise in the swimming pool, the sports environment stil feels the threat of the epidemic? What

parts? What is the reason?

2. Do you agree that physical and mental health will be threatened during exercise in the swimming poof? Which parts? Why?

3. Do you agree that leisure satisfaction is affected by exercising in the swimming poof? Which parts? Why?

4. Do you agree that your physical and mental health will be affected by exercising in the swimming pool? Which parts? Why?
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Technique(s)

Randormized forest, multiayer perceptron,
and regression models (LR)

Support vector machine
Regression model
SVM classifier

SVM, KNN, and NB

DTP model for glycemic control diagnosis
Deep learning approach (CNN)

Association rules
Multiayer Perceptron, Logistic Regression,
and Deep Leaming

Machine learning techniques in hadoop
clusters

k-nearest neighbor, Decision Trees,
Randomized Forest, Xgboost, Bayesian
Network, Gradient boosting, and Lstm

Results

MLP outperforms similar leamers
with an accuracy of 86%

Support vector machine did better
than the naive Bayes model.

92% accuracy

Outperformed Naive Bayes,
decision trees, and neural nets
91% accuracy

Promising results

92.31% accuracy

92% accuracy
90% accuracy

Outperformed baseline methods

LSTM exhibited better resuls (92%
accuracy)

Limitations.

Dimensionality reduction techniques not
applied

Lack of current comparabilty and
consistency

Lack of comparison with the current
methods

There s no discussion of parameter
estimation

Performance overhead due to
incorporation of extensive feature
engineering

Execution time needs to be further
reduced

Ensemble leaming technique required for
more better results

More effective preprocessing

A pipeline of classifiers can produce
efficient results

Poor selection of predictors

Parameter selection is affected by lack of
efficient proper preprocessing techniques





OPS/images/fpubh-10-919049/crossmark.jpg
©

2

i

|





OPS/images/fpubh-10-861062/fpubh-10-861062-i001.gif
& - Ll
o o o
o1 05 03






OPS/images/fpubh-10-893989/math_9.gif
min) . RMSE; AAE; )





OPS/images/fpubh-10-861062/fpubh-10-861062-i002.gif
0

o1

o

03






OPS/images/fpubh-10-893989/math_8.gif
AAE =)

(8)





OPS/images/fpubh-09-737149/fpubh-09-737149-t001.jpg
Date

2016

2020

2018

2017

2016
2015
2015

2018

2020
2017
2015

2020
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2020

2020

Author

Alama

Lin

Yoshiaki Kawase
Kaur Sahi

Peng
Neha Derma
Abdallah

Dijana Ore3ki

Balaji
Jiawei Zhu
Kshitj Shah

J. Niand K. Zhang
J. Xiong,
T

L. Zhu

Yang Liu, Tong Feng

Methodology

Comparison of several Data Mining Algorithms:
for Internet of Things

Real-Time Data Mining for Wireless Sensors
based on loT

Queueing System for the process of Bitcains
Chain

Online Experience by Structural Equation
Modeling

Structural Equation Modeling

Data Mining and Neural Net

Digital Marketing by Structural Equation
Modeling

Pre-processing technices for the evaluation of
10T Intrusion Detection

K-Means Feature Location for software artifacts
Mining Information on Bitcoin Network Data

McAfee Malware detection system IBK, SVM
and Adaboost

SPOON Privacy Protection and task
assignment

Game theory and Data Encryption
Bidding’s Privacy by grouping participants
Collusion Resistance Mechanism in FOG
computing

Data Aggregation Error Minimization in
Privacy-Preserving Crowdsensing
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145 218,154 7 114,929 54 81,228 19 28,359
109 218,154 57 114,929 a1 81228 14 28,359
87 218,154 46 114929 32 81,228 11 28,359

73 218,154 38 114,929 27 81,228 9 28,359
62 218,154 33 114,929 23 81,228 8 28,359
55 218,154 29 114,929 20 81,228 7 28,359
48 218,154 26 114,929 18 81,228 6 28,359
44 218,154 23 114,929 16 81,228 6 28,359
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Author

Park (25)

Thomas et al. (26)

Stegmayer et al. (27)

Bugnon et al. (5)

Tang et al. (26)

Shietal. (29)

Yones et al. (30)

Proposed HONN
Methodology

Methodology used

Recurrent Neural Network (RNN).

Deep Learning with a restricted Boltzmann machine
(RBM) for classification and Modified sampling
technique is applied to address the class imbalance
problem.

Deep Self-organizing maps (DeepSOM) with Clustering

Hybrid desp learning method with CNN and LSTM

ONN with different types of feature learning and
encoding methods.

Localized multiple kernel leaming model with a
nonlinear synthetic kerel (LMKL-D)

Convolutional deep residual neural network

Artificial Neural Network embedded with Decision Tree

Metrics

Various Metrics were used. Experimental resuits
yielded an Fi-score of 093 for the Human dataset,
0.94 for the Cross-Species dataset, and 0.93 for
the New pre-miRNA dataset.

Various Metrics were used. The model gave an
accuracy of 0.968

Various evaluation metrics were used. The model
provided almost 95% of G and 97% of accuracy
for the most imbalanced data.

Various Metrics were used for different imbalance
ratios. Experimental results yielded an F1-score of
more than 40% for Animal and more than 38% for
the Plant dataset.

The results gave an accuracy of 99.25% and an
F1-score of 99.25% for Rfam-300

The model gave an accuracy of 98.3%, sensitivity of
93.08
Specificity of 99.27 and mean of 96.11.

The model provided a precision of
0.93 for A. thaliana full genome, 0.67 for A.
gambiae, and 0.50 for H. Sapiens

Various metrics were used for evaluation for different
imbalance ratios. The resuts yielded F1 Score of
more than 050 (0.50-0.93) for Animal, more than
0.58 (0.58-0.95) for Plant, more than 0.60
(0.60-0.94) for Human, more than 0.50 (0.50-0.95)
for Arabidopsis and more than 0.50 (0.50-0.94) for
Virus.

Dataset

Human, Cross-Species
and New miRNA

Human Dataset

H. sapien and A,
thaliana, Animl, and
Plant

Animal and Plant

Rfam-300, Rfam-120,
Rfam-60, Riam-30
pre-microRNAsand
pseudo pre-microRNA

A. thaliana, C. elegans,
A. gambiae, and

H. Sapiens

Animl, Plant, Human,
Arabidopsis, and Virus.
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Projection Dimensions &= In(i)/ {d; ... de}
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[NV

10

Fori=11012,...5do

For each Subset normalize data

Ford' = {d; ... df do

Do PCA and project both train and testsets into d'
Caculate Random Projection Matrix

Record the Test and Train Runtime

If Discrimination Experiments not significant for Normal
Distribution go to 2

Else

Retum Accuracy, Recall and Runtime with respeet K
Compare with result of without Projections End.
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Title

Thoracic spine fracture in the panscan era
Early risk stratification of in hospital mortality following a ground
level fallin geriatric patients with normal physiological parameters
Mortality and cause of death in patients with vertebral fractures: a
longitudinal follow-up study using a national sample cohort
Predicting sunvival in older patients treated for cervical spine
fractures: development of a dlinical survival score

Long-term post-traumatic sunvival of spinal fracture patients in
northern Finland

Spinal fractures in older adult patients admitted after low-level
falls: 10-year incidence and outcomes,

Height loss in older wormen: risk of hip fracture and mortality
independent of vertebral fractures.

Mortality and incident vertebral fractures after 3 years of follow-up
among geriatric patients

Predicting in-hospital mortality in elderly patients with cervical
spine fractures: a comparison of the Charlson and Elixhauser
comorbidity measures

Characteristics and outcomes of hospitalized patients with
vertebral fragiity fractures: a systematic review

Mortality after vertebral fractures in a Japanese population

Is radiographic vertebral fracture a risk factor for mortality?
Long-term morbidity and mortality after a clinically diagnosed
vertebral fracture in the elderly-a 12- and 22-year follow-up of 257
patients

Incidence of acute care complications in vertebral column fracture
patients with and without spinal cord injury

Author

Remy Bizimungu et al.
Nasim Ahmed et al.

Hyo Geun Choi et al.
Darryl Lau et al.

Ville Niemi-Nikkola et al.
Randeep S. Jawa et al
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Jagt-Wilems et al.
Mariano E. Menendez
etal.

Terence Ong et al.
Yuzo lkeda et al.

Daniel W. Trone et al.

R. Hasserius et al.

D. J. Fletcher et al.

Journal

Ann Emerg Med
Am J Emerg Med

Spine (Phila Pa
1976)

Spine J
Spine (Phila Pa
1976)

J Am Geriatr Soc
J Bone Miner Res

Osteoporos Int

Spine (Phila Pa
1976)

Age Aging

J Orthop Surg
(Hong Kong)

Am J Epidemiol
Calcif Tissue Int

Spine (Phila Pa
1976)

Public date
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Variables Multivariable logistics model

Coefficients OR (95%CI) P-value
Age 002334 1.02(0.99-1.06) o.1627
OAsIS 0074 1.08(1.00-1.17) 0069
SAPSII 0.03004 1.03 (0.98-1.08) 02284
RR 0.08601 1.07 (0.94-1.20) 0288
PTT 007398 1.08 (1.08-1.13) 0.0028
Cardiac arrhythmias 036681 1.44 (0.43-4.62) 05394
Fluid-electrolyte disorders 1.48207 4.40 (1.62-12.54) 0.0041

OASIS, oxford acute severity of illness score; SAPSII, simplified acute physiology score Il: RR, respiratory rate; PTT, partial thromboplastin time.
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Models

SWM

Random forest
Naive Bayes
k-Nearest neighbor
Logistic regression

RMSE

8:8548
6,541
10.2254
4,141
12.6656

Mean average error

8.8942
8.4235
92152
8.4458
11.5569

Mean error

9.6363
8.6896
10.2208
10.9299
126112
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Models

SWM
Random forest
Naive Bayes
k-Nearest neighbor
Logistic regression

Accuracy

82.54
88.97
78.21
71.36
64.62

Precision

84.54
87.46
76.96
73.49
66.16

Recall

83.36
88.77
75.12
72.48
68.83

F1-Score

8.394
8811
7.6028
7.2081
6.744
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Parameter

Systolic blood pressure
mmHg

Diastolic blood
pressure mmHg

Heart rate (BPM)
Oxygen level (SPOz)

“0”—predicted label

Between >120to
<184 mmHg

Between 279 to <87
mmHg

Between =49 to <84
Between 95-100%

“1” —predicted label

Below 120 mmHg and
above 134 mmHg

Below 79 mmHg and
above 87 mmHg

Below 49 and above 84

Below 95% or above
100%
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Sr. No.

Attributes name
Date and time
Gender

Age
Height

Weight
Body Mass Index (BM)
Systolic blood pressure (BP)

Diastolic blood pressure (BP)

Heart rate (BPM)
Oxygen level (SPO,)
Cardiac arrest prediction

Description

Shows person data collected on date and time
Shows gender of a person

Shows age of a person in years
Shows height of a person in feet and inches

Shows weight of a person in kilogram (kg)
Shows body mass of a person
Shows systolic blood pressure of a person in mmHg

Shows diastolic blood pressure of a person in
mmHg

Shows heart rate of a person in beats per minute
Shows oxygen level in a person body
Target variable to be predicted

Value range

Male = 1
Female = 0

Age from 1510 75
Height varies from 4/3"-65'9

Weight ranges from 45 to 75 kg
BMi ranges from 15.1 to 38.7

Normal Range must be =120 to
<134 mmHg

Normal range must be >79 to <87

Heart rate between >49 to <84
Range between =95% to <100%
0 = No cardiac arrest

1 = Cardiac arrest

Type

DD-MM-YYYY
hhimm:ss
Categorical

Numerical

Nurmerical (in feet and
inches)

Numerical (in kg)
Float
Numeric

Numeric

Numeric
Numeric in %
Binary value
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References

Ramprakash et al. (2)

Mohan et al. (6)

Sowmiya and Sumitra (19)

Made et al. (34)

Proposed work

Findings

Prediction of heart disease on Cleveland
dataset

Prediction of heart disease on Cleveland
dataset

Used Cleveland dataset to implement heart
disease prediction

Estimation of 10-year coronary heart risk

Detection and classification of cardiovascular
diseases in different age-based group and
gender-based people, collected vital signs of
an individual using wearables and medical
equipments

Method used

Mechine leaming algorithms —Deep Neural
Network and x2 —a statistical method
Proposed HRFLM model using Random
Forest, and Linear model

Used ant colony optimization technique for
hybrid KNN classifier and compared with other
ML models

Using statistical approach—regression analysis
in age group of 18 and above

Used 6 Machine Learning algorithm —Decision
Tree, SVM, ANN, RFC, XGBoost, and NB.
Further, comparison is made among 6
classifiers. Also, we developed two models
based on Kaplan-Meier method (For
Gender-Based) and Cox-Regression
Proportional Model (For Age-Based) using
scoresheet

Results obtained
Accuracy—94%
Proposed model accuracy—88%

Proposed approach HKNN proves
efficient and effective technique

Study estimates heart risk for the next
10-years

Among 6 Machine learning models-
Decision Tree achieves maximum
accuracy of 98%. Our proposed
approach, for age-based and
gender-based shows risk score (in
percentage) of cardiac arrest for the
next 10-years
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Mask/No-mask class Kaur etal. (2) Fanetal. (3) Proposed framework

P (%) R (%) F1 (%) P (%) R (%) F1(%) P (%) R (%) F1 (%)

Mask 88 90 89 90 91 o1 95 93 94
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photos for facial mask detection?
RQ2. How efficient is the suggested
technique in contrast to the traditional
CNN model in terms of many
performance assessment measures?

RQ3 What is the effectiveness of the
suggested approach in comparison
to comparable approaches?

Motivation

Investigate the Depthwise Separable
Convolution Neural Network based
on MobileNet to leam how it may be
used to classify facial photos for
mask recogpnition.

Examine the usefulness of the
proposed deep learing model,
MobileNet-based Depthwise
Separable Convolution Neural
Network, which classifies face photos
in terms of mask recognition using a
variety of performance metrics such
as accuracy, recal, F1 measure, and
precision.

Compare the efficacy of the proposed
mobile-based deep learning model
employing depth-wise separable
convolution in categorizing face
pictures to baseline testing using a
variety of assessment measures
including precision, recall, F1-score,
and accuracy.
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Setting Learning rate: 0.001 Learning rate: 0.002

50%  60% 70% 50%  60% 70%
MLP 1.664 1.458 1.373 1.761  1.663 1.589
LSTM 1612 1.408 1.387 1658 1476 1.481

GNN-APM ~ 1.289  1.245 11477 1343 1184 1.353

The bold values correspond to results of the proposed GNN-APM method.
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Setting Learning rate: 0.001 Learning rate: 0.002

50%  60% 70% 50%  60% 70%
MLP 1.189 1.047 1.016 1.232 1175 1.143
LSTM 1116 1.052 1.044 1139 1.091 1.107

GNN-APM 0964  0.927 0.875 0.989  0.903 1.016

The bold values correspond to results of the proposed GNN-APM method.
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Age 0,001 ~0.018"*" —0.095"" ~0.003" -0013" ~0.004"
8.24) (-17.76) (-19.48) (~1.95) (-17.84) (-18.82)
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Proft 0,006 00217 0329 -0041" 0024 0874
(©.85) (11.43) (19.09) (-9.11) (12.82) (@1.18)
ROE ~0.428" 0.126 1.149 3144t ~0.029 ~0677
(-11.27) (1.41) (1.59) (14.14) (-0.32) (-095)
State 0,020 ~0.085"** ~0343" ~0395" ~0.020" ~0.157"
(4.22) (-3.76) (-5.63) (-19.41) (-2.13) (-250)
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8.25) (-4.21) (-2.82) 8.10) (-5.43) (-5.22)
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(-7.36) (-891)
FC 0.056** 0.731**
(11.98) (20.86)
_cons 0072 0337 2471 ~0.401"* 0281 1,681
(2.67) (6.59) (6.56) (-3.99) 652) @87
ind Yes Yes Yes Yes Yes Yes
w Yes Yes Yes Yes Yes Yes

“is significant at 0.1 level, “is significant at 0.05 level, "

i significant at 0.01 level (the same below).
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AC divi-ratio d_payer fo divi-ratio d_payer
Age 0,001 ~0.018"*" —0.095"" ~0.004" -0013" —0.014""
©.04) (-17.70) (-1951) (-2.29) (-17.70) (-2221)
Growth —0.025™" ~0.108"" ~0.398"" 0101 ~0.106" ~0.085""
(-5.47) (-11.09) (~6.99) 6.07) (~10.85) (-6.74)
Profit 0005 00227 0340 ~0.040" 0025 0,082
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ind Yes Yes Yes Yes Yes Yes
w Yes Yes Yes Yes Yes Yes

“is significant at 0.1 level, “is significant at 0.05 level, "

i significant at 0.01 level (the same below).





OPS/images/fpubh-09-751536/fpubh-09-751536-g005.gif





OPS/images/fpubh-10-847252/crossmark.jpg
©

2

i

|





OPS/images/fpubh-10-902648/fpubh-10-902648-t005.jpg
0] @
divi-ratio d_payer
Age —0.011* —0.002""
(-30.14) (-35.89)
Growth —0.009"* —0.114"
(~13.55) (-2.53)
profit 0018 0202
(22.59) (29.05)
ROE 0338 4534
(8.85) (14.76)
State 0019 0.396""
8.50) (11.44)
Tops —0.072" —0.782"
(-6.49) (~10.90)
Crediit —0.077** —0.382""
(-8.55) (~6.69)
_cons 0087 ~0.862""
@59) (~4.39)
ind Yes Yes
yr Yes Yes
N 34,070 34,070

“is significant at 0.1 level, “is significant at 0.05 level, ™

same below).

s significant at 0.01 level (the





OPS/images/fpubh-09-751536/fpubh-09-751536-g006.gif





OPS/images/fpubh-10-847252/fpubh-10-847252-g001.gif





OPS/images/fpubh-10-902648/fpubh-10-902648-t004.jpg
)

Variable
divi-ratio

Variable
d_payer

®)
Variable

Mkt
State
HHI
LNSize

“is significant at 0.1 level, *"i

@
Sample

Unmatched
ATT
Sample
Unmatched
ATT

©
Treated

10.031
0.1510
0.3984
2618
0.3233
0.1066
21.838

is significant at 0.05 level,

®)
Treated

0.273659
0. 273699
Treated
0.7157
0.7159

(10
control

10.128
0.1473
0.4067
2.816
03152
0.10638
21.858

‘is significant at 0.01 level (the same below).

@

Controls

0.27030

0.29912
Controls
0.7048
0.7244

1)
%bias

1.4
11

02

—14
1.7
02
1.9

6)

Difference

0.00335
—0. 02542
Difference
0.0109
—0.0085

12
t

—1.11
0.89
-19
-0.8
1.44
0.21
1.66

©
S.E

00.0095
0.0158
SE
00.0050
0.0068

3
P>t

0.269
0371
0.057
0.423
0.150
0.833
0.097

@
T-stat

035
~160"
T-stat
2.18"
-124"

(14)
VO (©)

1.23*
1.29°
072"
0.02*

1.09°
0.96*





OPS/images/fpubh-10-902648/fpubh-10-902648-t003.jpg
Age

Growth

profit

ROE

State

Tops

Credit

_cons

ind

yr

N

“is significant at 0.1 level, "is significant at 0.05 level, "is significant at 0.01 level (the same below).

Inverse causality problem test

U] (] ®)
divi-ratiot+1 divi-ratiot+1 dpayert+1
-0.010"* -0.010"* —0.076"*
(~24.85) (-24.64) (~29.65)
—0.087** —0.089"* —-0.084*
(~11.08) (~11.30) (-190)
0018 0017 0181
(21.65) (20.43) (22.30)
0318 0346 3915
7.78) 8.44) (14.37)
0,020 0023 0354
(8.50) .88 (10.41)
~0.060"* —0577
(~4.96) (-8.19)
~0075
(-762)
~0.021 -0019 ~0831™
(-0.58) (-059) (-432)
Yes Yes Yes
Yes Yes Yes
30,629 30,629 30,409

@
dpayert+1

~0075""
(-2031)
—0.099"
(-2.24)
0.126
(21.50)
4075
(14.93)
0370
(10.89)

-0.353
(-6.19)
~0815™"
(~4.24)

Yes
Yes

30,409

Substitution key variable method

©)

divi-ratio

~0012+
(-30.59)
—0.098"*
(~13.49)
0018
(@3:21)
0344
®97)
0.022"*
8.98)
-0,070"
(-6.32)
—0.077*
(-857)
0.081*
(237

Yes
Yes

34,459

©)

divi-ratio2

~0002+*
(-6.59)
-0.052"**
(-786)
0.008"*
(11.16)
1.072°
(28.00)
0,073
(14.79)
~0223
(-21.96)
~0063"
(-7.70)
-0319™
(~10.08)

Yes
Yes

34,459





OPS/images/fpubh-09-751536/crossmark.jpg
©

2

i

|





OPS/images/fpubh-10-860381/math_2.gif
Risk score of DFS = 0.411228099154717 x CCND1
+ 0.547206032433896 x EDAR
+ 0.302185127495718 x FUT1
— 0.583673054198275 x PPAT
Risk score of OS = —0.0985300797882395 x CCNBI
— 0.0566241392969015 x CDC6
+ 0.111288163590287 x FUT1
— 0.144434028275748 x GPDIL
— 0.21174022083491 x MAD2LI
— 0.231299794085908 x MMP1
+ 0.129051446614179 x SPP1
L 0.140224178453846 « TKT





OPS/images/fpubh-10-902648/fpubh-10-902648-t002.jpg
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d_payer d_payer d_payer divi-ratio divi-ratio divi-ratio
Age -0.092" ~0.091™ —0.093" 0011 -0.011™ -0.012
(~36.05) (-35.61) (-36.22) (-30.34) (-30.13) (~30.54)
Growth —0.113* ~0.131™ —0.118™ —0.007"* ~0.099" ~0.098™
(-251) (-2.92) (-262) (~13.34) (~13.62) (~13.49)
Profit 0204 0.197"* 0.200" 0019" 0018 0018
(29.63) (28.84) (29.07) (24.45) (23.08) (23821)
ROE 4487 4721 4577 0324 0355 0.344
(14.69) (15.49) (15.01) 8.49) ©.25) ®.97)
State 0396 0.416" 0.399" 0021 0023 0.022"
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(~1051) (-10.85) (-5.84) (-632)
Credit -0.353 -0.385" —0.074" —0.077"
(-6.24) (-6.79) (-822) (-857)
_cons -0.835™ —0.817" 0843 0.081* 0082 0081
(~4.25) (~4.16) (-4.30) (2.37) (2.39) (2.37)
ind Yes Yes Yes Yes Yes Yes
w Yes Yes Yes Yes Yes Yes
N 34,237 34,237 34,237 34,459 34,459 34,459

‘is significant at 0.1 level, "is significant at 0.05 level, "is significant at 0.01 level (the same below).
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VarName

dpayer
divi-ratio
divi-ratio2
Age
Growth
Profit
ROE
State
Top5
Credit

Obs

34,237
35,005
34,459
34,459
35,006
35,005
35,006
35,006
35,006
35,006

Mean

0.711
0.275
0.116
10.367
0.162
3.999
0.077
0.397
0.243
0.263

sD

0.453
1.033
0.367
7.058
0.338
6.322
0.128
0.489
0.235
0.282

Min

0.000
—64.428
0.000
1.000
-0.591
—26.552
-0.573
0.000
0.000
—0.479

Median

1.000
0.204
0.014
9.000
0.108
3.920
0.079
0.000
0.209
0.209

Max

1.000
107.407
2.623
27.000
1.844
21.181
0.419
1.000
0.943
1.461
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Country

USA
India
Brazil
Russia
UK

Cases

28,765,423
11,005,850
10,168,174
4,164,726
4,115,509

Deaths

511,133
156,418
246,560
83,293

120,580

Recovered

18,973,190
10,699,410
9,095,483
3,713,445
2,494,218

Fatality (%)

18
14
2.4
20
2.96
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Name

Year
Confirmed
Deaths
Fatality %
Countries

covID-19

2019
110,927,514
2,454,587
2.21
220

MERS

2012
2,494
858
34.1
27

SARS

2003
8,006
774
96
26
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Date Confirmed  Deaths  Weekly confirmed ~ Weekly deaths

30-01-20 1 o 1 0
31-01-20 0 [ 1 0
01-02-20 0 ) | 0
02-02-20 1 [ 2 0
14-08-20 64,553 1,007 434,116 6,455
15-08-20 65,002 996 437,581 6,518

16-08-20 63,490 944 436,672 6,601
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Reference

Nuraini et al. (64)

Nuraini et al. (64)

Srikiin et al. (32)

Nuraini et al. (64)

Srikiin et al. (32)

Year

2021

2021

2021

2021

2021

Research challenge

Stratifying dengue incidences based
on age, gender and occupation

Different Regions

Stratifying dengue incidences based
on age, gender and occupation
Climatic Factors

Dataset

Discussion

Classifying the population based on different vulnerable groups
can help understand which crowd has been affected the most and
make future predictions accordingly

Giimatic and non-climatic factors vary in different regions. Hence,
itis important to understand the geographic and weather patterns
to predict dengue accurately for a particular region.

Non atmospheric data can help understand the factors
contributing to dengue and help prevent dengue at an early stage.
Rise in dengue incidences became correlated to the temperature
‘and rainfall which would help make dengue outbreak predictions.
based on weather forecast.

Available datasets of dengue incidence were mostly yearly or
monthly, hence weekly data could help make accurate
predictions. And also the dengue incidences dataset were not
accurate and had some missing data regarding patients.
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References

Leandro et al. (15)

Joseph etal. (27)

Danel et al. (39)

Sourabh et al. (38)

Olacimeji et al. (34)

Micanaldo et al. (45)

Sandali et al. (57)

van et al. (41)

Mohd et al. (58)

Sabrina et al. (26)

Teerawad et al. (32)

Gayan et al. (54)

Felestin et al. (55)

Rachel et al. (33)

Wuetal. (53)

Year

2021

2021

2019

2020

2021

2021

2021

2020

2019

2021

2021

2018

2021

2021

2021

Region

Brazil

Philppines

Mexico

India

Brazil

Philipines

India

Indonesia

Malaysia

Bangladesh

Thailand

Sri Lanka

Malaysia

Brazil

China

Techniques

Feature Engineering: ARMAX model

Feature Engineering: Pearsons Coefficient
Predictive Model: Linear Regression, Exponential
Regression

Feature Engineering: Multivariate Analysis
Predictive Model: Multivariable Logistic Regression
Model-MLRM

Feature Engineering: AutoCorrelation Coefficient, Partial
Corretation Coefficient and Cross-correlation coefficient
Predictive Model: Poisson Distribution Regression Model
and Zero Inflated Poisson Regression Model-ZIP
Feature Engineering: Statistical Analysis

Predictive Model: LSTM, RNN

Feature Engineering: Cross-correlation Analysis, Variable
selection using Random Forest algorithm

Predictive Model: Model-based recursive partitioning
Feature Engineering: Data Imputation and Nomalization,
filing missing values with mean

Predictive Model: Artficial Neural Network

Feature Engineering: Cross-correlation, Augmented
Dickey Fuller Test

Predictive Model: Support Vector Regression

Feature Engineering: Average Nearest Neighbor (ANN)
Predictive Modeling: Spatial Clustering

Feature Engineering: Statistical Analysis

Predictive Model: Generalized Additive Model,
Generalized Linear Model

Feature Engineering: Spearman'’s Rank Correlation Test
Predictive Model: Poisson Regression Model and ARIMA
model

Feature Engineering: Pearson Correlation Coefficient,
AutoCorrelation Coefficient, Partial Correlation Coefficient

Preditive Model: Time Series Regression Model
Feature Engineering: Pearson Corelation Coefficient
Precitive Model: Bayes network (BN) models, support
vector machine (SVM), RBF tree, decision table and
Naive Bayes

Feature Engineering: Pearson Correlation Test
Precictive Model: Spatiotemporal Bayesian Hierarchical
Model, Distributed Lag Non-Liner Model

Feature Engineering: Spearman’s Correlation Coefficient
Prediotive Model: Ecological Niche Models(ENM)

Contributions

ARMAX modiel best fits the data used in this study and
produced the dengue incidence count with good
precision for future.

Regression modeling estimated the annual dengue force
of infection across urban centers from the age of those
with infections and the transmission intensity showed
significant spatiotemporal variation.

The connection between dengue and explanatory
factors was evaluated via MLRM. A high spatial
resolution map was created to highlight the most likely
patterns of dengue risk.

Based on the numerous explanatory factors, the ZIP
Model was used to predict the severity of dengue fever
in Kolkata.

This study used RNN to forecast dengue count and it
also uses clustering before modeling which aggregates
dengue count with similar temporal patterns.

MOB recursive partitioning displayed high correlation
between dengue transmission and climatic factors and
gave acourate predictions.

Anew ANN based multimodal outbreak preciction
algorithm is used to predict dengue with the accuracy of
86 percent.

SVR with a linear kernel was applied to climate and
dengue incidence data for predicting dengue count and
this study also provides a comparative analysis of linear
and radial kernel.

The hotspot locations were detected using ANN and
Kernel density estimation. Based on past data, this study
found that it is feasible to estimate dengue risk.

The GLM and GAM models were used to show the link
between dengue and environmental variables.

Spatial and Temporal modeling of dengue fever
transmission was presented and Poisson regression
model was used for prediction of dengue based on
various climatic factors

The suggested weather-based forecasting algorithm
provides high-precision warnings of oncoming dengue
outbreaks and epidemics up to one month ahead of
time.

The TempeRain factor (TRF), a novel risk factor, was
discovered and employed as an input parameter for a
dengue epidemic prediction model. The Bayes network
produced reliable findings.

Space-varying, non-linear, and defayed connections.
between hydrometeorological parameters and dengue
incidence are described using coupled spatiotemporal
Bayesian hierarchical models with distributed lag
non-linear models.

ENMs determined the non-random association between
dengue count and meteorological factors. Maxnet model
was used to predict dengue incidence.
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Kumar Shashvat et al. (51)
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PiGuo et al. (52)

Wei Wu et al. (53)

Sabrina Islaml et al. (28)

Teorawad Srikin et al. (32)
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Region

Brazil

Phiippines

Mexico

China

China

India

India

China

China

Bangladesh

Thailand

Sri Lanka

Malaysia

Period

2007-16

2014-18

2010-14

2006-15

2008-18

2014-17

2005-16

2011-14

2003-14

2002-13

2015-19

2005-17

2010-13

Explanatory variables/data source

Dengue Data: State Department of Health of the State of Rio de Janeiro
Temperature: Moderate Resolution Imaging Spectroradiometer

Rainfall : Tropical Rainfall Measuring Mission

Age and Gender of patient: Phiippine Epidemiological Bureau (Department of
Health)

Dengue Incidence Count/Ministry of Health of the State Government of San Luis
Potosi

Environmental (Temperature, Rainfall, Relative Humidity and Elevation above sea
level): INEGI (National Institute of Statistics and Geography - Mexico)

Proximity (Distance to water bodies, vegetation and roads): UGSG

Social (Population, Piped Water Index, Drainage Index, Human Development
Index): INEGI

Daily number of dengue cases: China Centre for Disease Control and Prevention
Temperature, Relative Humidity and Rainfall: National Meteorological Information
Center

Dengue Case Count: Chinese National Notifiable Infectious Disease Reporting
Information System

Temperature and Precipitation: China Meteorological Data Service Center
Dengue Cases: Integrated Disease Surveilance Programme, Government of
India.

Rainfall and Relative Humidity: Indiastat.com

Records of dengue cases/Directorate of Health Services, Government of West
Bengal

Temperature, Relative Humidity and Rainfall: IMD

Dengue case count: China National Notifiable Disease Surveillance System
Temperature, Relative Humidity and Rainfall: China Meteorological Data Sharing
Senice System

Dengue Cases: National Notifiable Infectious Disease Reporting Information
System (NIDRIS)

Temperature, Relative Humidity and Rainfall: WorldClim

Population Density, Road Density, Land use and cover: RESDC / GeoSOS

Dengue Case Data: Directorate General of Health and Services
Temperature, Relative Humidity and Rainfall: Bangladesh Meteorological
Department

Dengue Fever Cases: Bureau of Epidemiology, Ministry of Public Health
Temperature, Rainfall, Air Pressure and relative humidity: Meteorological
Department of Southern Thailand

Dengue Incidence Data: Regional Epidemiology Unit

Temperature, Refative Humidity and Rainfall: Department of Meteorology,
Colombo

Dengue Fever Confirmed Cases: Ministry of Health Malaysia (MOH) portal
Temperature, Rainfall and Relative Humidity: Malaysian Metecrological
Department
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Gene

CCNB1
CCND1
CDC6
CDH3
CXcLt
CxcL11
CXCL3,
FUT1
GPD1L
MAD2L1
MMP1
MYC
NME1
PGM1
PPAT
PPIL1
PTTG1
RIPK2
RRM2
SPP1
TKT

HR

2639522
0.635604
1.75829
1.924981
1.743645
1.937543
1.765604
0.583245
1.832985
1.977956
2.080513
1.670215
2070147
2.00308
2.180598
1.822861
1.746729
2426172
1.896863
0.519043
1.957591

P-value

0.000693
0.005232
0.002691
0.008129
0.005178
0.001367
0.00236
0.007906
0.004354
0.000292
0.000426
0.009585
0.001144
0.001948
0.001574
0.001349
0.003743
0.000253
0.001508
0.000739
0.000346
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Characteristics

AGE, Median (Q1,03)
Gender, n (%)

Female

Male

ANNARBOR .Stage, n (%)
NA

TCGA (N = 566)

7 (67, 75)

264 (47%)
302 (63%)

12 (2%)
101 (18%)
207 (37%)
165 (29%)
81 (14%)

GSE39582 (N = 573)

68 (59, 76)

256 (45%)
317 (65%)

4(1%)
37 (6%)
265 (46%)
208 (36%)
59 (10%)
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Gene

CCND1
CxcLt
CXCL10
CXCL3
EDAR
FUT1
INHBA
MMP1
mYc
PPAT

HR

0.238875
2.968093
3.176181
2.866345
0.190756
0.358673
0.31451
4.725989
2.978401
2.960687

P-value

0.000367
0.007837
0.002312
0.006621
3.90E-05
0.008883
0.001944
0.000239
0.00377
0.006917
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References Accuracy  Models

CNN 9743 Other model test result
HCNN-KNN 99.98 The proposed hybrid model result
ResNet 9825 Other model test result
GooglLeNet Inception 55.69 Other model test result

SVM 9.1 1)

FNN-TLBO 89.00 (©1)

Multiayer Perceptron 90.00 (654)

Bold value is the maximum accuracy compared to the others results.
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Alltest Data Test data (130
dental images)

Based on Malay
Different Races (71 Images)

Indian
(16 Images)

Chinese
(43 Images)

22.93

2523

20.61

21.37

CNN

K=199.48

K=27461
K=37022
K=1100

276.06
=37323
K=19375

K=275.00
K=368.75
K=197.67

272.09
=369.76

Bold value is the maximum accuracy compared to the others results.

HCNN-KNN
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Accuracy on different Cross-Validation (valid-Train)

Dataset Type Methods Train/Valid 20-80 30-70 50-50
Dataset on CNN Train 98.84 98.16 97.20
Year
Valid 97.43 94.08 85.58
HCNN-KNN Train 100.00 100.00 100
Valid 99.98 99.97 99.95
Resnet (Deep mode) Train 99.04 98.83 98.80
Valid 9825 95.75 86.03
Dataset on CNN Train 9858 98.50 96.75
+ 6 month
Valid 98.44 94.72 86.66
HONN-KNN Train 100.00 100.00 100
Valid 99.96 90.78 99.78
Resnet (Deep model) Train 98.66 98.53 98.42
Valid 98.69 95.47 87.43
Dataset on CNN Train 98.75 98.48 97.77
#+ 3 month
Valid 98.13 96.25 84.61
HCNN-KNN Train 100.00 100.00 100.00
Valid 99.87 99.82 99.68
Resnet (Deep model) TrainValid 98.69 98.44 98.7496.42 98.70 86.23
Dataset on CNN Train 96.99 97.12 94.46
+1month
Valid 96.62 92.40 80.32
HONN-KNN Train 100.00 100.00 100.00
Valid 98.78 98.52 98.29
Resnet (Deep model) Train 9725 9724 97.15
Valid 95.63 93.16 9027

Bold value is the maximum accuracy compared to the others results.
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I

RN

Dataset on Year

99.98
59.26
43.89

Accuracy %

Dataset on + 6 month Dataset on + 3 month

99.96 90.87
5561 52,64
41.64 38.02

Dataset on £ 1 month

98.78
51.20
33.77
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Dataset

Original

Augmented

Train/Valid

Train Accuracy
Valid Accuracy
Train Accuracy
Valid Acouracy

Dataset on Year

100
99.93
100
99.98

Accuracy %

Dataset on 6 month Dataset on % 3 month
100 100
99.84 99.74
100 100
99.96 99.87

Dataset on % 1 month

100
98.15
100
98.78
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Dataset

Original

Augmented-
pre-processed

Train/Valid

Train Acouracy
Valid Accuracy
Train Acouracy

Valid Accuracy

Dataset on year

77.856
58.91
98.84

97.43

Dataset on + 6 month

76.24
43.72
98.58

98.44

Accuracy %

Dataset on 3 month

72.41
38.75
98.76

98.13

Dataset on + 1 month

70.26
23.29
96.99

95.62
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Layert
Layer2
Layerd
Layerd
Layer5

Type

Convolution
Maxpooling
Convolution
Maxpooling
Fully Connected

Filter size

5x5
2x2
5x5
2x2

Stride

2x2
2x2
2x2
2x2

# Filters

16

32

*9 for Dataset on Year, 18 for a dataset on =+ 6-month, 36 for a dataset on £ 3 month and 108 for a dataset on + 1 month.

FC

Input

224x224x3
224x224x16
112x112x16
112x112x32
59x59x32
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Models Dataset Features Recognizer Accuracy

Model in Rajagede et al. (25) Ten Arabic letters. MFSC+defta CNN 80.75%
Model in Wazir and Chuah (24) Arabic Digit 0-9 MFCC LsT™M 69%
Proposed Model Arabic Digit 0-9 MFCC CONN +RelU 84%
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Digit  Correct recognition
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Accuracy % (24)
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12
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13
14
16

Wrong recognition

BoN®®~NO NN

Accuracy of MFCC

75%
65%
65%
75%
65%
60%
70%
65%
70%
80%
69%

Correct recognition (CNN and ReLU)

18
16
16
18
16
15
17
16
17
19
Accuracy % after CNN & RelLU

Accuracy After CNN and ReLU

90%
80%
80%
90%
80%
75%
85%
80%
85%
95%
84%
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20%
32%
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23%
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Can't keep up with the development of society
Old people are the burden of society

Old people are the burden of the family

The society is increasingly concerned about the importance of the elderly
Older people like to chat with others

Older people like to make friends.

Old people often feel lonely

Yes

65.3%
52.6%
48.9%
82.1%
70.9%
63.7%
24.9%

city
Unclear

13.3%
16.4%
16.1%
12.3%
10.3%
12.8%
11.4%

No

21.4%
31.1%
38.0%
5.6%

18.8%
23.5%
83.7%

Yes

71.8%
61.2%
67.3%
86.2%
76.2%
59.1%
37.6%

Rural

Unclear

14.3%
19.8%
15.6%
10.5%
9.1%
156.3%
16.1%

13.9%
19.0%
17.1%
3.3%

14.7%
25.6%
46.3%
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Performance metrics

MAE

MSE
RMSE
R-Squared
RAE
RRSE

Prediction without feature selection and with hyperparameter tuning

Random forest regression

0.021551531
0.001430678
0.037822976
0977102535
0.113551075
0.151319084

XGBOOST

0.020971233
0.001684012
0.041036714
0.973046128
0.110493591
0.164176344

Gradient boosting

0.021192539
0.001578488
0.039730185
0974735124
0.111659615
0.158049287

KNN

0.008626385
0.000225718
0.015023919
0996387212
0.045450843
0.060106472

SVR

0.064263084
0.005462202
0.073906711
0.912573368
0.338590443
0.295679949





OPS/images/fpubh-09-729795/fpubh-09-729795-t006.jpg
Performance metrics

MAE

MSE
RMSE
R-Squared
RAE
RRSE

Random forest regression

0.020152332
0.001476030
0.038419141
0.976375028
0.106178955
0.153704171

Prediction with feature selection and with hyperparameter tuning

XGBOOST

0.019385962
0.001715576
0.041419510
0.972540924
0.102141089
0.165707803

Gradient boosting

0.021180387
0.001683149
0.041026197
0.973059942
0.111595587
0.164134267

KNN

0.019439098
0.001706222
0.04130844
0.97269064
0.102421055
0.165255439

SVR

0.076691979
0.007260637
0.085208784
0.883789669
0.404076017
0.340896364





OPS/images/fpubh-09-729795/fpubh-09-729795-t007.jpg
ML algorithms

Random Forest
Regression
KNeighbors
Regressor
Support Vector
Regression
XGBOOST
Gradient Boosting
Regression

Running time
including
hyperparameter
tuning with all
features (in
seconds)

492.46183967590330

0.2534364700317383

0.8226490020751953

165.45190143585205
120.36712908744812

Running time
including
hyperparameter
tuning with
selected feature
(in seconds)

383.7128930091858

0.131617689132690

0.512803316116333

146.1453814506530
93.36355471611023
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Features

Feature: 0
Feature:
Feature:
Feature:
Feature:

1
02
: 3

4
Feature: 5
Feature: 6
Feature: 7
Feature: 8
Feature: 9
Feature: 10
Feature: 11
Feature: 12
Feature: 13
Feature: 14
Feature: 15

Feature

importance

Total_cases
New_cases

Total_deaths
New_deaths
Total_cases_per_milion
New_cases_per_milion
Total_deaths_per_milion
New_deaths_per_milion
New_tests

Total_tests
Total_tests_per_thousand
New_tests_per_thousand
Positive_rate
Tests_per_case
Stringency_index
Population_density

Random
forest
regression
feature

0.10044
0.02539
0.08816
0.01286
0.10196
0.01562
0.00868
0.00709
0.00253
0.04384
0.06210
0.01958
0.00394
0.00307
0.01744
0.00000

XGBOOST
feature
importance

0.92185
0.00086
0.00011
0.00209
0.00013
0.00023
0.00011
0.00021
0.04245
0.00012
0.00000
0.00000
0.00030
0.00019
0.00020
0.00000

Gradient
boosting
feature

importance

0.03024
0.00058
0.10000
0.00000
0.07758
0.00176
0.11893
0.00003
0.00006
0.08950
0.05340
0.00022
0.00090
0.00376
0.05846
0.00000
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Performance metrics

MAE

MSE
RMSE
R-Squared
RAE
RRSE

Prediction without feature selection and without hyperparameter tuning

Random forest regression

0.0230122
0.0016347
0.0404316
0.9792338
0.1206129
0.1700794

XGBOOST

0.0189412
0.0016482
0.0405992
09790759
0.3754830
0.1605438

Gradient boosting

0.02226608
0.00135535
0.03681510
0.97830657
0.11731593
0.14728681

KNN

0.0228918
0.0018072
0.0425122
0.9710729
0.1306129
0.1700794

SVR

0.0712651
0.0064267
0.0801667
0.8971356
0.4754830
0.3207246
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Performance metrics

MAE

MSE
RMSE
R-Squared
RAE
RRSE

Random forest regression

002168571
0.00139726
0.03738006
0.97415592
0.11583870
0.15999851

XGBOOST

0.0183910
0.0016258
0.0403218
0.9796126
0.0968989
0.1613162

Gradient boosting

00225887
0.0016001
0.0401140
0.9798852
0.1301729
0.1728719

Prediction with feature selection and without hyperparameter tuning

KNN

0.024706
0.001867
0.043210
0970115
0.120172
0.162871

SVR

0.0002574
0.0090748
0.0052621
0.8547498
0.3755501
0.1728719
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ML algorithms Hyper parameter values

Random Forest Regression {*n_estimators": 800, “min_samples_split": 2, “min_samples_leaf": 1, “max_features”: “auto,” *“max_depth’: 100, *bootstrap”
True}

KNeighbors Regressor (n_neighbors = 3, weights = “distance’)

Support Vector Regression {*C": 15, “epsion’: 0.1, “gamma’: 16-07, *kemel": “linear’}

XGBOOST {*colsample_bytree": 0.7, “learning_rate”: 0.1, “max_depth’: 5, “min_child_weight": 3, “n_estimators”: 500, “objective’:

“regisquarederror,” “subsample” 0.5}
Gradient Boosting Regression {'learning_rate": 0.02, “max_depth’: 10, *n_estimators”: 1,500, “subsample’: 0.5}
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70-74
75-79
=80
Race
White
Black
Other
Sex
Male
Female
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Histologic type
Chondrogenic sarcoma
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Chordal sarcoma
Primary site
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Distant
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Total Training set Validation set P
N =1,641 N=1,156 N=485
Age 0.054
60-64 416 (25.4%) 276 (23.9%) 140 (28.9%)
65-69 376 (22.9%) 285 (24.7%) 91 (18.8%)
70-74 338 (20.6%) 233 (20.2%) 105 (21.6%)
75-79 223 (18.6%) 155 (18.4%) 68 (14.0%)
280 288 (17.6%) 207 (17.9%) 81(16.7%)
Race 0.141
White 1,424 (86.8%) 1,015 (87.8%) 409 (84.3%)
Black 94 (5.73%) 63 (5.45%) 31 (6.39%)
Other 123 (7.50%) 78 (6.75%) 45 (0.28%)
Sex 0716
Male 887 (54.1%) 621 (53.7%) 266 (54.8%)
Female 754 (45.9%) 535 (46.3%) 219 (45.2%)
Year of diagnosis 0710
2004-2010 613 (37.4%) 428 (37.0%) 185 (38.1%)
20102018 1,028 (62.6%) 728 (63.0%) 300 (61.9%)
Histologic type 0258
Chondrogenic sarcoma 958 (68.4%) 687 (59.4%) 271 (55.9%)
Osteogenic sarcoma 328 (20.0%) 231 (20.0%) 97 (20.0%)
Chordal sarcoma 355 (21.6%) 238 (20.6%) 117 (24.1%)
Grade 0278
1 229 (14.0%) 153 (18.2%) 76 (15.7%)
1 404 (24.6%) 295 (25.5%) 109 (22.5%)
] 245 (14.9%) 181 (15.7%) 64 (13.2%)
Y 259 (15.8%) 182 (16.7%) 77 (15.9%)
Unknown 504 (30.7%) 345 (29.8%) 159 (32.8%)
Stage 0.174
Localized 713 (43.4%) 503 (43.5%) 210 (43.3%)
Regional 696 (42.4%) 501 (43.3%) 195 (40.2%)
Distant 232 (14.1%) 152 (18.1%) 80 (16.5%)
Primary site 0.123
Limb 623 (38.0%) 444 (38.4%) 179 (36.9%)
Cranial 231 (14.1%) 161 (13.9%) 70 (14.4%)
Spine 134 (8.17%) 103 (8.91%) 31 (6.39%)
Thoracic 246 (15.0%) 179 (15.5%) 67 (13.8%)
Pelvic 407 (24.8%) 269 (23.3%) 138 (28.5%)
T 0.141
T 940 (57.3%) 680 (58.8%) 260 (53.6%)
T2 652 (39.7%) 446 (38.6%) 206 (42.5%)
3 38 (2.32%) 24 (2.08%) 14 (2.89%)
T4 11(0.67%) 6(0.52%) 5(1.03%)
N 1.000
NO 1,605 (97.8%) 1,131 (97.8%) 474 (97.7%)
N1 36 (2.19%) 25 (2.16%) 1 2:27%)
M 0899
Mo 1,486 (90.6%) 1,048 (90.7%) 438 (20.3%)
Mi 155 (9.45%) 108 (9.34%) 47 9.69%)
Tumor size(median IQR)) 70.0 [44.0, 112.0) 700 [43.0, 112.0) 71.0[45.0, 111.0 03598
Chemotherapy 0975
No/Unknown 1,395 (85.0%) 982 (84.9%) 413 (85.2%)
Yes 246 (15.0%) 174 (15.1%) 72 (14.8%)
Radiation 0986
No/Unknown 1,227 (74.8%) 865 (74.8%) 362 (74.6%)
Yes 414 (25.2%) 291 (25.2%) 123 (25.4%)
Surgery 0767
No 336 (20.5%) 236 (20.4%) 100 (20.6%)
Partial resection 458 (27.9%) 325 (28.1%) 133 (27.4%)
Radical resection 661 (40.3%) 470 (40.7%) 191 (39.4%)
Amputation 186 (11.3%) 125 (10.8%) 61(12.6%)
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The area under the ROC curve (AUC)
Standard error
95% Confidence interval

Z-statistic

Significance level P (Area:

The test set

0.802
0.049
0.707-0.898
6.197
5.77E-10

The validation set

0775
0.052
0.674-0.877
5.326
1.01E-07
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variable

(Intercept)
Gender (female)
Site.of.onset 2
Site.of onset 3
8MI

PLT

‘BASO#*

CREA

URIC

@

CHOL

*HDL-C'
Onset.age

Estimate

-3.483
1.601
1373
0.695

-0.106
0.005

—14.968

-0.041
0.004
0.366

-0.483
1.363
0.088

Std.error

2.386
0.450
0.506
1.239
0.071
0.003
10.708
0.014
0.003
0.234
0.236
0.719
0.019

z-value

-1.46
3.568
2718
0.561
—1.499
1.857
-1.398
—2.842
1717
1.662
—2.045
1.897
4.723

Degree of freedom

P-value

0.144
3.73E-04
0.007
0.575
0.134
0.083
0.162
0.004
0.086
0.118
0.041
0.058
2.33E-06

Site.of.onset 2, bulbar onset; site.of.onset 3, the onset site except for limb onset and bulbar onset; BM, body mass index; PLT, platelet count; BASO#, basophil count; CREA, creatinine;

TG, triglyceride; URIC, uric acid: CHOL, cholesterol; HDL_C, high-density lipoprotein cholesterol.
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Variable

Gender
Male

female

age

onset age
Hypertension
sBP

DBP

weight

height

BMI

Site of onset
limb onset
bulbar onset
other
Diagnostic level
probable
definite

PLT

NEUT#
LYMPH#
PLR

MONo#
EO#

BASO#

ALB

6L

UREA

CREA

URIC

TG

CHoL
HDL_C

oK

The retrospective cohort

PEF > 5.5 (n = 208)

173 (83.17%)
35(16.83%)
52.59 + 10.39
51.44 + 1038

131.18 % 16.88
88.31 + 13.24
60.00 (13.00)

1.63+0.075

22934298

179 (86.06%)
23 (11.06%)
6(2.88%)

102 (49.04%)
106 (50.96%)
177.50 (79.00)
3.39(1.51)
1.79(0.62)
101.26 (52.94)
0.41(0.16)
0.12(0.12)
0.08(0.02)
42.80 (4.30)
4.75(0.83)
5.00(1.50)
62.00 (16.50)
316.50 (84.00)
1.33(1.09)
464085
1.16 (0.42)
180.00 (217.00)

PEF <55 (n=111)

57 (51.35%)
54 (48.65%)
59.64 + 10.40
58.26 + 1091

13359 % 16.74
85.79+ 11.96
55.00 (12.00)
1.67 £ 0074

2216307

80 (72.73%)
27 (24.54%)
3(2.78%)

53 (47.75%)
58 (52.25%)
195.00 (78.00)
3.41(1.67)
1,62 (0.79)
114.52 (62.55)
038 (0.19)
0.12(0.12)
003 (0.02)
4170 (4.60)
4.87 0.71)
530 2.01)
58,00 (17.00)
295,00 (104.00)
1.18 0.71)
461£091
1.87 (0.46)
145.00 (127.00)

<0.001

<0.001
<0.001

0229

0.008
<0.001
<0.001

0.03

0.007

0.826

0.062
0.644
0.035
0.002
0.283
0.508
0.293
0.005
0.295
0.65
<0.001
0.003
0.007
0814
<0.001
0.002

PEF > 5.5 (1= 63)

43 (68.25%)
20 (31.75%)
53.37 £ 10.57
52.35 + 10,39

130.03 £ 21.43
85.30 + 13.04
60.92 + 8.97
1.62 +0.07
2321+270

49 (77.78%)
14 (22.22%)
o

46 (73.02%)
17 (26.98%)
167.00 (80.00)
321:+1.06
1.60 (0.79)
94.04 (61.65)
041012
0.14(0.16)
0.02 (0.01)
4180 (3.60)
472(0.77)
550 (2.30)
62.00 (17.00)
302,00 (100)
1.20(0.98)
434£073
1.19(0.31)
142.00 (157.0)

The prospective cohort

PEF <55 (n=34)

16 (47.06%)
18 (52.94%)
61.4 4 11.83
60.47 % 11.90

120.18 + 17.80
84.65 % 13.25
52.88 +7.35
168 +0.08
21.28 £2.96

26 (76.47%)
8(23.53%)
[

24 (70.59%)
10 (29.41%)
188.50 (54.50)
3.44£1.03
139 (0.87)
128.60 (66.52)
0384014
0.14(0.15)
0.02 (0.01)
42.40 (6.15)
4.71(0.60)
5.60(2.18)
5250 (32.00)
266,50 (92.75)
1.08(0.48)
488+ 1.18
1.87 (0.60)
11150 (97.5)

0.041

0.001
0.001

0.843
0.655
<0.001
0.012
0.002

0.883

0.799

0.084
0.552
0.165
0.027
0.632
0.797
0.720
0.731
0518
0.655
0.049
0.087
0.004
0.001
<0.001
0.074

SBR, systolic blood pressure; DBR diastolic blood pressure; BMI, body mass index; PLT, piatelet count; NEUT4, neutrophil count; LYMPH, lymphocyte count; PLR, the ratio of PLT to
LYMPH#; MONO#, monocyte count; BASOH, basophil count; ALB, albumin; GLU, glucose; UREA, urea; CREA, creatinine; URIC, uric acid; TG, triglyceride; GHOL, cholesterol; HDL C,
high-density lipoprotein cholesterol.
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S/No. Patients features Feature type

1 Patient number Numeric
2 Patient age Numeric
3 Patient gender Categorical
4 Patient weight Numeric
5 Patient disease Categorical
6 Patient calories Numeric
7 Patient protein Numeric
8 Patient fat Numeric
9 Patient sodium Numeric
10 Patient carbohydrate Numeric
1 Patient fiber Numeric
12 Patient cholesterol Numeric

13 Target class Categorical





OPS/images/fpubh-09-824898/fpubh-09-824898-g010.gif





OPS/images/fpubh-09-824898/fpubh-09-824898-g009.gif





OPS/images/fpubh-09-824898/fpubh-09-824898-g008.gif
€ Bell ONS 2021 - lasswise Count Pt (Actul)

w

Hlm_
N Y S






OPS/images/fpubh-09-824898/fpubh-09-824898-g007.gif
CIC Bell DNS 2021

Binary Class Count Plot (Actual)





OPS/images/fpubh-09-824898/fpubh-09-824898-g006.gif
N
J






OPS/images/fpubh-09-806723/fpubh-09-806723-t001.jpg
Ranking Countries/regions No. of publications Centrality Institutions No. of publications

1 USA 819 0.26 Northwestern Univ 161
2 China 603 008 Univ Tsukuba 133
3 Italy 444 0.15 Univ Maryland 81
4 Japan 221 008 Scuola Super Sant Anna 81
5 UK 208 0.15 Univ Auckland 80
6 South Korea 187 0.03 Chang Gung Univ 80
7 Germany 181 0.7 Natl Univ Singapore 79
8 Canada 180 0.15 mT 76
9 Switzerland 177 0.07 Columbia Univ 75
10 Spain 159 04 Univ Twente 61
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Ranking Funding No. of publications Percentage

1 National Natural Science Foundation of China NSFC 337 10.541
2 United States Department of Health Human Services 247 7726
3 National Institutes of Health NIH USA 240 7.507
4 National Science Foundation NSF 162 5.067
5 NIH Eunice Kennedy Shriver National Institute of Child Health Human Development NICHD 17 3.66

6 European Union EU 111 3472
7 Ministry of Education Culture Sports Science and Technology Japan MEXT 95 2972
8 Japan Society for the Promotion of Science 86 269

9 Grants in AID for Scientific Research Kakenhi 72 2252
10 NIH National Institute of Neurological Disorders Stroke NINDS 68 2127
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Ranking Keywords Frequency Centrality Ranking Keywords Frequency Centrality

1 Rehabilitation 1,276 0.14 11 Gait 309 0.09
2 Stroke 940 0.13 12 System 289 0.06
3 Design 471 041 13 Am 274 0.06
4 Recovery 469 0.12 14 Upper limb 256 o011
5 Exoskeleton 434 0.11 15 Movement 238 0.15
6 Robot 418 0.15 16 Spinal cord injury 217 0.08
7 Therapy 373 0.1 17 Performance 198 0.15
8 Walking 345 0.15 18 Reliabilty 189 0.08
9 Rehabilitation robotics 326 0.11 19 Impairment 167 0.09
10 Robotics 316 0.06 20 Upper extremity 163 0.05
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Ranking

Title

Stroke Care 2 stroke rehabilitation (20)

Robot-assisted therapy for long-term
upper-imb impaiment after stroke (21)
Soft robotic glove for combined assistance
and at-home rehabilitation (22)

The ReWalk powered exoskeleton to
restore ambulatory function to individuals
with thoracic-level motor-complete spinal
cord injury (23)

Getting neurorehabiltation right: what can
be leaned from animal models? (24)
Tactie-direction-sensitive and stretchable
electronic skins based on
human-skin-inspired interlocked
microstructures (25)

An EMG-based control for an upper-limb
power-assist exoskeleton robot (26)
Three-dimensional, task-specific robot
therapy of the arm after stroke: a
multicentre, paraliel-group randomized trial
@7

Design and control of a bio-inspired soft
wearable robotic device for ankle-foot
rehabilitation (28)

Current hand exoskeleton technologies for
rehabiltation and assistive engineering (29)

Publication year

2011
2010

2014

2012

2012

2014

2012

2014

2014

2012

Total cites

952
704

485

346

281

279

249

237

213

212

Journals

Lancet
NEJM

Robot Auton Syst

Am J Phys Med Rehab

Neurorehab Neural RE

ACS Nano

IEEE T Syst Man Cy B

Lancet Neurol

Bioinspir Biomim

Int J Precis Eng Man

IF (2020)

79.320
91.240

3.123

2152

3914

16.884

13.450

44.182

2952

2104

JCR (2020)

at
Qt

Qt

Qt

at

Qt

Qt

Q2
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Ranking Journals IF (2020) JCR (2020) No. of publications Total cites Average total cites

1 J Neuroeng Rehabil 4.262 Qat 211 1,174 556
2 IEEE T Neur Sys Reh 3.800 Qt 167 821 492
3 IEEE Robot Autom Let 3.743 Q2 69 110 159
4 Sensors 3574 Qat 66 65 098
5 |EEE Access 3.745 Q2 64 36 0.56
6 IEEE-ASME T Mech 5673 Qt 59 488 827
7 Neurorehabilitation 2.184 @ 55 200 3.64
8 Neurorehab Neural RE 3914 Qt 54 603 117
9 Front Neurorobotics 2.650 @2 51 72 1.41
10 Arch Phys Med Rehab 3.964 Qt 48 217 452
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Ranking Highly prolific authors Country No. of publications Highly cited authors Total cites Country

1 Riener, R Switzerland 48 Kwakkel, G 512 Netherlands
2 Agrawal, SK UsA 33 Hesse, S 438 Germany

3 Sankal, Y Japan 29 Mehrholz, J 426 Germany

4 Kadone, H Japan 23 Krebs, HI 393 UsA

5 Yamazaki, M Japan 23 Hogan, N 320 USA

6 Calabro, RS Ttaly 23 Riener, R 308 Switzerland
7 Naro, A Italy 21 Lo, AC 306 USA

8 Song A China 18 Lum, PS 302 USA

9 Hada, Y Japan 18 Veneman, JF 275 Spain

10 Micera, S Switzerland 17 Reinkensmeyer, DJ 268 USA
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Dataset

CICIDS 2017
CIC IDS 2018
CIC Bell DNS 2021

Number of trainable parameters

828,209
828,209
825,137

Model weights size (in megabytes)

3.265
3.265
3253
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Model

ImmuneNet
XGB

Random forest
Decision trees

Logistic regression

Accuracy

99.19
99.10
98.21
97.66
92.87

Precision

99.22
98.89
95.60
95.41

89.93

Recall

99.19
99.10
98.17
98.78
92.60

F1

99.20
98.99
96.86
97.06
91.24

ROC-AUC Score

99.199
99.01
96.25
96.30
90.10

Training Loss

0.0124
0.0235
0.0789
0.0808
0.3356

Validation Loss

00143
0.0228
0.0631
0.0748
0.3579

Testing Loss

0.00141
0.0226
0.0655
0.0752
0.3467
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Model Accuracy Precision Recall F1 ROC-AUC Score Training loss validation loss Testing loss

ImmuneNet 99.78 99.77 99.78 99.7 99.786 0.0036 0.0023 0.0025
XGB 99.00 99.03 99.00 99.01 98.98 0.0141 0.0366 0.0389
Random forest 98.81 98.82 98.81 98.81 98.31 0.0989 0.0782 0.0801
Decision trees 98.69 .M 98.79 96.03 98.731 0.1054 0.1031 0.1053

Logistic regression 87.96 90.8 87.96 88.99 81.587 03520 0.2877 02798
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Model

ImmuneNet
XGB

Random forest
Decision trees

Logistic regression

Accuracy

99.63
99.09
98.81
98.54
92.96

Precision

99.64
99.03
98.82
93.41
90.8

Recall

99.63
99.07
98.81
96.79
90.96

F1

99.63
99.07
98.81
95.06
90.87

ROC-AUC Score

99.636
99.10
98.31
96.79

915

Training Loss

0.0077
0.0150
0.0388
0.1132
0.2341

Validation Loss

0.0104
0.0239
0.0272
0.0086
0.2560

Testing Loss

0.0091
0.0216
0274
0.0961
0.2663
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Alienation and school happiness

Alienation

School happiness

Difference in demographic data

The score of boys (4.52 points in average) is higher than that of girls (4.81 points).
The average score of Freshmen (3.98 points) is lower than the score of other grades (4.39 points).

The average score of non-only children (4.45 points) is higher than that of only children (4.26 points).

The average score of students Iiving in rural areas (4.38 points) is higher than other piaces (4.07 points in average).

The score of upper class students (average 5.82 points) is higher compared with that of lower class students (.13 points in
average).

The score of students living in urban areas (with the average of 5.74 points) is slightly higher in contrast to that in rural and urban
areas (5.25 points).
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Number of samples in the training set  Number of samples in the validation set  Number of samples in the test set Total

CIC IDS 2017 3,152,567 675,552 675,552 4,503,681
CIC IDS 2018 17,134,354 3,671,647 3,671,647 24,477,648
CIC Bell DNS 2021 32,662 6,996 6,997 46,645
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Hyperparameters

Input feature dimension

Batch size

Adam optimizer

Learning rate

Additional optimization strategies

# Epochs

#Units ininput FC layer
Input FC layer activation

# Units in hidden FC layer 1
FC layer 1 activation

# Units in hidden FC layer 2
FC layer 2 activation

# Units in output FC layer (vinary classification)

Output FC layer activation

CIC IDS 2017

£
64

B1=09,B, =099, e =17
1e-4

Cosine annealing learning rate
scheduling, early stopping

15

512

Mish

784

Mish

512

Mish

1

Sigmoid

Values as per dataset

CIC IDS 2018

38
64

B1=09,B, =099, e = fe7
1e-4

Gasine annealing learning rate
scheduling, early stopping

15

512

Mish

784

Mish

512

Mish

1

Sigmoid

CIC bell DNS 2021

32
64
B1=09,82=099,¢=1e7
304

Cosine annealing learning rate
scheduling, early stopping

15

512

Mish

784

Mish

512

Mish

1

Sigmoid
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CIC IDS 2017
CIC DS 2018
CIC Bell DNS 2021

Actual

Benign Malicious
2,278,097 557,646

18,484,708 2,748,285
400,000 13,011

Balanced
Benign Malicious
2,273,097 2,230,584
13,484,708 10,992,940
23,716 22,929

Actual Percentage

Benign Malicious
803 197
83.07 1693
96.84 316

Balanced Percentage

Benign Malicious
50.47 4953
55.09 4491
50.84 49.16
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U

Country

NL
PL
us
AU
FR

ASN

20,415.0
198,414.0
46,606.0
45,638.0
12,876.0

Entropy

3.1547
26250
3.0079
3.4058
22893

Name_Server
_Count

0.0
4.0
4.0
17.0
250

Domain_Age

1,735
5,117
510
307
603





OPS/images/fpubh-09-824898/fpubh-09-824898-t002.jpg
S.No

R

Feature name

active_mean
Protocol
subflow_fwd_pkts
flow_pkts_s
bwd_pkts_s
pki_size_avg

Correlation value

0.9086
0.7950
0.9992
02177
0.2349
09410

p-value

>0.05
<0.05
>0.05
<0.05
<0.05
>005





OPS/images/fpubh-09-824898/fpubh-09-824898-t001.jpg
Year
Provider

Size (GB)
Number of samples
Classes

KDD Cup 99

1999
University of California, Irvine

0.75
494,020

DoS, U2R, R2L, Probe +
sub-attacks

CIC IDS 2017

2017

Canadian Institute for
Cybersecurity, University of New
Brunswick

1.06
2,830,743

DDoS, DoS slowloris, BotNet,
Port Scan, SQL Injection + 7

CIC IDS 2018

2018

Canadian Institute for
Cybersecurity, University of New
Brunswick

5.81
16,232,943

DDoS, DoS slowloris, BotNet,
Port Scan, SQL Injection + 10

CIC Bell DNS 2021

2021
Canadian Institute for
Cybersecurity, University of New
Brunswick + Bel, Canada +
Gyber Threat Inteligence,
Canada

0287

413,011

Benign, Spam, Phishing,
Malware






OPS/images/fpubh-09-788376/math_7.gif
1+ ¥

@)





OPS/images/fpubh-09-788376/math_6.gif
Nz + o6l = o (}{nl)

()





OPS/images/fpubh-09-788376/math_5.gif
=m0 e = o (1)





OPS/images/fpubh-09-788376/math_4.gif
Random forestf;

2_J normalizeafi;
El

@





OPS/images/fpubh-09-788376/math_3.gif
(&)






OPS/images/fpubh-09-788376/math_20.gif
FPR (20)

“FPLIN





OPS/images/fpubh-09-788376/math_2.gif
featureimportancei, =

2.1
3 ki

[





OPS/images/fpubh-09-788376/math_19.gif
TPR

= 19
TP+ FN (19





OPS/images/fpubh-09-788376/math_9.gif
(9)





OPS/images/fpubh-09-788376/math_8.gif
(8)





OPS/images/fpubh-09-788376/math_15.gif
il = o (Y) (15)





OPS/images/fpubh-09-788376/math_14.gif
Hout (v, )+wyout (v,) 44w out(y, )+ by (14)





OPS/images/fpubh-09-788376/math_13.gif





OPS/images/fpubh-09-788376/math_12.gif
(12)





OPS/images/fpubh-09-788376/math_11.gif
A= (ZY)





OPS/images/fpubh-09-788376/math_10.gif
VA
wilT:
Y.
+ b
(10)





OPS/images/fpubh-09-788376/math_1.gif
nodei— Weight,C; — Wy, Gy — W, Gy (1)





OPS/images/fpubh-09-788376/math_18.gif
TP+ 1IN
AC= —— = (18)
Tp+ TN+ FP+FN





OPS/images/fpubh-09-788376/math_17.gif
aly = o (YS) 7)





OPS/images/fpubh-09-788376/math_16.gif
Wiy out (y1)+wiy out (y2)+..4+wisout(y5)+ by (16)





OPS/images/fpubh-09-813717/fpubh-09-813717-g004.gif
"' '
4

> Catconv7x7 4 Channeladd % Multiply






OPS/images/fpubh-09-813717/fpubh-09-813717-g003.gif





OPS/images/fpubh-09-813717/fpubh-09-813717-g002.gif





OPS/images/fpubh-09-813717/fpubh-09-813717-g001.gif
exptore e ptentil
exuse furher and clinical features of TD.





OPS/images/fpubh-09-813717/crossmark.jpg
©

2

i

|





OPS/images/fpubh-09-788074/math_5.gif
-
et

)





OPS/images/fpubh-09-788074/math_4.gif





OPS/images/fpubh-09-788074/math_3.gif
Entropy(D) = Y —pilog:(pi) 6
—





OPS/images/fpubh-09-788074/math_2.gif
s =sim |3 )|





OPS/images/fpubh-09-788074/math_1.gif
3 m
Gini(D) = 1— 2; P





OPS/images/fpubh-09-788074/fpubh-09-788074-t002.jpg
Algorithm

Random forest classifier
AdaBoost classifier
Decision tree classifier
K-nearest neighbor classifier

Predication accuracy

83.33
79.88
67.81
62.06

Precision

83.14
76.76
7051
72.91

Recall

84.90
86.36
62.50
39.77

Fi-measure

83.61
81.82
66.26
51.47

Predication time (S)

0.065862
0.056415
0.003247
0.084975

Training time (S)

0.383069
0.347593
0.091995
0.001555





OPS/images/fpubh-09-788074/fpubh-09-788074-t001.jpg
Feature name

News source
Num of Stopwords
Num of @

Num of numeric
values

Num of lowercase
characters

Text language
Character count
Average word length

Positive Sentiment
Score

Neutral Sentiment
Score

Person

FAC

GPE
Product
Work of Art
Language
Time
Money
Cardinal
Text Polarity

Data type

Non-Numeric
Numeric
Numeric
Numeric

Numeric

Numeric
Numeric

Numeric

Numeric

Numeric

Numeric
Numeric
Numeric
Numeric
Numeric
Numeric
Numeric
Numeric
Numeric

Numeric

Feature name

Num of?
Num of /
Num of #

Num of uppercase
characters

Num of all uppercase
characters

Word count
Sentence count

Average sentence
length

Negative Sentiment
Score

Compound
Sentiment Score

NORP
Organization
Location
Event

Law

Date
Percent
Quantity
Ordinal

Data type

Numeric
Numeric
Numeric
Numeric

Numeric

Numeric
Numeric
Numeric

Numeric

Numeric

Numeric
Numeric
Numeric
Numeric
Numeric
Numeric
Numeric
Numeric
Numeric





OPS/images/fpubh-09-788074/fpubh-09-788074-g006.gif





OPS/images/fpubh-09-788074/fpubh-09-788074-g005.gif





OPS/images/fpubh-09-788074/fpubh-09-788074-g004.gif





OPS/images/fpubh-09-788074/fpubh-09-788074-g003.gif





OPS/images/fpubh-09-788074/fpubh-09-788074-g002.gif





OPS/images/fpubh-09-788074/fpubh-09-788074-g001.gif
ELEX]
®OPy
% SociaL

Meoia

MACHINE

covio NEws

& x






OPS/images/fpubh-09-788074/crossmark.jpg
©

2

i

|





OPS/images/fpubh-09-788074/fpubh-09-788074-t003.jpg
Algorithm

Random forest classifier
AdaBoost classifier
Decision tree classifier

K-nearest neighbor classifier

Predication accuracy

88.50
82.75
7758
69.54

Precision

87.77
79.00
72.47
62.41

Recall

89.77

89.77

89.77
100

Fi-measure

88.76
84.04
80.20
76.85

Predication time (S)

0.004685
0.004750
0.002851
0.003293

Training time (S)

0.011387
0.053603
0.081209
0.008997





OPS/images/fpubh-09-798034/fpubh-09-798034-t011.jpg
Regression models

Random forest
Decision tree
Support vector
Multiple linear
ElasticNet
Polynomial

RMSE

13.07
13.38
82
15.95
15.31
2364

MAE

9.75
8.83
514
1.77
11.34
18.46

Time series forecasting

Holt's forecasting
AR

MA

ARIMA

SARIMA
Facebook prophet

RMSE

18.46
21.09
22.85
21.09
16.94
7.67

MAE

17.66
20.51
22.04
20.51
16.08
525

R?

-127
-16.88
-19.99
-16.88
-10.53

055





OPS/images/fpubh-09-798034/fpubh-09-798034-t010.jpg
Regression models RMSE MAE R2 Time series forecasting RMSE MAE R?

Random forest 5.93 39 —0.04 Holt's forecasting 19.99 18.07 -21.21
Decision tree 6.56 4.83 -0.27 AR 13.71 12.92 -9.44
Support vector 6.43 378 -0.23 MA 13.71 12.92 -9.44
Multiple linear 5.97 4.57 -0.06 ARIMA 13.71 12.92 —9.44
ElasticNet 598 4.61 -0.06 SARIMA 12.72 12 -8

Polynomial 16.47 13.11 -7.06 Facebook prophet 3.98 32 0.64





OPS/images/fpubh-09-798034/fpubh-09-798034-t009.jpg
Regression models

Random forest
Decision tree
Support vector
Multiple linear
ElasticNet
Polynomial

RMSE

9.35
15.44
11.46
na
108
18.14

MAE

7.31
10.16
711
8.96
8.47
13.12

0.06
-1.54
—-04
-0.33
—-0.24
-2.51

Time series forecasting

Holts forecasting
AR

MA

ARIMA

SARIMA
Facebook prophet

RMSE

6.09
442
657
4.49
322
714

MAE

58
3.32
4.75
3.91
295
4.89

R?

-7.79
-3.62
-9.24
-3.79
—-1.46
0.49





OPS/images/fpubh-09-813625/fpubh-09-813625-t001.jpg
Variable

Race (%)

Age [mean (SD)]
Times [mean (SD))
Sex (%)

Primary.Site (%)

Grade (%)

Laterality (%)

T (%)

M (%)

Surgery (%)

Radiation (%)

Chemotherapy (%)

Bone metastases (%)

Lung metastases (%)

level

Black
Other

White

NA

NA

Female

Male

Axis bone

Limb bone

Other

Moderately differentiated
Poorly differentiated
Undifferentiated; anaplastic
Unknown
Well-differentiated
Left

Not a paired site
Right

il

T

i)

™

Mo

Mi

No

Yes

No

Yes

No

Yes

No

Unknown

Yes

No

Unknown

Yes

Overall
(N =1,256)

168 (13.4)
228 (18.2)
860 (68.5)

33.31(24.31)

29.93 (22.69)
573 (45.6)
683 (54.4)
336 (26.8)
817 (65.0)

103 8.2)
4183
302 (24.0)
560 (44.6)
324 (25.8)
29(2.8)
537 (42.8)
173 (13.8)
546 (43.5)
426 (33.9)
569 (45.9)
423.3)
219(17.4)
976 (77.7)
280 (22.9)
254 (202)
1002 (79.8)
1103 (87.8)
153 (12.2)
274 (21.8)
982 (78.2)
1146 (91.2)
52(4.1)
58 (4.6)
988 (78.7)
48(3.8)
220(17.5)

SEER data
(Training group,
N=1,144)

168 (14.7)
116 (10.1)
860 (75.2)

33.47 (24.26)

29.91 (22.54)
521 (45.5)
623 (54.5)
309 (27.0)
738 (64.5)

97 85)
413.6)
279 (24.4)
511(44.7)
287 (25.1)
26(2.9)
494(43.2)
163 (14.2)
487 (42.6)
388 (33.9)
523 (45.7)
35.1)
198 (17.9)
892 (78.0)
252 (22.0)
230 (20.1)
914(79.9)
999 (87.9)
145 (12.7)
260 (22.7)
884(77.9)
1044 (91.3)
47(4.9)
53 (4.6)
901 (78.8)
44(38)
199 (17.4)

Multicenter data
(validation
group, N = 112)

0(0.0)
112 (100.0)
0(0.0)
31.62 (24.88)
30.10 (24.24)
52 (46.4)
60 (53.6)
27 (24.1)
79 (70.5)
6(54)
0(0.0)
23 (20.5)
49(43.8)
37 33.0)
3@7)
4338.4)
10(89)
59 (52.7)
38(33.9)
46 (41.1)
7(62)
21(18.8)
84 (75.0)
28(25.0)
24 (21.4)
88 (78.6)
104 (92.9)
8(7.1)
14 (12.5)
98 (87.5)
102 (91.1)
5(45)
5(45)
87 (77.7)
4(3.6)
21(188)

<0.001

0.443
0.933
0.936

0.349

0.124

0.08

0.294

0547

0.834

0.119

0.017

0.981

0.931





OPS/images/fpubh-09-798034/fpubh-09-798034-t008.jpg
Regression models

Random forest
Decision tree
Support vector
Multiple linear
ElasticNet
Polynomial

RMSE

14.4
25.99
20.59
14.93
14.78
18.51

MAE

9.44
18.11
13.28
11.09
10.99
1221

R2

0.25
—-1.43
-0.53

0.19

021
-0.23

Time series forecasting

Holts forecasting
AR

MA

ARIMA

SARIMA
Facebook prophet

RMSE

18.25
21.94
34.07
25.99
24.23
9.3

MAE

17.78
19.63
32.42
24.24
216
6.7

R?

-13
-2.32
-7.02
—3.67
-3.05

0.64





OPS/images/fpubh-09-813625/fpubh-09-813625-g003.gif





OPS/images/fpubh-09-798034/fpubh-09-798034-t007.jpg
Regression models

Random forest
Decision tree
Support vector
Multiple linear
ElasticNet
Polynomial

RMSE

2416
44,55
33.36
31.32
30.2
73.39

MAE

18.88
295
21.18
2407
22.94
50.83

R?

0.21
-1.68

-05
-0.32
-0.23
-6.27

Time series forecasting

Holt's forecasting
AR

MA

ARIMA

SARIMA
Facebook prophet

RMSE

19.99
11.95
15.36
11.72
12147
23.27

MAE

17.69
10.59
13.33
10.28
7.86

16.19

R?

-3.63
-0.66
-1.73
-0.59
-0.72
0.524





OPS/images/fpubh-09-813625/fpubh-09-813625-g002.gif





OPS/images/fpubh-09-798034/fpubh-09-798034-t006.jpg
Regression models

Random forest
Decision tree
Support vector
Multiple linear
ElasticNet
Polynomial

RMSE

13.56
14.89
17.59
15.23
16.17
29.54

MAE

9.72
10.61
1094
11.02
11.51
2057

012
-0.05
-0.46

-0.1
-0.24
-3.13

Time series forecasting

Holt's forecasting
AR

MA

ARIMA

SARIMA
Facebook prophet

RMSE

7.7
55
7.49
552
12.87
99

MAE

595
4.28
6.09
443
11.83
7.28

R?

-0.82
0.07

-0.71
0.06

—4.07
0.56





OPS/images/fpubh-09-813625/fpubh-09-813625-g001.gif





OPS/images/fpubh-09-798034/fpubh-09-798034-t005.jpg
Regression models

Random forest
Decision tree
Support vector
Multiple linear
ElasticNet
Polynomial

RMSE

47.93
28.44
47.56
60.5
5658
61.01

MAE

34.93
19.5
26.7

45.25

4311

48.12

R

-0.28
0.54
-0.26
-1.05
-0.72
-1.08

Time Series forecasting

Holt's forecasting
AR

MA

ARIMA

SARIMA
Facebook prophet

RMSE

127.2
1485
54.48
94.62
55.7

2327

MAE

1109
1459
50.04
93.66
54.68
15.57

R

—2.49
-3.76
0.35
-0.93
0.32
0.84





OPS/images/fpubh-09-813625/crossmark.jpg
©

2

i

|





OPS/images/fpubh-09-798034/fpubh-09-798034-t004.jpg
Regression models

Random forest
Decision tree
Support vector
Multiple linear
ElasticNet
Polynomial

RMSE

522
535
482
452
4.49
7.44

MAE

3.43
288
2141
3.12
3.05
57

R

-0.32
-0.36
-0.12
0.01
0.02
-1.68

Time series forecasting

Holt's Forecasting
AR

MA

ARIMA

SARIMA
Facebook Prophet

RMSE

222
1.95
1.93
219
1.98
3.14

MAE

2.09
141
1.29
1.39
192
21

R

-0.39
-0.07
-0.06
-0.35
0.1
0.38





OPS/images/fpubh-09-813717/math_7.gif
Milolh

" -
e e
(7)






OPS/images/fpubh-09-813717/math_6.gif
1
MPA =

b

1y _p™
R

|

()





OPS/images/fpubh-09-813717/math_5.gif
Ms(F) = o (fl x 1(|Fsavg: Fsmax|))





OPS/images/fpubh-09-813717/math_4.gif
Ms(F) = o (f(|AvgPool (F) : MaxPool (F)|))  (4)





OPS/images/fpubh-09-813717/math_3.gif
ylil =2 x[i+r-kjw[k] 3)





OPS/images/fpubh-09-798034/inline_1.gif





OPS/images/fpubh-09-798034/fpubh-09-798034-t012.jpg
Regression models

Random Forest
Decision Tree
Support Vector
Multiple Linear
ElasticNet
Polynomial

RMSE

344
36.67
3367
34.12
37.15
48.02

MAE

21.77
27.16
24.49
26.19
29.27
37.09

-0.46
-0.52
-0.36
-0.39
-0.65
-1.77

Time series forecasting

Holts forecasting
AR

MA

ARIMA

SARIMA
Facebook prophet

RMSE

14.65
12.88
12.47
12.88
20.13
21.88

MAE

13.19
10.88
1195
10.88
16.6
15.97

R2

-0.61
-0.26
-0.17
-0.26
—2.05
0.56





OPS/images/fpubh-09-813717/math_2.gif
h(e,p) = med {f (w —m,p—n),mn € W}





OPS/images/fpubh-09-813717/math_1.gif
Output = HSVI(X;_ . b - ®i_hyvs) (1)





OPS/images/fpubh-09-813717/fpubh-09-813717-t004.jpg
Atrous convolution PCM CAM MioU

x x x 068
v x x 079
x J J 0.82
v o v 087





OPS/images/fpubh-09-813717/fpubh-09-813717-t003.jpg
Method

Backbone

Resnet50
Mobilenetv2
Dm16
Xeeptionv2

MPA

0.90
0.90
0.92
0.84

MioU

0.87
0.83
0.87
0.77





OPS/images/fpubh-09-813717/fpubh-09-813717-t002.jpg
Method Backbone MPA MioU

FCN32s VGG16 0.77 0.50
FCN16S VGG16 0.74 0.49
FCN8s VGG16 0.75 0.49
FCN ResNet50 0.78 0.59
FCN ResNet50 0.81 053
DENSE DENASPP121 0.87 0.64
DENSE DENASPP161 0.89 0.78
DENSE DENASPP169 0.78 0.62
DENSE DENASPP201 078 0.63
DANet ResNet50 0.77 0.55
DANet ResNet101 0.77 0.58
DANet ResNet152 0.88 0.63
PSPNet ResNet50 0.60 0.34
PSPNet ResNet101 0.63 0.34
PSPNet ResNet152 0.63 0.34
DoubleUnet ResNet50 0.78 053
Ours ResNet101 0.92 0.87

The meaning of the bold values is that the network we designed in this article (We call it
ours for short).





OPS/images/fpubh-09-813717/fpubh-09-813717-t001.jpg
Advancement

D Case reports

Machine learning, with deep learning
focused on other areas of interest on
regions

Limitations

Not robust

Few scholars have automated the
diagnosis of TD





OPS/images/fpubh-09-813717/fpubh-09-813717-g008.gif





OPS/images/fpubh-09-813717/fpubh-09-813717-g007.gif
4 original TD CT ima G EASPP121

o DENSE-ASPPIG] & DENSE-ASPP201  DENSE-ASPP169

o FON-ResNeiSO . FON-ResNetl01 | Ours-Drnl6

3 Ours- Mobilenety2 L Ours-Xceptio





OPS/images/fpubh-09-813717/fpubh-09-813717-g006.gif
10

o

model loss and accuarcy






OPS/images/fpubh-09-813717/fpubh-09-813717-g005.gif
(O convRetuCony  + chamelads % Muliply






OPS/images/fpubh-09-797808/fpubh-09-797808-g007.gif





OPS/images/fpubh-09-797808/fpubh-09-797808-g006.gif





OPS/images/fpubh-09-797808/fpubh-09-797808-g005.gif
Deep Learning and
‘Thermal Scanning Block

ChestXray
Vunerabilty
‘Score.





OPS/images/fpubh-09-797808/fpubh-09-797808-g004.gif





OPS/images/fpubh-09-797808/fpubh-09-797808-g003.gif





OPS/images/fpubh-09-797808/fpubh-09-797808-g002.gif
Sors 16)

Sz

T
Dy e weareg
N ey
ey
Seatoee e ] e
st Str el
ey
FingeeScr gt
Tomperaare

Snwr





OPS/images/fpubh-09-797808/fpubh-09-797808-g001.gif
®

CRY





OPS/images/fpubh-09-797808/crossmark.jpg
©

2

i

|





OPS/images/fpubh-09-798034/math_9.gif
XN ©





OPS/images/fpubh-09-798034/math_8.gif





OPS/images/fpubh-09-798034/math_6.gif
minR (D), R= 10y ) (®)

|,1|‘ “yiyied





OPS/images/fpubh-09-798034/math_5.gif
1
PO G
) )





OPS/images/fpubh-09-798034/math_4.gif
@





OPS/images/fpubh-09-798034/math_3.gif
3)





OPS/images/fpubh-09-812395/fpubh-09-812395-g006.gif





OPS/images/fpubh-09-798034/math_2.gif
Vest = (V)1 4+ Vij2 + Vij3 +






OPS/images/fpubh-09-812395/fpubh-09-812395-g005.gif





OPS/images/fpubh-09-798034/math_11.gif
DRegression
R = 2k
1 — an





OPS/images/fpubh-09-812395/fpubh-09-812395-g004.gif





OPS/images/fpubh-09-798034/math_10.gif
MAE=1/n)_  [Xi—X| (10)





OPS/images/fpubh-09-812395/fpubh-09-812395-g003.gif





OPS/images/fpubh-09-798034/math_1.gif
Vest = () Tj=

1Vij)/T





OPS/images/fpubh-09-812395/fpubh-09-812395-g002.gif
o





OPS/images/fpubh-09-798034/inline_2.gif





OPS/images/fpubh-09-812395/fpubh-09-812395-g001.gif
B o M
iy
[l
e
T
- ke
(i [
T
——
e






OPS/images/fpubh-09-812395/crossmark.jpg
©

2

i

|





OPS/images/fpubh-09-813625/fpubh-09-813625-t004.jpg
Variable

Chemotherapy
Lung metastases
M

Surgery

T

Normogram

AUC

0.631
0.697
0.592
0.667
0.706
0.805

SEER data (Training group)

SE

0.0226
0.0239
0.0221
0.0225
0.0266
0.0231

95% ClI

0.602 to 0.669
0.669 to 0.723
0.563 to 0.621
0.639 to 0.694
0.67810 0.732
0.781t0 0.827

AuC

0.683
0.631
0.603
0.656
0.728
0.808

Multicenter data (validation group)

SE

0.0541
0.0844
0.062
0.0619
0.0614
0.085

95% CI

0.486 10 0.676
0.535t0 0.721
0.506 to 0.694
0.561100.743
0.635 to 0.807
0.7231t0 0.877
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Variables

Age (years)
Survival time (month)
Race

White

Black

Other

Sex

Male

Female

Primary site

Limb bones

Axis of a bone

Other

Grade
Wel-differentiated
Moderately differentiated
Poorly differentiated
Undifferentiated; anaplastic
Unknown

Laterality

Left

Right

Other

Mo

M1

Surgery

No

Yes

Radiation

No

Yes
Chemotherapy
No

Yes

Bone metastases.
No

Yes

Unknown

Lung metastases

Univariate OR (95% CI)

1,011 (1.004-1.018)
0.983 (0.974-0.992)

Reference
1.248 (0.766-3.033)
0.993 (0.537-1.835)

Ref
1.163 (0.810-1.671)

Ref
1.675 (1.133-2.478)
1.286 (0.671-2.466)

Ref
1.282 (0.110-14.893)
2569 (0.334-19.741)
2.473 (0.328-18.673)
6.332 (0.840-47.705)

Ref
1.395 (0.930-2.091)
1,848 (1.102-3.101)

Ref
1.121 (0.657-1.912)
2528 (0.900-7.101)
7.933 (4.780-13.167)

Ref
2,506 (1.710-3.673)

Ref
0.197 (0.135-0.287)

Ref
1.524 (0.936-2.481)

Ref
0.289 (0.199-0.421)

Ref
3.260 (1.652-6.436)
82.490 (16.267-64.892)

Ref
2.938 (1.887-4.573)
45.225 (21.360-95.754)

pvalue

<0.01
<0.001

Ref
0.374
0.982

Ref
0.412

Ref
<0.05
0.449

Ref
0.843
0.364
0.380
0.073

Ref
0.108
<0.06

Ref
0.675
0.078

<0.001

Ref
<0.001

Ref
<0.001

Ref
0.001

Ref
<0.001

Ref
<0.01
<0.001

Ref
<0.001
<0.001

Multivariate OR (95% CI)

0.993 (0.982-1.004)
0.998 (0.987-1.010)

Ref
/
£

Ref
/

Ref
0.946 (0.517-1.731)

1.840 (0.806-4.198)

Ref

Ref
1.477 (0.920-2.871)
1.113(0.5636-2.310)

Ref

0.960 (0.540-1.707)
1.473 (0.476-4.559)
3.062 (1.710-5.483)

Ref
2.890 (1.463-5.709)

Ref
0.418 (0.247-0.708)

Ref
/

Ref
0.475 (0.276-0.819)

Ref
1.257 (0.670-2.772)
2.159 (0.483-9.659)

Ref
0.902 (0.449-1.812)
9.407 (1.955-45.261)

p value

0.397
0.788

Ref
/
/

Ref
/

Ref
0.857
0.148

Ref

Ref
0.1068
0.774

Ref
0.889
0.502

<0.001

Ref
<0.01

Ref
<0.01

Ref

Ref
<0.01

Ref
0.571
0314

Ref
0.771
<0.01
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Category (%)

Times [mean (SD))
Race (%)

Age [mean (SD)
Sex (%)

Primary.Site (%)

Grade (%)

Laterality (%)

T(%)

M (%)

Surgery (%)

Radiation (%)

Chemotherapy (%)

Bone metastases (%)

Level

Mulicenter data (validation group)
SEER data (Training group)
NA

black

Other

White

NA

Female

Male

Axis bone

Limb bone

Other

Moderately differentiated
Poorly differentiated
Undifferentiated; anaplastic
Unknown
Well-differentiated

Left

Not a paired site

Right

il

™

3

™

Mo

M1

No

Yes

No

Yes

No

Yes

No

Unknown

Yes

Overall
(N =1,256)

112(89)
1144 (91.1)
29.93 (22.69)
168 (13.4)
228 (18.2)
860 (68.5)
3331 (24.31)
573 (45.6)
683 (54.4)
336 (26.8)
817 (65.0)
103(8.2)
4133
302 (24.0)
560 (44.6)
324 (25.8)
29 (2.9)
537 (42.8)
173 (13.8)
546 (43.5)
426 (33.9)
569 (45.3)
42(3.3)
219 (17.4)
976 (77.7)
280 (22.9)
254.(20.2)
1002 (79.8)
1103 (87.8)
153 (12.2)
274(21.8)
982 (78.2)
1146(91.2)
52 (4.1)
58(4.6)

No (N =1,104)

93(8.4)
1011 (91.6)
3095 (22.70)
145 (13.1)
196 (17.8)
763 (69.1)
32.48 (23.79)
498 (45.1)
606 (54.9)
282 (25.5)
732 (66.3)
082
39(35)
273 (24.7)
508 (46.0)
257 (23.3)
27 (2.4)
483 (43.8)
146(13.2)
475 (43.0)
400 (36.2)
506 (47.6)
36(3.3)
142 (12.9)
833 (80.0)
221 (20.0)
179(16.2)
925 (83.8)
975 (83.9)
129 (11.7)
208 (18.8)
896 (81.2)
1046 (94.7)
14(1.3)
44(4.0)

Yes/Unable to
evaluate
(N =152)

19(125)
133 (87.5)
22.45 (21.18)
23(15.1)
3221.1)
97 (63.8)
39.35 (27.16)
75 (49.3)
77 60.7)
54 (35.5)
85(55.9)
13 (8.6)
2(13)
29(19.1)
52(34.2)
67 (44.1)
2(13)
54(35.5)
27(17.8)
71 (46.7)
26(17.1)
43(28.8)
6(39)
77 60.7)
93(61.2)
59(38.8)
75 (49.3)
7750.7)
128 (84.2)
24(15.8)
66 (43.4)
86 (56.6)
100 (65.8)
38(25.0)
1402

0.133

<0.001

0.417

0.001

0.37

0027

<0.001

0.104

<0.001

<0.001

<0.001

0.187

<0.001

<0.001
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Diseases Dataset No.of Total No.of No.of References
name attributes entries positive negative
results results

Cancer  Breast 31 569 212 357 (79)
Cancer
Wisconsin
(Diagnostic)
Data Set
(Dataset 1)
Cancer  Breast 10 699 240 459 (79)
Cancer
Wisconsin
(Dataset2)
Diabetes Pima 9 768 268 500 (80)
Indians
Diabetes
Database
(Dataset 1)
Diabetes Diabetes 15 30 60 330 (81)
Classification
(Dataset2)
Heart  Heart 14 303 138 165 (82)
Attack ~ Disease
ucl
(Dataset 1)
Heat  Heart 13 270 150 120 (89
Attack  Disease
Prediction
(Dataset 2)
Hepatitis Hepatitis 19 142 80 62 (84)
(Dataset 1)
Hepatitis Indian 1 584 168 416 (85)
Liver
Patient
Records
(Dataset2)
Kidney ~ Kidney 2 189 74 15 (86)
Disease
Dataset
(Dataset 1)
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Diseases. Highest results achieved by proposed model

Cancer 98.23%
Diabetes 93.59%
Heart 93.44%
Hepatitis 98.46%

Kidney 98.90%
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Year

2021

2020
2020
2019

2020
2020
2019
2020
2019
2019
2020
2019

2019

2020
2019
2020
2019
2019
2020

2019

Problem statement

Disease preciction with the features using
machine leaming

Different feature selection approaches are
compared to evaluate their recall,
precision, and F1 measure performance.

To predict the presence of three chronic
diseases.

To explore most important features for
different chronic diseases.

Enhance the accuracy of a prediction
model

To enhance the classification results using
the clustering method

Focused on feature filtering techniques to
predict cancer in an early stage.

Extract the most influencing features

Enhance classification performance using
significant attributes

To predict diabetes using demographics
and hypertension data

To highlight features most common in
heart and diabetes patients.

Heart disease prediction based on
patients’ data.

Feature reduction in heart patients’ data.

To explore the most significant features

Highiight hepatis C risk predicting factors
Feature transformation is used to increase
the accuracy of the hepaitis preciction
model

Irrelevant significant features reduction for
Kidney disease prediction model

to predict chronic kidney disease based
on demographic data.

Ensemble techniques for kicney disease
prediction

A prediction model for patients’ survival
after kidney transplant

Diseases

Diabetes and breast cancer

Diabetes, Kidney and Heart Attack

Diabetes, Heart attack, and cancer

Heart, Hepatitis, Diabetes, Cancer

Chronic Diseases

Diabetes, Cancer & Kidney diseases
Cancer

Cancer

Diabetes

Diabetes

Diabetes and Heart Disease

Heart Attack

Heart Attack

Hepatitis
Hepatitis
Hepatitis

Kidney Failure
Kidney Diseases
Kidney Diseases

Kidney Diseases

Proposed solution

SWM

Adaptive probabilistic divergence
is used to select most useful
features.

Incremental Feature Selection
Approach with Convolutional
Neural Network (CNN)

Including information gain, gain
ratio, and correlation-based
approaches.

Stacked Ensemble approach
Rough K-means clustering

Decision Tree, Naive Bayes,
k-Nearest Neighbors, and
Support Vector Machine

Pearson correlation with ANN

Ahybrid of AdaBoost, Bagging,
and K-NN

convolution neural network
(ONN)

Supenvised leaming classification
and regression

Randorn Forest

Particle Swarm Optimization
(PSO) and Ant Colony
Optimization (ACO)

Principal Component Analysis
(PCA

Random Forest

Classification

Ant Colony Optimization
Random Forest

Decision Tree, k-NN and Naive
Bayes

Information Gain and Naive
Bayes

Reference
(@]

@

(18)

(19

(20)

@1

(29)

(25)
(69)

(66)

(68)

(1

a7

79)

(74)

5
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Cancer

98.23%
96.46%
97.36%
97.35%
98.23%
94.69%
97.35%
95.58%

Cancer

97.43%
97.14%
97.28%
96.86%
97.28%
97.13%
96.86%
96.00%

Diabetes

86.67%
85.71%
86.71%
85.71%
83.81%
83.81%
84.76%
81.90%

Diabetes

93.08%
93.59%
93.33%
91.28%
92.56%
93.08%
93.33%
92.82%

Heart

93.44%
91.80%
93.44%
90.16%
91.80%
90.16%
91.80%
88.52%

Heart

85.66%
85.93%
85.66%
86.67%
84.81%
86.67%
86.30%
80.00%

Hepatitis

98.46%
98.46%
98.00%
93.46%
98.00%
96.00%
88.00%
95.30%

Hepatitis

72.73%
72.74%
68.97%
73.44%
71.70%
71.19%
71.20%
73.42%

Kidney

98.90%
98.90%
98.38%
98.38%
98.38%
95.40%
95.40%
95.40%

Average

91.61%
91.19%
90.89%
90.37%
90.73%
89.79%
89.44%
88.77%
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References

Aam et al. (19)

Atallah et al. (75)

Hegde etal. (2)

Sandhiya et al. (18)

Arumugam et al. (77)

Proposed

Year

2019

2019

2020

2020

2021

2022

Predicted diseases

Cancer, diabetes, BP, hepatits,
heart, Parkinson's & carcinoma
Kidney transplantation

Kidney, diabetes & hepatitis
Breast cancer, diabetes & heart

Diabetes and breast cancer

Diabetes, breast cancer,
hepatits, kidney & heart diseases

Classification
algorithms

Random Forest

K-NN

Logistic Regression

CNN

Decision tree

ANN

Feature selection

Information Gain, Gain Ratio
& Relief

Information Gain & Naive
Bayes

Probabilistic Feature
Selection

Incremental Feature
Selection

Probabilistic Feature
Selection

PSO

Highest results

99%

81%

91.6%

93%

90%

99.67%
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Datasets  Acc MCR Sen Spe FPR FNR

DatasetB  96.66% 3.339% 95.96% 96.98% 3.016% 4.03%
DatasetC  99.11% 0.8888% 99.082% 99.13% 0.8620% 09174%
Dataset A2  100% 0% 100% 100% 0% 0%
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Classes of datasetA  Acc  MCR  Sen Spe FPR FNR

Benign 99.36% 0.64% 98.85% 100% 0% 1.149%
Malignant 100% 0% 100%  100% 0% 0%
Normal 99.35% 0.64% 100% 99.22% 0.0077% 0%
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Breast cancer Benign Malignant

Benign 476 32
Malignant 20 1,029
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Epochs Accuracy Miss rate

Data set A2 10 89.1% 10.9%
30 96.1% 3.9%
50 100% 0.0%
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Epochs Accuracy Miss rate

Dataset C 10 96.0% 4.0%
30 97.3% 27%
50 99.1% 0.9%
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Epochs Accuracy Miss rate

Dataset B 10 77.5% 22.5%
30 95.6% 4.4%
50 96.7% 3.3%
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Epochs Accuracy Miss rate

Dataset A 10 70.5% 29.5%
30 96.8% 3.2%
50 99.4% 0.6%
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Data set

Classes

Benign
Malignant
Normal
Benign
Malignant
Benign
Malignant
Benign
Malignant

Epochs

50
50
50
50
50
50
50
50
50

Accuracy

98.9%
100%
100%

96.0%

97.0%
99.1%
99.1%
100%
100%

Miss rate

11%
0.0%
0.0%
4.0%
3.0%
0.9%
0.9%
0.0%
0.0%
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Data set No. of images

Dataset A 780 (Benign = 437, Malignant =
210, Normal = 133)

Dataset B 7,783 (Benign = 2,479,
Malignant = 5,304)

Dataset C 1,126 (Benign = 547, Malignant
=579

Dataset A2 647 (Benign = 437, Malignant =

210)
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Start

Input breast cancer datasets A, B, C,
and A2

Pre-processing of the datasets
Load data
Load pre-trained model

Detection and classffication of BC
using transfer learning model
(Customized Alex net)

Training phase
Store on cloud
Image validation phase

Compute the performance and
accuracy of the proposed model on
all dataset by using evaluation matrix

Finish
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Publication

Swain et al.
“@

Nanglia et al.
©

Krizhevsky et
al.()

Dhabyani, et
al. (10)

Spanhol etal.
(1)

Yap etal. (12)

Saber et al.

(14)

Model

SVM

KNN+ SWM
+DT

SVM

AlexNett-+
VGG 16+
Inception-+
Res net+
Nasnet

SVM

AlexNet

Inception v3
+ Resnet
50+ VGG
16+ VGG 19

Accuracy

98.13%

8%

88%

78%, 88%,
85%, 93%,
94%, 80%,
82%, 80%,
90%, 92%

80%

91%, 89%

96%, 94%,
96%, 95%

Dataset

Private

Private

Private

Public

Private

Private

Public

Limitations
o Dataset is small

* Less accuracy
Required hand
crafted features

* Required hand
crafted features
Dataset is not
avaiable publically

* Less acouracy

Less accuracy
Required
hand-crafted features
* Use of imbalanced
dataset

Dataset is small
Dataset is small

o Lack of

diverse dataset
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Decision table
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Logistic Regression (LR)
svm
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83.1%

Reference

@)
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Random forest
Gaussian process
DeepNN
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The median
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Linear
interpolation

k-means

k-means

Train/test split

size

Test size = 0.2
Test size = 0.2
Test size = 0.1

Test size = 0.2
Test size = 0.3
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91%
98.25%
99.5%

100%
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D)
(22)
(23-26)
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Algorithm Clusters  Accuracy  Recallscore  Fiscore
used

Naive bayes C=16 0.776 0.625 0.654
SV™M C=20 0.783 0.566 0.638
Decision C=285 0.971 0.975 0.958
tree

Random Cc=20 0989 095 0972

forest
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0.648
0.654
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Variable

Blood
pressure

glucose

Skin
thikness
BMI

Insulin

Pregnancies

Observation and data
analysis

The data shows that there are O
number for blood pressure.

Itis impossible for a person to
have a glucose zero value even
if they are fasting.

For normal people, the
thickness of the skin fold cannot
be <10mm.

Itis impossible for a person to
have a BMI O value.

Inarare situation a person may
have 0 insulin

Itis normal to have a zero value
for this column so there is no
need for cleaning.

Total number
where the
value is 0

(Pima base)

35

227

1

374

11

Total number
where the
value is 0
(Frankfort

base)

0

13

573

28

956

301
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Measures

Accuracy

Recall

F1- Mesure

Precision

De

itions.

Accuracy determines the accuracy of the
algorithm in predicting instances

Is the abilty of a classification model to
identify all relevant instances

Is the weighted average of precision and
recall

Classifiers correctness/accuracy is
measured by Precision

Formula

A=(TP+TNY
(Nombre total
déchantillons)

R =TP/(TP + FN)

F=2"[P*R/P
+R)
P =TP/ (TP + FP)
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Study abstract

In the proposed work, SYM with radial basis
function kernelis used for classification. The
performance parameters such as the classification
acouracy (78.2 %), sensitivity (80%), and specificity
of the SVM and RBF have found to be high thus
making it a good option for the classification
process.

Accuracy of the proposed models has been
compared. The random forest method provided an
accuracy of 74.7%, ANN gave 75.7% and K-means
clustering method has given 73.6% accuracy.
Used K-Nearest Neighbors (KNN) and the Naive
Bayes technique for diabetes prediction. This
technique was implemented in the form of a
software program, in which users provide data in
terms of patient records and the finding that the
patient is diabetic or not.

In this paper. Various supervised learning algorithms:
have been used such as CT, SVM, k-NN, NB, RF,
NN, AB, and LR, and generated the training dataset
and testing dataset using k-fold cross-validation
with k = 10. The results of accuracy = 76.80%
The authors in used data from the University of
California, diabetes melitus patients were classified
using a machine leaming data repository to
compare the performance of four common
classifiers (J48 DT, the K-Nearest Neighbors
algorithm, the Random Forest aigorithm, and the
Support Vector Machines algorithm). They used a
data sample from the UCI machine learning data
repository. Preliminary results suggest that the J48
DT classifier outperforms the other three classifiers
in terms of accuracy (73.82 percent) before data
preparation, and that the KNN (k = 1) and Random
Forest classifiers outperform the other three
classifiers after data pre-processing.

The KNN method and the ANFIS algorithm are
comparable. According to the results of the
experiment, the amalgam of KNN and ANFIS gives
the highest classification accuracy of 80 % among
the algorithms tested.

The datain this study diviced into two, 76% for
training data, and 25% for testing data. This study
produces an evaluation with an acouracy 80%,
which means it is better than the previous paper,
which is 75, 97%.

The target of analysis made in the present research
is to list the risks factors and correlation that exist
among those risk factors. In this work, logistic
regression, support vector machine, random forest,
decision tree, Naive Bayes, K nearest neighbor
classifiers are used for prediotion, and their
accuracy is compared to choose the better machine
learning model. SVM provides higher accuracy
(96.0) among the choosen algorithms.

This work aims to propose an artiicial
intelligence-based inteligent system for earlier
prediction of the disease using Ridge-Adaline
Stochastic Gradient Descent Classifier (RASGD.
The results of the proposed scheme have been
compared with state-of-the-art machine learning
algorithms such as support vector machine and
logistic regression methods. The RASGD intelligent
system attains an accuracy of 92%, which is better
than the other selected classifiers.
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Models

DT, Decision tree; LR, Logistic regression; GBM, Gradient Boosting Machine; NBC, Naive Bayes classification; RF, Random Forest; XGB, Extreme gradient boosting.

Auc

0.839
0839
0.831
0.847
0.850
0.857

Accuracy

0.795
0822
0.658
0.765
0.783
0.787

Internal test

Sensitivity (recall rate)

0.796
0825
0.662
0.764
0.784
0.787

Specificity

0.761
0.686
0.836
0.780
0.777
0.791

AuC

0.878
0.863
0.863
0.862
0.880
0.888

Accuracy

0.777
0.836
0.660
0.780
0.787
0.803

External test

Sensitivity (recall rate)

0.768
0.823
0.713
0.771
0.779
0.801

Specificity

0.834
0.761
0.849
0.834
0.834
0.837
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Variables

Age
<50

250

Sex

Female

Male

Race

American Indian/Alaska Native
Asian or Pacific Islander

Black

White

Grade

Grade | (well differentiated)
Grade Il (moderately differentiated)
Grade Ill (poorly differentiatec)
Grade IV (undifferentiated)
Breast_subtype

HR-/HER2- (triple negative)
HR-/HER2+ (HER enriched)
HR+/HER2- (Luminal A)
HR+/HER2+ (Luminal B)

T stage

1

T2

T3

Laterality

Left

Right

Marital status
Married
Unmarried

Univariate analysis

Chi-Square

12,612

56.360

1567.012

716.162

317.014

17,446.197

6,878.970

0.461

318.307

P-value

<0.001

<0.001

<0.001

<0.001

<0.001

<0.001

<0.001

0.497

<0.001

Multivariate logistic regression analysis

OR (95%Cl)

Reference
1.122 (1.053-1.196)

Reference
1.185 (0.946-1.485)

Reference
1.179 (0.764-1.818)
1.641 (1.071-2.516)
1.550 (1.016-2.365)

Reference
1.546 (1.380-1.732)
1.201 (1.066-1.353)
1.314 (0.786-2.197)

Reference
1.314/(1.143-1.510)
1.767 (1.600-1.951)
2,008 (1.793-2.239)

Reference
3.379 (3.464-4.149)
8.810 (7.896-9.830)
27.233 (24.635-30.104)

Reference
3,061 (2.843-3.295)
2,645 (2.387-2.982)
4.390 (3.953-4.875)

Reference
1.363 (1.272-1.460)

BM, Bone metastasis; NBM, No bone metastasis; HR, hormone receptor; HER2, human epidermal growth factor receptor 2.

‘P < 0.05.

P-value

<0.001*

0.140

0.456
0.023*
0.042"

<0.001*
0.003*
0.298

<0.001*
<0.001*
<0.001*

<0.001"
<0.001*
<0.001*

<0.001*
<0.001*
<0.001*

<0.001*
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Variables Training set Internal test set External test set

NBM (%) (n = 212,567) BM (%) (n = 5,418) NBM (%) (n = 91,067) BM (%) (n = 2,356) NBM (%) (n =1,068) BM (%) (n = 175)

Age

<50 45017 (21.2) 1,270 (23.2) 19,112 21.0) 563 (24.1) 358 (33.5) 69(39.4)
=50 167,550 (78.8) 4,148 (76.8) 71,955 (79.0) 1,788 (75.9) 710 (66.5) 106 (60.6)
Sex

Female 210,814 (99.2) 5,322 (98.2) 90,348 (99.2) 2,321 (98.5) 1,064 (99.6) 173 (98.9)
Male 1,753(0.8) 96(1.8) 719 08) 35(1.5) 4(0.4) 2(1.1)
Race

American Indian/Alaska Native 1,267 (0.6) 24(0.4) 542 (0.6) 15(06) 0(0.0) 0(0.0)
Asian or Pacific Islander 19,981 (9.4) 415(7.7) 8331(0.1) 202 (8.6) 1,068 (100.0) 175 (100.0)
Black 23,645 (11.1) 888 (16.4) 10,104 (11.1) 374 (15.9) 0(0.0) 0(0.0)
White 167,674 (78.9) 4,001 (75.5) 72,000 (79.2) 1,765 (74.9) 0(0.0) 0(0.0)
Grade

Grade | (well differentiated) 45,558 (21.4) 385(7.1) 19,694 (21.6) 154 (6.5) 202(18.9) 11(69)
Grade Il (moderately differentiated) 90,360 (42.5) 2,461 (45.4) 38,553 (32,631) 1,090 (46.3) 494 (46.3) 82 (46.9)
Grade Il (poorly differentiated) 76,227 (35.9) 2,565 (47.2) 32,631 (35.8) 1,102 46.9) 369(34.6) 81(46.3)
Grade IV (undifferentiated) 422(02) 18(03) 189 (0.2) 10(0.4) 3(09) 1(06)
Breast subtype

HR-/HER2- (triple negative) 26,586 (12.5) 569 (10.5) 11,341 (12.5) 244 (10.4) 958.9) 9(5.1)
HR-/HER2+ (HER2 enriched) 10,737 (6.1) 377 (7.0) 4,509 (5.0) 180 (7.6) 73(6.8) 16(0.1)
HR+/HER2- (Luminal A) 150,391 (70.7) 3,453 (63.7) 64,373 (10.7) 1,483 (62.9) 765 (71.6) 118 (67.4)
HR+/HER2+ (Luminal B) 24,853 (11.7) 1,019 (18.8) 10,844 (11.9) 449 (19.1) 135 (12.6) 32(183)
T stage

il 132,936 (62.5) 750 (13.8) 57,217 (62.8) 301 (12.8) 639 (59.8) 12(69)
T2 63,445 (29.8) 1,929 (35.6) 26,844 (29.5) 849 (36.0) 350 (32.8) 62(35.4)
T3 9,829 (4.6) 866 (16.0) 4,202(4.6) 410(17.9) 52(4.9) 33(18.9)
T4 6,357 (3.0) 1,873 (34.6) 2,804 3.1) 796 (33.8) 27 (25) 68(38.9)
N stage

NO 149,389 (70.3) 1,261 (23.3) 63,919 (70.2) 551 (23.4) 746 (69.9 41(23.4)
Nt 47,801 (22.5) 2,630 (48.5) 20,525 (22.5) 1,124 (47.7) 241 (22.6) 79(45.1)
N2 10,019 (4.7) 722(13.3) 4,381(4.8) 337 (14.3) 60(5.6) 30(17.1)
N3 5,358 (2.5) 805 (14.9) 2242 (2.5) 344 (14.6) 21(2.0) 25(14.3)
Laterality

Left 107,409 (50.5) 2,763 (51.0) 46,083 (50.6) 1,254 (63.2) 523 (49.0) 95(54.3)
Right 105,158 (49.5) 2,655 (49.0) 45,004 (49.4) 1,102 (46.8) 545 (51.0) 80 (45.7)
Marital status

Married 179,137 (84.3) 4,079 (75.3) 76,692 (84.2) 1,799 (76.4) 915 (85.7) 133 (76.0)
Unmarried 33,430 (15.7) 1,339 (24.7) 14,375 (15.8) 557 (23.6) 153(14.3) 42 (24.0)

BM, Bone metastasis; NBM, No bone metastasis; HR, hormone receptor; HER2, human epidermal growth factor receptor 2.
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Variables

Age
<50

250

Sex

Female

Male

Race

American Indian/Alaska Native
Asian or Pacific Islander

Black

White

Grade

Grade | (well differentiated)
Grade Il (moderately differentiated)
Grade Ill (poorly differentiatec)
Grade IV (undifferentiated)
Breast subtype

HR-/HER2- (triple negative)
HR-/HER2+ (HER enriched)
HR+/HER2- (Luminal A)
HR+/HER2+ (Luminal B)

T stage

Tt

T2

T3

Laterality
Left

Right

Marital status
Married
Unmarried

ALL

N = 311,408

65,967 (21.2%)
245,441 (78.8%)

308,805 (99.2%)
2,608 (0.8%)

1,848 (0.6%)
28,029 (9.3%)
35,011 (11.2%)

245,620 (78.9%)

65,791 (21.1%)

132,463 (42.5%)

112,515 (36.1%)
639 (0.2%)

38,740 (12.4%)
15,803 (5.1%)
219,700 (70.6%)
37,165 (11.9%)

191,204 (61.4%)

93,067 (29.9%)
15,307 (4.9%)
11,830 (3.8%)

215,120 (69.1%)

72,080 (23.1%)
15,459 (5.0%)
8,749 (2.8%)

157,489 (50.6%)
153,919 (49.4%)

261,707 (84.0%)
49,701 (16.0%)

NBM

N =303,634

64,129 (21.1%)
239,505 (78.9%)

301,162 (99.2%)
2,472 (08%)

1,809 (0.6%)
28,312 (9.3%)

33,749 (11.1%)

239,764 (79.0%)

65,252 (21.5%)

128,913 (42.5%)

108,858 (35.9%)
611 (0.2%)

37,927 (12.5%)
15,246 (5.0%)
214,764 (70.7%)
36,697 (11.8%)

190,153 (62.6%)
90,289 (29.7%)
14,081 (4.6%)
9,161 (3.0%)

213,308 (70.3%)
68,326 (22.5%)
14,400 (4.7%)
7,600 (2.5%)

153,472 (50.5%)
150,162 (49.5%)

255,829 (84.3%)
47,805 (15.7%)

BM, Bone metastasis; NBM, No bone metastasis; HR, hormone receptor; HER2, human epidermal growth factor receptor 2.

N=7774

1,838 (23.6%)
5,936 (76.4%)

7,643 (98.3%)
181 (1.7%)

39(0.5%)
617 (7.9%)
1,262 (16.2%)
5,856 (75.3%)

539 (6.9%)

3,550 (45.7%)

3,657 (47.0%)
28 (0.4%)

813 (10.5%)
557 (7.2%)
4,936 (63.5%)
1,468 (18.9%)

1,051 (13.5%)
2,778(36.7%)
1,276 (16.4%)
2,669 (34.3%)

1,812 (23.3%)
3,754 (48.3%)
1,059 (13.6%)
1,149 (14.8%)

4,017 (51.7%)
3,757 (48.3%)

5,878 (75.6%)
1,896 (24.4%)
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Brain area MINI coordinate T value Voxel
x % z
Left temporal lobe —46 —15 29 -298 76
Left occipital lobe 58 4 42 -3.67 42
Left parietal lobe -18 30 17 +2.54 52
Right temporal lobe 62 -18 40 -4.28 61
Right occipital lobe 47 ul 27 -3.17 30
Right parietal lobe: -8 —46 59 +3.26 51
Posterior cingulate 1 -51 25 +3.54 65

MNI, human brain region coordinates; T value, activation degree.
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Brain region

x
Left temporal lobe 7
Occipital lobe: —43
Left inferior temporal gyrus 3
Left middle temporal gyrus 56
Left Para hippocampal gyrus 47
Insular lobe 26
Left superior temporal gyrus —44
Right frontal lobe —14
Left frontal lobe -17
Left inferior frontal gyrus —a7

MNI, human brain region coordinates; T value: activation degree.

y

-59
-64
43
-35
a7
8
5
16
2
2

MINI coordinate

z

—24
-1
-10
-6
21
5
-4
43
-7
19

T value

+2.98
-3.67
+2.54
+4.28
-3.17
+3.26
-2.89
+3.75
-3.12
-291

Voxel

74
53
36

48
26

3RE

52
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Machine learning algorithm

Hybrid
Ensemble
LR

SWM
MNB
KNN

RF

0.82
0.62
062
0.65
051
067
0.67

0.85
0.64
0.67
0.66
054
0.75
0.74

Classification accuracy in 10 iterations using TF-IDF

3

0.82
0.56
057
0.59
0.48
0.64
0.61

4

0.89
0.64
0.66
0.67
0.55
072
0.72

5

0.88
0.62
0.64
0.64
057
0.69
0.69

6

0.85
0.67
0.70
0.70
0.55
0.68
0.72

i

087
0.67
071
0.69
0.58
0.77
071

8

0.86
0.62
0.66
0.66
051
0.69
0.65

0.85
0.54
0.59
0.58
0.48
0.67
0.64

10

0.88
0.49
0.58
0.53
0.45
0.58
0.58

Average classification accuracy

0.857
0.607
0.640
0.637
0522
0.686
0.673
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Machine learning algorithm

Hybrid
Ensemble
LR

SWM
MNB
KNN

RF

0.73
0.82
0.82
0.82
0.82
0.82
0.82

0.73
0.64
064
0.64
0.64
0.55
0.64

Classification accuracy in 10 iterations using TF-IDF

3

0.73
027
027
027
027
045
027

4

1.00
0.64
0.64
0.64
0.64
0.64
0.64

5

0.70
0.80
0.80
0.80
0.80
0.80
0.80

6

0.90
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Step 3:
Step 4:
Step 5:
Step 6:
Step 7:
Step 8:
Step 9:

Step 10:

Step 11:
Step 12:
Step 13:
Step 14:
Step 15:

Begin

data collected from various data sources;

Call Association Mapping ();

For each Health Data Block € HB do
Select the Supervised Machine learning algorithm;
Train the Data block HB;

Apply Heuristic Rule;

If (Accuracy > Threshold)
Test data;
Allocate the Health Data Block
HB—> Health Repository HR;
Send (Recommend Repository to Patients);
Break;

Else

Continue;

End; End; End;
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Step 6:
Step 7:
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Step 9:

Step 10:
Step 11:

Step 12:
Step 13:
Step 14:
Step 15:
Step 16:
Step 17:

Begin
Let Data Source as DS;
Let Storage Requirements as SR;
Let Health Repository Parameters as HRP;
For each data € DS do
For each Storage Requirement ¢ SR do
Collect the data;
Identify the SR;
Collect the HRP;
For each SR and HRP do
Analyze the parameters using Evaluation
Criteria;
If (SR € HRP)
SR (SRI...n)—HRP (HRPI...n);
Create Association Dataset as AD;
Else
Print Not Associated;
End; End; End; End; End;
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storage requirements repository mapping
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parameters
1 Sensitiity of the data A Storage 1-(B.CD.6)
2 The volume of the data B Cost 2-(A)
3 Context of Medical Care G Security 3(6)
4 Demographics of patients D Privacy 4-(B,CD,5)
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Assessment
parameters

Storage

Cost

Security

Privacy

Performance

Survey questions for health repository ratings

Can the repository be used to store Big Data?

Regarding processing Big Data, what is the repository’s
role?

Are there any benefits to storing continuously streamed
datain the repository?

Does deployment cost a lot?
Does maintenance cost much?

What is the service cost?

Is the storage repository capable of maintaining data
integrity?

Does the storage repository have 24/7 accessibiity?
Are storage repositories resistant to cyberattacks?
Is data accessible to third parties?

Is the access control right given to the owner of the
health records?

How fast can you upload files?
Is it possible to retrieve data quickly?
Is it possible to process data quickly?
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Bagging

Multiple Classifiers are
trained paralelly.

The result is obtained
by averaging the
responses of the N
learners.

Reduces the variance.

Boosting

Builds the new leamer in a
sequential way.

On each iteration, update the
model by weights until the
desired result is obtained.

Reduces the bias.

Stacked

Multiple Classifiers are
trained paralielly.

The resultis obtained from
the second level classifier.

Increases the accuracy.
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Author Proposed

yer et al. (6) J48
Naive Bayes
Anmed (26), Singhania et al. (36) J48

Logistic Regression model
Naive Bayes classifier
Probabilistic Neural
Network (PNN)

Naive Bayes, Random
Forest and KNN

DNN, with Dropout

Soltani and Jafarian (1 1)
Kopitar et al. (22)

Ashiquzzaman et al. (7)
Chugh etal. (27) Decision Tree and
Gradient Boosting

machine

Rakshit et al. (12) Two-class neural network
Linear Discriminant
Analysis, Quadratic
Discriminant Analysis,
Naive Bayes classifir,
Gaussian Process
modeling

Decision Tree

SVM

Naive Bayes

Maniruzzaman et al. (13)

Sisodia and Sisodia (9)

Decision Tree with radiial
function

XGBOOST

SVM, selection Tree,
Naive Bayes, Logistic
Regression and KNN
Aishwarya et al. (21), Gadekallu et al. (37),  SVM

Anup etal. (37)

Kandhasamy and Balamurali (5), Meri et al. J48, KNN, RF, and SYM
(38), Ghazal et al. (39, 40), Hasan et al.

(41, 42), Siddiqui et al. (43), Upadhyaya

et al. (43), Bakri Hassan et al. (44), Salih

Anmed et al. (45), Ahmed et al. (46), Alsharif

etal. (47), Khalifa et al. (48)

Rao et al. (21)

Kopitar et al. (22)
Naveen et al. (23)

Accuracy(%)

74.87
76.96

735
744
742

89.56

64.47

88.41

90.00

833

81.97

76.30
65.10
7382
75.65

88.4

75

95

73.82

Limitations
WEKA tool is used for prediction and prediction accuracy rate is less.

Amore extensive study is missed for the data analysis.

Type 2 diabetics details only considered for the appiication development.

Diabetic prediction accuracy is less compared with proposed stacking
approach.

This method is achieved an 88.41 detection rate. Single approach is
used.

The proposed method achieved a 90 acouracy in analyzing diabetes. This
paper has focused only on chidren’s data for predicting the diabetics.

This proposed model achieved an 83.3 detection rate of type 2 diabetes.
This method has considered the women dataset with their age above 21.

They accuracy as 81.97, which is less than the proposed method.

Diabetic prediction accuracy is less compared to proposed stacking
approach.

Diabetic prediction accuracy s less compared with proposed stacking
approach.

The obtained accuracy is less and single algorithm XGBOOST is used.
Several algorithms are used but those algorithms are not combined

together for final prediiction.

Single machine learning algorithm is used for prediction

Diabetic prediction accuracy is less compared to proposed stacking
approach.
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Variable OR

PHQ-9

No emergency rescue 2610
experience

Inadequate training 2.804
GAD-7

Inadequate training 2692

“Binary logistic regression.

95%Cl

1.398-4.872

1.293-6.080

1.300-6.576

0.003

0.009

0.008
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Category
N (%)

Worries being infected
before work

Talk to family for

psychological
adjustment

Depression
Anxiety

*Fisher exact method.

Undergraduate
and below n = 41

25(61.0)

26(63.4)

10 (24.4)
9(22.0)

Above bachelor’s
degree n =41

35(85.4)

36(87.8)

21(51.2)
18 (43.9)

0.013

0010

0.012
0.034
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Variable N

Overall

Gender

Men

Women

Marriage status
Unmarried

married

Education level
<Undergraduate
=bachelor

>Graduate

Age (years)

<30

30-40

>40

Length of work (years)
<10

11-20

>20

Weeks in the Fangcang shelter hospital
<2

24

>4

Emergency rescue experience
Yes

No

Total (%)

240 (100)

81(33.8)
159 (66.3)

60(25.0)
180 (75)

40 (16.7)
153 (63.8)
47 32.9)

55 (22.9)
134 (55.8)
51(21.3)

115 (47.9)
80(33.3)
45 (18.8)

73(30.4)
114 (47.5)
53 (22.1)

58(24.2)
182 (75.8)

Physicians (%)

82(34.2)

57 (69.5)
25(30.5)

9(11.0)
73(80.0)

2(2.4)
39 (47.6)
41(50.0)

5(6.1)
43(52.4)
34(415)

31(87.8)
22(26.8)
29(35.4)

26 (31.7)
29(35.4)
27 (32.9)

26(31.7)
56 (68.3)

Nurses (%)

143 (59.6)

18(9.1)
130 (90.9)

48(33.6)
95 (66.4)

36(25.2)
104 (72.7)
3@1)

46 (32.2)
85(59.4)
12(8.4)

79(85.2)
49(34.3)
15 (10.5)

37 (25.9)
83(58.0)
23(16.1)

25(17.5)
118 (82.5)

Other staffs (%)

15(6.3)

11(733)
4(26.7)

3(20)
12 (80)

2(18.9)
10(66.7)
3(20.0)

46.7)
6(40.0)
5(33.9)

5(33.9)
9(60.0)
1(6.7)

10 (66.7)
2(18.9)
3(20)

746.7)
8(53.3)





OPS/images/fpubh-09-792124/fpubh-09-792124-t006.jpg
2
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5.

Input: A training set D: = (a1, Y), (@2, Y)... (@, Y)
Input: A testing set T: =(aq, Y), (a2, Y)... (@m, Y)
where Y: 0 or 1
Feature set F: {f1, f2, fs, ..., f}
Step 1: Assign level-0 classifiers

Number of level-0 learners /=6
Step 2: Train the level-0 classifiers using the following
fori=1tondo
forj=1to/do
assign (g, b) to  Calculate predicted probabilty set Py
end for
end for
Step 3: Prepare new training set (D)
D’ = (Pu, P, Pis, Pis, ),

(P21, Pag, Pas, Pag, Y),

(P, Prz, Prg, <vesesy Prs, Y)
Generate Level-0 classifier input set with target output
fori=1tondo

M, = (ay', Y), where a;'=(Py, Pz, P, .-
My — Meta classifier input

s Pig).

end for
Step 4: Assign (D) to level-1 classifier (LR)
Step 5: Train level-1 classifier using D"
Step 6: Prepare testing set (D') for level-0 classifier without
target output
Step 7: Execute level-1-classifier(LR) on D"
fori=1tomdo

(P, Pa, Ps,
S -

Pig) predict Y.
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Methods Precision Recall F1-Score Accuracy

Random forest 78 783 778 685
KNN 69.3 70.1 695 62.4
Logistic regression 7.7 762 753 7
Gradient boosting 76.1 766 759 70
Ada boosting 77.9 775 779 727
swM 765 766 75.4 73.1

Stacking 84 839 835 93.1
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sLo.

Feature name with
description

Number of times pregnant-
Number of pregnancy

Glucose concentration (2-h oral
glucose test [mg/dL])

Blood Pressure (Diastolic blood
pressure [mm Hg))

Skin thickness (Triceps skin fold
thickness [mmi)

Serum Insulin (2-H serum insulin
[mu U/mL))

BMI (Body Mass Index [kg/m?))

Diabetes Pedigree Function
(Diabetes in family history)

Age (Age in Years)
Class

Feature name (short)

Pregnant
gl
bp

sk

age
Target label

Variable type

Integer
Integer
Integer
Integer
Integer
Real

Real

Integer
Binary

Min val

0.08

21

0(0-Tested
Negative
(500])

Max val

846

67.10
242

81

1 (1-Tested
Positive [268])

Labeled
value

Pregnancies
Glucose

Blood
pressure
Skin
thickness

Insulin

BMI
Diabetes
Pedigree
Function

Age

Target output
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)

Lower level
of education

Digital payments -0.0454
(-059)
Control variables for household head Yes
Control variables for household Yes
Household fixed effects Yes
Time fixed effects Yes
N 6,050
R 0009

@

Higher level
of education

00536
(1.98)
Yes
Yes
Yes
Yes
18,076
0020

“Indicate significant at the 10% statistical levels, respectively, with t-values in parentheses.
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Digital payments

Control variables for household head
Control variables for household
Household fixed effects

Time fixed effects

N

R?

)
Young and middle-
aged people (18-59
years old)

0.0563*
(1.99)
Yes
Yes
Yes
Yes
16,142
0019

@
Elderly (60 years
old
and above)

0.0766
(1.39)
Yes
Yes
Yes
Yes
7,984
0015

“Indicate significant at the 10% statistical levels, respectively, with t-values in parentheses.
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™)

Low financial

Digital payments 0.0204
0.89)
Control variables for household head Yes
Control variables for household Yes
Household fixed effects Yes
Time fixed effects Yes
N 14,002
RZ 0017

@

High financial
accessibility

0.0809"
(2:29)
Yes
Yes
Yes
Yes
10,034
0017

*“Indicate significant at the 5% statistical levels, respectively, with t-values in parentheses.
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)

Winsorize 1%

Digital payments 0.0559*
2.17)

Control variables for Yes

household head

Control variables for Yes

household

Household fixed effects Yes

Time fixed effects Yes

N 24,126

A2 0016

@

Winsorize 5%

0.0534"
@07)
Yes

Yes

Yes
Yes
24,126
0.016

@)

Winsorize 10%

0.0534*
(2.07)
Yes

Yes

Yes
Yes
24,126
0.016

*Indicate significant at the 5% statistical levels, respectively, with t-values in parentheses.
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Medical Fithess  Median Average
expenditure expenditure  (0-1) ©-1)
Digital payments 00432 057" 0.00840" 0.00790""
(2.20) ®71) 228) (269
Control variables for Yes Yes Yes Yes
household head
Control variables for Yes Yes Yes Yes
household
Household fixed effects Yes Yes Yes Yes
Time fixed effects Yes Yes Yes Yes
N 24,126 24,126 24,126 24,126
R? 0.782 0,008 0018 0017

*** and * indicate significant at the 1 and 5% statistical levels, respectively, with t-values
in parentheses.
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)
Digital payments (0-1) 0265
(656)
Control variables for household head  No
Control variables for household No
Household fixed effects No
Time fixed effects No
N 24,126
R? 0.001

@

0218"
(2.68)
No
No
Yes
Yes
24,126
0,004

®

0216™
@57)
Yes
No
Yes
Yes
24,126
0005

@

0.194"
(2.49)
Yes
Yes
Yes
Yes
24,126
0016

nd * indicate significant at the 1 and 5% statistical levels, respectively, with t-values

in parentheses.
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Digital payments  Household healthcare expenditure  Digital payments  Household healthcare expenditure

Digital payments 0952 1,046

(3.26) (8.42)
Driving distance ~142.206

(-3.66)
Spherical distance —1.145
(~4.00)

Control variables for household head Yes Yes Yes Yes
Control variables for household Yes Yes Yes Yes
Household fixed effects Yes Yes Yes Yes
Time fixed effects Yes Yes Yes Yes
N 24,126 24,126 24,126 24,126
R? 0.130 0083 0.130 0.105
Wald value 56,520 58313
first stage F-value 88.11 9155

““Indicate significant at the 1% statistical levels, respectively, with t-values in parentheses.
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Digital payments 0.0844"** 0.0591" 0.0594** 0.0534""
(690 (236 (219 (2.07)
Age of the household head ~00170 ~0.0410
(-028) (-0.61)
Square of age of the household head/100 00175 0.0387
©038) (.79
Gender of the household head 0981 0855
(154 (1.5
Marriage of the household head 0.685™ 0,554
@78 @01
Party membership ~0.0226 —0.0416
(<0.11) (<0.22)
Household size 0224
(©.98)
Child ratio -0317
(~155)
Elderly ratio ~0.0492
(-034)
Net household income 00642
8:32)
Household fixed effects No  Yes  Yes  Yes
Time fixed effects No  Yes  Yes  Yes
N 24,126 24,126 24,126 24,126
R 0001 0004 0005 0016

nd ** indicate significant at the 1 and 5% statistical levels, respectively, with t-values
in parentheses.
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Variable Explanation N Mean sd Min Max
Healthcare expenditure The sum of household medical expenditure and 24,126 6901 2711 0 1384
household health expenditure
Digital payments Extent of digital payments used by the household head 24126 0460 1276 0 6
Age of the household head Age of the housshold head 24,126 5298 1315 16 )
Age? of the household head Age?/100 of the household head 24126 2080 1413 2560  86.49
Gender of the household head (male = 1) Gender of the household head 24,126 0514 0500 0 1
Marriage of the household head (married = 1) Mearital status of the household head 24,126 0870 0336 0 1
Party membership (party = 1) Whether the household head is a party member 24,126 0107 0309 o 1
Household size Number of familles eating together 24126 3786 1876 1 21
Child ratio Number of child in the household size 24,126 0124 0201 o 4
Elderly ratio Number of elderly in the household size 24126 0240 0350 0 3
Net household income Net income is the income after deducting the cost of 24,126 9007 1576 0 1383

agricultural production

We define a child as an individual who is not older than 16 years old, an elderly person as an individual who is 60 years old and older.
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Psychological adjustment method Number of
options n (%)

1. Communicating with family 188 (78.9)
members and friends

2. Communicate with colleagues in 202(92.6)
the Fangcang shefter hospital

3. Physical exercise 168 (70.0)
4. Usual entertainment 225(93.8)
5. Read books that guide 132 (85.0)
psychological adjustment

6. Listen to an audio guide to 92(38.3)
psychological adjustment

7. Self-learning self -refaxation 110(45.8)
techniques

8. Call the psychological assistance 11 (4.6)
hotline

9. Seek help from a psychological 1458

specialist

Very helpful
99(52.7)
120 (54.1)
78 (46.4)
105 (46.7)
63 (47.7)
46 (50.0)
53(48.2)

981.8)

9(643)

Self-evaluation effectiveness n (%)

Helpful

7187.8)

82(36.9)

71(423)
103 (45.8)
58(43.9)

36(39.1)

45 (40.9)

0

4(286)

Help a bit
158.0)
14(6.3)
12(7.1)
12(53)
8(6.1)
9(9.8)

9(82)

10.1)

Helpless
3(1.6)
6(27)
742
5@2)
323
101.1)
3@7)
101

1(7.9)
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00525
(1.93)
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Yes
24,126
0016
5543
(0.000)
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7.24%

@

Social
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0.0344*
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Digital payments

Credit Availability

Control variables for
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Control variables for
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Household fixed effects
Time fixed effects
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Sobel Z

Sobel Z-P values
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Household
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0.0534*
@.07)

Yes

24,126
0016
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@
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Availability

0.00892"**
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Yes
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0.006

@

Household
healthcare
expenditure

0.0506°
(1.95)
0315
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Yes
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0.018

, ™", and * indicate significant at the 1, 5, and 10% statistical levels, respectively, with

t-values in parentheses.
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Total Training set  Validation set
N=3172 N=2219 N=953 P

Age 0374
60-69 1,578 (49.7%) 1,087 (49.0%) 491 (515%)

70-79 1122(385.4%)  801(36.1%) 321 (38.7%)
=80 472(14.9%)  331(14.9%) 141 (14.8%)

Race 0536
white 2513(792%)  1764(795%) 749 (78.6%)
black 412(18.0%)  279(12.6%)  133(14.0%)
other 247 (1.79%) 176 (7.98%)  71(7.45%)

Sex 0.767
Male 2/558(806%) 1793(808%) 765 (80.3%)

Female 614(19.4%)  426(192%)  183(19.7%)

Year of diagnosis 0.052
2004-2008 929(29.3%) 660 (20.7%) 269 (28.2%)
20092013 1,120(3856%) 760 (34.2%) 369 (38.7%)
2014-2018 1,114(35.1%) 799 (36.0%)  315(33.1%)

Grade 0.744
1 124(391%)  88(3.97%) 36 (3.78%)

1 1250(39.7%) 869 (39.2%) 390 (40.9%)
] 1063(33.5%)  749(338%) 314 (32.9%)
Y 29(0.91%) 23 (1.04%) 6(0.63%)

Unknown 607 (22.0%)  490(22.1%) 207 (21.7%)

T 0.184
T 408 (12.9%) 288 (13.0%) 120 (12.6%)

T2 1,138(35.9%)  819(36.9%) 319 (335%)
3 619(19.5%)  416(187%) 203 (21.3%)
T4 1,007 31.7%) 696 (31.4%) 311 (32.6%)

N 0.328
NO 1,117(352%)  783(35.3%) 334 (35.0%)

N1 661(20.8%) 451 (208%) 210 (22.0%)
N2 1278(40.3%) 910 (41.0%) 368 (38.6%)
N3 116(3.66%)  75(3.38%) 41 (4.30%)

M 0.405
Mo 2949(93.0%) 2069(932%) 830 (92.3%)

M1 223 (7.08%) 150 (6.76%) 73 (7.66%)

Marital 0.828
No 1,582 (49.9%) 1,110(50.0%) 472 (49.5%)

Married 1,590 (60.1%) 1,109 (50.0%) 481 (50.5%)

Tumor size 0.041
<2 747 (235%) 532 (24.0%) 215 (22.6%)

24 1,647 (48.8%)  1,102(49.7%) 445 (46.7%)
=4 878(27.7%) 585 (26.4%) 293 (30.7%)

Primary site 0.627
Pyiformsinus 1,635 (51.5%) 1,137 (51.2%) 498 (52.3%)

Other 1,537 (48.5%) 1,082 (48.8%) 465 (47.7%)

Chemotherapy 0889
NofUnknown 1,309 (41.3%)  918(41.4%) 391 (41.0%)

Yes 1,863 (58.7%) 1,301 (586%) 562 (59.0%)

Radiation 0.442
NofUnknown  779(24.6%)  554(25.0%) 225 (23.6%)

Yes 2393(75.4%) 1665(750%) 728 (76.4%)

Surgery 0.208
No 2336(73.6%) 1,649 (74.3%) 687 (72.1%)

Yes 836 (26.4%) 570 (25.7%) 266 (27.9%)
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Name of fruits or vegetables Minimum Maximum Average shelf Maximum approximate After experimental

temperature ('F)  temperature (°F) life (days) storage life (days) analysis (days)
Broceoli 32 32 11 14 16
Cabbage (Early) 32 32 4 42 44
Carots (Immature) 32 32 35 180 181
Cauiifower 32 32 14 120 122
Cherries 30 31 6 14 15
Grapes 31 32 6 56 55
Kohlrabi 32 32 7 90 a1
Gooseberries 31 32 3 28 29
Leeks 32 32 11 0 ot
Parsiey 32 32 6 % o1
Plums 31 32 4 35 36
Eggplant 46 54 2 7 9
Blackberries 32 33 6 3 4
Corn (Sweet) 3 32 7

Cucumbers 50 55 11 14 15
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Columns

Names of fruits and vegetables
Minimum optimal storage temperature

Maximum optimal storage temperature
Freezing point

Minimurn optimal humidity

Maximum optimal humicity

Minimum approximate storage lite
Maximum approximate storage lite

Average sheff lfe

Description

Different types of fruits and vegetables
Minimum temperature in which fruit or
Vegetable remain fresh

Maximum temperature in which fruit or
vegetable remain fresh

This cooling point in which fruit or vegetable
remain fresh

Minimum humiicity in which fruit or vegetable
remain fresh

Maximum humidity in which fruit or vegetable
remain fresh

At least number of days in which fruit or
Vegetable remain fresh

At most number of days in which fruit or
vegetable remain fresh

Average of minimurn (start spoiiing) spoilage
time and maximum (after spoiled) spoilage time

Value

NA
Multiple minimum optimal temperature values

Multiple maximum optimal temperature values
Multiple freezing point values

Multiple minimurm optimal humidity values.
Multiple maximum optimal humicity values
Multiple minimum approximate storage lfe values
Multiple maximum approximate storage life values

Multiple average shelf life values

Type

String
Numeric

Numeric
Numeric
Numeric
Numeric
Numeric
Numeric

Numeric
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Preservatives

CalciunvPotassium/Sodium propionate and propionic acid
Sodium and potassium nitrate

Sodium nitrite

Butylated hydroxyanisole (BHA)

Butylated hydroxytoluene (BHT)

Tert butyl hydroquinonesynthesiz-ed (TBHQ)

Sodium benzoate

Potassium and calcium sorbate and Sorbic acid
Benzoic acid

Propylparaben

Sulfur dioxide

Potassium bisulfte

Hexamethylen-etetramine

Sodium metabisulphite

Cancer possibility
(Yes/No)

No
Yes
Yes
Yes
Yes
No
Yes
No
No
No
No
No
Yes
No

Asthma possibility
(Yes/No)

Yes
No

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No

Yes

Hypersensitivity
ibility (Yes/No)

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No

Yes
Yes
No

No





OPS/images/fpubh-09-816226/fpubh-09-816226-t001.jpg
Preservatives

Sorbic acid

Tert butyl hycroquinone (TBHQ)
Tocopherols (vitamin E)
Ascorbic acid (vitamin C)

Butylated hydroxyanisole (BHA) and
Butylated hydroxy -toluene (BHT)

Sodium sorbate

Sodium and calcium propionate and
Potassium propionate and propionic
acid

Benzoic acid and sodium benzoate

Calcium lactate

Calcium sorbate

Ethylene diamine tetra acetic acid
(EDTA)

Methylparaben
Propylparaben
Sodium nitrate and nitrite

Food

Syrups, sweets, dairy produts, fuit
products, fermented products, beverages

Fats, oils, snack foods

ois

Fruit and acidic products

Fats and oils, bakery products, cereals

Mayonnaise, processed meats, dairy
products, fermented products

Breads and other baked goods

Fruit products, margarine, and acidic
foods

Olives, frozen desserts, jams, jelles, and
dairy products

Mayonnaise, dairy products, syrups, and
margarine

Dressings, canned veggies, and
margarine

Relishes, dressings, and beverages
Cake, pastries, beverages, and relishes
Cured meats, fish, and poultry
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Model COVIDSenti COVIDSenti A COVIDSenti_ B COVIDSenti_C
dataset

Existing models/Accuracy

GiStIBERT 93.00% 93.07% 92.09% 92.06%
BERT 94.08% 94.01% 93.07% 92.02%
XLNET 93.03% 92.04% 91.04% 92.00%
ALBERT 92.09% 91.04% 92.00% 91.01%
Proposed model/Accuracy

Multi-depth 96.66% 95.22% 94.33% 93.88%
DistilBERT

Gain 2558% 1.21% 1.26% 1.82%

The bold ones represent better results.
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Model dataset COVIDSENTI Covidsenti_A Covidsenti_B CovidSenti_C
Existing models/Accuracy
Worcvee AF 76.00% 76.04% 73.02% 75.00%
ot 76.06% 76.02% 74.05% 74.01%
RF 72.06% 71.06% 70.02% 72.00%
Glove
or 70.01% 69.00% 68.00% 60.04%
s 81.05% 80.01% 79.02% 78.00%
FastText NB 73.05% 73.02% 74.05% 72.01%
RF 84.05% 82.08% 84.01% 80.02%
Proposed model/Accuracy
Fine tuned FastText ) 80.00% 78.35% 7761% 76.30%
Fine tuned Word2Vec ) 79.71% 78.35% 77.85% 76.05%
Fine tuned Glove XGB 79.19% 78.39% 78.23% 76.05%
Loss 4.05% 3.64% 5.78% 3.97%

The bold ones represent better results.
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Model dataset COVIDSenti COVIDSenti_ A COVIDSenti_B COVIDSenti_C

Existing models/Accuracy

SvM 84.05% 83.00% 83.00% 82.08%
RF 84.01% 83.06% 82.08% 82.01%
TF-IDF NB 77.08% 76.05% 75.00% 7301%
DT 79.04% 78.01% 76.08% 75.03%

Proposed model/Accuracy
XGB 83.46% 88.31% 87.41% 86.03%
Gain 4.41% 5.22% 4.41% 3.95%

The bold ones represent better results.
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Author

Fraiwan et al. (2015) (28)

Tsinalis etal. (2016) (29)

Sors etal. (2018) (30)

Ours

Method

“Time-frequency analysis of
and random forest classifier
Time-frequency analysis and
stacked sparse autoencoders
Convolutional neural
networks

Multi-channels EEG & EOG
CNN-LSTM

88.32

83.47

96.86

90.73

N1

5326

48.65

3542

5978

F1 scores (%)
N2

8528

85.09

89.41

90.55

N3

8631

84.28

85.52

8322

REM

85.15

83.24

8256

8738

Accuracy (%)

8472
8140
8933

90.60
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Model dataset COVIDSENTI Covidsenti A Covidsenti B CovidSenti_C

Existing models/Accuracy

Wy 77.01% 76.03% 74.09% 73.05%
HyRank 88.01% 85.04% 86.05% 87.07%
Proposed model/Accuracy

RCNN 95.40% 92.90% 92.93% 93.27%
Gain 7.39% 7.86% 6.88% 6.20%

The bold ones represent better results.
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Model dataset ‘COoVIDSenti COVIDSenti_ A COVIDSenti_ B COVIDSenti_ C

Existing models/Accuracy

Word2vec BILSTM 76.00%% 76.05% 74.05% 74.09%
Glove BiLstm 77.01% 76.08% 72.00% 74.03%
DCNN- (Glove+ CNN) 86.09% 83.04% 83.02% 86.04%
Proposed model/Accuracy

ConviD-LSTM + Glove 87.06% 86.10% 84.44% 86.90%
Gain 097% 3.06% 1.42% 0.86%

The bold ones represent better results.
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Setting

Model name distilbert-base-uncased
Number of epochs 3

Batch size 80

Max sequence length 256

Learning rate 5005

Accumulation steps 4

Random seed

42
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Dataset\Label Positive Negative Neutral Total

COVIDSenti-A 1,968 5,083 22,949 30,000
COVIDSenti-B 2,033 5,471 22,496 30,000
COVIDSenti-C 2,279 5,781 21,940 30,000
COVIDSenti 6,280 16,335 67,835 90,000
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Paper title

Methodology

Dataset

Results

COVIDSenti: A Large-Scale Benchmark Titter
Data Set for COVID-19 Sentiment Analysis (34)

Proposed a COVIDSenti dataset and
performed sentiment analysis using
multiple classifiers

COVIDsenti

Achieved highest result using BERT
with 94.80% accuracy.

Sentiment analysis of nationwide lockdown due.
to covid 19 outbreak: Evidence from india (19)

Visualize Sentiments on COVID-19 tweets

Crawled 24000 COVID-19
tweets

Extracts sentiments of Incian’s about
COVID-19

COVID-19 Public Sentiment Insights and ML
for Twests Classification (24)

Used Naive Bayes and Logistic
Regression for sentiment classification

Created their dataset

Obtained 91% with Naive Bayes and
74% accuracy with logistic regression

Deep Sentiment Classification and Topic
Discovery on Novel Coronavirus or COVID-19
Online Discussions: NLP Using LSTM
Recurrent Neural Network Approach (12)

Used LSTM model for sentiment
classification of COVID-19 tweets

Coronavirus Posts in Reddit
Platform

LSTM model achieved an accuracy of
81.15%

Bidirectional Long Short-Term Memory
Networks for Relation Classification (26)

Extract the most important features for
ssentiment classification using BILSTM

SemEval-2010 task 8
dataset

Achieved the best F1-score of 83.6%
using BILSTM model
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Variable Level SEER data (training group N = 1,144) Multicenter data (validation group N =112) p

Age, mean (SD) NA 33.47 (24.26) 31.62 (24.88) 0.443
Survival times, mean (SD) NA 29.91 (22.54) 30.10 (24.24) 0.933
Race (%) Black 168 (14.7) 0 (0.0) <0.001
Other 116 (10.1) 112 (100.0)
White 860 (75.2) 0(0.0)
Primary site (%) Axis bone 309 (27.0) 27 (24.1) 0.349
Limb bone 738 (64.5) 79 (70.5)
Other 97 (8.5) 6(5.4)
Year of diagnosis (%) 2010 180 (15.7) 18 (16.1) 0.001
2011 178 (15.6) 20(17.9)
2012 197 (17.2) 16 (14.3)
2013 169 (14.8) 17 (15.2)
2014 193 (16.9) 14 (12.5)
2015 198 (17.3) 15 (13.4)
2016 29 (25) 12 (10.7)
Laterality (%) left 494 (43.2) 43 (38.4) 0.08
Not a paired site 163 (14.2) 10 (8.9)
right 487 (42.6) 59 (52.7)
Stage group (%) 1 182 (15.9) 17 (15.2) 0.816
1T 521 (45.5) 49 (43.8)
m 44 (3.8) 7(6.2)
I\ 263 (23.0) 26(23.2)
UNK stage 134 (11.7) 13 (11.6)
T (%) T1 388 (33.9) 38 (33.9) 0.294
T2 523 (45.7) 46 (41.1)
T3 35 (3.1) 7(6.2)
TX 198 (17.3) 21(18.8)
N (%) NoO 1,011 (88.4) 93 (83.0) 0.255
N1 35 (3.1) 5(4.5)
NX 98 (8.6) 14 (12.5)
M (%) Mo 892 (78.0) 84 (75.0) 0.547
M1 252 (22.0) 28 (25.0)
Radiation (%) No 999 (87.3) 104 (92.9) 0.119
Yes 145 (12.7) 8(7.1)
Chemotherapy (%) No 260 (22.7) 14 (12.5) 0.017
Yes 884 (77.3) 98 (87.5)
Tumor size (%) >127 167 (14.6) 22(19.6) 0.349
<95 552 (48.3) 47 (42.0)
59-127 235 (20.5) 21(18.8)
Unable to evaluate 190 (16.6) 22 (19.6)
Bone metastases (%) No 1,044 (91.3) 102 (91.1) 0.981
Unknown 47 (4.1) 5(4.5)
Yes 53 (4.6) 5(4.5)
Surgery (%) No 230 (20.1) 24 (21.4) 0.834

Yes 914 (79.9) 88 (78.6)
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Multivariate Cox Regression Forest Plot

Multivariate Cox Regression HR (95%C1) P=value
Age 1.024 [1.020, 1.028] <0.001
Grade

Unknown Ref -

Undifferentiated; anaplastic 1.316 [1.024, 1.690] 0.032

Poorly differentiated 1.215 [0.918, 1.608] 0.173

Moderately differentiated 0. 434 [0.209, 0.902] 0.025 19—

Well differentiated 0.329 [0.104, 1.041] 0. 059

Laterality

Not a paired site Ref -

left 0.714 [0.541, 0.941] 0.017 [ 2

right 0.568 [0.434, 0.744] <0.001 |

M

MO Ref -

M1 2.015 [1.449, 2.802] <0.001 —o—
Surgery

No Ref -

Yes 0.420 [0.331, 0.532] <0.001 &

Bone. metastases

Unknown Ref -

No 0.392 [0.167, 0.923] 0.032 19—

Yes 0.526 [0.215, 1.286] 0.159

Lung. metastase

Unknown Ref -

No 3.366 [1.321, 8.579] 0.011 — >
Yes 5.377 [2.044, 14.148] 0. 001 >
Tumor. Size

Unable to evaluate Ref -

=.95 0.642 [0.482, 0.855] 0. 002 ®

95-127 1.019 [0.742, 1.401] 0.905

=z . 127 1. 359 [0.981, 1.881] 0. 065
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Demographics variables Percentage Number

Sex

Female 5450 121
Male 45.49 101
Age

1-20 3 25
20-30 59 120
30-40 15 14
>40 23 63
Education

Master of science 12 25
Bachelor of science 15 32
Engineering 20 57
Medicine 18 60
Diploma 40 85
Associate degree 17 14

PhD 5 7
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Gender 0.167 0683
Male/female 27/22 29/20

BMI (Mean + SD, kg/m?) 22,12+ 1.24 2243 +1.42 ~1.169 0245
Mean age (Mean  SD, years) 46,61+ 9,52 4536+ 11.54 0580 0563
Time injury to surgery (Mean = SD, d) 6.12:+£226 6.35+2.53 ~0.461 0646
Tile classification 0.400 0527
B 30(61.22) 33(67.35)

c 19 (38.78) 16 (32.65)

Cause of injury 0699 0873
Traffic accident 23(46.99) 26 (53.06)

Fall from height 10 (20.41) 8(16.33)

Crushing by weight 12 (24.49) 10 (20.41)

Others 4(8.16) 5(10.20)

Educational degree 0238 0883
College 7(14.29) 8(16.33)

Middie school 28(57.14) 29(59.18)

Primary school 14 (28.57) 12(24.49)

Place of residence 0656 0418
Urban area 25 (51.02) 21 (42.86)

Rural area 24 (48.98) 28(57.14)
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Relationships Path  Std.Dev tValue p-value

There is a positive relationship 0169 0121 4425  0.002
between financing and SMEs

sustainability

There is a positive relationship 0275 0071 6718 0
between adopting technology and

SMESs sustainability

There is a positive relationship 0212 0081 5387 0014
between Big Data and SMEs

sustainability

Big Data increases the growth 0198 0079 2671 031
and development of SMEs

Innovative Finance, Technology 019 008 2781 0124
adaptation and Big Data

technologies are essential in

SMESs sustainability
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Details Number Percentage % Total count

Gender Male 920 (M) 65.7%
Female 480 (F) 35.1%

Business nature  Manufacturing 820 52.01%
Senvices 580 47.12%

Establishment year <10 242 18.12% 1,400
10-15 years 561 40.10%
15-20years 322 22.00%
>20years 272 19.61%

Employee count > 150 172 13.01% 1,400
25-150 687 49.21%
<25 536 39.41%

Revenue >10milion 371 27.21% 1,400
5-10milion 582 42.60%

<5 million 442 32.23%
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0.991
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Headers

Sector

Location

Methodology

Sampling Technique
Selected respondents
Period of data collection

‘Comments

‘Small and Medium sized Enterprises (SMES)
China

Questionnaire-Structured in nature
Technique of Random Sampiing

1,800 (1,400)

November 2021 to December 2021
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Name of the Variable

SMESs sustainabilty

Adopting innovative
technology within SMEs

Innovative finance

Big data

Variable definition

Enhance services to
customers, improve supply
chain linkage, and
strengthen their knowledge
of market and trade
relationships

Adopting innovative
technologioal
advancements within the
‘small and medium sized
enterprises and large
multinational organizations
will help them to enhance
their services to customers,
improve supply chain
linkage, and strengthen their
knowledge of market and
trade relationships.

Innovative ways to manage
financial products and
services for effective
operation of a business.
Big Data refers to massive
Volumes of data, which
expands the business with
new opportunities and
challenges

Items (5-point
likert scale)
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Hypothesis Testing Results
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Percentage of respondents (%)

Age
<20 10
21-30 45
31-40 25
41-50 10
>66 0
Gender

Male 58
Female 42
Educational qualification

lliterate 8
ssLe 12
Diploma 25
Graduate 55
Field

News media 40
Marketing 20
Education 25
Students 10

Self-employed 5
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Items Levels

H1 523 529
H2 5.13 6.30
H3 4.69 520
H4 5.00 591
H5 5.19 5.90
H6 5.41 672

M, mean performance; Ml, Mean Importance; SD, standard deviation.
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Performance Mean performance Std. deviation Importance Mean importance Std. deviation Converted score out of 7 Importance t-value Sig value

H1 523 0.98 H1 3.14 0.41 529 0.20 -2.785 0015
H2 513 050 H2 312 038 530 03 —-3214 0014
H3 4.69 0.60 H3 282 0.59 5.20 0.39 —3.764 0
Ha4 5.00 0.69 H4 3.41 0.42 5.91 0.91 -12512 [
H5 5.19 0.99 H5 352 0.51 5.90 0.85 -10.792 0

Hé 5.41 071 Hé 3.35 0.61 5.72 03 —2412 0022
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Mediating role of engagement and interactivity

New media engagement
New media interactivity
Neutral

Total

Respondents’ responses
by percentage (%)

80
15
5

100
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Rating Scale

Most of the users are aware of new media technologies

The characteristics of new media technologies positively influence the user behavior
There is a relationship between new media technologies and digital age

Almost all the people in this digital age use web-technologies for communication
New media technologies enables interactivity among users

New media plays a mediating role in this digital age

25
50
40
45
10
25

Aways

%

25
50
40
45
10
25

Respondents’ response rate

R

40
30
30
25
40
50

Sometimes

%

40
30
30
25
40
50

35
20
30
30
50
25

Never

%

35
20
30
30
50

100
100
100
100
100
100

Total

100
100
100
100
100
100
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Characteristics of new media technologies

Communication
Convergence and community
Creativity

Collaboration

Total

Respondents’ response
in percentage (%)

30
10
30
30
100
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New media technologies and digital age

Positive relationship
Negative relationship
Neutral

Total

Respondents’ responses
by percentage (%)

70
20
10
100
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Distribution of the
questionnaire

Total participants.
Fully completed
Valid questionnaires

Total respondents
considered for this study

Number of respondents

150
130
100
100

Percentage (%)

100
86.6
66.6
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About new media technology

Partially aware of new media technology
Unaware of new media technology

Fully aware of new media technology
Neutral

Total

Respondents’ responses
in percentage (%)

30
15
40
15
100
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Layer types

2D Convolutional (Conv20)-6
2D Convolutional-6 (Conv2D)
2D Maximum_pooling-4
Dropout-5 (Dropout)

2D Convolutional-7 (Conv2D)
Dropout-6 (Dropout)

2D Convolutional-8 (Conv2D)
Dropout- 8

Flatten- 3

Dense- 4

Dropout-7

Dense-5

Output shape

0,222,222,32
0, 220, 220, 64
0,110, 110,64
0, 110,110,64
0, 108,108,64
0,54,54, 64
0,62,52,128
0,26, 26, 128
0, 86528
0,64
0,64
0,1

Parametric values

898
18,494

36,926

73,868
0
0
5,637,858
0
85
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Univariate

HR 95% CI
Age 1.06 1.03-1.09
Sex

Male Reference

Female 0.87 0.72-1.07
Year of diagnosis

2004-2010 Reference

2011-2018 053 0.43-0.64
Race

White Reference

Black 1.13 083-1.53

Other® 0.94 067-1.31
Primary site

Limb Reference

Cranial 0.45 0.24-0.83

Spine 1.21 067-2.19

Thoracic 1.08 0.67-1.59

Pelvic 2.12 158-2.85
Grade

| Reference

[ 0.48 0.14-1.65

1 0.85 033-2.22

% 1.47 0453

Unknown 0.97 03825
Histologic type

Osteogenic sarcoma Reference

Ewings sarcoma 0.89 0.72-1.1
Laterality

Left Reference

Right 091 0.74-1.11

Not a paired site 0.99 07-1.38
Stage

Localized Reference

Regional 23 1.74-8.03

Distant 596 4.48-7.93

Unstaged 1.27 0.28-5.85
Surgery

No Reference

Partial resection 055 03708

Radical excision 0.46 035-06

Amputation 0.87 0.63-1.2
Radiation

No/Unknown Reference

Yes 1.63 1.28-2.07
Chemotherapy

No/Unknown Reference

Yes 231 1.21-4.4

Tumor size 1 1-1.01
Metastasis

No Reference

Yes 358 288-4.46

a0ther: American Indian/AK Native, Asian/Pacific Islander.

<0.0001

0.19

<0.0001

0.45
0.71

001

0.52

088
<0.0001

0.25
0.76
0.75
0.96

0.28

0.35
093

<0.0001
<0.0001
0.756

<0.0001
<0.0001
0.40

<0.0001

0.01
<0.0001

358

HR

1.030

0.772
1.760
1.232
1.396

Reference
0.563

Reference
1.743
4.400
1.309

Reference
0.707
0.508
0.742

1.002

Multivariate

95% CI

1.006-1.065

0.425-1.401
1.021-3.033
0.814-1.864
1.045-1.863

0.434-0.78

1.348-2.265
3.396-5.701
0.319-6.377

0.499-1.002
0.382-0.663
0.545-1.01

1.001-1.003

0.015

0.394
0.042
0324
0.024

<0.0001

<0.0001
<0.0001
0.709

0.051
<0.0001
0.058

0.006
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Total (N = 2,059) Training cohort (N = 1,215) Validation cohort (N = 844) p

Age (median [IGR]) 13(10, 15) 13(10, 15) 13(10, 15) 06892
Race 0.717
White 1,624 (78.9%) 955 (78.6%) 669 (79.3%)
Black 233 (11.3%) 143 (118%) 90 (10.7%)
Other 202 (9.81%) 117 (9.63%) 85 (10.1%)
Sex 0.020
Male 1,179 (57.3%) 722 (59.4%) 457 (54.1%)
Female 880 (42.7%) 493 (40.6%) 387 (45.9%)
Grade 0.933
1 23(1.12%) 14.(1.15%) 9(1.07%)
1 48 (2.33%) 27 (2.22%) 21 (2.49%)
[ 419 (203%) 248 (20.4%) 171 (20.3%)
Y 747 (36.3%) 433 (35.6%) 314 (37.2%)
Unknown 822 (39.9%) 493 (40.6%) 329 (39.0%)
Stage 0591
Localized 673 (32.7%) 398 (32.8%) 275 (32.6%)
Regional 842 (40.9%) 484 (39.8%) 358 (42.4%)
Distant 531 (25.8%) 305 (26.7%) 206 (24.4%)
Unstaged 13 (0.63%) 8(0.66%) 5(0.59%)
Year of diagnosis 0.651
2004-2010 860 (41.8%) 502 (41.3%) 358 (42.4%)
2010-2018 1,199 (68.2%) 713 (58.7%) 486 (57.6%)
Primary site 0.713
Limb 1,676 (76.5%) 926 (76.2%) 650 (77.0%)
Cranial 93 (4.52%) 56 (4.53%) 38 (4.50%)
Spine 56 (2.72%) 35 (2.88%) 21 (2.49%)
Thoracic 118 (5.73%) 76 (6.26%) 42 (4.98%)
Pelvic 216 (10.5%) 123 (10.1%) 93 (11.0%)
Histologic type 0.832
Osteogenic sarcoma 1,385 (67.3%) 820 (67.5%) 565 (66.9%)
Ewings sarcoma 674 (32.7%) 395 (32.5%) 279 (33.1%)
Laterality 0.789
Left 952 (46.2%) 563 (46.3%) 389 (46.1%)
Right 901 (43.8%) 535 (44.0%) 366 (43.4%)
Not a paired site 206 (10.0%) 117 (9.63%) 89 (10.5%)
Chemotherapy 0.189
No/Unknown 81(3.93%) 54 (4.44%) 27 (3.20%)
Yes 1,078 (96.1%) 1,161 (95.6%) 817 (96.8%)
Radiation 0.987
No/Unknown 1,674 (81.3%) 989 (81.4%) 685 (81.2%)
Yes 385 (18.7%) 226 (18.6%) 159 (18.8%)
Surgery 0.926
No 321 (15.6%) 193 (15.9%) 128 (15.2%)
Partial resection 230 (11.2%) 136 (11.2%) 94 (11.1%)
Radical excision 1,166 (56.6%) 681 (56.0%) 485 (57.5%)
Amputation 342 (16.6%) 205 (16.9%) 137 (16.2%)
Tumor size (median IQR]) 90 (62, 125) 90 (63, 125) 835 (61.75, 125.25) 07592
Metastasis 0.469
No/Unknown 1,685 (77.0%) 928 (76.4%) 657 (77.8%)

Yes 474 (23.0%) 287 (23.6%) 187 (22.2%)
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Author

Cabral and Siveria (4)
Liu etal. (23)

Islam and Zhang (24)
Silveira and Marques (25)
Poongodi and Bose (26)
Proposed

Modality

PET
FDG-PET
MRI
MRI
FDG-PET
FDG-PET

Method

PCA-SVM
SWM
CNN
DNN
CNN-RNN
CNN

Accuracy (%)

74.18
90
95.3
86.1
96.3
96.8

Sensitivity (%)

92.75
82.7
84.4

84
91.4
94

Specificity (%)

1591
80.4
714
74.8
91
96
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SLNo. Layer Kernel  No. of Size
size/stride kernels

1 Input image 160 x 160 x 1
2 Convolution layer 1 (C1) 3x3/1 16 158x158x 16
3 Pooling layer 1 (P1) 2x212 79x79% 16
4 Convolution layer 2 (C2) 3x81 82 39x39x 32
5 Pooling layer 2 (P2) 2x2/2 20x20x32
6 Convolution layer 3 (C3) 3x32 64 10x10x 64
7 Flatten 6,400

8 Fully connected layer 512 512

9 Soft max 2 2
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Factors

Number of subjects
Age

Gender (W/F)
MMSE

CDR

Normal control

636
70
35/15
24-30
0

Alzheimer’s disease

220
75
30720
20-26
150r1
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Drug name

Cortivazol

Velusetrag

16-alpha
Bromoepiandrosterone

Balaglitazone

DrugBank ID  Original indication

DB13003

DB12702

DB05107

DB12781

Cluster headache-
investigational (NCT00804895)

Non-productive inflammation

Diabetes melitus, type 2-investigational

Repurposed for

COVID-19

COovID-19

COVID-19

COVID-19

Host COVID-19 targets

Adaptor protein 2 associated kinase 1 (AAK1)
Angiotensin-converting enzyme 2 (ACE2)
Furin

Adaptor protein 2 associated Kinase 1 (AAK1)
Cyclin-G-associated kinase (GAK)
Cyclin-G-associated kinase (GAK)

Furin

Adaptor protein 2 associated kinase 1 (AAK1)
Cyclin-G-associated kinase (GAK)

Furin
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DrugbankID  Drug name COVID-19 targets Free energy of Free energy Prediction

binding of binding (Kcal/mol) score
(Kcal/mol) Re-docking

1 DB13003 Cortivazol Adaptor protein 2 -99 ~100 0.94
associated kinase 1 (AAK1)
Angotensin-converting -10 —-100
enzyme 2 (ACE2)
Furin -94 -9.4

2 DB12702 Adaptor protein 2 -9.1 -86 0.944
associated kinase 1 (AAK1)
Cyclin-G-associated kinase -10 -10
(GAK)

3 DBOS107 16-alpha Cyclin-G-associated kinase -90 -90 0902

Bromoepiandrosterone (GAK)
Furin -87 -87
[
S

4 DB12781 Balagiitazone Adaptor protein 2 -99 —10.4 0946
associated kinase 1 (AAK1)
Cyclin-G-associated kinase -96 -97
(GAK)

e T Furin -91 -9.1

Y

Docking and pre-docking scores in kcal/mol are given which confirm the docking results as valid. Additionally, the prediction results of the drugs from SperoPredictor are also shown here.
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DrugBank Drugname  Targets  Prediction References

D Confidence

1 DB01054  Nitrendipine  AAKI 0.909 ©5)

2 DB12610  Ebselen FURIN 0916 (86,87)
AAKL

3 DB04954  Tecadenoson AAKI 0912 ©8)

4 DB12831  Gabexate ACE2 0912 ©9)
cTsL

5  DB12045  Dihydralezine ~TMPRSS2 0.946 (©0)
cTsL
ACE2

6  DB13014  Hypericin AAKL 0.901 ©n

7 DB13025  Tiapride FURIN 0917 ©2)
AAKL

8  DB13132  Atemisinin  CTSL 0.964 (©3,94)
ACE2

9  DBI13141  Ambroxol TMPRSS2 0.94 (95, 96)
acefylinate  CTSL
ACE2

10 DB13620  Potassum  AAKI 0911 (©7,98)

gluconate

11 DB13876  Harmaline GAK 0.943 (99, 100)
FURIN
ACE2

12 DB13876  Brofaromine  TMPRSS2 0.948 (101)
cTsL
ACE2

The mentioned drugs are the resuits of the drugs from the Random Forest model and
model combination (Random Forest + Tree Ensemb). The first two drugs are the result of
the combination models. Moreover, the table contains the drugs and their DrugBank IDs
which are validated from the literature for their use in COVID-19. It supports and adds to
the credibility of our developed ML models. Additionally, the COVID-19 targets in the form
of Uniprot IDs along with prediction confidence and literature-based evidence.
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Uniprot Entryname  Protein name PDBID References

1 015398 TMPS2_HUMAN Transmembrane TMEQ  (79,80)
protease serine 2

2 P09958 FURIN_HUMAN  Furin SMIM ©1)

3 QUBYFI ACE2_HUMAN Angiotensin-converting  7V8V ©2)
enzyme 2

4 Q2M218 AAKI_HUMAN  AP2-associated protein  5L4Q ©3)
kinase 1

5 014976 GAK HUMAN  Cyclin-G-associated 4038 ©)
kinase

6 PO7711 CATL1_HUMAN Procathepsin L 1cs8 [c0)

The Uniprot identifiers for each target are mentioned along with their entry names and
protein names. PDB IDs are also provided which are later used in molecular docking also.
Additionall, references for each protein target are given.
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Study The Accuracy  MCC

methods
Efficient machine-learning model (63) RF 0947 0945
SVM 093 0917
Lasso-DNN method (69) SVM 081 -
ANN 09277 -
Lasso with random forest (70) RF 0.9809 -
Repurposed drugs for COVID-19 using Al RF 082 -
and ML (71) SVM 0.90 -
Our proposed work RF 09931 0.9863
TE 09904 0.9809

The models from the related were lsted along with their performance parameters. The
accuracy and MCC of the Random Forest and Tree ensemble classifiers were matched
with the state-of-the-art methods from the literature.
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Dataset Drug features Disease features Dataset features

Drug Drug- Drug Drug side Disease Ds! Disease observable traits +ve -ve
structures target related effects gene
sequences genes sequences
1,430 2,294 2,893 5,868 1,321 1,321 5212 368483 360,000

The table mentions the total number of each feature in the dataset. It contains four drug features and three disease features. The details of the diiferent features and their mapping
process are discussed in detail in Section Dataset Preparation.
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Contributors

Data

US image
us
images
WDBC
WDBC
us
images

Method

SOM-SVM
LFO-ASVM

MBA-RF
BAS-BPNN
GWO-WNN

Accuracy(%)

87.5
93.62

96.85
96.3
98

Sensitivity(%)

86.11
90

91.4
96.3
98.8

Specificity(%)

88.54
96.3

93.2
95.69
95.9
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S.No Symbol Description

Input network

Output network

Input breast US image

Minimum gray value of the image
Maximum gray value of the image
Weights between the layers
Wavelet activation function
Center of the image

Width of the image

Wavelet number

Wavelet level

Translation parameter

No. of features in the network
No. of classes in the network

No. of hidden layers in the network
Bias

Modified distance vectors

E GWO parameters
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References

Shaopeng et al. (20)
Kuo et al. (10); Caron et al. (21)

Montoye et al. (15)
O'Driscoll et al. (27)

Kang et al. (23)

Predict activities

Daily physical activity, Walk, run
Uphill run; walk

Daily physical activity, walk, run, resistance
exercise

Stand, walk, run, slope run

Run, cycling, resistance exercise

Model type

One-variable linear regression
Mutiple linear regression

BP neural network
Random forest

BP neural network

Variable selection

Acceleration

Acceleration, heart rate; morphological indicators
acceleration

Acceleration

Acceleration, heart rate, morphological indicators,
subject characteristics

Acceleration, heart rate, body temperature
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Groups

Pulmonary infection
Dyspnea

Atelectasis

Respiratory failure

Eating disorder

The number of occurrences

Group p
(n=60)

0(0.0)
2133
239
0(0.0)
0(0.0)
4(6.7)

Group q
(n=60)

1(1.7)
583
4(67)
101.7)
1(1.7)
12/(20.0)

X2

1.008
1.365
0.702
1.008
1.008
4.615

0315
0.243
0.402
0315
0315
0.032
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Groups Group p Groupq X P
(n=160) (n=60)
Male/ferale 32/28 34126 0135 0714
Age (years) 5275867 5335840 0385 0701
Body mass (kg) 6498241 6477+£256 0463 0645
BMI (kg/m?) 2214165 2210147 0140 0889
Pathological types 0035 0853
Squamous cell 24 25
carcinoma
Adenocarcinoma 36 35
TNM staging 0039 0843
[ 41 42
v 19 18
Surgical procedures 0035 0853
Thoracic surgery 24 25
Video-assisted 36 35
thoracoscopic
surgery
Resection range
Single lobectomy 25 24 0035 0853
Biobectomy 15 16 0044 0835
Wedge resection 14 15 0046 0831
Sleeve resection 6 5 0100 0752
Educational level
Primary school 12 14 0196 0658
Senior middle 32 30 013 0715
school
University 16 16 0000 1.000
Monthly profit (yuan) 0141 0707
24000 22 24
<4000 38 36
Living habits
Smoking history 40 38 0147 0702
Drinking history 32 30 0134 0715
Place of residence 0034 0854
Town 2 27
Countryside 34 33
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Form factor, Aspect ratio, Contrast, Entropy, Correlation,
Area, Angle, Roundness, Autocorrelation, Dissimilarity,
Circularity, Convexity, Homogeneity, Variance, Mean,
Solidity, Perimeter, Sum of Squares, Smoothness,

Elongation, Orientation, Standard deviation, Skewness,

Eccentricity. Difference variance
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EPOCHS Average training accuracy Average testing accuracy

01-10 0.836 0.954
11-20 0.877 0.962
21-30 0.922 0.968
31-40 0.934 0.971
41-50 0.952 0973
51-60 0.964 0.976
61-70 0.965 0.977
71-80 0.966 0977
81-90 0.968 0.978

91-100 0.968 0978
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Title Methodology Accuracy Precision Recall F1-score ROC Computation Limitation/

area time drawback
Diabetes detection Employed long %7 077 086 087 094 58.73 LSTM have high
using DL short-term computational
algorithms (17) memory (LSTM), complexity and is
convolutional prone to overftting
neural network
(CNN), andiits
combinations for
extracting
complex temporal
dynamic features
Health care Used combination % 0.746 0678 085 05 45.67 The Probabilistic
system: stream of probabilistic and approach suffers
ML classffier for ML models from the problem
features prediction of selecting the
in diabetes therapy suitable metrics to
“6) conduct a
detection process
Diabetes detection DL-based 84.32 086 075 077 0911 67.83 In RBM, training is
using DL Restrioted more problematic
approach (47) Boltzmann as itis diffiult to
machine approach caloulate the
is used. energy gradient
function
ETEODL 97.38 0977 0977 096 095 28,63

(Proposed)
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Classifier Accuracy% Precision % Recall % Fi-score % ROC area % Comp time

Naive bayes 87.5 882 875 87.6 94 38.656
Decision tree 80.76 85.3 80.7 81.1 83.7 4556
Hoeffding tree 87.6 88.2 875 87.6 94 50.68
Random forest 95.19 95.56 95.19 96.2 91.1 54.72

Ensemble (stacking) 63.46 83.4 63.46 735 50 69.8

ETEODL (proposed) 97.38 97.7 97.7 96 95 28.63
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S.No

Author
Choetal. (37)
Leetal. (38)

Lukmanto et al. (39)

Putri et al. (40)

Sneha and Gangil (41)

Methodology used

Amodel which combines Linear SYM
classifiers and wrapper or embedded
feature selection methods

Anovel model utiizing Gray Wolf
Optimization (GWO) and an Adaptive
Particle Swam Optimization (APSO)
to optimize the Multiayer Perceptron
(MLP) to reduce the number of
required input attributes.

A dlassification framework to identify
and classify diabetes datasets using
F-Score Feature Selection and Fuzzy
SVM.

Learning Vector Quantization (LVQ) to
classify the diabetes dataset with
Chi-Square for feature selection.

Classification by selecting the optimal
features based on the correlation
values.

Limitations

Wrapper methods for feature
selection have high computational
costs and are generally prone to
overfiting. They are also dependent
on the classifiers used.

In MLP, computations are complex
and time-consuming.

A disadvantage of the F-score s that
it does not reveal mutual information
among features. Instead, it only
captures the linear relationships
between features and labels.

Chi-Square for feature selection does
not take into consideration the feature
interactions. It s best suited only for
categorical variables

Correlation values for feature
selection uncover only relationships
and do not determine what variables
have the most influence. Thus, it can
be a time-consuming process.
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Sample (Age group) (yrs)

59
10-15
16-26
26-35
36-56
56-60
61-76
76-100

Approach

Unclassified
Unclassified
Classified
Classified
Classified
Classified
Unclassified
Unclassified

Precision (%)

92.43
95.72
97.12
97.78

98.3
95.33
96.12
9231

Recall (%)

89.23
93.22
97.48
97.53
97.12
91.23
89.23

887

Detection-score (%)

89.3
93.08
9.1
98.9
99.12
97.12
91.07
87.2

Accuracy (%)

90
95
98.48
98.97
99.23
94.19
88.32
81.2
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Patient relevance (sentiments)

COVID—19 (positive)
Post COVID—19 (positive)
Loneliness
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Age
Race
White
Black
Other
Sex
Male
Female
Year of diagnosis
2010-2014
2015-2018
Marriage
No
Married
AFP
Negative
Positive
Unknown
Grade
1
I
i
Y
Unknown
T
m
]
Tumor size
Surgery
No
Local tumor destruction
Lobectomy
Transplant
Chemotherapy
No/unknown
Yes
Radiation
No/unknown
Yes

HR

1.01

Reference
1.16
0.63

Reference
0.82

Reference
0.88

Reference
0.66

Reference
1.87
1.25

Reference
1.14
229
1.78
2.08

Reference
1.14
1

Reference
0.48
0.34
0.08

Reference
1.36

Reference
114

Univariate

95%Cl

0.99-1.02

1.03-1.31
0.65-0.74

0.73-0.93

0.79-0.98

0.6-0.73

1.66-2.1
1.07-1.47

0.92-1.42
1.77-2.96

0.66-4.82
174-25

0.92-1.42
1-1.001

0.42-0.55
0.28-0.41
0.06-0.11

1.16-1.61

1.03-1.25

0.355

0.017
<0.001

0.002

0.024

<0.001

<0.001
0.006

0.231
<0.001

0.256
<0.001

0.231
<0.001

<0.001
<0.001
<0.001

<0.001

0.008

HR

Reference
1.035
0.669

Reference
0.013

Reference
0.906

Reference
0.786

Reference
1.661
1.225

Reference
1.348
1.087
3.631
1.155

Reference
1511
1.003

Reference
0.469
0279
0.074

Reference
0.757

Multivariate

95%Cl

0.913-1.173
0.575-0.777

0.856-0.7656

0.809-1.013

0.712-0.869

1.476-1.872
1.044-1.438

1.079-1.684
1.529-2.583
1.284-9.71

0.959-1.391

1.372-1.663
1.002-1.003

0.408-0.538
0.225-0.347
0.053-0.103

0.685-0.837

0.589
<0.001

0.084

<0.001

<0.001
0.013

0.009
<0.001
0.014
0.129

<0.001
<0.001

<0.001
<0.001
<0.001

<0.001
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Race
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Black
Other
Sex
Male
Female
Year of diagnosis
2010-2014
2015-2018
Marriage
No
Married
AFP
Negative
Positive
Unknown
Grade
I
1
L}
Y
Unknown
T
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T2
Tumor size
Surgery
No
Local tumor destruction
Lobectomy
Transplant
Chemotherapy
No/unknown
Yes
Radiation
No/unknown
Yes

Al
N=6286

54.4(4.10)

4,208 (68.4%)
1,004 (16.0%)
984 (15.7%)

5,005 (79.6%)
1,281 (20.4%)

3,928 (62.5%)
2,358 (37.5%)

3,487 (55.5%)
2,799 (44.5%)

1,848 (29.4%)
3,386 (53.9%)
1,052 (16.7%)

666 (10.6%)
1,080 (16.7%)
300 (4.92%)
16 (0.25%)
4,245 (67.5%)

3,976 (63.3%)
2,310 (36.7%)
35.5(32.2)

3,632 (57.8%)
1,183 (18.8%)
702 (11.2%)
769 (12.2%)

3,372 (53.6%)
2,914 (46.4%)

5,779 (91.9%)
507 (8.07%)

Training cohort
N=4359

54.4(4.11)

2,940 (67.4%)
715 (16.4%)
704 (16.2%)

3,459 (79.4%)
900 (20.6%)

2,718 (62.4%)
1,641 (37.6%)

2,414 (55.4%)
1,945 (44.6%)

1,279 (29.3%)
2,357 (54.1%)
723 (16.6%)

453 (10.4%)
725 (16.6%)
211 (4.84%)
10/(0.23%)

2,960 (67.9%)

2,732 (62.7%)
1,627 (37.3%)
35.4(32.0)

2549 (58.5%)
816 (18.7%)
473(10.9%)
521 (12.0%)

2,337 (53.6%)
2,022 (46.4%)

3,998 91.7%)
361(8.28%)

Validation cohort
2N =1,927

54.4(4.10)

1,358 (70.5%)
289 (15.0%)
280 (14.5%)

1,546 (80.2%)
381 (19.8%)

1,210 (62.8%)
717 (37.2%)

1,073 (85.7%)
854 (44.3%)

569 (29.5%)
1,029 (53.4%)
329 (17.1%)

213(11.1%)
325 (16.9%)
98(5.09%)

6(0.31%)

1,285 (66.7%)

1,244 (64.6%)
683 (35.4%)
35.6(32.7)

1,083 (56.2%)
367 (19.0%)
229 (11.9%)
248 (12.9%)

1,035 (53.7%)
892 (46.3%)

1,781 (92.4%)
146 (7.58%)

0810
0.058

0.447

0.762

0.845

0.853

0818

0.162

0.830

0.326

0.985

0.370
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Male
Female

Marital

No

Married

Year of diagnosis
2004-2010
2010-2018
Laterality

Left

Right

Grade

M1

Tumor size

Surgery

No

Local tumor excision
Partial nephrectomy
Radical nephrectomy

HR

1.056

1.761
0.423

1.283

1.106

0.772

0.993

0712
0.906
1.850
0.730

1.965

4.552

3.100
1.004

0.346
0.197
0.352

csM

95%Cl

1.03-1.08

1.18-2.63
0.18-1

0.94-1.76

0.8-1.53

0.66-1.06

0.74-1.33

0.37-1.37
0.46-1.77
0.85-4.02
0.38-1.41

1.38-28

2.38-8.71

1.47-6.54
1-1.01

0.15-0.82
0.11-0.37
0.21-0.59

<0.001

0.0065
0.049

0.12

0.54

o1

0.96

0.31
077
0.12
0.35

<0.001

<0.001

0.0029
<0.001

0.017
<0.001
<0.001

HR

1.076

1.238
0.677

0.687

0.788

0.786

0.999

0.860
0.834
0.586
0.925

0975

0.224

0.522
1.002

0.920
0.862
0.855

ocM

95%Cl

1.06-1.09

0.96-1.62
0.38-1.21

0.56-0.84

0.64-0.97

0.63-0.97

0.83-1.19

0.6-1.24
0.56-1.23
03-1.14
0.64-1.34

0.76-1.28

0.05-1.08

0.12-2.22
1-1

0.47-1.79
0.48-1.65
0.48-1.52

<0.001

0.12
0.19

<0.001

0.022

0.028

0.99

0.42
0.36
0.12
0.68

0.85

0.059

0.38
0.025

0.81
0.62
0.59
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Age

Race
White
Black
Other

Sex

Male
Female
Marital

No

Married
Year of diagnosis
2004-2010
2010-2018
Laterality
Left

Right
Grade

Unknown
i

-T2
T3-T4

Tumor size

Surgery

No

Local tumor excision
Partial nephrectomy
Radical nephrectomy
Chemotherapy
No/unknown

Yes

Radiation
No/Unknown

Yes

ALL
N =3,522

73.2(6.11)

2,907 (82.5%)
458 (13.0%)
157 (4.46%)

2,085 (67.8%)
1,487 (42.29%)

1,337 (33.0%)
2,185 (62.0%)

1,302 (37.0%)
2,220 (63.0%)

1,749 (49.7%)
1,773 (50.3%)

192 (5.45%)
1,097 (31.1%)
617 (17.5%)
110 (3.12%)
1,506 (42.8%)

2,974 (84.4%)
548 (15.6%)

3,470 (98.5%)
52 (1.48%)

3,452 (98.0%)
70 (1.99%)
492 35.0)

141 (4.00%)
214 (6.08%)
1,264 (35.9%)
1,908 (54.0%)

3,467 (98.4%)
55 (1.56%)

3,499 (99.3%)
23 (0.65%)

Training
cohort
N=2474

73.2(6.19)

2,041 (825%)
320 (12.9%)
113 (4.57%)

1,416 (57.2%)
1,058 (42.8%)

937 (37.9%)
1,587 (62.1%)

918 (37.1%)
1,666 (62.9%)

1,242 (50.29%)
1,282 (49.8%)

133 (5.38%)
786 (31.8%)
431 (17.4%)

78(3.15%)

1,046 (42.3%)

2,107 (85.2%)
367 (14.8%)

2,438 (98.5%)
36 (1.46%)

2,425 (98.0%)
49 (1.98%)
49.0(36.1)

101 (4.08%)
143 (5.78%)
897 (36.3%)
1,333 (53.9%)

2,436 (98.5%)
38 (1.54%)

2,456 (99.3%)
18(0.73%)

Validation
cohort

N=1,048

732 (6.07)

866 (82.6%)
138 (18.2%)
44 (4.20%)

619 (59.1%)
429 (40.9%)

400 (38.2%)
648 (61.8%)

384 (36.6%)
664 (63.4%)

507 (48.4%)
541 (51.6%)

59 (5.63%)
311(29.7%)
186 (17.7%)
32(3.05%)
460 (43.9%)

867 (82.7%)
181 (17.3%)

1,032 (98.5%)
16 (1.53%)

1,027 (98.0%)
21 (2.00%)
49.6 (32.4)

40 (3.829%)
71(6.77%)
367 (35.0%)
570 (54.4%)

1,031 (98.4%)
17 (1.629%)

1,043 (99.5%)
5(0.48%)

0.733
0.879

0.333

0.899

0.824

0341

0.801

0.076

0.993

1.000

0615

0.642

0.968

0.539
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Intialise: object_class= “edible’, mode=0, uvc_time=0,
filter_angle=0
Select the mode of operation and set mode equal to mode
selected.
if mode = manual then
gotostep 8
else if mode=auto then
go to thestep 15
end if
Set the uve_time to 300 s
Set the filter_angle equal to 0.
Rotate the polarizer sheet to angle equal to filter_angle.
Turn on UVC Lamp.
Start Rotating Base.
Run the Sanitization process for the set uvc_time.
go to step 21.
Capture an image of the input item.
Detect the class of the object using AI model and set
object_class equal to detected object class.
Detect the filter angle and optimized UVC sanitization time
using optimized setting_finder_model.
Set the uvc_time equal to detected optimized detected time
Set the filter_angle equal to the detected polaroid angle of
rotation.
Rotate the filter upto the filter_angle.
Start the sanitization process for the set time equal to the
uve_time.
Stop UVC light on completion of the set time.
Rotate the polarizer back to its original position.
Stop Rotating base.
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Anderson (5)

Memarzadeh et al. (22)

Objectives

To see how effective Ultraviolet technologies are at reducing
microbial contarination on environmental surfaces in patient care
environments.

Analyzed the scientific evidence supporting UV light disinfection
systems efficiency.

“The eradication of bacterial spores using hydrogen peroxide
sprays and sodium hypochlorite solution was studied in a
prospective, randomised, prior to actually trial.

On biological markers, the tests evaluated the effectiveness of
hydrogen peroxide and sodium hypochlorite.

A comparison of the safety and effectiveness profile of H, O
sprays against aerosolized hydrogen peroxide on G.
Stearothermophilus biological indicators with MRSA, C. Difficile,
with Acinetobacterbaumannii discs

By comparing the frequencies of hospital-acquired MDROs before
and after UVD use, a retrospective analysis of the efficiency of UV
light environmental decontamination as a complement to
improved terminal cleaning of rooms formerly occupied with
isolated patients was conducted.

On the surfaces of segregation units, the antibacterial capabilties
©of UVC light and chemical sanitisers were compared.

The importance of UV light technology in air purification in a
healthcare setting is discussed.

Finding

UV sanitization is more likely to be unaffected in darker places.

The following factors influenced the effectiveness of UV light:
organic load and pathogen; the strength and amount of UV light;
the distance from the device; exposure time; surface to be
cleaned is within direct line-of-sight or not.

The eradication of bacterial sporesa utiising hydrogen peroxide
sprays and sodium hypochiorite solution was studied in a
prospective, randomised, before-and-after study. Hydrogen
peroxide sprays were shown to be significantly more effective than
sodium hypochlorite solution at kiling Clostridium diffcile spores.
The later has the potential to be a viable tool for eradicating
Clostridium difficile spores.

On G. Stearothermophilus bioindicators, hydrogen peroxide
vapour generators were faster and more effective than sodium
hypochlorite machines.

The water vapour system has demonstrated a higher level of
safety, speed, and efficacy in bacterial inactivation.

Even though nearly a quarter of the disinfection chances were
missed, there was a considerable drop in hospital-acquired MDRO
rates during the UVD usage period compared to the previous
period. UV technologies appeared to have some positive effects in
this investigation.

UVC proved ineffective in dark portions of the rooms, reqired
further chemical decontarmination.

UV technologies cannot yet be applied to neutralise or efiminate
germs as a stand-alone intervention, but they can be employed in
conjunction with other traditional treatments for endpoint
disinfection.
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Step1: Initialization parameters: n, Pa, & M where n=number of host nests; pa :
probability of discovery of alien, M: maximum number of iterations

Step2: Generate initial n host, n_it
Step3: Evaluate f(n_i)
Stepd: Generate a new solution nf*' = nf +a @ Lev'y (v )

Where the symbol @ is entry-wise multiplication,
o >0 indicates the step size, Levy(y)= g7 (1< y <3)

StepS5: Evaluate f(nf* ')

Step6: Ghoose a nest ryrandomly
Step?:
Step8: Confiscate a worse nest with Pa
Step9: Construct new nest using Levy fights
Step10: Retain the best solutions

If (of )> (nf*") then Replace nf with nf* '
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Parameters Proposed (PSO+SVM+LBP) (GA+SVM

Method +LBP)
(CSO+CNN+LBP)
MSE 0013 0.0301 00651
PSNR 45.38 33.2788 275311
Specificity (%) 92.672 60.0000 90.4950
Sensitiity (%) 97.806 965783 83.7143

Accuracy (%) 96.979 96.9391 90.4937
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Parameters

MSE
PSNR (%)

Specificity (%)
Sensitivity (%)
Accuracy (%)

Proposed Method
(CSO+CNN-+LBP)

0.013
45.38
92,672
97.806
96.979
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Comparative Results

MSE PSNR  Specificity(%) Sensitivity(%) Accuracy (%)

120

100
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u Proposed Method (CSO+CNN+LBP) ® (PSO+SVM+LBP) ® (GA+SVM+LBP)
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Time consuming(s)  Se sp Acc mcc

Average 9.3600 05921 09842 0.9606 0.6886
Maximum 10.4271 0.7864 09959 09717 075710
Minimum 7.7188 0.4959 09313 0.9564 0.3970
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Time consuming(s) se sp Acc

Average 12.2773 0.8003 0.9706 0.9558
Maximum 15.5038 0.9250 0.9900 0.9764
Minimum 10.7118 0.6426 0.9313 0.9245
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Time Consuming(s) Se sp Acc

Average 9.1852 0.7339 0.9847 0.9604
Maximum 10.1004 0.8455 0.9965 0.9696
Minimum 82813 0.5006 0.9737 0.9543
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Performance measures Description

Sensitivity(Se) TPATP+FN)
Specificity(Sp) TN/TN+FP)
Accuracy(Acc) (TP+TN)/(TP-+FP+TN-+FN)
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Supenvised
methods
Supervised
methods
Supervised
methods
Supenvised
methods

Supervised
methods

Supenvised
methods
Unsupervised
methods
Unsupervised
methods
Unsupervised
methods

Unsupervised
methods

Unsupervised
methods

Unsupervised
methods
Unsupervised
methods

Unsupervised
methods
Deep learning
methods
Deep learning
methods
Deep learning
methods

Deep learning
methods

Deep learning
methods

Deep learning
methods
Deep learning
methods

Reference

Soares et al. (10)

Mearin etal. (11)

Fra etal. (12)

Aslani and
Sarnel (13)

Strisciuglio
etal. (14)

Zhuetal. (15)
Al-Diri et al. (16)
Liuand Sun (17)
Azzopardi

etal.(3)
Khan et al. (18)

Bahadarkhan
etal. (19)

Khan et al. (20)

Khanet al. (21)

Ooi et al. (30)
Melinsca
etal. (25)
Khalaf et al. (26)

Fuetal. (27)

Yue et al. (28)

Cheng et al. (29)

Lietal. (31)

Feng et al. (32)

Year

2006

2011

2012

2016

2016

2016

2009

1993

2015

2016

2016

2016

2020

2021

2015

2016

2016

2019

2020

2021

2022

Segmentation methods

Combining two-dimensional Gabor wavelet transform
multi-scale analysis and Bayesian classifier

amulti-layer neural network to classiy pixels based on
moment-invariant features

a classification scheme based on an ensemble of boosted
and bagged decision trees

using the random forest classifier based on a hybrid feature
vector for pixel characterization

transforming and re-scaling the features composed of the
responses of the bank of selected B-COSFIRE fiters to train
support vector machine classifier

extracting a 39-dimensional feature vector to train the
extreme learning machine classifier

An active contour model to achieve retinal vessel
measurement and segmentation.

amulti-concavity modeling approach with differentiable
concavity measure

proposing B-COSFIRE approach for retinal

vessel segmentation

a vasculature segmentation method by applying pixel AND
operation between vessel location map and B-COSFIRE
segmentation image

Using morphological hessian-based approach and
region-based Otsu thresholding

proposing Modified lterative Self Organizing Data Analysis
Technique (MISODATA) for vessel segmentation

proposing a framework appiicating MISODATA and
B-COSFIRE fiters with fast execution and
competing outcomes.

Applying edge detection technology based on
Canny algorithm.

using deep neural network to segment retinal vessels
Using convolutional neural networks for deep feature learning

employing deep learning network and fully- connected
conditional random fields to accomplish retinal

vessel segmentation.

Improved U-net with Multi-scale input layer and dense
block introduced

Adding dense block to U-Net network

A scheme based on the combination of U-Net and
Dense-Net is proposed
encoder-decoder structure

Technology

2-D Gabor wavelet, bayesian classifier with
Gaussian mixtures.

Amulti-layer feedforward network
Boosted and bagged decision trees

Random forest classifier, morphological top-hat,
B-COSFIRE flter, multi-scale
Gabor wavelet

B-COSFIRE flters, SVM classifier, GMLVQ,
Genetic algorithm

Classification and regression tree (CART)
Active contour model, growing algorithm,
junction resolution algorithm

Adaptive tracking algorithm

B-COSFIRE filters, CLAHE, Masking

GLAHE, morphological ftters, difference image

of low pass filter, adaptive thresholding, VLM,
B-COSFIRE fiters

GLAHE, morphological fiters, Hessian matrix
and eigenvalues transformation, Otsu
thresholding

GLAHE, MISODATA algorithm, postprocessing

CLAHE, MISODATA algorithm, B-COSFIRE
fiiters

GLAHE, Ganny algorithm
Deep max-pooling convolutional neural
networks

Deep Convolutional Neural Networks

FCN, Conditional Random Fields (CRFs)

U-net

U-net

U-net, Dense-net, CLAHE

Inception, Multiple pyramid pooling
modules
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Age
Race

White

Black

Other

Sex

Male

Female

Year of diagnosis
2010-2014
2015-2018
Marital

No

Married
Histologic type
Clear cell
Papilary
Chromophobe
Not classified
Grade

N1

Surgery

No

Local tumor excision
Partial nephrectomy
Radical nephrectomy
Chemotherapy:
No/Unknown

Yes

Radiation
No/unknown

Yes

Tumor size

HR

1.02

Reference
073
1.14

Reference
0.87

1.12
Reference

0.92

Reference
036
0.21
212

208
551
20.69
13.97

0.95

Reference
3.48
11.14
11.79
7458

21.81

Reference
0.02
001
0.19

52.27

83.54
1.03

Univariate

95% Cl

1.01-1.02

0.63-0.85
0.97-1.35

0.8-0.95

1.08-1.22

0.84-1

0.29-0.43
0.14-0.32
1.94-2.32

1.41-3.06

3.77-8.06
14.02-30.55
9.64-20.24

0.87-1.03

2.99-4.05
9.55-12.98
10.29-13.5
51.57-107.85

19.18-24.81

0.01-0.03
0.01-0.02
0.17-0.21

46.02-50.37

67.18-103.87
1.02-1.03

<0.001

0.11

<0.001

001

0.04

ocooo

0.22

oo oo

HR

0.992

0.869
1.358

0.45
0.262
0.789

1915
317
5.565
4.066

2,614
4.639
6.758
14.282

3.858

0.112
0.052
0.138

12.437

28.853
1.006

Multivariate

95% ClI

0.983-1

0.706-1.07
1.072-1.72

0.343-0.591
0.164-0.445
0.668-0.933

1.16-3.161
1.926-56.219
3.315-9.342
2.498-6.616

2.132-3.206
3.616-5.953
5.378-8.492
8.417-24.236

3.219-4.622

0.067-0.185
0.036-0.077
0.112-0.17

10.68-14.62

22.196-37.506
1.004-1.008

0.062

0.187
0.011

0.006

0.011

oo oo

)
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Age
Race

White

Black

Other

Sex

Male

Female

Year of diagnosis
2010-2014
2015-2018
Marital

No

Married
Histologic type
Clear cell
Papillary
Chromophobe
Not classified
Grade

Unknown
Laterality
Left
Right

T

Tia

Surgery
No

Local tumor excision
Partial nephrectomy
Radical nephrectomy
Chemotherapy
No/Unknown

Yes

Radiation
No/Unknown

Yes

Tumor size

Bone metastasis
No/Unknown

Yes

Brain metastasis
No/Unknown

Yes

Liver metastasis
No/Unknown

Yes

Lung metastasis
No/unknown

Yes

ALL
N =36,365

73.4(6.58)

29,891 (82.2%)
4,279 (11.8%)
2,195 (6.04%)

22,760 (62.6%)
13,605 (37.4%)

18,963 (52.1%)
17,412 (47.9%)

14,548 (40.0%)
21,817 (60.0%)

20,279 (55.8%)
5,207 (14.3%)
1,855 (5.10%)
9,024 (24.8%)

2,772 (7.62%)
12,432 (34.2%)
7,630 (21.0%)
1,778 (4.89%)
11,753 (32.3%)

18,015 (49.5%)
18,350 (50.5%)

17,089 (47.0%)
8,320 (22.9%)
3,475 (9.56%)
7,287 (20.0%)
194 (0.53%)

34,715 (95.5%)
1,650 (4.54%)

7,254 (19.9%)
3,083 (8.48%)
9,762 (26.8%)
16,266 (44.7%)

34,096 (93.8%)
2,269 (6.24%)

35,260 (97.0%)
1,105 (3.04%)
49.7 (34.5)

34,965 (96.2%)
1,400 (3.85%)

36,025 (99.1%)
340 (0.93%)

35,768 (98.4%)
597 (1.64%)

34,293 (94.3%)
2,072 (5.70%)

Training cohort
N =25321

73.4(6.58)

20,807 (82.2%)
2,982 (11.8%)
1,532 (6.05%)

15,866 (62.7%)
9,455 (37.3%)

13,112 (51.8%)
12,209 (48.2%)

10,170 (40.2%)
15,151 (50.8%)

14,113 (55.7%)
3,621 (14.3%)
1,261 (4.98%)
6,326 (25.0%)

1,934 (7.64%)
8,605 (34.0%)
5,346 (21.1%)
1,219 (4.81%)
8,217 (32.5%)

12,546 (49.5%)
12,775 (50.5%)

11,907 (47.0%)
5,844 (23.1%)
2,435 (9.62%)
4,998 (19.7%)
137 (0.54%)

24,161 (95.4%)
1,160 (4.58%)

5,002 (20.1%)
2,132 (8.42%)
6,835 (27.0%)
11,262 (44.5%)

23,758 (93.8%)
1,563 (6.17%)

24,578 (97.1%)
743 (2.98%)
49.6(34.2)

24,378 (96.3%)
943 (3.72%)

26,089 (99.1%)
2832 (0.92%)

24,900 (98.3%)
421 (1.66%)

23,917 (94.5%)
1,404 (5.54%)

Validation cohort
N=11,044

73.3 (6.58)

9,084 (82.3%)
1,297 (11.7%)
663 (6.00%)

6,894 (62.4%)
4,150 (37.6%)

5,841 (52.9%)
5,203 (47.1%)

4,378 (39.6%)
6,666 (60.4%)

6,166 (55.8%)
1,686 (14.4%)
594 (5.38%)
2,608 (24.4%)

838 (7.50%)
3,827 (34.7%)
2,284 (20.7%)
550 (5.06%)
3,536 (32.0%)

5,469 (49.5%)
5,575 (50.5%)

5,182 (46.9%)
2,476 (22.4%)
1,040 (9.42%)
2,289 (20.7%)
57 (0.52%)

10,554 (95.6%)
490 (4.44%)

2,162 (19.6%)
951(8.61%)
2,927 (26.5%)
5,004 (45.3%)

10,338 (93.6%)
706 (6.39%)

10,682 (96.7%)
362 (3.28%)
50.0(35.3)

10,587 (95.9%)
457 (4.14%)

10,986 (99.0%)
108 (0.98%)

10,868 (98.4%)
176 (1.59%)

10,376 (94.0%)
668 (6.05%)

0.227
0.980

0.677

0.064

0.365

0.337

0.587

0.970

0.228

0.561

0.346

0.439

0.085

0.426
0.063

0615

0.666

0.060
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Input: Original RGB retinal images

Output: Final segmented vessel maps.

1 Stept:

2 Extract green band image G form Original RGB retinal images.

3 Extract GIELab version image L form Original RGB refinal images.
4 Step2

5 Using CLAHE algorithm to green band image G.

6 Thresholding the luminosity plane of L and produce the mask M.
7 Step3

8 Perform masking operation on G and M.

9 Produce the input | of the following vessel segmentation operation.
10 Step4

11 Applicate B-COSFIRE fiter on | and produce I1.

12 StepS

13 Perform Morphological fitters (top-hat) on 11 and produce 12.

14 Step6

16 Operating binary threshold on I2 and produce I3.

16 Step?

17 Post processing on 13.

18 Return: Final segmented vessel maps
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Method category

Supenvised
Supervised

Supenvised

Supervised

Supervised

Supervised

Unsupervised
Unsupervised
Unsupervised
Unsupervised
Unsupervised
Unsupervised
Unsupervised
Unsupervised
Deep learning
Deep learning
Deep learning
Deep learning
Unsupervised

Reference

Soares et al. (10)
Marin et al. (11)

Fraz et al. (12)
Aslani et al. (1)
Strisciuglio et al. (14)
Zhuetal. (15)

A-Dir et al. (16)

Liu and Sun (17)
Azzopardi et al. (3)
Khan etal. (18)
Bahadarkhan et al. (19)
Khan et al. (20)
Khan et al. (43)
Khan etal. (21)
Melinsca et al. (25)
Khalaf et al. (26)
Fuetal. (27)
Chengetal. (29)
Proposed method

Year

2006
2011
2012
2016
2016
2016
2009
2010
2015
2016
2016
2016
2016
2020
2015
2016
2016
2020
2022

Segmentation time

3min
1.5min
2min
2.5min
51s
11 min
13min
10s.
106s
1.66s
6.1s
55s

12.28s

Se

0.7207
0.6944
0.7548
0.7556
0.7668

0.7251

0.7716
0.7728
0.8956
0.745
0.778
0.792
0.7276
0.8467
0.7294

0.8003

Sp

0.9747
0.9819
0.9763
0.9837
0.9711

0.9681

0.9701
0.9649
0.939
0.74
0.966
0.997

0.9494

0.9705

0.9480
0.9526
0.9534
0.9789
0.9545

0.9567
0.9497
0.9518
0.935
0.957
0.951
0.996
0.9466
0.9408
0.9470

0.9558
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Method category

Supenvised
Supervised

Supervised

Supenvised

Supervised

Supenvised

Unsupervised
Unsupervised
Unsupervised
Unsupervised
Unsupervised
Unsupervised
Unsupervised
Unsupervised
Deep learning
Deep learning
Deep learning
Deep learning
Unsupervised

Reference

Soares et al. (10)
Mearin et al. (11)

Fraz etal. (12)

Aslani and Samel (13)
Strisciuglo et al. (14)
Zhu etal. (15)

Al-Di et al. (16)
Liuand Sun (17)
Azzopardiet al. (3)
Khan et al. (18)
Bahadarkhan et al. (19)
Khan et al. (20)

Khan et al. (43)

Khan et al. (21)
Melinsca et al. (25)
Khalaf et al. (26)
Fuetal. (27)

Cheng et al. (29)
Proposed Method

Year

2006
2011
2012
2016
2016
2016
2009
2010
2015
2016
2016
2016
2016
2020
2015
2016
2016
2020
2022

Segmentation time

3min
1.6 min
2 min
1.5 min
51s

11 min
13 min
10s
106s
166s
81s
656s

9.19s

0.7332
0.7067
0.7406
0.7545
0.7731
0.7462
0.7282

0.7665
0.7155
0.776
0.780
0.747
0.766
0.7276
0.8467
0.7294
0.7676
0.7339

sp

0.9782
0.9801
0.9807
0.9801
0.9708
0.9838
09551

0.9704
0.9805
0.972
0972
0.980
0.972

0.9494

0.9834
0.9847

0.9614
0.9588
0.9747
0.9513
0.9453
0.9618

0.9472
0.9442
0.9579
0.947
0.952
0.960
0.954
0.9466
0.9408
0.9470
0.9559
0.9604
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Assuming Path to the relationship between P Path coefficient Conclusion  Conclusion 2

that 1P <0.05 P <0.001)

HI Home fitness intention > Perception of social 031 Support Support
support

H2 Home fitness intention > Home fitness 0.32 Support Support

environment perception

H3 Home fitness intention > Residents harvest 037 Support Support
H4 Residents’ physical > Home fitness intention 0.50 Support Support
literacy
H5 Residents’ physical > Residents harvest 054 Support Support
literacy
H6 Home fitness > Residents harvest 0132 015 Support Does not support

environment perception

H7 Perception of social > Residents harvest o 0.36 Support Support
support

HS Perception of social > Residents’ satisfaction 044 Support Support
support

HY Home fitness > Residents’ satisfaction ke 034 Support Support

environment perception

H10 Residents harvest > Residents’ satisfaction 039 Support Support

HIl Residents’ physical > Residents' satisfaction 047 Support Support
literacy

HI13 Residents’ physical > Home fitness 041 Support Support
literacy environment perception

Hl4 Residents’ physi > Perception of social 038 Support Support
literacy support

Not ignificant at the level of P < 0.001,

> indicates the path influence relationship,

ignificant at the
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indicators Squared/df GFI RMSEA RMR CFI NFI NNFI

The judgment standard <3 >09 <010 <005 >0.9 >09 >09
Value 211 0906 0.037 0.024 0923 0915 0941
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Assuming Path to the relationship between P Path coefficient ~ Conclusion 1 Conclusion 2

that P <0.05 P <0.001)
H1 Home fitness intention > Perception of social 031 Support Support
support
H2 Home fitness intention > Home fitness 032 Support Support
environment perception

H3 Home fitness intention > Residents harvest 037 Support Support

Hi Residents’ physical > Home fitness intention 050 Support Support
literacy

H5 Residents’ physical > Residents harvest 054 Support Support
literacy

H6 Home fitness > Residents harvest 0.047 0.15 Support Does not support
environment perception

H7 Perception of social > Residents harvest 036 Support Support
support

H8 Perception of social Residents' satisfaction 044 Support Support
support

HY Home fitness > Residents' satisfaction 034 Support Support
environment perception

H10 Residents harvest > Residents' satisfaction 039 Support Support

HIl Residents’ physical > Residents' satisfaction 047 Support Support
literacy

HI12 Home fitness intention - Residents’ satisfaction 0214 0.05 Does not support Does not support

Note: -> indicates the path influence relationship,
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The dimension The The The topic

average  standard split
deviation

Home fitness intention 1488 241 372
Perception of social 1456 252 364
support
Home fitness 1244 2.56 311
environment perception
Residents physical 1272 268 318
literacy
Home fitness gains 1228 241 307
Participation 1512 287 378
Content 1256 265 314
Space equipment 1216 251 304

Time and frequency 1160 21 290
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Indicators Squared/df GFI RMSEA RMR CFI NFI NNFI

The judgment standard <3 >09 <010 <005 >0.9 >09 >09
Value 3.043 0917 0.040 0.024 0.905 0935 0840
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Home fitness intention
Perception of social support
Perception of sports environment
Residents’ physical literacy
Sports harvest for residents

Total score

Is a stat

ical symbol.

Home
Fitness
Intention

1
0632
0.698*
0.801%
0.813*
0.886°

Social
support

1
0.612*
0.624%
0798
0.864°

The sports
environment

1
0751%
0794
0.881%

Sports
accomplishment

1
0815
0.856*

Sports to
harvest

0909

Total
score
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Satisfaction with home fitness

Participation
Content

Floor space

Time and frequency

Total score

Is a statistical symbol.

Participation

0708
0714%
0.677°
0756°

Content

1
0782
0.826°
0914°

Floor space

1
0.742*
0.905°

Time and frequency

1
0.896*

Total score
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The dimension

Home fitness inten

n
Perception of social support

Home fitness environment perception
Residents’ physical literacy

Home fitness gains

Satisfaction with home fitness

Cronbach’s o coefficient

0916
0.904
0.903
0925
0929
0.936
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Variable

Gender
Male

Female

Age (years)

18-25

25-39

40-49

50-59

60 and above

Record of formal schooling
Senior high school and below
The university of

Postgraduate or above

is study refers to the statistical table of the 2015 Natic

Frequency

275

266
234
181
9
259

617
176

al Population S:

Sample
proportion
(%)

529
47.1

253
22
172
91
246

587
167

mple Survey published by the Nati

Variable

Professional

Cadres of state organs
Employees of enterprises
and public institutions
Professional and technical
personnel

Production personnel in
agriculture, forestry, and
animal husbandry
Self-employed

Students

Other

Regional

In the east

In the middle

In the west

Frequency

95
284

92

126
74
297
84
412

386
254

Sample
proportion
(%)

90
27.0

87

120
7.0
282
80

392

367
241
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Model

BertCNN
BetRONN
BertDPONN
ERNIEDPCNN
BentLogistic
Transformer-+GP

Embedding

Bert

Bert

Bert

ERNIE

Bert
Transformer

Classifier

CNN

RCNN

DPCNN

DPCNN

Logistic Regression
Transformer

Precision

58.85

4111

88
94.00

Recall

56.25
50.00
47.92
50.00
85
89.00

Accuracy

66.25
50.00
47.92
50.00
86.20
93.50

F1

52.79
33.33
35.59
33.33
85.60
91.19
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The judgment standard <3 =09 <010 <005 >0.9 =09 >09
Value 2544 0959 0.090 0.046 0928 0916 0815
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Key factors for the optical
MEMS methods/designs

Key factor 1
Key factor 2
Key factor 3

References

(1-49)
(60104, 129)12345
(49, 118, 119, 123-128)

Total studies

49 papers
60 papers
28 papers
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SI. No

Application

Dental

Intervertebral disc

Lumbar motion

Joint angle, gait analysis, insole pressure
‘Communication assistance

Pulse wave and respiratory, body pressure

Intraocular
Urodynamic measurement
Microfluidic system
Handgrip

Summary of results

@
@
o
-
£
-
-
£
£
@
£

L I X IR

Prediction of dental carries using optical sensor
Incorporation of FBF sensor for dental carries

Strain pattern evaluates for different parts of dental region
Evaluation of dental filer material with FBG

Evaluation of biting force with FBG sensor

Load distribution over intertribal diisc during tensile and compressive stress has been monitored.
Incorporation of FBG sensor spinal cord in different sitting position

Load distribution over lumbar disc during tensile and compressive stress has been monitored
Incorporation of FBG sensor in lumbar position

Integration of FBG sensor in insole for foot pressure monitoring in diabetic and arthritis patients.
Embedding the sensors in insole and checking pressure distribution for different types of foot and in different
experimental conditions such as walking, standing, climbing, age, and sex and in different patients.

Development of communication assistance based on eye biinking integrated with FBG sensor signals

Different pressure points of the body are monitored with FBG sensor
Respiratory pressure is monitored with FBG sensor using wrapping the FBG sensor based belt around chest

Opical fibre based sensor has been used to detect the glaucoma in patients
Optical fibre has been incorporated with catheter to

FBG sensor has been integrated with different microfluidic channel for biosensing applications
FBG sensor for integrated with gloves, designed handgrip models,
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Medical area Type of modulation Place  Monitoring strategy Technical feature of sensor References

Dental Optical Coherence Invitro  Caries, cracked tooth B-mode PAT is good at providing microstructural (69)
Tomography properties.
S~ Mode PAT provides a proper imaging system of
the crack lesion.
Fibre Bragg Grating Invitro Force monitoring in maxila Force range detected 0-20N ©1)
model
Intervertebral Fibre Bragg Grating Invitro Pressure monitoring in Pressure range between 0 and 500N 69
disc intervertebral disc
Lumbar motion Fibre Bragg grating Invitro  Lumbar stretch monitoring Rotation angle upto 0-35°C (60)
Low back Optical fibre Invitro Low back movements Sensitivity 0.20 nm-me~" ©1
motion monitoring
Join angle Fibre Bragg grating Invitro  Goniometer Joint angles in the range of 0-200° with a (65)
resolution of 0.06°
Insole pressure Optical fibre Invitro Insole force moritoring Sensitivity 11.06 pm/N (©6)
Communication ~ Optical fibre Invitro Using breath pattern analyser  Average accuracy of the device obtained 90% ©n
assistance
Pusewaveand  MEMS + Optical Invitro Pulse pressure monitoring Minimum detectable pressure 0.01 Pa 74
respiratory
Microfliciic Photonic crystal Invitro Fluid flow sensing Sensitivity 836 nm/RIU [c0)
Intraocular Opical MEMS Invitro Glaucoma Monitoring ‘accuracy of 0.29mm (©0)
Oximetry Optical Fibre Invitro Oxygen monitoring by the Detection limit of 5-15KPa (©6)
contact force
Pulse wave Optical fibre and FBG In vitro Pulse wave signals POF-FBG APG correlation is distributed from 0.54 82
monitoring 100.72
Urodynamic: Optical fibre pressure Invitro Urodynamic Pressure 0.16m HoO (~10Pa), a stabilty better than 1cm ©8)

measurement sensor HoOm
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Type

Interferometer

Photonic MEMS
/Microcantilever

Fibre Bragg Grafing

2Not reported.

Configuration

Mzl

Diaphragm Integrated
mzi

Mzl

Photonic
Microcantilever

Optical MEMS
microcantilever

MOEMS

Photonic crystal fiore

Photonic crystal

Microcantilever
Hexagonal ring
resonator

FBG sensor for
biomedical

FBG for biomedical

Fibre pressure sensor
CMOS based
Nanomechanical
sensor

FBG force sensor

Strategy

Three core fibre for measurement of
directional bending

Analysing to light intensity with
diaphragm deflection

Lab on chip biosensor with MZI
Phase modulator

Methylcellulose coated MZI for
humidity sensing

M2l Uttrasound Sensor

MZI temperature sensor

M2! Respiratory monitoring

Photonic Microcantiever for
chemical analysis

Various shape microcantilever
integration with Optical MEMS

MOEMS nanomechanical sensor

Hybrid dual-core photonic crystal
fiore

Pressure and Temperature sensor
with hexagonal resonator
hexagonal ring and micromachined
cantilever tips on 2D silicon
photonic crystal

Polymer optical fibre Bragg grating
analysis

Integrated nano-optomechanical
displacement sensor

Multi-Point Optical Fibre:
CMOS MEMS-based
nanomechanical sensor for
molecule detection

FBG force sensor for tissue
palpation

Mode Detection limit

TE

TE

TE

TE
TE
TE

TE

NA

TE

TE

TE

TE

TE

TE
NA

TE:

nrd

nrd

<0.05 Umin), a high
resolution (0.005 L/min),
and a fast response time
(12 mills

45-85% RH

0.38 mPa/Hz'/2
n.rd

nrd

0.6 mum and 0.0098% in
water and 0.812 mum and
0.0144% in ai,

81.55 ug—28.39mg
(polyimide material
Triangular cantilever.
50.97 pg—23.996mg
(Parylene material

0-0.10 MPa;(One end
fixed)

0-400 MPa; (both

end fixed)

010 1,000 Mpa
0.04to 6 GPa

1-10 MPa, 10-100 MPa,
1-MPa —20MPa, 20
MPa—10 GPa

nrd

Displacement imprecision
of only 45 FM/Hz1/2 as
well as a large dynamic
range (>30nm).

nrd

4.06 £ 0.15 pg/mL

Sensitivity

Bending sensitivity —15.35
nmv/m=" and 8.11 nmvm-="
Temperature sensitivitly
0.043 nm/°C and 0.041

—0.2 pm/Pa

nrd

0.094 dB/%RH

0.62 mV/Pa
21.2nm/C

Sensitiity upto 8.53
dB/m-1

nrd

68.296 nmvMPa (fixed one
end)

0.134 nm/MPa Both

end fixed)

—11.6 prvMpa.

nra

nrd

54.2 pm %RH-1 £
0.14%RH

nrd

—0.672 rad/MPa

nr2

nr2

References

(10)
(1)
(12)
(14)

(25)

(30)

(35)

©n

(36)

(@8

(39)

(43)

(44)
(45)

(“8)
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Female
Marriage
No
Married
Year of diagnosis
2004-2010
2010-2018
Laterality
Left
Right
Grade
1
]
]
v
-
Tla
Tib
i)
3
T4
N
NO
N1
M
Mo
M
Tumor size
Surgery
No
Local tumor excision
Partial nephrectomy
Radical nephrectomy

HR

1.04

Reference
0.83
0.91

Reference
081

Reference
0.92

reference
0.91

Reference
1.03

Reference
1.32
27
7.07

Reference
2.14
4.56
6.19

26.49

Reference
103

Reference
11.01
1.01

Reference
0.1
0.08
0.26

Univariate

95%Cl

1.03-1.04

0.72-0.96
0.8-1.03

0.76-0.87

0.86-0.98

0.85-0.97

0.97-1.1

1.15-15
2.36-3.08
6.12-8.17

1.93-2.38

4.06-5.11

5.65-6.78
16.75-41.89

9.26-11.46

10.2-11.87
1.01-1.01

0.08-0.13
0.07-0.09
0.22-0.27

<0.001

0.013
0.137

<0.001

0.01

0.006

0.32

<0.001
<0.001
<0.001

<0.001
<0.001
<0.001
<0.001

<0.001

<0.001
<0.001

<0.001
<0.001
<0.001

HR

1.057

Reference
1.129
0.879

Reference
0.834

Reference
0.852

Reference
1.087
1.207
1.797

Reference
1.176
1.189
1.388
1.866

Reference
2.023

Reference
3.049
1.003

referEnce
0.421
0.282
0.361

Multivariate

95%Cl

1.063-1.06

1.035-1.232
0.808-0.959

0.796-0.874

0.814-0.893

0.965-1.113
1.117-1.305
1.626-1.987

1.106-1.251
1.088-1.299
1.294-1.488
1.178-2.955

1.82-2.249

2.83-3.285
1.002-1.004

0.368-0.481
0.263-0.314
0.329-0.396

<0.001

0.006
0.004

<0.001

<0.001

0.32
<0.001
<0.001

<0.001
<0.001
<0.001

0.008

<0.001

<0.001
<0.001

<0.001
<0.001
<0.001
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Female
Marriage

No

Married
Year of
diagnosis

2004-2010

2010-2018
Lateraiity

Left

Right
Grade

I

]

i

Y
T

Tia

Tib

T2

T3

T4
N

NO

N1
M

Mo

Mi

Tumor size
Surgery

No

Local tumor
excision

Partial
nephrectomy
Radical
nephrectomy

Chemotherapy
No/Unknown
Yes

Radiation:
No/Unknown
Yes

Al

N =33,509

727 (5.91)

29,034 (86.6%)
2,030 (6.06%)
2,445 (7.30%)

20,201 (60.3%)
13,308 (39.7%)

12,270 (36.6%)
21,239 (63.4%)

13,295 (39.7%)
20,214 (60.3%)

16,447 (49.1%)
17,062 (50.9%)

4,077 (12.2%)
17,480 (52.2%)
9,595 (28.6%)
2,357 (7.03%)

14,019 (41.8%)
8,063 (24.1%)
2,987 (8.91%)
8,370 (25.0%)
70(0:21%)

32,620 (97.3%)
889 (2.65%)

31,320 (93.5%)
2,189 (6.53%)
51.8(32.3)

1,227 (3.66%)
1,718 (5.13%)

8,791 (26.2%)

21,773 (65.0%)

32,004 (95.5%)
1,506 (4.49%)

32,869 (98.1%)
640 (1.91%)

Training
cohort
N=23412

72.7 (6.90)

20,233 (86.4%)
1,463 (6.25%)
1,716 (7.33%)

14,156 (60.5%)
9,256 (39.5%)

8,533 (36.4%)
14,879 (63.6%)

9,308 (39.8%)
14,104 (60.2%)

11,554 (49.4%)
11,858 (50.6%)

2,834 (12.1%)
12,212 (52.2%)
6,608 (28.6%)
1,668 (7.12%)

9,743 (41.6%)
5,694 (24.3%)
2,113 (0.03%)
5,811 (24.8%)
51(0.22%)

22,815 (97.5%)
597 (2.55%)

21,902 (93.6%)
1,510 (6.45%)
51.7(31.0)

867 (3.70%)
1,173 (6.01%)

6,127 (26.2%)

15,245 (65.1%)

22,397 (95.7%)
1,015 (4.34%)

22,976 (98.1%)
436 (1.86%)

validation
cohort
N = 10,097

72.8(5.95)

8,801 (87.2%)
567 (5.62%)
729 (7.22%)

6,045 (59.9%)
4,052 (40.1%)

3,737 (37.0%)
6,360 (63.0%)

3,987 (39.5%)
6,110 (60.5%)

4,893 (48.5%)
5,204 (51.5%)

1,243 (12.3%)

5,268 (52.2%)

2,807 (28.7%)
689 (6.82%)

4,276 (42.3%)
2,369 (28.5%)
874 (8.66%)
2,559 (25.3%)
19/(0.19%)

9,805 (97.1%)
292 (2.89%)

9,418 (93.3%)
679 (6.72%)
52.0(35.0)

360 (3.57%)
545 (5.40%)

2,664 (26.4%)

6,528 (64.7%)

9,607 (95.1%)
490 (4.85%)

9,893 (98.0%)
204 (2.02%)

P

0515
0.073

0313

0.332

0.651

0.138

0.760

0.266

0.362

0.449
0.426

0.038

0.354
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Performance

MSE
NMSE

MAE

Error (min. obs)
Error (max. obs)
R-value

FIs

0.0183
0.3185
0.1170
0.0110
0.1279
0.6133

ANFIS (Proposed)

0.0123
0.2650
0.0747
0.0021
0.1706
0.7336
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Types of attacks Details Training result
Normal Stable connectivity 97,278
Probe Configuration and analysis 4,107
details of the system and
network
Dos Affecting network resources 391,458
U2R Accessibility to servers and 52

connected nodes.

R2L llegal accessibilty to remote 1,126
devices

Testing result
60,593
4,166
229,853

258

16,189
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Types of attacks

{input 1] {Normal]
[input 2] [Probe]
{input 3] [DoS]

{input 4] (U2R]

{input 5] [R2L)
[Output] [Attack_type]

Ranges and rules

Range: [0 1), MFs: 3 (low, medium, high)
Range: [0 1), MFs: 3 (low, medium, high)
Range: [0 1], MFs: 3 (low, medium, high)
Range: [0 1), MFs: 3 (low, medium, high)
Range: [0 1], MFs: 3 (low, medium, high)
Range: [0 1), MFs: 3 (low, medium, high)
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Types

Data security

Platform security

Application security

Infrastructure security

Physical security

Risks
Unauthorized access, data leakage, data

disclosure, privacy disclosure
Data sharing, software, hardware, application

Configuring, system accessing, management

Cloud framework, fault injection, false model,
resource handiing

Sensitive data leakage, privacy breaching,
hacking, intrusion

Approaches

Hybrid approach of the DSA algorithm with reverse flow (36). Hybrid
encryption algorithm for securing big data storage (39).

Combination of AES, Blowfish and Twofish security algorithms for secure
data sharing (40). Enhanced role-based access algorithms to secure
IoT-based cloud (41).

Hybrid framework of EGC and AES for advance encryption approach (42).
Publisher subscriber algorithm with ontology logic for encryption to maintain
confidentiality and authenticity (43).

Proposed RDFI strategies with chaos engineering algorithm (CEA) for
deployed infrastructure (44). Used CSBAuditor to moritor and detect
malicious attacks in the cloud environment (46).

Lightweight cryptographic algorithms for physical security analysis (46).
SHA-512, ECC, and RSA hybrid cloud security system used for securing
data in a cloud structure (47).
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Type of risks

Worm-hole and malicious nodes
Black-hole attack

Intrusion detection in network
Denial of service attack
Packet flooding attacks
Routing attack

Phishing attacks

Approaches

Hylbrid reactive search and bat (HRSB) mechanism used to detect malicious nodes
and ANFIS for testing and training data

Used a self-adaptive multi-verse optimizer with ANFIS to detect intrusion attacks in
WSN

ANFIS clustering methodology used for selecting cluster heads
ANFIS used to improve network traffic attack detection and performance evaluation
ANFIS classifier used for feature extraction and classification in MANET

ANFIS used for initial feature selection and trust evaluation

ANFIS-based classiication approach for higher accuracy rate
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Input Operator Output

WxHxN 1 x 12D convolution (conv2d) layer, ReLUE W x H x tN
W x H x tN 3 x 3 dwise s = s ReLUB W/s x H/s x tN
W/s x H/s x tN  Linear 1 x 1 2D convolution (conv2d) layer ~ W/s x H/s x M
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Data set Roc curve area

A 0.95
B 10
B with only 10 epochs and Dropout 0.5 10
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Data set

A
B
B with only 10 epochs and Dropout 0.5

Precision

100%
100%
100%

Recall

100%
100%
100%

F1 score

95.0%
100%
100%
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Parameter

Rescale
Horizontal fiip
Zoom range
Feature wise center
Rotation range

Zca whitening
Vertical ip

Channel shift range,
Brightness range

Value

1/255
Tue
05,1.0
Tue
90
False
Tue
00
05,1.0],

Parameter

Zca epsilon
Validation spiit

Fill mode

sample wise center
Width shift range

Feature wise std normalization,

Sample wise std normalization
Height shift range
Shea range,

Value

16-06,
0.20
nearest
True
[-20,20)
False
False,
05
00
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Data set Final loss Final accuracy

A 0.09 95.08%
B8 006 100%
B with only 10 epochs and Dropout 0.5 0.02 99.02%
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MobileNetV2 and others pre-training models

State-of-the-art Model  Parameters Accuracy Disk Space
(Percentage)
%
MobileNet 4,253,864 70-89.5 16MB
MobileNetV2 3,538,984 71-90 14 MB
VGG16 138,357,544 71-90 528 MB
VGG19 143,667,240 71-90 549 MB

ResNet50 25,636,712 74-92 98 MB
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Attributes (def

ition)

Simplicity
“The system's structure and
ease of operation. The
system should be as simple
as possible.” (90)

Flexibility
“Ability to adapt to changing
information needs or
technological operating
conditions with little
additional time, personnel,
or allocated funds.” (90)

Data quality
“Completeness and valdity
of the data recorded in the
system.” (20)

Acceptability
“Willngness of persons and
organizations to participate
in the system.” (90)

Sensitivity
“At the level of case
reporting: the proportion of
cases of a disease or event
detected by the system.
Ability to detect outbreaks
over time and evaluation of
surveillance system.” (30)

Positive predictive value
“The proportion of reported.
cases that actually have the
event under surveillance.”
(90)

Representativeness
“Abilty to accurately
describe the occurrence of
a health-related event
overtime and distribution of
the population by place and
person.” (90)

Timeliness

“Reflects the speed
between steps in a system.”
(90)

Stability
“Abilty to rely on the system
for avaiabilty and to collect
manage and provide data
without failure. Ability to be
operational when needed.”
(90)

*Groseclose et al. (90).

Features of loT data

* Data collection/extraction from users without complex interactions using Application Programming Interface (APIs) that the
manufacturer often provides.

+ Easy access to the data, which is often collected by passive sensors, minimizing the burden for the user.

« IoT systems rapidly generate large volumes of data in real-time, creating challenges associated with managing, hosting, and analyzing
big data.

« Diverse types of data being generated: numeric, images, text, or audio.

 Collects vast amounts of data from the same individual, often supporting longitudinal analysis.

+ Application Programming Interfaces (APs) make it easy to adapt to the technology to the end-users being used, type of data, type
of database, type of storage, and security requirements.

» New 0T data sources that use APIs can easlly be integrated into systems, also affording changes in a data structure as technologies
evolve.

« Changes in case definition can be updated in algorithms rather than requiring changes to data collected since systems can access
the raw data.

« The system can be automated to generate alert systems without manual effort which can help public health officials identify
potential signals for future outbreaks early.

* IoT data often suffers from missing, inaccurate, and incomplete data

 Wearable sensors that require participants to recharge and remermber to interact with the device often have larger volumes of missing
data.

« Ambient sensors often generate continuous and complete datassts as they are always connected, powered on, and strearming.

« Technology development is leacing to improved data quality across all loT sensors.

* IoT technologies are pervasive, and in the community, a part of the population s already using those technologies to generate data.

« IoT adoption is accelerating in the last decade and is predicted to be much higher in the near future.

+ Recent advancement in technology used *skin interfaced sensors” not only monitor physical activties and vital signs but also keep
track of molecular biomarkers of the human body (104).

 Users need to agree to share their data, as it has already been collected.

« loT sensors, inmost cases, do not focus on the detection of specific diseases such as COVID-19 or influenza but rather on symptoms
like fever, abnormal heart rate, o change in gait pattern.

« 10T technology is ideal for supporting syndromic surveilance by collecting data about healthy behaviors and health variables in
real-time.

* loT technology will collect data that is often indirectly associated with health and health risk behaviors (e.g., indoor motion data to
quantify sleep patterns, phone mobilty data used to quantify response to COVID-10 policies).

« 10T will provide extensive participant data with a higher fikelihood of the presence of events.

* The longitudinal nature of the data can detect future anomalies using Artficial Intelligence modls within the healthcare sector and
send alerts to policymakers. The longitudinal and continuity nature of the data wil provide richer insights into population behaviors,
which increases the likelihood of getting the events of interest.

« The proportion of the presence of loT within the community is increasing and predicting the true positive cases will be easier using
0T data by identiying early alerts.

+ The detection of specific diseases is possible, as technologies such as lab on a chip (106, 107) allow for real-time detestion of
pathogens and contaminants.

« Positive predictive value seems to be in a disadvantageous position with the current loT data environment, but this might change in
the future.

« Large number of participants can provide access to data who were not represented in the traditional data collection method.
« IoT technologies are ubiquitous, highly pervasive, and are generating data 24/7.
« Data mining from sensors already owned by the population generates a biased sample, with data from the wealthier and more
physically active part of the population.
+ Studies can supplement biased samples by deploying targeted studies to collect data from under-represented subgroups of
the population.

« Data s often collected at high frequencies, often affording access to data in the near real-time.

« Anincrease in the data’s granularity and the longitudinal nature of the data can provide richer insights, for instance, faster alerts of
anomalies for specific health issues, and support the creation of innovative indicators.

+ In the near future, the IoT data source may become helpful to identify future pandemic and climate-related emergencies. Immediate
assessment of the impact of policy changes (for example, “work from home” during the pandemic) can be possible using loT data.

« Improvement from tracitional data sources where data collection often happens once yearly or less frequently.

« Private cloud systems can provide the necessary data security and maintain the users’ privacy.

 Redundant, always available, more stable public health surveilance platforms/systems can be built using private cloud solutions,
having the capacity to collect uninterrupted data without failure. loT manufacturers and loT data custodians can deliver such
redundant and stable systems for their consumers’ everyday use.

 The disadvantage of these loT data manufacturers is ever-changing company environment (for example, corporate and big private
entities) might not provide a stable source of data. The alternative source of data should be listed as a backup plan to support and
strengthen when required.
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Variables

OR

Preop.DH  1.17
Preop.LLS 211
Postop. DH  3.28
Postop. LS 1.78
Postop. SL 074
Postop. S§  0.81
Postop. PT  1.44

Insertion depth
S group Ref
L group 021

Facetangle 123

Univariable logistic
regression analysis

95% CI
Lower Upper
100 136
151 297
2141 510
100 315
056 098
069 095
105 197
Ref  Ref
006 072
113 1.34

0.048
<0.001
<0.001

0.050

0.037

0.011

0.023

Ref
0.013
<0.001

OR, odds ratio; 95% Cl, 95% confidence interval.

Multivariable logistic
regression analysis

OR

0.98
201
2.81
0.87
1.01
0.72
1.23

Ref
0.83
1.20

95% ClI
Lower Upper
067 141
123 328
140 665
024 325
059 171
047 110
064 236
Ref  Ref
008 912
1.02 141

P

0.894
0.005
0.004
0.855
0.979
0.133
0.544

Ref
0.902
0.030
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Variables

OR

Preop.DH  1.06
Preop.LLS  1.33
Postop.DH 1.7
Postop. LS 2.80
Postop. SL 0.86
Postop. SS  0.88
Postop. PT  1.37

Insertion depth
S group Ref
L group 053

Facetangle 1.14

Univariable logistic
regression analysis

95% CI
Lower Upper
083 134
143 157
125 250
113 698
056 132
068 112
084 224
Ref  Ref
o011 263
104 125

0.657
0.001
0.001
0.027
0.864
0.289
0214

Ref
0.435
0.008

OR, odds ratio; 95% Cl, 95% confidence interval.

OR

0.88
124
1.60
1.43
1.14
091
1.08

Ref
168
1.08

Multivariable logistic
regression analysis

95% CI
Lower Upper
065 120
098 157
102 249
055 369
067 194
067 124
058 182
Ref  Ref
023 1098
092 116

0.431
0.069
0.038
0.465
0.619
0.566
0919

Ref
0.645
0.557
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Oswestry disability ~ Pre-operation Two weeks after One year after

index and the visual operation (F/UF) ~ operation (F/UF)
analog scale
0D score 63931035 289541001  8.17£320(7.89
(26.89/39.35) n2.78)
VAS score 696120 278%1.26(2.49/ 0.69 +0.67 (0.64
4.23) /1.44)

F, favorable clinical outcomes; UF, unfavorable clinical outcomes.
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Variable

DH (mm)
Preop

Postop

LLS (mm)
Preop

Postop

SD (mm)
Preop

Postop

LLe

Preop

Postop

SL()

Preop

Postop

ss ()

Preop

Postop

PI()

Preop

Postop

PT()

Preop

Postop

Facet angle (°)
Insertion depth (%)
S group

L group

Total (n = 157)

8.60 £ 2.80
5704184

7.67 +£3.09
1.98+073

17.76 £ 2.85
6.86 + 1.70

38.87 £225
45.26 £ 2.52

16.40 £2.79
24.64 £1.65

36.10 £2.30
37.81£283

5414 +2.57
52.87 £2.39

18.03 £2.76
1617 £1.44
57.71£7.29

103 (65.61%)
54 (34.39%)

Favorable
group (n = 131)

8.40 £ 2.80
5224143

6.83+2.01
1.93+0.63

17.72 £2.86
683+ 1.72

38.83 +£2.26
45.34 +2.61

16.43 +2.87
24.77 +1.67

36.20 £2.26
38.08 £2.78

5431 +2.54
52.94 +£2.41

17.97 £2.77
15.06 + 1.43
55.15 +£6.07

80 (61.07%)
51(38.93%)

Short-term cohort

Unfavorable
group (n = 26)

9.60 £2.63
8.11£1.75

11.89 + 4.02
224 £1.09

1784 £2.74
7.00 £1.61

39.10 £2.17
44.89 +2.54

16.24 +£2.37
24.01 £1.38

35,61 £2.42
36.48 £2.72

53.30 +2.56
52.49 +£2.27

18.31 £2.69
15.78 £1.37
64.50 £7.79

23 (88.46%)
3(11.54%)

0.045
<0.001

<0.001
0.172

0.733
0.629

0.581
0.413

0.729
0.020

0234
0.008

0.068
0377

0672
0.020
<0.001
0.010

Favorable
group (n = 148)

867 £2.81
557+1.79

7.43+291
1.95+0.70

17.77 £2.87
682+ 1.68

3892 £224
45.30 +2.63

16.38 + 2.82
24.67 +1.67

36.10£229
37.87 £2.81

5422 +2.58
5291 +2.41

18.03 £2.75
1514+ 1.43
56.29 = 6.95

96 (64.87%)
52 (35.13%)

Long-term cohort

Unfavorable
group (n = 9)

9.00+2.71
784114

11.56 + 3.50
253+084

17.51+2.37
7.40 £1.89

38.16 £2.27
44.62 £2.33

16.66 + 2.26
2428 £1.13

36.13+2.37
36.83 +3.04

52.78 +1.95
52.18 £ 1.94

18.06 + 3.04
15.76 £ 1.49
63.65 £ 9.01

7(77.78%)
2(22.22%)

0.659
<0.001

<0.001
0.021

0.789
0.326

0.327
0.435

0.778
0.501

0973
0.286

0.104
0377

0977
0.208
0.003
0.627

Preop, preoperative; Postop, postoperative; DH, disc height; LLS, lateral isthesis; SD, slip degree; LL, lumber lordosis; SL, segment lordosis; SS, sacral siope; PI, pelvic incidence; PT,
pekvic tit; S group, the screws account for 60-80% of the anteroposterior diameter of vertebral body; L group, the screws accounted for more than 80% of the anteroposterior diameter

of vertebral body.
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Variables Patients (N = 157)

Age (years), mean + SD 63.84 4823
Sex (male/female), n (%) 52 (33.12%) 106 (66.88%)
BMI (kg/m?), mean + SD 2430 £2.32
Smoking, n (%) 23 (14.65%)
Diabetes melltus, n (%) 26 (16.56%)
Osteoporosis, n (%) 43 (27.39%)
Fusion level, n (%)

L3/4 18 (11.46%)
La/5 75 (47.77%)
Ls/81 64.(40.77%)
Fusion approach, n (%)

TUF 82 (52.23%)
PLIF 52 (33.12%)
TUF + PLIF 23 (14.65%)
Types of bone graft

Autograft bone 78 (49.68%)
Allograft bone 41(26.12%)
Autograft + allograft bones. 38 (24.20%)
Gement augmentation, (%) 52(33.12%)
Screw retraction, n (%) 2(1.27%)
Fusion rate (fused/unfused), n (%) 150 (95.54%)/ 7 (4.46%)
Short-term unfavorable cohort, n (%) 26(16.56%)

Long-term unfavorable cohort, n (%) 9 (5.73%)
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Method

Sweta Karlekar (23)
Fritsch et al. (20)
Orimaye et al. (41)
Fraser et al. (43)
Yancheva et al. (45)
Sirts et al. (46)
Herandez et al. (47)
Roshanzamir et al. (48)

Roshanzamir et al. (48)

Pan etal. (49)

Lietal. (50)
Fraser et al. (51)
Transformer-+FP2S

Transformer+GP

Embedding

POS
n-gram

n-grams.

35 Hand-Crafted
Feature

12 Cluster-Based
Features+LS8A
Cluster-+PID+SID
Features

105 Hand-Crafted
Features

BERT guse
(Sentence Level)
Bort g

Glove Word
Embedding Sequence

185Hand-Craft
Features

Info and LM

Features
Transformer
“+Feature projection
Transformer+Feature
purification

Classifier

CNN-RNN
NNLM+LSTM
D2NN

LR

Random Forest
LR

SWM

LR

LR

BILSTM|GRU
Hierarchical
Attention

LR

SVM

Transformer

Transformer

The studly marked with bold is the best performances on Pitt dataset.

Precision

80.00

74.4
+15

81.00

90.31
+7.36

90.57
+3.18

84.02

88

Recall

80.00

725
+12

81.00

76.52
+8.08

84.34
+7.58

84.97

91

Accuracy

911

85.6
889
81.92

80.00

79.00
84.46

+6.31

88.08
+4.48

7

75

90.3

93.5

F1

80.00

72.7
+1.2

81.00
82.72

*7.21

87.23
+5.20

84.43

77

90.6

91.19
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Network Accuracy 2-class (%) Sensitivity (% Specificity (%) F1%

VGG19 (48) 98.75 9285 98.75 -
MobileNet v2 (28) 97.40 99.10 97.09 -
Inception (49) 86.13 12.94 99.70° -
Xception (50) 85.57 008 99.99" -
Inception ResNet v2 (49) 84.38 001 99.83" -
Proposed Network A 975 100 100 95.0
(Based on MobileNetv2) B8 99.2 and 100 100 100 100

The asterisk * denotes the measurements corresponding to sensitiity and specificiy, which obtained not meaningful values due to data imbalance. In our work, Data augmentation is
used in the training/testing data set using Keras ImageDataGenerator () class.
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Research study Dataset Models Average
classification
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Khan et al. (2) Inage modality Machine learning Study on different
and deep ML and DL

leaming models approaches, and
different databases
related to brain
disease

Saratxagaetal. (21)  OASIS dataset Deeplearning  88%

and image
processing
technique

Sudharsan and ADNI dataset  Machine learning 75%

Thailambal (22) models

Helaly et al. (5) ADNI dataset ~ Convolutional ~ 93% for muliclass.

neural networks AD stages

Shakia Basheer et al. (23) OASIS dataset Deep neural  92%
networks
Martinez-Murcia et al. (3) ADNI dataset Deep learning ~ 80%
using
convolutional
autoencoders

Prajapati et al. (4) ADNI dataset  Deep neural  85%

network binary
classifier





OPS/images/fpubh-10-897459/inline_13.gif





OPS/images/fpubh-10-897459/fpubh-10-897459-g005.gif





OPS/images/fpubh-10-897459/fpubh-10-897459-g006.gif





OPS/images/fpubh-10-897459/fpubh-10-897459-t004.jpg
w ELW De-trented (breakpoint) 2ELWd

EF BC EF BC EF BC
China

Mayoral statistics. 0069 0081 00112 0255 0023 0530
Mc eV 0.051 0072 0.0095 0214 0018 0.438
Bootstrap CV 0.039 0.073 0.009 0.201 0.016 0.393
India

Mayoral statistics 0.165 0.142 0.150 0.158 0.068 0510
Mc oV 0.085 0.105 0,007 0.116 0033 0.386
Bootstrap CV 0.073 0.116 0.010 0.128 0.034 0.368
Brazil

Mayoral statistics 0908 0.170 0.042 0051 0244 13.801
Mccv 0260 0,066 0012 0020 0065 9.188 ()
Bootstrap CV 0.189 0.067 0013 0025 0085 7.924()
South Africa

Mayoral statistics 0.106 0,095 0.067 0210 0.133 64.832
Mccv 0.068 0.085 0043 0.184 0085 74.315()
Bootstrap CV 0080 0119 0054 0284() 0098 76952 ()
Russia

Mayoral statistics. 0.154 0.135 0.067 0095 0562 883
MoV 0.415 () 0.057 (1) 0051 0040 0524 9500 (1)
Bootstrap CV 0.119() 0065 () 0058 0049 0.468 8238

With respect to Mayoral statistics shown by Equation (14), empirical critical values are obtained by 2,000 repefitions of Monte Cario simulation and 2,000 repetitions of bootstrap
resample respectively.the corresponding contains of following tables are the same as this table.
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De-breakpointed

2ELWd
China 0.980 1.205 1.190 1116
[0.9731.172) [0.7611.412) [0.7991.359]  [0.696 1.302]
Ho:d =1 -26567  -48088  —47.157 —41.832
McCV 17.959(+)  13.787(+)  24.458(+) 16.041(+)
Bootstrap GV 4.836(+)  4.809(+)  4.877(+) 4.185(+)
India 0.889 1.184 1.182 1.002
[0.726 1.167) [0.792 1.351) [0.7721.367)  [0.582 1.167]
Ho:d=1 58.048 4.140 —23.313 15.711
Mc eV 8495(+)  11109(+)  12.052(+) 15.041(+)
Bootstrap GV 3.656(+)  3205(+)  0.364(+) 3.661(-)
Brazi 0762 1.148 1.143 0932
[0.679 1.068] [0.766 1.300) [0.7431.336]  [0.480 1.114]
Ho:d=1 —0.856 -1.777 -0.858 -1.238
MC cv 11.436(+)  12304(+)  9.135(+) 13.402(+)
Bootstrap GV 8957(+)  3973(+)  3.966(+) 3.926(+)
South Africa  0.880 0934 0.8%2 0853
[0.707 1.162) [0.5241.14] [0.4591.062]  [0.853 1.009]
Ho:d =1 3277 -1.893 2,943 4072
MG oV 13574(+) 12041 11.442() 11.391)
Bootstrap GV 3.078(+)  3.049-)  3.076() 3.067(-)
Russia 0.823 0924 0.869 0643
[0.632 1.125] [0.561 1.067) [04771.017)  [0.2020.737)
Ho:d =1 53.153 28.168 40.206 165,513
MG oV 8115() 13451  11.634() 13.237()
Bootstrap GV 3.335() 3351  3.343-) 3.253()

In this paper, Bootstrap percentile -t confidence intervals are used for evaluating the
estimates of memory parameters, at 95% confidence level. (+) represents rejecting nul
hypothesis; while (-) represents accepting null hypothesis. We make iference dependent
on 5% significant level. With respect to the Robinson statistics represented by Equation
(4), empirical critcal values are generated by 2000 Monte Carlo repetiions and 2000
Bootstrap resamples, respectively, the comresponding contains of following tables are the

‘same as this table.
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