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Copper slag is a solid contaminant with a high recovery rate. Reduction and separation are considered to be effective methods for the treatment of copper slag. How to control the formation of contaminants during this treatment process? Zuo et al. discussed the separation and migration behavior of elements in copper slag and used the obtained mechanistic results as a theoretical guide to optimize the operating parameters to reduce the formation of contaminants. Qi et al. prepared an adsorbent by mixing sludge and steel slag from a sewage plant. Subsequently, they investigated the adsorption of chromium ions using this adsorbent mixture. As part of the analysis, the authors performed various tests to study the physical properties of the pyrolysis products, among others. The article is significant in suggesting a viable method for the effective use of steel slag.
A recent review on this Research Topic is also available for the treatment of waste carbon cathode residues from aluminum electrolysis. Li et al. provide a comprehensive summary of the rationale and technical characteristics of safe disposal strategies for this hazardous waste and offer a unique perspective on the recovery and application of valuable components from waste carbon cathodes. They summarized and discussed the latest treatment methods for waste carbon cathodes, including physical activation, alkali melting, alkali leaching, and high-temperature graphitization. They also presented a balanced, comprehensive and critical view on the development direction of clean disposal and resource utilization of waste carbon cathode residues.
For non-metallic wastes, Wei et al. investigated the adsorption and desorption performance of waste ion exchange resin-based activated carbon on fixed-bed CO2. The adsorption temperature, gas flow rate, CO2 concentration and adsorbent filling amount during adsorption, and the desorption temperature, CO2 concentration and purge gas flow rate during desorption were investigated. The successful completion of this work is of great significance to the industrial application of CO2 adsorption on waste ion exchange resin-based activated carbon and the development of carbon capture technologies.
Titanium sponge is a main raw material for the industrial production of titanium alloys. In the production of titanium sponge, the production energy consumption can be reduced and the quality of titanium sponge can be improved by enhancing the heat transfer in the reactor. Wang et al. used a waste heat energy recovery system with forced heat transfer design to enhance the surface heat dissipation of the Kroll reactor and thus reduce carbon emissions. Also based on experimental data, a new Nusselt correlation for the heat exchange between cooling air and the outer surface of the reactor or the inner surface of the heater was developed, taking into account the cooling air characteristics, equipment and operating parameters. Subsequently, the Nusselt correlation was innovatively used to evaluate the heat transfer characteristics of the Kroll reactor in titanium sponge production, which is expected to facilitate the commercialization of forced heat transfer design and optimize the titanium sponge production process efficiency. Meanwhile, Yang et al. experimentally investigated the channel heat transfer and the flow characteristics of the fluid in a channel, and obtained a Nusselt correlation to predict the heat transfer characteristics, thus proposing a solution to the blockage of the U-shaped channel in the decompression distillation process of titanium sponge, which helps to reduce the production energy consumption and improve the quality of titanium sponge.
Wang et al. synthesized dual-effect nickel-based catalysts modified by Ce, Mg and Fe, respectively, by the co-precipitation method for enhanced steam reforming of coal tar. The catalysts were investigated for the effect of different doping mass ratios on the syngas composition. How to effectively control the flue gas from coal combustion in thermal power plants has been a Research Topic of interest. Selective catalytic reduction has been widely used as an effective flue gas treatment technology. Xie et al. used reinforcement learning techniques to design an intelligent controller to precisely control the ammonia injection to achieve higher denitrification, effectively reducing the NOx content, resulting in less secondary pollution.
Although a large number of studies have been devoted to the heat transfer and pressure drop characteristics of condensation in pristine micro-fin tubes. Liu et al. reported the first experimental study on the effect of tube expansion on the heat transfer and pressure drop characteristics during condensation in micro-fin tubes by comparing the performance of micro-fin tubes before and after expansion, which is a very important Research Topic in the field of HVAC. Meanwhile, Liu et al. reported the two-phase flow state and transition of refrigerant R152a throughout the condensation process in a circular glass microchannel, a study of great importance for energy saving and emission reduction in the refrigeration and air conditioning industry. Because of the favorable thermophysical and environmental properties of R152a, it is a potential alternative for R22 and R134a, and it is important to study the two-phase flow state of R152a for low carbon and environmental protection.
Shallow geothermal energy is one of the forms of cooling and heating sources for refrigeration and air conditioning, and energy is extracted through ground source heat pumps. Due to the high initial investment cost of ground source heat pump systems, the local geological environment needs to be evaluated before designing a ground source heat pump to ensure that the energy utilization efficiency of the system is improved. Dong et al. proposed for the ground: firstly, four attribute indices and 11 element indices of geological-hydrological-geological conditions, engineering-geological conditions, thermophysical conditions and environmental conditions of Qingdao area were detected, and then their weights were analyzed and calculated to obtain effective evaluation criteria. The method can provide guidance for the development of ground source heat pumps in specific areas, provide insight into the geothermal energy potential assessment methods, and is particularly valuable for understanding the role of geotechnical conditions in geothermal energy potential.
Thanks to the authors for their attention and support, as well as to the staff of the Research Topic for their careful guidance in this process.
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The control of flue gas emission in thermal power plants has been a topic of concern. Selective catalytic reduction technology has been widely used as an effective flue gas treatment technology. However, precisely controlling the amount of ammonia injected remains a challenge. Too much ammonia not only causes secondary pollution but also corrodes the reactor equipment, while too little ammonia does not effectively reduce the NOx content. In recent years, deep reinforcement learning has achieved better results than traditional methods in decision making and control, which provides new methods for better control of selective catalytic reduction systems. The purpose of this research is to design an intelligent controller using reinforcement learning technology, which can accurately control ammonia injection, and achieve higher denitrification effect and less secondary pollution. To train the deep reinforcement learning controller, a high-precision virtual denitration environment is first constructed. In order to make the virtual environment more realistic, this virtual environment was designed as a special structure with two decoders and a unique approach was used in fitting the virtual environment. A deep deterministic policy agent is used as an intelligent controller to control the amount of injected ammonia. To make the intelligent controller more stable, the actor-critic framework and the experience pool approach were adopted. The results show that the intelligent controller can control the emissions of nitrogen oxides and ammonia at the outlet of the reactor after training in virtual environment.
Keywords: selective catalytic reduction, deep reinforcement learning, deep deterministic policy, pollution control, nitrogen oxides
INTRODUCTION AND BACKGROUND
In China, thermal power generation is still the main way of generating electricity (Tang et al., 2018). In recent years, with the awakening of people’s awareness of environmental protection and increasingly strict environmental protection policies and regulations, pollutant emission control has become an urgent issue for thermal power plants. Among the many pollutants, nitrogen oxides (NOx) have attracted the attention of many scholars because they are highly associated with many serious environmental threats, such as acid rain and photochemical smog. Selective catalytic reduction technology (SCR) is widely used as an efficient denitrification method. The basic principle of SCR technology is to reduce nitrogen oxides to nitrogen and oxygen by spraying a reductant such as ammonia in the flue gas denitrification reactor. The key to SCR technology is to spray a proper amount of reductant. Ammonia is used as a reducing agent in the SCR reaction, which has some negative effects while eliminating nitrogen oxides. These negative effects include ammonia escape, corrosion of equipment and cost increase. Excess reductant, on the one hand, will enter the atmosphere with the flue gas to cause new pollution, and on the other hand, it will produce corrosive (NH4)2SO4 and NH4HSO4 in the exhaust gas and corrode the equipment (Strege et al., 2008; Du et al., 2017). However, it is difficult to strike a delicate balance between denitrification and side reactions. This is mainly due to fluctuations in NOx concentrations caused by frequent load adjustments in power plants, where the adjustment of the ammonia quantity is significantly slower than the actual demand due to the delayed characteristics of the measurement control system.
In recent years, artificial intelligence technology is considered to provide a new solution to the problems faced by the electricity industry (Khargonekar and Dahleh, 2018; Mishra et al., 2020). The promise of artificial intelligence technology in power systems stems from the great results it has already achieved in other areas. Deep Q-networks (DQN) has achieve results that exceeded human levels in an Atari game environment (Mnih et al., 2015). Deep reinforcement learning techniques have also performed well in autonomous driving tasks. Direct perception (Chen et al., 2015) and end-to-end (Mnih et al., 2016) control were showcased in the open racing car simulator (TORCS) car racing game using deep reinforcement learning. Further, by using the more realistic virtual environment World Rally Championship 6 (WRC6), the deep reinforcement agent was able to learn to drift through the corners, an advanced professional driving technique (Jaritz et al., 2018). Those researches have revealed the superior decision control capability of deep reinforcement learning. By using multi-agents collaboration, deep reinforcement learning is able to cope with more complex environments, where StarCraft is a strategy game in which players need to maintain a clever balance between competition and cooperation in order to achieve victory (Vinyals et al., 2019). Deep reinforcement learning techniques have not only achieved satisfactory results in computer games, but also perform well in real physical systems. Hwangbo et al. designed a deep reinforcement learning controller to control a real quadcopter (Hwangbo et al., 2017). The controller can control the quadcopter to fly stably along a set path, and can also keep the quadcopter stable in response to disturbances. In another research, a deep reinforcement learning controller can make a legged robot move quickly and save battery power. Further, the deep reinforcement learning controller was able to enable the legged robot to recover from a fall, which is usually difficult for traditional control methods (Hwangbo et al., 2019). Because of the excellent performance of deep reinforcement learning, this method is expected to be used in the control of flue gas denitrification process in thermal power plants. The superior performance of deep reinforcement learning in decision making is expected to determine the optimal amount of ammonia injection to balance the denitrification reaction and ammonia escape.
Reinforcement learning outperforms supervised learning in the control domain due to the “exploration-exploitation” style of learning that differs from supervised learning (Sutton and Barto, 1998). The virtual environment directly affects the performance of the intelligent controller, therefore building a compliant virtual environment is a very important part of this research. An inaccurate virtual environment can lead to bad results known as reality gap. A suitable virtual environment needs to meet both accuracy and responsiveness requirements. Some methods using numerical simulation perform well in terms of accuracy but are too time-consuming (Adamczyk et al., 2014; Stupar et al., 2015). in recent years, data-driven modeling method has been widely adopted by researchers. The main data-driven modeling approaches used in these studies include support vector machines and artificial neural networks (Zhou et al., 2012; Wei et al., 2013; Najafi et al., 2016; Lv et al., 2018). In this research, a model of the denitrification reaction needs to be constructed as an environment for the training of the agent. Since artificial neural networks have more advantages in nonlinear modeling, deep neural networks are used to construct NOx emission models. Details about the NOx model are elaborated in Denitrification Environment Modeling Reinforcement learning agent is used as intelligent controller, which generates actions according to the state of the environment. There are three main approaches to realize reinforcement learning agents: value-based, policy-based and actor-critic algorithms (Sutton and Barto, 1998). Value-based reinforcement learning is not suitable for continuous action space, and policy-based reinforcement learning is more suitable for continuous action space tasks. Generally, the policy can be gaussian distribution or SoftMax policy. Policy-based reinforcement learning tends to be less stable during training and has higher sampling variance. The actor-critic algorithm is to introduce a value function on policy-based reinforcement learning to improve the stability of convergence. Since it combines the advantages of both value-based and policy-based reinforcement learning, the actor-critic algorithm has been intensively studied and several variants have been born. Details about the reinforcement learning intelligent controller are described in Reinforcement learning intelligent controller.
In order to reduce the emissions of nitrogen oxides and avoid new pollution caused by excessive ammonia escape, this research attempts to use intelligent controller based on deep reinforcement learning to control the injection of reductant. In this research, many analyses and improvements were used to improve the accuracy of the virtual environment due to the importance of a suitable virtual environment. A reinforcement learning agent with the actor-critic framework was used as an intelligent controller for the denitrification reactor. To make the training process more stable, target networks and soft update methods of parameter updating are used. The whole outline of the paper is presented as follows. The purpose and method of constructing a virtual environment is shown in Denitrification Environment Modeling Reinforcement learning intelligent controller describes the theory and methods for constructing deep deterministic policy reinforcement learning agent. Experiments and results describes the details of training the virtual environment and reinforcement learning intelligent controller, respectively. Conclusions and necessary discussions are presented in Discussion and Conclusion.
DENITRIFICATION ENVIRONMENT MODELING
This section will focus on the necessity and challenge of building a virtual environment. According to the characteristics of selective catalytic reduction systems, a high precision virtual environment is designed.
The “exploration-exploitation” learning approach is a distinct marker that distinguishes reinforcement learning from other machine learning methods. Deep learning relies on a lot of labeled data, which are the correct results. There is no correctly labeled data in reinforcement learning. The information for reinforcement learning comes from the feedback of an agent's exploration of the environment. The basic principle of reinforcement learning is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Basic structure of reinforcement learning.
Because there are some dangerous results in the process of exploring the environment, and the low efficiency of acquiring experience, agents usually do not train in the real environment. The common research method is to train the agent to a satisfactory state in a virtual environment and deploy the agent in a real environment (Hwangbo et al., 2019). The advantage of using a virtual environment is not only to avoid some dangerous results, but also to improve learning efficiency. Although virtual environments have great advantages, the reality and responsiveness of virtual environments deserve special attention. Related researches indicate the importance of authenticity in virtual environments. The difference between virtual and real can lead to undesirable results known as reality gap (Zagal et al., 2004; Collins et al., 2019; Hwangbo et al., 2019), and a more realistic virtual environment helps agents learn more specialized skills (Chen et al., 2015; Jaritz et al., 2018). These researches indicate that the virtual environment should reflect the characteristics of the real system as much as possible, and that reducing the reality gap is an effective way to improve the control effectiveness of reinforcement learning controllers. On the other hand, since the agent interacts with the virtual environment several times during the learning process, it requires a fast responsiveness of the virtual environment. This requires that the virtual environment should be as simple as possible, using fewer parameters and neural network units. In general, a good virtual environment needs to have high model accuracy and low computational resource consumption.
There are many challenges to building a good virtual environment. These difficulties are mainly caused by the characteristics of the denitrification reaction. SCR systems are multivariate, nonlinear, large lag systems. Several researches have analyzed the effect of different variables on NOx emissions from various aspects such as secondary air, excess air coefficient (Díez et al., 2008; Ti et al., 2017; Stupar et al., 2019). The complex physical and chemical reactions that occur in SCR reactors also contain many nonlinear features. The complex physical and chemical reactions that occur in SCR systems make modeling the mechanism difficult and time-consuming. Some studies modeled SCR systems by numerical calculations and computational fluid dynamics methods (Díez et al., 2008; Adamczyk et al., 2014; Belošević et al., 2016; Wang et al., 2017; Mousavi et al., 2021). Although numerical calculations are highly accurate, their unsatisfactory responsiveness makes them unusable for building virtual environments. The data-driven modeling approach has received a lot of attention in recent years, and it usually has higher accuracy and better responsiveness.
Since the data stored in the distributed control system database of the power plant is time series data, Long Short-Term Memory (LSTM) neural networks, which are more suitable for processing time-series data, were chosen to construct the virtual environment (Tan et al., 2019; Yang et al., 2020). LSTM is a recurrent neural network. Different from other neural networks, recurrent neural network cells have connections with cells from previous time steps. Such a cell structure allows recurrent neural networks to have memory capabilities and to integrate information at different time steps. LSTM adds a gating control mechanism to the traditional recurrent neural network; the gating mechanism enables more efficient transfer of information from previous time steps. This improvement makes LSTM not suffer from “long-term dependency” problem. Specifically, the gate control mechanism consists of three gates, the forget gate input gate and the output gate. The forget gate is responsible for avoiding the over propagation of information from previous time steps. The input gate integrates the information from the current time step with the information from the previous time step and passes it to the output gate. The output gate finally combines the information from the previous and current time steps to produce a new message output. LSTM cell structure can be expressed in Eq. 1.
[image: image]
Where, xt is the input at t moment. ct is the cell state at t moment. ht is the hidden state at t moment. ft, it and ot are forget gate, input gate and output gate, respectively. ĉt is new candidate cell state that could be added to the cell state. w and b are the corresponding weights and biases.
Similar to other neural networks, LSTM can improve nonlinear fitting ability by stacking multiple layers. Some scholars have used multilayer LSTM neural networks to study NOx emission (Tan et al., 2019; Yang et al., 2020), but another network structure with better performance is end-to-end network structure. End-to-end model (Cho et al., 2014; Sutskever et al., 2014) was developed by two Google teams. Although the details of the two are slightly different, the main encoder-decoder structure is the same. The encoder summarizes the information of the input sequence data to generate context information represented by a vector. The decoder generates an output sequence based on the context information. Such structures are widely used in areas such as natural language processing and video analysis, and offer better performance than traditional multilayer neural network structures. The denitrification model needs to provide the data of both NOx concentration and ammonia concentration at the SCR reactor outlet for the agent. In order to calculate the two data more accurately to avoid interfering with each other, two decoders are set up for NOx concentration and ammonia concentration respectively, based on using one decoder to extract the information.
Further considering the effect of multiple variables on the denitrification reaction, attention mechanism was introduced to improve the accuracy of the virtual environment model. Li et al. designed an ammonia injection control method for SCR systems based on leading factor analysis (Gang et al., 2016). In particular, the calculations of the dominant factor analysis indicated that the influence coefficients of different factors with NOx concentrations at different time intervals were dynamically varying. The calculation method of influence coefficient is be expressed in Eq. 2.
[image: image]
Where, N is the number of historical samples; ut is the parameter affecting the reactor inlet NOx concentration at time t; pt+m is the reactor inlet NOx concentration at time t+m; u0 and p0 are the average values of the parameters affecting the reactor inlet NOx concentration and the average values of the denitrification reactor inlet NOx concentration, respectively.
To be able to better cope with this dynamic change, the attention mechanism was introduced. Attention mechanisms appeared earlier in the field of computer vision, but have been more widely used in the field of natural language processing. There are two common attention mechanisms that have been widely used in sequence data, Bahdanau attention and Luong attention (Bahdanau et al., 2015; Luong et al., 2015). The core idea of both is the same, calculating additional weights for data at different time steps to highlight useful information. The two attention mechanisms differ only in the method of calculating attention weights. Similar to the reason for setting two decoders for the SCR reactor outlet NOx and ammonia concentrations separately, it is necessary to calculate the respective attention weights for NOx and ammonia concentrations. Basic structure of denitrification environment is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Basic structure of denitrification environment.
In this section, the purpose and importance of the virtual environment is presented. By analyzing the characteristics of the SCR system, the requirements of the virtual environment are clarified. For accuracy and responsiveness, a single encoder dual decoder virtual environment with attention mechanism is proposed.
REINFORCEMENT LEARNING INTELLIGENT CONTROLLER
The objective of this research is to attempt to use artificial intelligence controllers to control ammonia injection in selective catalytic reduction systems to achieve a reduction in NOx emissions while reducing ammonia escape. In this research, the controller is the reinforcement learning agent. There are usually three ways to realize the agent, which are value-based, policy-based and actor-critic framework (Csáji and Monostori, 2008; Liu et al., 2020; Yu and Sun, 2020). As shown in Figure 1, the agent acts on the environment through actions and receives the immediate rewards (r) corresponding to the actions from the environment. The agent decides the action according to the state, and the mapping relationship between the state and the action is called a policy denoted by π.
[image: image]
The goal of the agent is to find an optimal policy that allows the agent to obtain as many returns (R) from the environment as possible. Rewards and returns have the following relationship as shown in Eq. 4.
[image: image]
Where, Rt is the return at time step t. rt+1 is the immediate reward at time step t+1.γ is the discount factor.
Value-Based Intelligent Controller
To evaluate a policy, a value function needs to be defined. Such an evaluation is used to reflect how well the strategy is controlled. There are two kinds of value functions which are state value function and state-action value function. The state value function represents the expected return starting from state and then following policy, as shown in Eq. 5.
[image: image]
The state-action value function represents the expected return starting from state, taking action and then following policy, as shown in Eq. 6.
[image: image]
The state value function and the state-action value function have the following relationship, as shown in Eq. 7.
[image: image]
Solving the optimal policy is equivalent to solving the optimal value function. The method for solving the optimal value function is shown in Eq. 8 and Eq. 9.
[image: image]
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The method of solving the optimal Q value using Eq. 8 is called SARSA (Chen et al., 2007), and the method of solving the optimal Q value using Eq. 9 is called Q-learning (Gomes and Kowalczyk, 2009). After the optimal Q value is obtained, this has two common policies for selecting actions based on the Q value, the greedy policy and the ε-greedy policy (Wang et al., 2019). The greedy policy is a deterministic strategy that always picks the largest value function. It is the use of known knowledge by the agent. The ε-greedy policy will probabilistically choose the non-maximal value function to represent the exploration of the unknown environment by the agent. As mentioned above, the reinforcement learning method that selects actions according to the value function is called value-based method.
The value-based reinforcement learning method requires that the state-action space is discrete and not too large. Usually, the value function is represented in the form of a table, so it is also called tabular reinforcement learning (Sutton and Barto, 1998). If the state-action space is too large, the table is difficult to converge. There are two main reasons. On the one hand, too large state-action space leads to too many elements in the table, so it is difficult to visit each element enough times to ensure convergence. On the other hand, from a practical point of view, it is very time-consuming to find an element in a very large table. The method of value function approximation can cope with such a shortcoming (Korda et al., 2016; Wang et al., 2019). The state-action value function is fitted using a function containing the parameter [image: image]. The state-action value function is made to approximate the optimal Q value function by updating the parameter [image: image], as shown in Eq. 10.
[image: image]
Using a deep neural network as an agent to solve a reinforcement learning problem is deep reinforcement learning. DQN is representative of this approach, which uses two layers of convolutional neural networks and two layers of fully connected layer neural networks (Mnih et al., 2015). DQN generates 18 discrete actions based on the input high-dimensional data. DQN can calculate Q value more accurately because of the good fitting ability of deep neural networks to nonlinear functions. Meanwhile, because neural network has good generalization ability, for unexplored states, neural network can also give reasonable q values according to similar states. The process of fitting the state-action value function by DQN is supervised learning. Label data is indispensable for supervised learning, and the method of making label data is shown in Eq. 11.
[image: image]
Neural network can fit the optimal value function as long as the loss function is minimized. Although function approximation methods using neural networks greatly alleviate the limitations of value-based reinforcement learning methods in high-dimensional state-action space, they are still difficult to solve for continuous action space problems. In this research, the amount of ammonia injection controlled by the intelligent controller is a continuous variable and the value-based method is not suitable for continuous variables. However, the critic in the actor-critic method is usually composed of value-based methods, so the value-based intelligent controller is introduced.
Policy-Based Intelligent Controller
The policy-based reinforcement learning methods can better solve the problem of continuous action space (Lillicrap et al., 2016). Policy-based reinforcement learning and value-based reinforcement learning have the same input, but the output is the probability distribution of actions being selected in the action space. The policy can be represented by the following Eq. 12, where, [image: image] is the parameter to be trained (Sutton et al., 2000).
[image: image]
The method of parameter updating is given by the policy gradient theorem (Peters and Schaal, 2008), as shown in Eq. 13.
[image: image]
Where, [image: image] is the trajectory of states and actions acquired by the agent as it explores the environment,[image: image].
Actor-Critic Intelligent Controller
The policy-based approach also has its own drawbacks, such as the tendency to converge to a local optimum rather than a global optimum. The actor-critic approach, a combination of value-based and policy-based reinforcement learning methods integrates the advantages of both. The Actor-Critic method is obtained by replacing the return R in Eq. 13 with the Q value. The new policy gradient is shown in Eq. 14.
[image: image]
Since Q value is an expectation, using Q value instead of the return R reduces the variance of the experience gained by the agent when exploring the environment, avoiding falling into a local optimum. When the Q value is larger, the gradient of the trainable parameter update is larger, which accelerates the convergence speed of the policy to the optimal direction. In the actor-critic method, the policy network that generates the actions is called the actor and the value function approximation network used to generate the Q value is called the critic. The framework of the actor-critic approach is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Actor-critic framework schematic diagram.
This section focuses on the theoretical approach to constructing reinforcement learning intelligent controllers. Other details such as the structure of the intelligent controller will be elaborated in the next section.
EXPERIMENTS AND RESULTS
This section will elaborate on the experimental details of this study. The experiment consists of two main parts: building a virtual environment and training a reinforcement learning intelligent controller. As mentioned earlier, a high precision virtual environment is necessary and critical in order to train reinforcement learning intelligent controllers. In order to obtain a more accurate virtual environment, some effective measures are employed. These measures include data correlation analysis, hyperparameter optimization and unique step-by-step training. In the experiments to train the intelligent controllers, they were designed with different structures and a soft update approach in order to avoid coupling between the actor network and the critic network. Further, important details of the activation function and the reward function are elaborated.
Training Denitrification Environment
The learning process of reinforcement learning agent completely depends on the exploration of virtual environment, but there is inevitably a slight error between virtual environment and real environment. The error between the virtual environment and the real environment can cause a deterioration in the control of the agent, this phenomenon known as reality gap (Zagal et al., 2004; Collins et al., 2019; Hwangbo et al., 2019). It is important to build a high accuracy virtual environment for training intelligent controllers. In order to have a high accuracy of denitrification environment and reduce the reality gap, various measures including variable screening and validation of neural network models with various structures are taken.
Data-driven modeling approaches are usually data-sensitive, so it is necessary to filter the data to avoid irrelevant variables that reduce model accuracy. In this research, the maximum information coefficient (MIC), a statistical analysis tool, is used to analyze the correlation between variables and to select reasonable input variables to reduce the error caused by irrelevant variables (Reshef et al., 2011). The data used for modeling comes from the real historical data in the distributed control system of power plant, and is analyzed by MIC numerical value. Some variables with strong correlation were selected and the results of their MIC analysis are shown in Table 1.
TABLE 1 | The results of MIC analysis.
[image: Table 1]Another factor that affects the accuracy of the neural network model is the structure and hyperparameters of the neural network. Although the properties of different neural networks are helpful to design models for the denitrification environment, designing the structure of the neural network and determining the hyperparameters need to be validated several times depending on the task. At first, in order to save computing resources and use more computing resources to train agents, a simple multilayer LSTM neural network was adopted. Although such a model consumes less computational resources, the accuracy is not satisfactory. Then, the end-to-end structure is used to replace the simple multilayer neural network structure, and attention mechanism is introduced to improve the accuracy of the denitrification environment. The end-to-end structure with an attention mechanism improves the accuracy of the denitrification environment, but considering the phenomenon of reality gap, higher accuracy is still needed. Further, the new structure uses two decoders with attention mechanisms to decode NOx and ammonia separately, which avoids the coupling of ammonia and NOx and improves the model accuracy. Finally, the output of the decoder is improved by multi-layer fully connected layer neural network to improve the nonlinear fitting ability. Suitable hyperparameters can improve the accuracy of neural networks. The common hyperparameters include the number of layers and time steps of neural networks. There is no clear theoretical method to determine the most suitable hyperparameters, which needs to be set according to researchers' experience and confirmed by multiple verifications. In this research, multiple validations were implemented to determine the structure and hyperparameters of a high precision denitrification environmental model. The training errors for different structural and hyperparametric models are shown in the table 2.
TABLE 2 | The raining errors for different models.
[image: Table 2]According to the verification of denitrification environment model structure and hyperparameters, considering the accuracy of each model and the consumption of computing resources, the dual decoder structure with attention mechanism was selected. The time step is set to 20 and the number of neural network layers is set to 4. In order to make the virtual environment more realistic, a large amount of data was collected from the historical database of the power plant for training the virtual environment. These data include data under different load and operating conditions in order to give a more comprehensive description of the overall situation of the power plant.
To further improve the accuracy of the denitrification environment, a special approach is also taken in the training process of the model. In particular, the training of dual decoder model needs to be carried out step by step. Firstly, the whole model is trained to a relatively low error level. Secondly, the parameters of the encoder and the parameters of NOx concentration decoders are frozen and only the parameters of ammonia concentration decoder are trained. Finally, only the NOx concentration decoder parameters that were frozen in the second step are trained. The results of the denitrification environment model are shown in Figure 4,Figure 5, Figure 6 and Figure 7. In training the virtual environment, the first step is the most time-consuming and usually lasts for several days, while training the two decoders separately takes relatively less time. The reasons for this phenomenon will be discussed later.
[image: Figure 4]FIGURE 4 | Ammonia concentration prediction curve.
[image: Figure 5]FIGURE 5 | Ammonia concentration prediction curve after parameter freezing training.
[image: Figure 6]FIGURE 6 | NOx concentration prediction curve.
[image: Figure 7]FIGURE 7 | NOx concentration prediction curve after parameter freezing training.
Figure 4 and Figure 6 demonstrate the predicted values of ammonia concentration and NOx concentration, respectively, after the first step of training. Figure 5 and Figure 7 demonstrate the predicted values of ammonia concentration and NOx concentration after parameter freezing training respectively. According to Figure 4 and Figure 5Figure 6 and Figure 7, it can be concluded that the accuracy of the model can be improved by training the model step by step. This can be explained as follows. Since the two decoders share a common encoder, the parameters of the encoder are optimized by the gradients returned by both decoders in the first training step. In this case, the information extracted by the encoder will bring more errors to the two decoders. When the encoder and one decoder are frozen, optimizing the other decoder can prevent the error from propagating to the final predicted value. Obviously, separate models could be constructed for NOx and ammonia to improve accuracy, but this would increase the consumption of computational resources. The structure of single encoder and double decoder can balance the consumption of computing resources and the accuracy of the model, and devote more computational resources to training the agent.
Training Reinforcement Learning Intelligent Controller
In this research, the reinforcement learning agent is the controller that controls the spraying of ammonia into the SCR reactor. Since the amount of ammonia sprayed is a continuous action space, the deep deterministic policy gradient (DDPG) method is used as the reinforcement learning agent instead of other value-based reinforcement learning methods. The DDPG algorithm is based on the actor-critic framework, which contains a policy network as the actor and a Q network as the critic. The policy network generates action outputs and the Q network optimizes the parameters of the policy network by evaluating the actions generated by the policy network through Q values.
In order to improve the stability of the agent training, soft updating and buffering methods are adopted. DDPG creates two copies of the policy network and the Q network, called the target policy network and the target Q network, respectively. The target network parameters are updated using the soft update method as shown in Eq. 15.
[image: image]
Where, [image: image] is the network parameter. [image: image] is the target Q network. [image: image] is the target policy network. [image: image]is update step. Different from other policy gradient methods that use random policies, deterministic policies will only produce one action in one state, which is more suitable for industrial control requirement. Since a deterministic policy is used, the gradient of the policy network is shown in Eq. 16 (Silver et al., 2014).
[image: image]
The experience produced by agents in exploring the environment has sequence correlation. In order to avoid the agent falling into local optimum caused by sequence correlation, the delay buffering method is adopted in the research. The experience data obtained by the agent exploring the environment are not trained directly by the agent, but are stored in a buffer. The data of training agent is generated by random sampling in buffer. The structure of DDPG is shown in the Figure 8.
[image: Figure 8]FIGURE 8 | DDPG algorithm flow chart.
As shown in Figure 8, the agent and the environment contain five neural networks, which require a lot of computational resources to support. This is the reason that the structure of the denitrification environment model is designed as two decoders sharing one encoder. Compared with separately designing models for NOx concentration and ammonia concentration at the outlet of denitrification reactor, this structure can save more computing resources. The computational resources need to be conserved for training the agent during the training agent phase.
After completing the overall architecture design of the reinforcement learning agent, there are still many details to be refined in the design of the actor network and the critic network inside the agent. The first concern is the network structure of the policy network and the value network. LSTM neural network is used as the policy network because the data processed are time series data. In particular, the policy network is designed as a three-layer LSTM neural network. To avoid the coupling caused by the same as the strategy network, the value network is designed as a three-layer one-dimensional convolutional neural network. Convolution is a classical digital signal processing method. Usually, two-dimensional convolution neural network is used to process image data, and one-dimensional convolution is used to process time series data (Abdeljaber et al., 2017; Antoshchuk et al., 2020).
Another detail worth noting is the activation function of the neural network. Depending on the range of the activation function, the activation function can be divided into saturated and unsaturated activation functions (He et al., 2015; Krizhevsky et al., 2017). The action of the actor network output is the flow of ammonia injected into the denitrification reactor, which reaches a maximum value when the valve is fully open and reaches zero when the valve is fully closed. Such an action range is more suitable using the sigmoid activation function, which can avoid the actor network to produce some unreasonable actions, such as negative or too large flow values. The sigmoid function is a common saturation activation function, whose upper limit is one and lower limit is zero. However, the sigmoid activation function also has the drawback of causing the vanishing gradient. Therefore, the sigmoid function is only used as the activation function in the output layer of the actor network. The critic network outputs Q values and does not have upper and lower limits, thus using a non-saturating activation function.
In reinforcement learning, the goal of an agent is formally characterized as a special signal, called reward, which is usually a function of state. At each time step, the reward is a single scalar value. The role of reward is to guide the agent’s policy toward the desired outcome. The goal of the controller in this research was to reduce both the NOx and ammonia concentrations at the outlet of the denitrification reactor. Therefore, the reward function is designed as in the Eq. 17.
[image: image]
Where [image: image] is a number between 0 and 1 to tune the style of the reinforcement learning agent’s policy. With the increase of[image: image], the agent tends to inject more ammonia to reduce the nitrogen oxide content at the outlet of the reactor. After interactive training with virtual environment, the agent has learned to control ammonia injection to reduce the concentration of nitrogen oxides at the outlet of denitrification reactor. The ammonia injection quality of the agent controller and the concentration of nitrogen oxides and ammonia at the outlet of the reactor are shown in the Figure 9, Figure 10 and Figure 11, respectively. In this experiment, the parameter[image: image]in Eq. 17 is set to 0.5, which means that the agent regards the control of nitrogen oxide concentration and ammonia concentration as equally important. The results show a noticeable increase in ammonia injection after 120 steps, which corresponds to a slight overall decrease in NOx concentration at the outlet of the SCR system. The ammonia escape from the system also tends to increase slightly after 120 steps. Such results are consistent with the empirical common sense that increasing ammonia injection would contribute to the reduction of NOx emissions but would increase the extent of ammonia escape. On the other hand, such results indicate that the virtual environment accurately reflects the dynamic characteristics of the system, and that the model structure of the virtual environment and the training methods to improve accuracy are successful and effective.
[image: Figure 9]FIGURE 9 | Ammonia injection amount given by agent controller.
[image: Figure 10]FIGURE 10 | NOx concentration at the outlet of reactor controlled by agent controller.
[image: Figure 11]FIGURE 11 | Ammonia concentration at the outlet of reactor controlled by agent controller.
DISCUSSION AND CONCLUSION
The experiments of this study can be divided into two parts: training the virtual environment and training the intelligent controller. The method of freezing some parameters and setting up a double decoder during the training of the virtual environment significantly improves the accuracy of the virtual environment. In training the virtual environment, the first step is the most time-consuming and usually lasts for several days, while training the two decoders separately takes relatively less time. This is mainly due to the large number of model parameters that need to be optimized in the first training step, which contain the parameters of one encoder and two decoders, respectively. While in the stage of partial parameter freezing, the parameters of one encoder and one decoder are frozen and only the parameters of one decoder need to be optimized.
According to the experimental results, the intelligent controller was able to control the SCR system ammonia injection to reduce the nitrogen oxidation emissions while avoiding excessive ammonia escape. The experimental results validate the feasibility of reinforcement learning in the field of process control. In particular, as shown in Figure 9, the intelligent controller increases the ammonia injection after 120 time-steps. In response to this change, the NOx concentration at the outlet decreased slightly from around 28 mg/Nm3 to around 26 mg/Nm3 as shown in Figure 10. Such a change also verifies that the intelligent controller is interacting correctly with the virtual environment.
The main contribution of this research consists of two aspects, which are the virtual environment and the intelligent controller. As mentioned before, the accuracy of the virtual environment has a critical impact on the control effectiveness. The selective catalytic reduction system as the object of research has characteristics such as large latency and multiple inputs and outputs. The model structure designed in this research is well adapted to these characteristics, especially the parameter freezing and step-by-step training methods improve the accuracy of the virtual environment. Since other systems in thermal power plants have similar characteristics to SCR systems, the model structure and training methods in this study can be extended to other systems in thermal power plants. The methods used to construct and train the virtual environment in this research can support more in-depth studies. Another contribution of this research is its validation of the feasibility and effectiveness of using deep reinforcement learning intelligent controllers to control thermal power plant systems. The potential of artificial intelligence techniques in power systems has been noticed by many scholars, but little research has been reported in this area. This research takes a hot artificial intelligence technique, deep reinforcement learning, as an intelligent controller in the field of pollutant emission control, which is currently of wide interest. The experimental results demonstrate that the intelligent controller is able to keep both NOx emissions and ammonia escaping at low levels. On the one hand, such results validate the effectiveness of the reinforcement learning intelligent controller for selective catalytic reduction systems, and on the other hand, this study reveals the feasibility of applying deep reinforcement learning techniques to other systems in power plants.
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Various reactors with different sizes have been widely used for the production of titanium sponge in the Kroll process. But the further commercialization of the forced heat transfer design of the Kroll reactor is limited by lack of standard parameter to evaluate its convective heat transfer characteristics. This work proposes to evaluate and compare the Kroll reactor with the dimensionless Nusselt number. The results shown that the heat transfer coefficients for both surfaces increase with the volume flow rate of cooling air for each dimensionless temperature, and the heat transfer coefficients of the external surface of the reactor are higher than that of the internal surface of the heater. And new correlations regarding the Nusselt number between the cooling air and the external surface of the reactor or the internal surface of the heater are obtained based on experimental data, while the characteristics of the cooling air, equipment and operation parameters are considered.
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INTRODUCTION
The Kroll process is the most widely preferred industrial choice in titanium chain (Nakamura et al., 2017; Gao et al., 2018; Roux et al., 2019), even if it was of archaic, costly and energy-intensive (Wang et al., 2018b). Some of the major technological breakthroughs and equipment improvements in respect of titanium sponge production relating to the Kroll process have been achieved in the past decades (Gao et al., 2018), and the production cost has been significantly brought down (Zhang et al., 2016). However, further improvement is limited due to the insufficient theoretical understanding of the titanium sponge production (Wang et al., 2018a; Wang W. et al., 2020). For example, several efforts toward energy conservation were reported in the literature, but their commercial application is limited owning to technical or economic constraints (Wang and Wu, 2017). Currently, it’s necessary to further decrease the energy consumption and improve energy efficiency of the Kroll process (Krauter et al., 2018).
In response to the problems of the titanium sponge production discussed above, we had exploited a waste thermal energy recovery system with forced heat transfer design to enhance the surface heat dissipation of the Kroll reactor (Figure 1A) (Wang et al., 2017a), and to reduce the carbon emission. The result showed that there was a growth rate of about only 5.00% in the heat transfer rate in a vertical annular duct of the Kroll reactor, while the feeding rate of titanium tetrachloride increases significantly of about 9.61%. Therefore, the forced convective heat transfer system as currently designed was hence expected to reduce the electrical power consumption by improving the production efficiency (shorten the production cycle), rather than by recycling waste thermal energy in the subsequent recovery system (Wang et al., 2017b). It is no doubt that the forced convective heat transfer design lowered the cost and improved the energy efficiency. However, the quantification and comparison of the heat transfer characteristics of the Kroll reactor with different sizes is difficult due to the lack of a standard method. For example, one previous work evaluated the heat transfer coefficient only based on the cooling air mass flow rate (Wang et al., 2017a). The result could not be compared with other works which study the Kroll reactor with a different size.
[image: Figure 1]FIGURE 1 | System for: (A) enhancing heat transfer and recovering waste thermal energy for the Kroll equipment (Wang et al., 2017b) and (B) the experimental apparatus and measurements.
This works proposes a dimensionless Nusselt number as a general approach for quantifying and comparing the heat transfer characteristics of the vertical annular duct for the different Kroll reactor. And the Nusselt number has not been used for evaluating the heat transfer characteristics of the Kroll reactor in titanium sponge production. The establishment of this standard is expected to push the commercialization of the forced heat transfer design and optimizing the efficiency of the titanium sponge production process.
EXPERIMENTAL APPARATUS AND PROCEDURE
The detailed structure of the Kroll equipment in titanium sponge production and the vertical annular duct named air-cooling zone had been depicted in our previously published works (Wang et al., 2017a; Wang et al., 2017b), and the reducer unit capacity is 12 tons per batch. Therefore, the apparatus and measurements are only represented briefly in the present experiment. The external diameter of the Kroll reactor is dext = 2264 mm and the internal diameter of the heater is dint = 2690 mm that would surround a concentric vertical annular duct for the Kroll equipment, which is outlined in Figure 1B with the present measurements. The thickness of the air-cooling zone is Dh/2 = 213 mm, and the length is l = 1192 mm. There are nine groups of the inlet and the outlet for the cooling air (Wang et al., 2017a). Both the roughness of the external surface and that of the internal surface are ignored.
The cooling air inlet temperatures, tin, and outlet temperatures, tout, are measured by standard thermocouples (type K, Class II) and collected by the analog I/O module (type ADAM-4018+, 16-channel, 0–1370.0°C). The thermocouples for measuring cooling air inlet temperatures are numbered Row I and that for measuring cooling air outlet temperatures are numbered Row II. The accuracy of the analog I/O module is better than ±0.10% full-scale. The temperature of the TiCl4-Mg system in the Kroll reactor, tc, is extracted from the DCS control system with an accuracy of ±2.0°C. The volume flow rate of cooling air, qV, is measured by a hot-wire anemometer (0.0056 to 0.1405°m3/s, HHF-SD1) with an accuracy of ±1.00% full-scale stated by manufacturer. The measurements for the temperatures and the volume flow rate of cooling air are all installed near the center of the inlets or outlets. The external surface temperature of the reactor, text, and internal surface temperature of the heater, tint, are measured by a non-contact infrared thermometer (−50–1370°C, DT-8869H) with an accuracy of ±1.50% full-scale.
The air inlet temperature and the air outlet temperature are the average value of nine measurements, respectively. The air volume flow rate is the sum value of nine measurements. All available experimental data for the natural and the forced convective heat transfer are listed in the Supplementary Tables S1, S2 in the Supplementary Material, respectively.
TECHNOLOGICAL NOTES
To determine the heat transfer characteristics of the cooling air in both the natural convection and forced convection in the vertical annular duct of the Kroll equipment, the complex heat transfer coefficient and the Nusselt number that due to convection and radiation are analyzed. Experiments and measurements are conducted with stable production process. We firstly analyzed the convective heat transfer characteristics of the cooling air in the vertical annular duct of the Kroll equipment, and a new set of the heat transfer correlations were established by considering the characteristics of cooling air, equipment and operation parameters. In the vertical annular duct, the cooling air absorbs thermal energy from the external surface of the reactor and the internal surface of the heater by convective and radiant heat transfer,
[image: image]
[image: image]
[image: image]
Where Q is the heat transfer rate due to convection and radiation, h is the complex heat transfer coefficient, A is the heat transfer area, Δt is the logarithmic temperature difference (Wang et al., 2017a), and d is the internal diameter of the heater or the external diameter of the reactor. The subscripts, int and ext, represent the internal surface of the heater and the external surface of the reactor, respectively. The enthalpy energy change of cooling air is calculated by:
[image: image]
Where tin and tout are the inlet and the outlet temperatures of cooling air, qV is the volume flow rate, ρ and cp are the density and the specific heat capacity of cooling air, respectively. Then, the Nusselt number is expressed as (Liu et al., 2019; Wang B. et al., 2020):
[image: image]
Where Dh is the characteristic length and λ is the thermal conductivity of cooling air. It could be expected that the Nusselt number is the function of the Rayleigh number for natural convective heat transfer or the function of the Reynolds number and the Prandtl number for forced convective heat transfer, while the physical and the geometrical characteristics would be summarized into dimensionless parameters as follows (Wang B. et al., 2020):
[image: image]
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Where Ra is the Rayleigh number, Re is the Reynolds number, Pr is the Prandtl number, and Ct is the dimensionless temperature. These dimensionless parameters are defined as (Cheng et al., 2019; Chai et al., 2020):
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Where g is the gravitational acceleration, μ is the viscosity of cooling air, Ts is the temperature of the heat transfer surface in the Kelvin scale.
RESULTS AND DISSCUSSIONS
The complex heat transfer coefficients of the natural convection and the forced convection for both heat transfer surfaces are illustrated in Figure 2, respectively. Measurements and calculations reveal that the heat transfer coefficients increase linearly with the volume flow rate of the cooling air for each dimensionless temperature. In the case of natural convective heat transfer, as shown in Figures 2A,B, higher temperature differences between the cooling air and heat transfer surfaces would lead to a higher volume flow rate of cooling air and higher heat transfer rate. It would be observed that a higher volume flow rate of the cooling air is correlated with a greater heat transfer rate. Besides, the Rayleigh numbers have a positive correlation with the Nusselt numbers for both heat transfer surfaces, as shown in Figure 3. And the Nusselt number increased obviously with the Rayleigh number. Hence, it is possible to improve the heat transfer performance of the air-cooling zone by using a forced convection scheme. For natural convective heat transfer (Figures 2A,B), it is clear that the heat transfer coefficient of the external surface of the reactor is about 3.50 times that of the internal surface of the heater for each dimensionless temperature. Hence, the heat transfer rate of the external surface of the reactor maybe close to 80.00% of the total heat transfer rate. That is, the performance of the vertical annular air-cooling zone of the Kroll equipment is mainly determined by heat transfer between the cooling air and the external surface of the reactor in the case of natural convection.
[image: Figure 2]FIGURE 2 | Complex mean heat transfer coefficients of the natural convection and the forced convection.
[image: Figure 3]FIGURE 3 | Relationship between Nusselt number and relative dimensionless parameters of the natural convection.
Besides the air volume flow rate, a higher dimensionless temperature Ct results in a greater heat transfer coefficient for the natural convection, as shown in Figures 2A,B. It is understandable that the natural convection in the vertical annular air-cooling zone is driven by the temperature difference between the cooling air and the TiCl4-Mg system in the Kroll reactor. Thus, the Nusselt number also increases with the dimensionless temperature, as shown in Figure 3. The Rayleigh number and the dimensionless temperature show important effects on the heat transfer in the natural convection case. Thus, the physical and the geometrical characteristics could be summarized into dimensionless parameters as follows:
The external surface of the reactor:
[image: image]
The internal surface of the heater:
[image: image]
The Eq. 11 could be used as the criteria for evaluating the performance of the natural convection in the vertical annular air-cooling zone of the Kroll equipment for titanium sponge production. The parameters used include the characteristics of the cooling air, equipment and operation parameters.
In the case of forced convective heat transfer, as shown in Figures 2C,D, the complex heat transfer coefficients for both the external and internal surfaces are investigated. Note that the heat transfer coefficients increase linearly with volume flow rate of the cooling air for all dimensionless temperatures. It would be observed that a higher volume flow rate of the cooling air results in a greater heat transfer rate during forced convection. Thus, the Nusselt numbers for both heat transfer surfaces increase obviously with the Reynolds number, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Relationship between Nusselt number and relative dimensionless parameters of the forced convection.
However, the heat transfer coefficient of the external surface of the reactor is only about 3.00 times that of the internal surface of the heater for all dimensionless temperatures. The heat transfer rate of the external surface of the reactor accounts for about 76.00% of the total heat transfer rate. That is, the performance of the vertical annular air-cooling zone of the Kroll equipment is still mainly determined by the heat transfer between the cooling air and the external surface of the reactor in the case of forced convection.
The purpose of the forced convection in the vertical annular duct of the Kroll equipment is to enhance the heat transfer of the TiCl4-Mg system. The heat transfer coefficients for both heat transfer surfaces are nearly independent with the dimensionless temperature, and so do the Nusselt numbers. Thus, the physical and the geometrical characteristics would be summarized into dimensionless parameters as follows:
The external surface of the reactor:
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The internal surface of the heater:
[image: image]
The Eq. 12 could be a design criterion of the forced convection in the vertical annular air-cooling zone of the Kroll equipment for titanium sponge production, while the characteristics of the cooling air, equipment and operation parameters are considered.
CONCLUSION
In summary for quantifying the heat transfer characteristics for the Kroll equipment used in titanium sponge production, this work proposes to calculate the Nusselt numbers based on parameters including the cooling air, equipment and operation. and the heat transfer coefficients for both the external surface of the reactor and the internal surface of the heater are also investigated. The main findings of this study can be listed as follows:
1) The heat transfer coefficients for both surfaces increase with the volume flow rate of cooling air for each dimensionless temperature.
2) The heat transfer coefficients of the external surface of the reactor are higher than that of the internal surface of the heater.
3) The dimensionless temperature has an important effect on the Nusselt number in the natural convective heat transfer, except for the forced convection.
4) New correlations regarding the Nusselt number between the cooling air and the external surface of the reactor or the internal surface of the heater are obtained based on experimental data, while the characteristics of the cooling air, equipment and operation parameters are considered.
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The double-effect Ni-based catalysts, modified with Ce, Mg, and Fe and synthesized by the coprecipitation method, were applied into the enhanced steam reforming process of real tar. The effects of the catalysts with different doping mass proportions (3, 6, 9, and 12%) of Ce, Mg, and Fe on the H2 yield, and H2 and CO2 concentrations were studied. The results revealed that the tar reforming efficiency was improved with appropriate proportions of the additives added. The Ce- or Mg-doped catalyst could change the distribution or morphology of the active component Ni. The modified catalyst with 6% Ce or 3% Mg doping showed the best catalytic activity in the reforming experiment, with the H2 yield reaching 86.84% or 85.22%, respectively. The Fe-doped catalyst could form an Ni–Fe alloy and improve the stability of the catalyst, and the better catalytic activity can be obtained at 9 and 12% Fe doping, with the H2 yield reaching 85.54 and 85.80%, respectively.
Keywords: tar, double-effect catalyst, CO2 adsorption, enhanced reforming, hydrogen production
INTRODUCTION
Coal gasification plays an important role in the coal chemical industry, while tar is the main by-product of this process. In China, the total output of coke was 473.1 million tons in 2019, with about 19 million tons of tar as the by-product. The composition of tar is complex, and it is estimated to include more than ten thousand compounds. Distinguish by boiling point, tar includes light oil, phenol oil, naphthalene oil, washing oil, onion oil, and coal tar pitch (Li and Suzuki, 2010; Li et al., 2013; Duan et al., 2017). Tar is gaseous at high temperature and liquid at low temperature, which will easily corrode the pipeline equipment. In addition, it can cause harm to the ecology and the human body if discharged into the environment (Xie et al., 2016a; Zeng et al., 2018; Li et al., 2021; Zuo et al., 2021). The methods of tar removal include physical and chemical methods. The physical method is to remove the tar from the syngas through the principle of absorption and adsorption, such as water washing, oil washing to absorb tar, or using porous media to adsorb tar onto its surface. The physical method has the advantages of simple operation and a low equipment cost, but there are some disadvantages such as secondary pollution and low removal efficiency (Xie et al., 2016c). The chemical method mainly includes the pyrolysis method and reforming method (partial oxidation reforming and steam reforming). The pyrolysis method refers to the tar cracking at high temperature to produce non-condensable small molecules of gas, which increases the cost due to the need of adding additional heat sources (Torres et al., 2007). The partial oxidation reforming method can effectively convert tar into small molecular gases such as H2 and CO, but the process is mainly conducted at a higher temperature (about 1,200°C), by consuming a large amount of pure oxygen and additional fuel to supply heat (Onozaki et al., 2006). The steam reforming method prefers to obtain hydrogen-rich gas under the action of steam and catalyst. Compared with the partial oxidation reforming method, the temperature of this method is lower (about 800°C), with no additional O2 and less heat. Thus, steam reforming of tar and its model compounds for hydrogen production has received extensive attention in recent years (Furusawa et al., 2013; Duan et al., 2015; Li et al., 2015; Dou et al., 2016; Duan et al., 2018; Xie et al., 2018).
Catalysts are key to steam reforming of tar, and many catalysts have been studied so far. The commonly used catalysts mainly include dolomite (Gusta et al., 2009; Sarıoğlan, 2012), olivine (Virginie et al., 2012), alkali metal (Jiang et al., 2015), Ni-based catalysts (Richardson et al., 2010; Chan and Tanksale, 2014; Xie et al., 2015), and noble metal catalysts (Furusawa et al., 2013; Mei et al., 2013). Considering the catalyst efficiency and cost, the Ni-based catalyst is one of the most promising catalysts for tar reforming. However, inhibiting its carbon formation and improving its catalytic stability are the urgent problems to be solved (Yue et al., 2010; Gao et al., 2015). As a carrier, Ca12Al14O33 can improve the reactivity and the anti-carbon property of the Ni-based catalyst. It itself can also be used as a catalyst for cracking tar, and the synergistic with Ni addition can further inhibit the carbon formation (Li et al., 2009). However, common steam reforming reactions yield only 70% (volume fraction) H2 and more than 20% CO2, limiting the use of such a hydrogen-containing gas (Xie et al., 2016d). So, researchers try to add adsorption components to the original catalyst and combine the catalytic reforming process with the CO2 adsorption process. The adsorbent components can break the balance of the original reforming reaction, improving the quality and concentration of H2, and the carbon deposition on the catalyst can be effectively reduced (Kinoshita and Turn, 2003; Dou et al., 2016; Xie, et al., 2016b; Zuo et al., 2020). In the adsorption-enhanced process, CaO is widely used as the CO2 adsorbent due to its low cost and easy accessibility. However, CaO is easy to be sintered at high temperatures, resulting in a decrease in the adsorption capacity (Zamboni et al., 2011). As mentioned above, as a carrier, Ca12Al14O33 has a special free oxygen storage structure, which can also effectively inhibit the sintering of CaO when carried within Ca12Al14O33 (Li et al., 2009). Thus, the double-effect Ni/CaO–Ca12Al14O33 catalyst was prepared and applied to the steam reforming process of 1-methylnaphthalene (C11H10) as a tar model component in our previous study, showing a good catalytic activity and CO2 adsorption capacity (Zhang et al., 2021a; Zhang et al., 2021b). However, the double-effect catalyst has not been applied in the reforming of real tar, and because of its component’s complexity, the catalytic performance on the reforming process of real reforming may be decreased compared to that on the model component. According to the literature, the catalytic activity and anti-carbon property of the Ni-based catalyst can be improved by adding additives such as precious metals (Pt, Rh, Ru, etc.) (Mei et al., 2013; Cai et al., 2014), rare earth metals (La, Ce, etc.) (Kimura et al., 2006; Tomishige et al., 2007; Mazumder and Lasa., 2015), alkali earth metals (Ca, Mg, etc.) (Wang et al., 2006; Ashok et al., 2015; Nakhaei and Mousavi, 2015), and transition metals (Fe, Co, etc.) (Wang et al., 2011; Koike et al., 2012; Wang et al., 2013). Considering the cost, Ce (rare earth metal), Mg (alkali earth metal), and Fe (transition metal) were studied in this article.
In this article, modified double-effect Ni-based catalysts were prepared and applied to the enhanced reforming process of real tar. The double-effect Ni-based catalysts with different additives (Ce, Mg, and Fe) of different doping mass proportions (3, 6, 9, and 12%) were synthesized by the coprecipitation method and were characterized by X-ray diffraction (XRD) and scanning electron microscopy (SEM). Then, the effects of different modified double-effect catalysts on the hydrogen production from the enhanced reforming of tar were studied, and the result was compared with that over the unmodified double-effect Ni-based catalyst.
EXPERIMENTAL
Tar Sample
The raw tar sample came from a coking plant in Liaoning province, China. The sample was preheated by distillation to remove moisture and solid-phase impurities prior to the chemical composition analysis. Elementar (vario MACRO cube, Germany) was used for the elemental analysis of tar, and the results show that the molar content of C is 54.50%, H is 39.27%, O is 5.32%, N is 0.70%, and S is 0.21%. The chemical formula of the sample can be simplified to C10H7.21O0.98, ignoring nitrogen and sulfur that were too low compared with other elements. Therefore, the steam reforming (SR) reaction of tar can be expressed by the following equation:
[image: image]
and following the water–gas shift (WGS) reaction, we obtain
[image: image]
Thus, the total steam reforming reaction can be written as follows:
[image: image]
GC-MS (Agilent 5975–7890A, Shanghai Tianmei) was used for the composition analysis of tar. Specific operating conditions are as follows: 1) Chromatographic conditions: Hp-5 chromatographic column; oven temperature program was as follows: maintain 1 min at 60°C as the starting temperature, heat to 280°C with the heating rate of 15 C/min, and maintain for 5 min; and He as the carrier gas with the shunt ratio of 1:100. 2) Mass spectrometry conditions: solvent delay for 4 min; ionization source: EI; electron bombardment energy: 70 eV; electronic multiplier voltage: 1200 V; and quality range: 30–600 amu, with the scanning interval of 0.5 s. Through the GC-MS analysis, a total of 22 major compounds were detected, among which the naphthalene content was the highest (given in Table 1).
TABLE 1 | Constituent analysis of tar.
[image: Table 1]Catalyst Preparation
The modified double-effect Ni-based catalysts were prepared by the coprecipitation method, with the mass proportion of Ni (catalytic component):CaO (adsorption component):Ca12Al14O33 (carrier component) being 15:70:15. Meanwhile, Ce (Mg or Fe) was doped as the additive, with mass proportions of 3, 6, 9, or 12%. The catalyst preparation process needed to undergo a series of dissolving, stirring, drying, and calcination processes as follows: First, Ca(CH3COO)2 was calcined at 900°C for 2 h, to obtain high-activity CaO. Second, a certain quality of CaO, Al(NO3)3 9H2O, Ni(NO3)2 6H2O, and Ce (or Mg, Fe) were mixed with deionized water to form a suspension. Then, the suspension was stirred for 3 h, dried for 12 h at 120°C, and then calcined at 500°C for 3 h. Afterward, the calcined solid was cooled and formed into a suspension by adding deionized water again, followed by stirring and drying. Finally, the dried solid was calcined at 1,000°C for 4 h to obtain a catalyst.
Experimental Apparatus
The experimental apparatus for the reforming experiment is shown in Figure 1. The modified double-effect catalyst was kept in a three-stage temperature control tube furnace. The tar and deionized water were pumped into the stainless-steel downstream reactor drop by dropping through an injection pump and a peristatic pump with 600 ml/min N2 carrier gas. To ensure the good fluidity of tar, the syringe was wrapped with a heating belt, keeping the wall temperature above 50°C. The product gas in the reactor was cooled and dried successively, and finally detected by a gas meter and a gas analyzer.
[image: Figure 1]FIGURE 1 | The reforming experimental apparatus.
Experimental Design and Assessment
In this article, the catalytic performances of the modified double-effect catalysts were assessed under the optimal experimental condition based on the previously enhanced reforming experiment result with the unmodified catalyst (temperature = 740°C, S/C (the mole ratio of steam to carbon in tar) = 15, and WHSV (weight hourly space velocity) = 0.0447 h−1).
The experimental process of the tar reforming can be divided into two stages: enhanced reforming stage and common reforming stage (shown in Figure 2). For the enhanced reforming stage, CO2 generated via the WGS reaction (Eq. 2) was adsorbed by CaO in the double-effect catalyst (adsorption reaction, Eq. 4). Then, the equilibriums of the steam reforming reactions of tar were transferred to the direction of hydrogen production, with the CH4 and CO concentrations being very low and the H2 concentration being quite high. As the time went by, the concentration of CO2 was increased and that of H2 was decreased because the CO2 adsorption capacity of the double-effect catalyst tended to be saturated. Finally, the H2 and CO2 concentrations tended to be stable, about 70 and 25%, respectively, which were similar with those of the dry reformed gas without adding any CO2 adsorbent, and thus, such a stage was considered as a common reforming stage (Xie et al., 2018; Zhang et al., 2021b),
[image: image]
[image: Figure 2]FIGURE 2 | Diagram of the reformed gas concentrations as a function of reaction time.
The main indicators in this article were as follows.
H2 yield (YH2) was defined as the ratio of the output of H2 (QH2, out) in the reformed gas to the theoretical output of H2 (QH2) when all the input tar is converted completely via Eq. 3.
[image: image]
The dry reformed gas (Qtotal, out) was considered to be composed of H2, CO, CO2, and CH4. The concentration of the reformed gas (Ci,i was H2, CO, CO2, or CH4) was defined as the ratio of the output of i (Qi, out) to the total output of the reformed gas (Qtotal, out). In this article, only the concentrations of H2 and CO2 were studied in consideration of the extremely low concentrations of CO and CH4,
[image: image]
RESULTS AND DISCUSSION
Effect of the Ce-Modified Double-Effect Ni-Based Catalyst
Catalyst Characterization Results
Prior to characterization, the prepared catalysts were activated at 800°C with 10% mol H2/N2 stream for 3 h. The structure of the catalysts was characterized by XRD (Shimazu, Japan, XRD-7000) using Cu Kα radiation operated at 30 kV and 40 mA, with the scanning angle of 10–80 rad and the scanning speed of 2 rad/min. The morphology of the catalysts was observed by SEM with the aid of a Hitachi su-8010 microscope.
Figure 3 shows the XRD patterns of Ce-modified catalysts with different doping mass proportions. As shown in the figure, the Ce-modified catalysts include the active components, Ni and CeO2; adsorption component, Ca(OH)2 (formed by CaO absorbing water in the air); and carrier component, Ca12Al14O33. As the doping proportion increases, the peak value of CeO2 significantly increased. Figure 4 shows the SEM spectra of Ce-modified catalysts as well as the undoped sample (shown in Figure 4A). In the spectra, the bright part is mainly the active component Ni (shown by arrows 1, 3, 4, and 6), and the gray part is the adsorption component CaO and the carrier component Ca12Al14O33 (shown by arrows 2, 5, and 7); the element contents of the different parts are shown in Table 2. The different particles were based on a CaO–Ca12Al14O33 matrix, with Ni and CeO2 dotting on the surface of the matrix by small spherical particles. Proper addition of Ce can improve the distribution of Ni, which showed that part of Ni no longer relied on or just relied on a small amount of the CaO–Ca12Al14O33 matrix after Ce doping, with the small particles of Ni–CeO2 also slightly increased.
[image: Figure 3]FIGURE 3 | XRD patterns of Ce-modified catalysts with different doping mass proportions.
[image: Figure 4]FIGURE 4 | SEM spectra of Ce-modified catalysts with different doping mass proportions: (A) 0%, (B) 3%, (C) 6%, and (D) 9%.
TABLE 2 | EDS table of Ce doped catalysts.
[image: Table 2]Reformation Result
CeO2 generally has a strong oxygen storage capacity due to its face-centered cubic structure. CeO2 can provide oxygen atoms to the adjacent nickel metal and promote the oxidation reaction of carbon intermediate products on nickel metal, thus improving the catalyst reactivity and reducing the formation of carbon deposition (Kimura et al., 2006; Tomishige et al., 2007).
Figure 5A shows the H2 yields of tar reforming over the catalysts with different Ce doping mass proportions. Overall, the catalysts, H2 yields, and concentrations at the enhanced reforming stage were higher than those at the common reforming stage. It could also be seen that Ce doped in the catalyst could improve the H2 yield at both the stages. As the doping proportion rose, the H2 yields in the two stages first increased, then decreased, and finally reached the highest at the doping proportion of 6% (86.84% for the enhanced reforming). It was corroborated that a small amount of Ce doping made the active component no longer completely rely on the CaO–Ca12Al14O33 matrix, and the active component distribution was more uniform, thus promoting the SR reaction (Eq. 1), with the increase in the H2 yield. However, the excessive Ce (>6%) doping produced more Ni and CeO2 aggregated particles, which reduced the effective catalytic activity area, with the decrease in the H2 yield. Figures 5B,C show the H2 and CO2 concentrations obtained over the catalysts with different Ce doping proportions. Due to the in-situ CO2 adsorption, the H2 concentrations of the enhanced reforming all over the catalysts with Ce doping were >90%, and among them, the sample with 6% Ce had the highest H2 concentration (95.44%) and a very little CO2 concentration, on some extent indicating that proper Ce addition can also improve the dispersion of CaO. After the adsorption saturation, i.e., at the common reforming stage, the H2 concentrations were all about 72% and CO2 concentrations were about 23–24%.
[image: Figure 5]FIGURE 5 | Effect of the Ce-modified catalysts: (A) H2 yield, (B) H2 concentration, and (C) CO2 concentration.
Effect of the Mg-Modified Double-Effect Ni-Based Catalyst
Catalyst Characterization Results
Figure 6 shows the XRD patterns of Mg-modified catalysts with different doping mass proportions. With the rise of the doping proportion, the peak value of Ni decreased, while those of MgO and MgNiO2 spinels increased significantly. From Figure 7 and Table 3, we can see that the CaO–Ca12Al14O33 matrix was still the main composition in the catalyst (shown by arrows 2, 4, and 6), and the active components (shown by arrows 1, 3, 5, 7, and 8) on the matrix were changed from the original globular particles to spiny pellets, caused by the formation of MgNiO2. With the rise of the doping proportions, the Mg-modified catalysts also showed the phenomenon that the active components detached from the CaO–Ca12Al14O33 matrix and then aggregated alone, resulting in the decrease in the catalytic area (shown by arrows 7 and 8).
[image: Figure 6]FIGURE 6 | XRD patterns of Mg-modified catalysts with different doping mass proportions.
[image: Figure 7]FIGURE 7 | SEM spectra of Mg-modified catalysts with different doping mass proportions: (A) 3%, (B) 6%, (C) 9%, and (D) 12%.
TABLE 3 | EDS of Mg doped catalysts.
[image: Table 3]Reformation Result
Mg is a common additive in the process of steam reforming. MgO has a certain catalytic property and can also promote the oxidation of CO. For the Ni-based catalyst, the doping of Mg enables the catalyst to form one Ni–Mg–O solid solution, which has good stability and resistance to carbon deposition (Wang et al., 2006).
Figure 8 shows the H2 yield and concentrations over the catalysts at different Mg doping proportions. For the two reforming stages, the addition of Mg can improve the SR reactions, with the increase in the H2 yield. However, for the Mg-doped samples, the H2 yield gradually decreased with the increase in the doping proportion. For the enhanced reforming, the H2 yield reached the highest, 85.62%, at the doping proportion of 3%, and the H2 concentration also decreased gradually with the rise of the Mg doping proportion in the enhanced reforming stage, and reached 93.20% at the doping proportion of 3%. Compared with the undoped catalyst, the increase in the H2 yield and concentration corroborated that the increase in the catalytic area, causing the active components to change from the original globular particles to spiny pellets, promoted the SR reaction. Then, the decrease in the H2 yield and concentration was because too much of the Mg-doped catalyst caused the active components to detach and aggregate, reducing the catalytic area. In the enhanced reforming stage, the CO2 concentration gradually increased with the rise of the Mg doping proportion, to some extent corroborating the result found in the literature that doping Mg in the catalyst could promote the oxidation of CO (Wang et al., 2006). For the common reforming, Mg addition showed a slight increase in the H2 concentration and a slight decrease in the CO2 concentration with the increase in the doping proportion, which almost had no effect.
[image: Figure 8]FIGURE 8 | Effect of the Mg-modified catalyst: (A) H2 yield, (B) H2 concentration, and (C) CO2 concentration.
Effect of the Fe-Modified Double-Effect Ni-Based Catalyst
Catalyst Characterization Results
Figure 9 shows the XRD patterns of Fe-modified catalysts with different doping mass proportions. The XRD spectra of Fe-modified catalysts were similar to those of unmodified catalysts, and the peak value of Fe2O3 was weak and nearly did not change with the rise of the doping proportion. The SEM spectra and EDS results of Fe-modified catalysts are shown in Figure 10 and Table 4. It could be seen that Ni (shown by arrows 1, 3, 5, 7, and 8) adhered to the surface of the CaO–Ca12Al14O33 matrix (shown by arrows 2, 4, 6, and 8) in a granular form. Fe was uniformly distributed in the CaO–Ca12Al14O33 matrix (shown by arrows 6 and 7), and different doping mass proportions of Fe had little effect on the distribution of the active component Ni.
[image: Figure 9]FIGURE 9 | XRD patterns of Fe-modified catalysts with different doping mass proportions.
[image: Figure 10]FIGURE 10 | SEM spectra of Fe-modified catalysts with different doping mass proportions: (A) 3%, (B) 6%, (C) 9%, and (D) 12%.
TABLE 4 | EDS of Fe doped catalysts.
[image: Table 4]Reformation Result
The oxide of Fe can be used as a catalyst for the reforming reaction, and its catalytic activity is lower than that of the Ni-based catalyst. For example, the active component of olivine is mainly Fe2O3. Ni and Fe can closely combine to form a Ni–Fe alloy and improve the stability of the catalyst. In addition, Fe doping in the catalyst can provide oxygen to neighboring nickel species and promote the oxidation of carbon, reducing the amount of carbon formation (Wang et al., 2011).
The effects of the modified catalysts on the H2 yield and concentration are shown in Figures 11A,B. From the figure, it is clear that the H2 yield and concentration gradually increased with the rise of the Fe doping proportion and then flattened out when the Fe doping proportion was over 9%. The H2 yield of the enhanced reforming can reach 85.54 and 85.80% at the doping proportions of 9 and 12%, respectively. The result corroborated that Fe doping in the catalyst (forming a Ni–Fe alloy) could improve the catalyst stability, which promoted the SR reaction for the hydrogen production. For the common reforming, the concentrations of the products were relatively stable over the catalysts with different Fe loads, around 73% for H2 and around 24% for CO2. However, for the enhanced reforming, the CO2 concentration showed an increasing trend with the increase in the Fe load, like the H2 yield, to some extent corroborating that doping Fe in the catalyst could promote the oxidation of CO.
[image: Figure 11]FIGURE 11 | Effect of the Fe-modified catalysts: (A) H2 yield, (B) H2 concentration, and (C) CO2 concentration.
CONCLUSION
In this article, the double-effect Ni-based catalysts, modified with Ce, Mg, and Fe and synthesized by the coprecipitation method, were applied into the enhanced steam reforming process of real tar. The effects of the catalysts with different doping mass proportions (3, 6, 9, and 12%) of Ce, Mg, and Fe on the H2 yield, and H2 and CO2 concentrations contrasted with those of the unmodified catalyst. The results revealed that the tar reforming efficiency was improved with appropriate proportion of the additives added. The Ce-doped catalyst, existing in the form of CeO2, could change the distribution of the active component Ni and promote the thermal cracking and SR reactions. The modified catalyst with 6% Ce doping The Mg-doped catalyst, existing in the form of MgO and MgNiO2, could change the morphology of Ni, increasing the catalytic area, which promoted the SR reaction. The best catalytic activity was obtained at 3% Mg doping, with the H2 yield reaching 85.22%. The Fe-doped catalyst, existing in the form of Fe2O3, could form a Ni–Fe alloy and improve the stability of the catalyst, and the modified catalyst with 9 and 12% Fe doping showed the better catalytic activity, with the H2 yield reaching 85.54 and 85.80%, respectively.
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Spent carbon anode (SCA) is a dangerous solid waste that is continuously discharged from the aluminum electrolysis industry and has a large number of valuable resources and a high risk of environmental pollution. Its safe disposal and resource utilization have become a resource and environmental problem that must be solved urgently. Current methods for SCA disposal include flotation, vacuum metallurgy, physical activation, roasting, bubbling fluidized bed combustion, alkali fusion, alkali leaching, and chemical leaching combined with high temperature graphitization. In this paper, the material composition, resource properties, and environmental risks of SCA are discussed. Working principle, treatment process, advantages and disadvantages of the above methods are also briefly described and compared. Results showed that flotation is the safest disposal and comprehensive utilization technology that is suitable for characteristics of SCA raw materials and has the most large-scale application potential. In addition, characteristics of SCA recovery products are correlated to the recycling of aluminum reduction cells. This technology can alleviate the shortage of high-quality petroleum coke resources in China’s carbon material industry and the high cost of raw materials in aluminum electrolysis industry.
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INTRODUCTION
Hall–Heroult method is currently used to produce aluminum. High-purity primary aluminum is produced by electrolysis with aluminum electrolysis cell as the carrier, cryolite (Na3AlF6) as the reaction solvent, and alumina (Al2O3) as the raw material. As a core component, prebaked anode drives the electric current into the electrolytic cell and participates in electrochemical reaction (Yang et al., 2016). However, reactivity differs between aggregate (calcined petroleum coke) and binder coking product (pitch coke), thus leading to the selective oxidation and uneven combustion of prebaked anode during production. In addition, the prebaked anode is washed and eroded by high temperature aluminum liquid and molten electrolytes. Hence, some carbon particles fall off from the prebaked anode, enter the electrolyte, and form spent carbon anode (SCA) (Li et al., 2015; TU, 2017; Hou et al., 2020). When excessive SCA accumulates on the surface of molten electrolytes, the resistance of aluminum reduction cell increases, and the electric energy is excessively consumed (Zhang, 2013; Bai, 2020). SCA can also hinder Al2O3 dissolution and induce the anode effect (GuoHou et al., 2019;GuoHou et al., 2020) and therefore must be salvaged regularly to ensure the normal operation of the aluminum reduction cell. As a result, SCA has become an unavoidable solid waste that is continuously discharged from the aluminum electrolysis industry.
Calcined petroleum coke has a remarkable porous structure and can be used as the prebaked anode aggregate. This material can provide sufficient adsorption and permeation channels for molten electrolytes, resulting in a large amount of electrolytes in the SCA (Zhao and Yang, 2013; Liu and Wu, 2020). When SCA piles up in the open air or is buried unprotected, soluble fluoride with strong solubility and permeability gradually migrates to nearby soil and water sources along with rainwater, thus seriously threatening the ecological balance. Therefore, the SCA produced during electrolytic aluminum production has been classified as toxic hazardous waste (code: 321-025-48, hazardous characteristics: T) in the National List of Hazardous Wastes (2021 Edition). This waste is strictly prohibited to be discarded or stored in the open air and must be harmlessly disposed within the enterprise or by entrusting a third-party institution with hazardous waste treatment qualification.
With the continuous development of electrolytic aluminum industry, the discharge of SCA and the scale of harmless disposal have increased annually. As shown in Figure 1, the growth rate of China’s primary aluminum output was approximately 129.80% from 2010 to 2020 (Wang, 2021). For every 5–15 kg of SCA (Liu et al., 2021) produced per ton of aluminum, its discharge amount exceeded 35,000 tons in 2020. SCA is composed of a large number of high-quality carbon materials and high-value electrolyte components and therefore has high recycling value (Zhang et al., 2018). The safe disposal and comprehensive utilization of SCA is conducive to promoting the green and sustainable development of the aluminum electrolysis industry.
[image: Figure 1]FIGURE 1 | China’s primary aluminum output from 2010 to 2020.
COMPOSITION AND HARM OF SPENT CARBON ANODE
SCA usually comprises 60–70% electrolyte components and 30–40% carbon materials (Zhao et al., 2015; Wei, 2018; Liu, 2020). Table 1 shows the main material components, resource attributes, and environmental risks of SCA.
TABLE 1 | Material composition, resource attributes, and environmental risk of SCA.
[image: Table 1]SAFE DISPOSAL AND COMPREHENSIVE UTILIZATION TECHNOLOGY OF SPENT CARBON ANODE
The safe disposal and comprehensive utilization of SCA has been a major concern of the aluminum electrolysis industry. According to their principle of action, existing technologies for the safe disposal and comprehensive utilization of SCA can be grouped into physical separation and chemical treatment. Physical separation methods include flotation, vacuum metallurgy, and physical activation. Chemical treatment processes involve roasting, bubbling fluidized bed combustion, alkali fusion, and alkali leaching. The co-treatment involving chemical treatment and physical separation includes alkali–acid leaching and high temperature graphitization.
Physical Separation
Flotation
Flotation is currently the most mature and widely used disposal technology of SCA. Its working principle is based on the hydrophobic difference between carbon materials (hydrophobic) and electrolyte components (hydrophilic). With the assistance of flotation reagents, carbon materials floating up with bubbles are collected, and electrolytes are discharged from the bottom of the flotation machine. Thus, the preliminary separation of carbon and electrolyte in SCA is realized. The main processes of this method include crushing, grinding, classification, flotation, and drying (Wang et al., 2019) as shown in Figure 2.
[image: Figure 2]FIGURE 2 | SCA treatment via flotation.
Mei et al. (2016) conducted an experimental study on recovering SCA through flotation. Under the optimized parameters of pulp concentration of 25–33%, SCA size of <200 mesh (<74 μm) accounting for 90%, and flotation machine speed of 1800 r/min, carbon materials with a carbon content of 94.59% were recovered, and the carbon content of electrolyte concentrate decreased from 4.10 to 1.01%. In addition, the flotation effect of SCA was improved through process optimization. Zhou et al. (2019) investigated the effect of flotation conditions on the separation of carbon and electrolytes in SCA. The optimal experimental conditions were obtained by single factor experiment. Carbon materials with a carbon content of 85.23% were retrieved with recovery rate of 81.55% under the optimal flotation parameters of SCA size of 120–140 mesh (106–125 μm), pulp concentration of 30%, stirring speed of 1,600 r/min, and aeration rate of 0.30 m3/h (Li et al., 2021). explored the influence of conventional process conditions (size of SCA, stirring speed, and pulp concentration) on the flotation effect of SCA and studied the effect of pH regulator and collector adding mode. The results showed that pH regulator has minimal influence on SCA flotation, and the flotation effect was remarkably improved through the batch addition of flotation reagents. Finally, the following optimal flotation parameters were obtained: particle size of <200 mesh (<74 μm) accounting for 70%, stirring speed of 1700 r/min, pulp concentration of 25%, collectors added in five batches, and mixing time of 5 min. The carbon content of SCA was increased from 23.30 to 75.60%, and the carbon recovery rate reached 86.90%.
Flotation has the advantages of large treatment capacity per unit time, low cost, simple operation, good working environment, and stable quality of recycled products. However, SCA is usually composed of many components and is infiltrated by electrolytes for a long time, resulting in the complex distribution state among the components. This method also has some disadvantages such as poor separation effect of valuable components, low purity of recovered products (carbon materials and electrolytes), and a large amount of produced fluorine-containing wastewater. Most of the above studies reported that the flotation effect of SCA can be enhanced by optimizing the flotation parameters as shown in Table 2. However, the recycling of recycled products and the safe disposal of flotation wastewater are rarely discussed. Given the characteristics of SCA, raw materials should be pretreated in advance to realize the enhanced separation between carbon materials and electrolytes. New flotation reagent systems such as reagent emulsification and reagent compounding should also be constructed.
TABLE 2 | Summary of optimal parameters for SCA treatment with different flotation conditions.
[image: Table 2]Vacuum Metallurgy
Vacuum metallurgy utilizes the volatility difference of valuable components in SCA. The volatile electrolytes are removed from the SCA under high temperature and vacuum conditions to separate the carbon materials and electrolyte components (Luo et al., 2020). The process of SCA treatment via vacuum metallurgy is shown in Figure 3.
[image: Figure 3]FIGURE 3 | SCA treatment via vacuum metallurgy.
Chai et al. (2016) explored the effect of vacuum degree, reaction temperature, SCA particle size, and reaction time on the separation of carbon materials and electrolytes in SCA. Under the optimal parameters of vacuum degree of 5 Pa, reaction temperature of 950°C, raw material size of 0.50 mm, and reaction time of 4 h, the separation rate of electrolytes reached 83%, and the carbon content of SCA was improved from 36 to 74%.
Vacuum metallurgy is used to directly recover high purity electrolyte components (such as Na3AlF6, AlF3, LiF, and KF). However, only carbon materials with low carbon content are recovered because SCA has abundant Al2O3 (boiling point: 2,980°C) and CaF2 (boiling point: 2,500°C), which are stable and difficult to volatilize. In addition, the high treatment temperature and long reaction time for this method are accompanied by high energy consumption and equipment loss, which hinder its industrial application.
Physical Activation
Physical activation is used to treat carbon-rich materials by activating media (such as water vapor and CO2) to form porous carbon materials (Geng et al., 2014; Yi et al., 2008). The process of SCA treatment via CO2 activation is shown in Figure 4.
[image: Figure 4]FIGURE 4 | SCA treatment via CO2 activation.
(Liu et al., 2021) used SCA as raw material and CO2 as activation medium to prepare porous carbon materials. The effects of CO2 flow rate, activation temperature, and activation time on the properties of porous carbon were investigated through single factor experiments. The results showed the best adsorption performance of the porous carbon materials (79.75 mg/g) at CO2 flow rate of 200 cc, activation temperature of 650°C, and activation time of 2 h. TEM, Raman, XRD and other analysis results showed that the porous carbon materials are mostly composed of mesopores and macropores. Their crystallization and graphitization degree were remarkably improved.
CO2 activation for SCA treatment is a simple process, and the prepared porous carbon materials show pore structure and good adsorption performance. The application channels and utilization value of SCA are broadened. However, this method has high requirements for the carbon content of raw carbon; hence, the SCA must be deeply pretreated.
Chemical Treatment
Roasting
Roasting completely burns the carbon materials in SCA at high temperature while keeping the electrolyte components stable (non-volatile and non-decomposed). Only the electrolytes with high purity are recovered (Chen, 2011). The main reaction in roasting is shown in Eq. 1. Its process mainly includes grinding, roasting, and cooling as shown in Figure 5.
[image: image]
[image: Figure 5]FIGURE 5 | SCA treatment via roasting.
Chen et al. (2009) employed roasting for SCA treatment and analyzed the influence of process parameters on roasting reaction efficiency. Electrolytes with content above 99% were recovered under the optimal parameters of roasting temperature of 760°C, addition of combustion improver of 12%, addition of dispersant of 15%, and rotary kiln rotating speed of 1 rpm. Meanwhile, the roasting reaction efficiency of SCA is as high as 95.31%.
Roasting is used to recover high-purity electrolytes that can be directly returned to the aluminum reduction cell for recycling. However, research and demonstration on the suitability of the characteristics of the recovered electrolytes for reuse in aluminum electrolysis are lacking. During this treatment, a large number of high-quality petroleum cokes are burned, and CO2 is released. These problems bring pressure to environmental protection. In addition, its high energy consumption does not meet the requirements of energy conservation and emission reduction.
Bubbling Fluidized Bed Combustion
Bubbling fluidized bed combustion is used to roast SCA in suspension. The electrolyte components in SCA are effectively recovered by burning the carbon materials (Luo et al., 2019). The process of SCA treatment via bubbling fluidized bed is shown in Figure 6.
[image: Figure 6]FIGURE 6 | SCA treatment via bubbling fluidized bed combustion.
Zhou et al. (2014) investigated the combustion characteristics of SCA through differential thermal analysis and the influences of technical parameters such as particle size of SCA, initial bed height, air distribution plate structure, and fluidization velocity on the fluidization of SCA. SCA samples were roasted under the optimal parameters of bed diameter of 100 mm, opening rate of air distribution plate of 1.80%, fluidization velocity of 0.40 mm/s, SCA size of 0.40 mm, and roasting temperature of 565–734°C. However, the expected effect was not achieved, and only 66.30% of the carbon materials were removed.
In theory, bubbling fluidized bed combustion has better gas–solid contact effect and higher combustion efficiency and intensity than conventional roasting. However, the melting of Na5Al3F14 with low melting point may lead to the sintering of SCA. As a result, its distribution in the fluidized bed is worsened, thereby reducing the reaction rate and limiting the removal efficiency of carbon materials.
Alkali Fusion
Alkali fusion removes electrolyte components by molten alkaline reagents such as NaOH and Na2CO3. Carbon materials with high content are recovered after water leaching (Wang et al., 2016; Li et al., 2015). The alkaline substance changes from solid state to molten state when the roasting temperature is higher than its melting point. Therefore, the reaction activity and mass transfer conditions with the electrolyte components in the SCA are remarkably improved (Shoppert et al., 2019).
Yang et al. (2020) treated SCA by using NaOH as an additive. The effects of alkali fusion temperature, reaction time, and alkali–material mass ratio on the carbon content of recovered carbon materials were investigated through single factor experiments. Parameters were optimized through orthogonal experiment. Carbon materials with a carbon content of 99.10% were recovered under the optimized parameters of alkali fusion temperature of 600°C, reaction time of 6.50 h, mass ratio of alkali to material of 5.5:1, and acid leaching. The recovered carbon materials had a large reversible capacity (286.80 mAh·g−1) at 1 C and have a good capacity attenuation rate (the attenuation rate of each cycle in 500 cycles is 0.03%) and thus can be used as anode material of lithium-ion batteries. This finding provides a theoretical basis for the high-value utilization of SCA. The process of SCA treatment via NaOH alkali fusion is shown in Figure 7. Tian et al. (2021) used recovered SCA (carbon content >99.00%) and nano-silicon powder as raw materials to prepare Si/C composite materials by mechanical ball milling for lithium-ion battery anode. The Si/C composites exhibited good electrochemical properties under the ball milling speed of 500 r/min, mass ratio of ball to material of 5:1, and ball milling time of 25 h. The specific discharge capacity of Si/C composites reached 382.40 mAh·g−1 after 100 cycles at current density of 120 mA·g−1. This work provides a new idea for the high-value utilization of valuable components in SCA.
[image: Figure 7]FIGURE 7 | SCA treatment via NaOH alkali fusion.
Liang et al. (2021) treated SCA with Na2CO3 as an additive. Na2CO3 almost completely reacted with Al2O3, Na3AlF6, and Na5Al3F14 in SCA under the parameters of mass ratio of alkali to SCC of 2.5:1, alkali fusion temperature of 950°C, and reaction time of 2 h. Carbon materials with a carbon content of 89.00% were recovered after repeated water leaching, and Na3AlF6 was prepared by introducing CO2 into the leachate. The process of SCA treatment via Na2CO3 alkali fusion is shown in Figure 8.
[image: Figure 8]FIGURE 8 | SCA treatment via Na2CO3 alkali fusion.
Alkali fusion can realize the efficient separation of carbon materials and electrolyte components in SCA. Combined with acid leaching, carbon materials with a carbon content >99.00% and high-value application potential can be recovered. However, given that SCA is composed of a large amount of electrolyte components, this process consumes a large amount of alkaline reagents with extremely high economic cost. A summary of the optimal parameters for SCA treatment with different alkaline agents is shown in Table 3.
TABLE 3 | Optimum parameters for SCA treatment with different alkaline reagents.
[image: Table 3]Alkali Leaching
Alkali leaching removes the electrolyte components reacting with alkaline solution to recover carbon materials (Yuan et al., 2018; Yuan et al., 2018; Yuan et al., 2018). The specific process is shown in Figure 9.
[image: Figure 9]FIGURE 9 | SCA treatment via alkali leaching.
Li et al. (2021) used NaOH solution to treat SCA and recover the carbon materials. Carbon materials with a carbon content of 98.00% were recovered under the parameters of leaching temperature of 110°C, NaOH solution concentration of 15%, solvent-to-solid ratio of 10:1, leaching time of 120 min, and the NaOH solution dissolved the Na3AlF6 and Al2O3 in SCA. The main chemical reaction equations are shown in Formulas Eqs 2–3.
[image: image]
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According to the composition of alkali leaching filtrate (Na+, F−, and AlO2−), Na3AlF6 and Na2CO3 were prepared by introducing CO2 into leachate. The related chemical reaction equations are shown in Formulas Eqs 4–5.
[image: image]
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Alkali leaching can realize the complete quantitative recovery of valuable components (carbon materials and electrolyte components) in SCA. When combined with carbonation, this method can generate Na2CO3 and Na3AlF6. Alkali leaching is similar to a closed-loop treatment and has the technical advantages of low energy consumption and high product yield. However, the process is complex and consumes a large amount of alkaline reagents. In addition, CaF2 not be removed by alkali leaching, thus limiting the high-value utilization of recycled carbon materials.
Chemical Treatment Combined With Physical Separation
Wang (2021) conducted a co-treatment involving alkali–acid leaching and high temperature graphitization to treat SCA. Na3AlF6 and Al2O3 in SCA were dissolved into the leachate by NaOH solution. The carbon content of SCA was further increased by acid leaching, aiming at removing CaF2 from SCA. The main reaction in acid leaching is shown in formula Eq. 6. Accordingly, Carbon materials with a carbon content of 93.15% were recovered by alkali–acid leaching.
[image: image]
Afterwards, the carbon content of carbon materials was increased from 93.15 to 99.90% by high temperature graphitization (2,800°C). In the process of graphitization, the carbon in SCA undoubtedly converted from disordered structure to graphite crystal structure by thermal activation. The process of SCA treatment via alkali–acid leaching and high temperature graphitization is shown in Figure 10.
[image: Figure 10]FIGURE 10 | SCA treatment via alkali–acid leaching combined with high temperature graphitization.
Chemical leaching combined with high temperature graphitization can produce carbon materials with high purity and graphitization degree. The application channels and utilization value of carbon materials in SCA are broadened. Nonetheless, the process is complex and consumes a large amount of chemical reagents. In addition, the high treatment temperature is accompanied by high energy consumption and equipment loss.
Summary
Physical separation and chemical treatment technologies for SCA can realize the separate/complete quantitative recovery of valuable components (carbon materials and electrolytes). The feasibility of utilizing recycled carbon materials to prepare porous carbon materials and lithium-ion batteries has been widely explored. The principle, advantages, and disadvantages of existing methods for the safe disposal and comprehensive utilization of SCA are shown in Table 4.
TABLE 4 | Principle, advantages, and disadvantages of existing methods for the safe disposal and comprehensive utilization of SCA.
[image: Table 4]CONCLUSION AND PROSPECT
SCA is a hazardous solid waste that is inevitably and continuously produced in the aluminum electrolysis industry. Owing to its large number of high-quality carbon materials and high-value electrolyte components, this material has extremely high recycling value. Therefore, the safe disposal and comprehensive utilization of SCA is essential.
1) Roasting and vacuum metallurgy can be used to recover electrolyte components that have high purity and could be directly returned to the aluminum electrolysis cell for recycling. However, these processes are accompanied by a large amount of CO2 emission and energy consumption, which do not meet the strategic needs of “carbon neutrality” and “peak carbon dioxide emissions” promoted by the state. Compared with physical separation, chemical treatment has the advantages of high separation efficiency and high product yield. However, some problems such as large consumption of chemical reagents and high production cost must be addressed.
2) Given the raw material characteristics of SCA, flotation is the most promising technology for the safe disposal and comprehensive utilization of SCA. In future research work, raw materials must be pretreated to further realize the enhanced separation of carbon materials and electrolyte components. Flotation should be combined with chemical treatment to develop a technology with high efficiency, low consumption, and environmental protection.
3) Recycling of valuable resources in SCA should be actively explored. For example, carbon materials can be used as raw materials to prepare carbon anode for aluminum electrolysis. The pressure of low-sulfur petroleum coke resource shortage is alleviated, and the production cost is reduced. The high-value utilization of recycled products in catalysis, adsorption, and new energy should be expanded to build a common key technical system for the safe disposal and comprehensive utilization of SCA.
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The waste ion-exchange resin–based activated carbon (WIRAC) was utilized for CO2 adsorption. The effect of adsorption temperature, gas flow, CO2 concentration, and adsorbent filling content on CO2 adsorption properties of WIRAC and the effect of desorption temperature and sweep gas flow on CO2 desorption performances of WIRAC were researched. In the adsorption process, with the increase of adsorption temperature, the CO2 adsorption capacity and adsorption rate decrease; as the gas flow increases, the CO2 adsorption capacity decreases, but the adsorption rate increases; with the increase of CO2 concentration and adsorbent filling content, the CO2 adsorption capacity and adsorption rate both increase. In the desorption process, the higher the desorption temperature and the smaller the sweep gas flow, the higher the CO2 purity of product gas and the longer the desorption time. In order to make sure the adsorbent be used efficiently and the higher CO2 concentration of product gas, the adsorption and desorption conditions selected should be a suitable choice.
Keywords: CO2 adsorption, waste ion-exchange resin–based activated carbon, fixed bed, breakthrough curve, desorption
INTRODUCTION
Since the 20th century, the rising required energy and ecological and environmental problems caused by the pollution and overuse of resources have significantly threatened the existence and development of human beings with the rapid development of the global economy. The emission of large amounts of CO2 with a lot of energy consumption leads to global warming. In order to slow down global warming, carbon capture and storage (CCS) technology has been conceived to reduce the emission of CO2. Among all CO2 capture technologies, because of lots of adsorbents, low cost of equipment and operation, convenient automatic operation, and high-purity product, adsorption has been judged to be a good carbon capture technology (Wang et al., 2011; Wei et al., 2016). High cost is the biggest obstacle to promote CCS technology better and faster. The capture cost of CCS is approximately 75% of the total cost (Plasynski et al., 2009; Wei et al., 2018); hence, the important thing is reducing the cost of CO2 capture. There are three methods to reduce the cost in the adsorption process: reduce the adsorbent cost, increase the adsorption capacity of the adsorbent, and improve the adsorption–desorption process cycle (Wei et al., 2018). Wang (Wang et al., 2011) and Samanta (Samanta et al., 2012) reviewed different adsorbents in CO2 capture and discussed their new trends. Adsorbents utilized for CO2 adsorption are porous carbonaceous materials (Wang et al., 2012; Wang et al., 2016; Botomé et al., 2017; Álvarez-Gutiérrez et al., 2017), mesoporous silicon (Watabe and Yogo, 2013; Jiao et al., 2016; Kishor and Ghoshal, 2016; Sanz-Pérez et al., 2017), zeolite (Krishna and van Baten, 2012; Cheung et al., 2013; Zhang et al., 2016), metal-organic frameworks (MOFs) (Bao et al., 2011; Krishna and van Baten, 2012; Chen et al., 2017; Delgado et al., 2017), metallic oxide (Kierzkowska et al., 2013; Ozcan et al., 2013), and so on.
In order to reduce the cost of adsorbent, using the wastes as a raw material to produce adsorbents is one of the research hotspots (Hoseinzadeh Hesas et al., 2013; Wee, 2013). Because of the higher carbon content and less ash content, waste ion-exchange resin has been found to be a suitable precursor to produce activated carbon (Wei et al., 2016). And the waste ion-exchange resin–based activated carbon (WIRAC) has been produced to be utilized for sewage treatment (Bratek et al., 2002; Gun’ko et al., 2005), naphthalene adsorption (Shi et al., 2013), and high-performance supercapacitors (Zhang et al., 2013), but to the best of our knowledge, there is no one using the WIRAC to separate CO2 from flue gas. In our previous work (Wei et al., 2016), we have researched the effect of preparation parameters on the pore structure of WIRAC and the preliminary adsorption properties of WIRAC by TGA. But the CO2 adsorption by TGA is only a preliminary research, which is far from industrial application.
Hence, in this paper, the CO2 adsorption and desorption properties on a fixed bed have been further studied. In the adsorption process, the effect of adsorption temperature, gas flow, CO2 concentration, and adsorbent filling content on CO2 breakthrough and adsorption capacity of WIRAC was researched. In the desorption process, the effect of desorption temperature and sweep gas flow on CO2 desorption properties of WIRAC was studied.
EXPERIMENTAL
Materials
The waste ion-exchange resin (a kind of cation exchange resin named “D001” according to the ministerial standard of petroleum chemical industry of the People’s Republic of China (1978)) has been used to produce activated carbon (AC) in our previous research (Wei et al., 2016). And the preparation parameters of WIRAC are that the activation agent is KOH, the activation temperature is 900°C, the activation time is 2 h, the impregnation ration (the mass ratio of KOH and char) is 1.5, and the atmosphere is inert (N2).
The Characterization of WIRAC
The N2 adsorption–desorption isotherm of WIRAC was tested by TriStar II 3020. The BET equation was used to calculate the specific surface area (SBET). The micropore area (Smic) and micropore volume (Vmic) were calculated by the D-R equation. The external surface area (Sext) was obtained by subtracting Smic from SBET.
CO2 Adsorption and Desorption on Fixed Bed
The CO2 adsorption and desorption performances of WIRAC were tested by a fixed bed, and the experimental system can be seen in Figure 1. The experimental system includes three sections: gas distribution system, reaction system, and detection system. The gas distribution system is mainly composed of N2, CO2, mass flow meters, valves, and a mixing tank. The reaction system is mainly composed of a tubular furnace, adsorber, and temperature controller. The detection system is mainly composed of a CO2 analysis instrument and data recording system. The exhaust gas generated from the experiment is expelled from the exhaust system.
[image: Figure 1]FIGURE 1 | Schematic of the CO2 adsorption and desorption experimental system: 1) N2; 2) CO2; 3) mass flow meters; 4) valve; 5) mixing tank; 6) tubular furnace; 7) adsorber; 8) temperature controller; 9) CO2 analysis instrument; 10) data recording system; 11) exhaust system.
The Calculation of CO2 Adsorption Capacity
The CO2 adsorption capacity on a fixed bed can be calculated by
[image: image]
where q is the CO2 adsorption capacity of per gram adsorbent, mmol/g; M is the mass of the adsorbent, g; Q is the flow of the inlet gas, cm3/min; c0 and c are the CO2 concentrations of the inlet gas and outlet gas, respectively, vol%; t is the adsorption time, min; T0 is 273 K; T is the adsorption temperature, K; and Vm is the molar volume of the gas, 22.4 ml/mmol.
The regeneration degree is defined as follows:
[image: image]
where mreg is the CO2 adsorption capacity of the regenerated WIRAC and m1 is the CO2 adsorption capacity of the fresh WIRAC.
RESULTS AND DISCUSSION
The Characterization of WIRAC
Figure 2 shows the N2 adsorption–desorption isotherm of WIRAC at -196 °C. On the basis of adsorption isotherm classification and adsorption hysteresis loops of the IUPAC (International Union of Pure and Applied Chemistry) (Brunauer et al., 1940; Sing et al., 1985), WIRAC presents a type I adsorption isotherm and H4 hysteresis loop. The pore structure parameters can be calculated by the N2 adsorption–desorption isotherm. Table 1 shows the pore structure parameters of WIRAC, and Figure 3 shows the pore size distributions of WIRAC by the DFT model. As shown in Figure 3, the pore sizes are in the range of 0.9–3.6 nm, especially 0.9–1.25 nm, which is suitable for CO2 adsorption (the dynamic diameter of CO2 is 0.33 nm).
[image: Figure 2]FIGURE 2 | N2 adsorption–desorption isotherm of WIRAC.
TABLE 1 | Pore structure parameters of WIRAC.
[image: Table 1][image: Figure 3]FIGURE 3 | Pore size distributions of WIRAC by the DFT model.
CO2 Adsorption Performances of WIRAC
In the research of adsorption bed experiments, the breakthrough curve is very important. The so-called breakthrough curve shows that the mixture gas enters into the adsorption bed continuously and the strong adsorbate gas can be detected in the outlet, and until the concentration of the strong adsorbate gas in the outlet is the same as the concentration of the gas in the inlet. In the following experiments, the effects of different operating parameters on CO2 adsorption performance of WIRAC were researched.
The Effect of Adsorption Temperature on CO2 Adsorption
Figure 4 shows CO2 adsorption properties at different adsorption temperatures. As shown in Figures 4A,B, as the adsorption temperature increases, the breakthrough curves move to the left and the breakthrough time reduces. The two points of the breakthrough curve are important, and they are 5% (the concentration of the strong adsorbate gas in the outlet divided by the concentration of the gas in the inlet) and 95%, respectively. The point of 5% expresses the adsorption bed begins to be broken through, and the point of 95% expresses the adsorption bed is almost broken through completely. The CO2 adsorption capacity reduces with the increasing adsorption temperature. There are two reasons leading to the situation. One is that the adsorption process is an exothermal reaction. For an exothermal reaction, the reaction will move toward the reverse direction with the increase of temperature. Thus, adsorption can be inhibited, which is not conducive to the adsorption process. The other is that as the temperature increases, CO2 molecules can get more energy. This will lead to more adsorbed CO2 molecules removed from the surface of WIRAC. The two reasons lead to the reduction of CO2 adsorption capacity with the increase of adsorption temperature. Figure 4B demonstrates the CO2 adsorption capacity of different situations. The adsorption capacity of 5% is named [image: image] ([image: image]), adsorption capacity of 95% is named [image: image] ([image: image]), and adsorption capacity of 100% is named [image: image] ([image: image]). [image: image] is over 85% of [image: image], except for 80°C (about 80% of [image: image]). [image: image] is over 97% of [image: image].
[image: Figure 4]FIGURE 4 | CO2 adsorption properties at different adsorption temperatures: (A) breakthrough curves; (B) adsorption capacity; (C) adsorption process; (D) adsorption rate.
As revealed in Figures 4C,D, with the increase of temperature, the CO2 adsorption equilibrium time reduces, which is the same as the result of breakthrough curves. And as the temperature increases, the CO2 adsorption rate reduces. Theoretically, the adsorption rate should increase with the increase of temperature. However, the result was contrary to the theoretical result. As the temperature increases, the rates of adsorption and desorption both increase, but the desorption rate can be affected more than the adsorption rate. This leads to the CO2 adsorption rate reducing with the increase of adsorption temperature.
CO2 adsorption in the lower temperature not only makes the time of breakthrough be longer but also makes the CO2 adsorption capacity and adsorption rate be higher. Hence, CO2 can be adsorbed consecutively for a long time without changing the pipeline frequently to switch adsorption and desorption processes. And in this situation, the CO2 adsorption capacity and adsorption rate are both higher. The temperature of flue gas is about 50–80°C, which is dependent on the difference of desulfurization and denitrification processes. In this range, it is not conducive to CO2 adsorption. Therefore, the temperature of flue gas should be properly reduced, or development a kind of adsorbent which has a good adsorption capacity at the temperature of 50–80°C.
The Effect of Gas Flow on CO2 Adsorption
Figure 5 shows CO2 adsorption properties at different gas flows. In Figures 5A,B, with the increase of gas flow, the breakthrough curves move to the left and the breakthrough time and CO2 adsorption capacity reduce. With the increase of gas flow, the total amounts of gas flowing and CO2 molecules through the adsorbent increase per unit time and breakthrough time shortens. However, the larger gas flow can sweep the adsorbed CO2 molecules and make some adsorbed CO2 molecules desorb. Hence, the CO2 adsorption capacity reduces with the increase of gas flow. Figure 5B shows the CO2 adsorption capacity of different situations. [image: image] is over 86% of [image: image], and [image: image] is over 98% of [image: image].
[image: Figure 5]FIGURE 5 | CO2 adsorption properties at different gas flows: (A) breakthrough curves; (B) adsorption capacity; (C) adsorption process; (D) adsorption rate.
From the results of Figures 5C,D, it can be seen that as the gas flow increases, the CO2 adsorption equilibrium time reduces, which is the same as the result of breakthrough curves. And with the increase of flow gas, the adsorption rate increases. With the increase of gas flow, the total amounts of gas flow and CO2 molecules through the adsorbent increase per unit time, which makes the total gas pressure increase and the reaction move toward the direction of decrease of pressure reduction (the direction of CO2 adsorption). Hence, the adsorption rate increases, as the gas flow increases.
Although the larger gas flow can make the adsorption rate increase, the CO2 adsorption capacity per unit mass of adsorbent and breakthrough time reduce. The reduction of breakthrough time leads to the change of pipeline frequently to switch adsorption and desorption processes, and the reduction of adsorption capacity cannot make the adsorbent be utilized better. In the actual production, the total amount of flue gas is unchanged generally. In order to reduce the flue gas flow, the flue gas can be bypassed to enter into parallel adsorption beds. In this way, not only switching pipes frequently can be reduced, but also WIRAC can be utilized better.
The Effect of CO2 Concentration on CO2 Adsorption
Figure 6 shows CO2 adsorption properties at different CO2 concentrations. As shown in Figures 6A,B, as the CO2 concentration increases, the breakthrough curves move to the left and the breakthrough time reduces, but the CO2 adsorption capacity increases. With the increase of CO2 concentration, the total amount of CO2 molecules through the adsorbent increases per unit time and breakthrough time shortens. The larger reactant concentration (CO2 concentration) promotes the adsorption reaction to move toward the direction of positive reaction (the direction of CO2 adsorption), so the CO2 adsorption capacity increases. Figure 6B shows the CO2 adsorption capacity of different situations. [image: image] is over 86% of [image: image], and [image: image] is over 98% of [image: image].
[image: Figure 6]FIGURE 6 | CO2 adsorption properties at different CO2 concentrations: (A) breakthrough curves; (B) adsorption capacity; (C) adsorption process; (D) adsorption rate.
As revealed in Figures 6C,D, as the CO2 concentration increases, the CO2 adsorption equilibrium time reduces, which is the same as the result of breakthrough curves, and the CO2 adsorption capacity and adsorption rate increase with the increase of CO2 concentration. As the CO2 concentration increases, the total amount of CO2 molecules through the adsorbent increases per unit time, which is advantageous to moving toward the direction of positive reaction (the direction of CO2 adsorption). Hence, the CO2 adsorption rate increases. The increase of adsorption rate makes the adsorption equilibrium time reduce.
The lager CO2 concentration not only increases the adsorption capacity but also promotes the adsorption rate, which is advantageous to CO2 adsorption. However, the lager CO2 concentration can reduce the breakthrough time and make the adsorbent be regenerated frequently, which is disadvantageous to the utilization of adsorbent. The CO2 concentration of flue gas is dependent on the kind of fuel, the process, and the status of combustion. When the fuel, process, and status of combustion are determined, the CO2 concentration of flue gas is almost unchanged. In general, the high purity of product gas (CO2 gas) cannot be obtained by only one adsorption–desorption cycle. That is, the adsorption of low CO2 concentration needs more time to obtain high purity of product gas, while the high CO2 concentration needs less time. So, the number of adsorption beds of high CO2 concentration should be more than that of low CO2 concentration in order to make sure CO2 adsorption be carried out continuously.
The Effect of Adsorbent Filling Content on CO2 Adsorption
Figure 7 shows CO2 adsorption properties at different adsorbent filling contents. In Figures 7A,B, with the increase of adsorbent filling content, the breakthrough curves move to the right and the breakthrough time and the total CO2 adsorption capacity increase, but the adsorption capacity per mass of adsorbent reduces. As the adsorbent filling content increases, that is, with the increase of the height of adsorbent, the time of gas flowing through the adsorbent bed increases, so the breakthrough time increases. The more adsorbent makes some adsorbent could not contact with CO2 gas. Although the total adsorption capacity increases, the adsorption capacity per mass of adsorbent reduces. Figure 7B shows the CO2 adsorption capacity of different situations. [image: image] is over 86% of [image: image], and [image: image] is over 97% of [image: image].
[image: Figure 7]FIGURE 7 | CO2 adsorption properties at different adsorbent filling contents: (A) breakthrough curves; (B) adsorption capacity; (C) adsorption process; (D) adsorption rate.
As revealed in Figures 7C,D, as the adsorbent filling content increases, the CO2 adsorption equilibrium time increases, which is the same as the result of breakthrough curves, but the CO2 adsorption capacity per mass of adsorbent and adsorption rate reduce with the increase of adsorbent filling content.
The larger amount of adsorbent makes the breakthrough time increase, but the CO2 adsorption capacity per mass of adsorbent and adsorption rate reduce. The larger amount of adsorbent also leads to the further decrease of pressure drop of gas, and the adsorbent cannot be utilized effectively, which is disadvantageous to CO2 adsorption. However, the smaller amount of adsorbent makes the CO2 adsorption capacity per mass of adsorbent and adsorption rate be bigger, and the breakthrough time is small, which is disadvantageous to the cycle of adsorbent. Hence, the amount of adsorbent should be chosen according to the actual situation. In this way, the breakthrough time is enough, and the adsorbent can be utilized well.
The CO2 adsorption capacity of WIRAC has been compared with that of some other ACs. And the comparison results can be seen in Table 2. As shown in Table 2, the adsorption capacity of WIRAC is just at a middle level. And in consideration of the precursor of WIRAC, WIRAC shows great potential as an adsorbent for post-combustion CO2 capture.
TABLE 2 | Adsorption capacity of CO2 by ACs in different literature studies.
[image: Table 2]CO2 Desorption Performance of WIRAC
After the CO2 adsorption process, the WIRAC is regenerated and can be recycled. The different operation parameters can affect the desorption properties of WIRAC. In the following experiments, the effect of different desorption temperatures and sweep gas flows on CO2 desorption performance of WIRAC was researched. And the sweep gas in the CO2 desorption process is pure N2.
The Effect of Desorption Temperature on CO2 Desorption
Figure 8 shows CO2 desorption properties at different desorption temperatures. As shown in Figure 8A, at the chosen experimental desorption temperature, as the desorption temperature increases, the CO2 concentration of desorption gas increases. Although CO2 concentration increases to a certain extent, the magnitude of increase is not significant, and the time of desorption increases. The higher CO2 concentration of desorption gas dependent on a higher desorption temperature makes the time of CO2 concentration reduction be longer than the lower CO2 concentration in a certain condition of sweep gas flow. So, the higher the desorption temperature is, the longer the desorption time will be. As revealed in Figure 8B, at the chosen experimental desorption temperature, the second CO2 adsorption capacity is almost the same as the first adsorption capacity, and the regeneration degree of WIRAC remains at about 1.0. It indicates that, at the chosen experimental desorption temperature, the WIRAC can be regenerated well and the CO2 adsorption capacity of regenerated WIRAC is not affected by the desorption temperature.
[image: Figure 8]FIGURE 8 | CO2 desorption properties at different desorption temperatures: (A) CO2 desorption concentration; (B) adsorption capacity and regeneration degree.
From the results of Figure 8, it can be seen that, at the chosen experimental desorption temperature, the WIRAC can be regenerated well and the higher purity of CO2 depends on the higher desorption temperature. With the increase of desorption temperature, the energy required for regeneration increases, while the increased scope of the purity of CO2 in product gas is not big. In order to obtain the higher purity CO2 product gas, increasing the desorption temperature simply makes the input more than the output and lost than gained. Hence, a suitable desorption temperature not only makes the WIRAC be regenerated well but also makes the input energy be not too much and the purity of CO2 in product gas be relatively high.
The Effect of Sweep Gas Flow on CO2 Desorption
Figure 9 shows CO2 desorption properties at different sweep gas flows. As shown in Figure 9A, with the increase of sweep gas flow, the CO2 concentration in desorption gas and desorption time reduce. When the adsorption process and desorption condition are unchanged, the amount of CO2 in desorption gas is unchanged, too. As the sweep gas flow increases, the CO2 in desorption gas is diluted. Hence, the CO2 concentration in desorption gas and desorption time reduce with the increase of sweep gas flow. As revealed in Figure 9B, the second CO2 adsorption capacity is almost the same as the first adsorption capacity, and the regeneration degree of WIRAC remains at about 1.0 at different sweep gas flows. This indicates that the WIRAC can be regenerated well and the CO2 adsorption capacity of regenerated WIRAC is not affected by the sweep gas flow.
[image: Figure 9]FIGURE 9 | CO2 desorption properties at different sweep gas flows: (A) CO2 desorption concentration; (B) adsorption capacity and regeneration degree.
From the results of Figure 9, it can be seen that no matter what the sweep gas flow is, the WIRAC can be regenerated completely at the chosen regeneration condition. The regeneration of WIRAC is almost not affected by the sweep gas flow, while the CO2 concentration in product gas is affected by the sweep gas flow. The bigger the sweep gas flow, the lower the CO2 purity in product gas. And the shorter the desorption time is, the faster the desorption process will be. In the actual production, the suitable sweep gas flow should be chosen, so not only the higher CO2 purity in product gas can be obtained, but also the faster regeneration of WIRAC can be got.
CONCLUSION
In this paper, WIRAC is utilized as an adsorbent for CO2 adsorption. The adsorption and desorption properties of WIRAC on a fixed bed were researched. In the adsorption process, with the increase of adsorption temperature, the CO2 adsorption capacity and adsorption rate decrease; as the gas flow increases, the CO2 adsorption capacity decreases, but the adsorption rate increases; with the increase of CO2 concentration, the CO2 adsorption capacity and adsorption rate increase; as the adsorbent filling content increases, the CO2 adsorption capacity and adsorption rate increase. In order to make the CO2 adsorption capacity and adsorption rate of WIRAC be higher, the adsorption temperature should be low; the flue gas should be bypassed to enter into parallel adsorption beds; the amount of adsorbent should be chosen according to the actual situation. In the desorption process, the higher the desorption temperature and the smaller the sweep gas flow, the higher the CO2 purity of product gas and the longer the desorption time. Due to obtaining high CO2 purity of product gas in a short time, the desorption temperature and sweep gas flow should be chosen with suitable values.
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Two-phase flow regimes were experimentally investigated during the entire condensation process of refrigerant R152a in a circular glass minichannel. The inner and outer diameters of the test minichannel were 0.75 and 1.50 mm. The channel was 500 mm long to allow observation of all the two-phase flow regimes during the condensation process. The experiments used saturation temperatures from 30 to 50°C, a mass flux of 150 kg/(m2·s) and vapor qualities from 0 to 1. The annular, intermittent and bubbly flow regimes were observed for the experimental conditions in the study. The absence of the stratified flow regime shows that the gravitational effect is no longer dominant in the minichannel for these conditions. Vapor-liquid interfacial waves, liquid bridge formation and vapor core breakage were observed in the minichannel. Quantitative measurements of flow regime transition locations were carried out in the present study. The experiments also showed the effects of the saturation temperature and the cooling water mass flow rate on flow regime transitions. The results show that the annular flow range decreases and the intermittent and bubbly flow ranges change little with increasing saturation temperature. The cooling water mass flow rate ranging from 38.3 kg/h to 113.8 kg/h had little effect on the flow regime transitions.
Keywords: two-phase flow, condensation, flow regime, minichannel, R152a
INTRODUCTION
Mini/Microchannels are widely used in many fields due to the advantages of enhanced heat transfer. The minichannels improve the system efficiency by reducing the air-side pressure drop and increasing the in-tube heat transfer coefficients. The minichannel heat exchangers also have the advantages of a smaller refrigerant charge, which leads to lower greenhouse gas emissions. Channels with hydraulic diameters ranging from 0.2 to 3 mm are defined as minichannels by Kandlikar and Grande (2003) for single-phase and two-phase fluid flows. Therefore, the test channel used in this study with a hydraulic diameter of 0.75 mm is classified as a minichannel. The flow regimes in minichannels differ from those in conventional channels because of the relative influences of gravity, shear stresses and surface tension.
Previous researchers, such as Alves (1954), Baker (1954) and Govier and Omer (1962), have given flow regime mappings for relatively large channels using air-water or air-oil mixtures. Suo and Griffith (1964) and Barnea et al. (1983) gave flow regime maps of air-water mixtures in small diameter circular channels. Investigations by several researchers (Damianides and Westwater (1988); Fukano et al. (1990)) showed that the flow regime maps of Mandhane et al. (1974), Taitel and Dukler (1976) and Weisman et al. (1979) in conventional channels failed to predict the flow regimes in small channels with hydraulic diameters ranging from 1 to 5 mm. Kawaji and Chung (2003) reviewed the previous research on adiabatic two-phase flows in narrow channels and performed new experiments. They concluded that the reduction of the tube diameter had a great influence on the flow regimes. Coleman and Garimella (1999) studied the effects of tube diameter and geometry on flow regimes and transitions of air-water flows in tubes with hydraulic diameters ranging from 1.3 to 5.5 mm. Then, Coleman and Garimella (2003) also conducted an experimental investigation of the two-phase flow mechanisms during condensation of refrigerant R134a in six round, square and rectangular tubes. Flow regimes of n-pentane during condensation in tubes with diameters of 10, 1.1 and 0.56 mm were experimentally investigated by Médéric et al. (2004). They found that the effect of gravity and capillary forces on the flow regimes were quite different for inner diameters less than 1 mm.
Two-phase flow regimes during condensation of FC-72 in 1 mm parallel, square micro-channels were experimentally observed by Kim et al. (2012). Five flow regimes were divided as smooth-annular, wavy-annular, transition, slug and bubbly flow. The smooth-annular flow and the wavy-annular flow were most prevalent among all flow regimes. Al-Zaidi et al. (2018) carried out flow visualization of HFE-7100 in a 0.57 mm rectangular multi-microchannel. Wang et al. (2017), Wang and Li (2018) studied two-phase flow regimes of R134a in 301.6 μm oval parallel microchannels. Nasrfard et al. (2019) experimentally studied the condensation heat transfer of R141b in intermittent flow regime within a smooth horizontal tube. Lei and Chen (2019) conducted numerical research on flow regimes of R134a based on the VOF approach. Jige et al. (2018) experimentally observed the two-phase flow characteristics of R32 in horizontal multiport rectangular minichannels with hydraulic diameters of 0.5 and 1.0 mm. A new prediction method of flow regimes for multiport minichannels, considering channel size, was developed based on the experimental results. Keniar and Garimella (2021) studied the intermittent flow of R134a during condensation in circular microchannels. Li et al. (2021) experimentally studied the flow pattern change in horizontal minichannels under electric field force. The results showed that the bubble behavior was suppressed by the electric field force.
Recent increased attention to environmental issues has brought substantially more stringent requirements for refrigerants in air-conditioning and refrigeration applications. The transition from CFCs to HCFCs and to HFCs has reduced the environmental impact of refrigeration systems. Since R22 is widely used in domestic air conditioners in China, the substitution is quite urgent. Although HFCs have zero ozone depletion potential (ODP), many have high global warming potentials (GWP). Therefore, much effort is being focused on finding alternative refrigerants to conventional HFCs.
Table 1 listed the thermophysical and environmental characteristics of R22, R134a and R152a. The GWP of R152a is an order of magnitude smaller than that of R22 and R134a. The thermal conductivity, latent heat of vaporization and surface tension of R22 and R134a are lower than R152a. The heat transfer performance of R22, R134a and R152a during condensation was theoretically investigated by Wang and Rose (2011). The results showed that R152a had better heat transfer performance than R22 and R134a. The experimental research of Liu and Li (2015) also showed that the heat transfer coefficients during condensation of R152a were greater than those of R22. Although R152a is a potential substitute for R22, no experimental study has been carried out on the flow regimes during the entire condensation process in minichannels.
TABLE 1 | Thermophysical and environmental properties of R22, R134a and R152a.
[image: Table 1]EXPERIMENTAL METHODS
Experimental Rig
Figure 1 shows a schematic of the experimental rig established for flow regime observation. The rig consists of one refrigerant and two cooling water loops. The experimental apparatus consists of a refrigerant and two cooling water circuits. The subcooled refrigerant in the reservoir is filtered, circulates through the magnetic-driven gear pump that can be adjusted by the frequency converter, and then flows through the Coriolis effect mass flowmeter. The mass flow rate is controlled by a bypass loop. The refrigerant in the vapor generator is heated to saturation by adjusting the electric heating power. The liquid-level meter is used to monitor the liquid phase level and keep it steady in the vapor generator. The saturated fluid then flows into the circular glass channel in the test section. The vapor refrigerant is fully condensed by the cooling water in the test section. After the test section, the refrigerant flows to the post-condenser, where it is further subcooled, and finally returns to the reservoir. The operating pressure in the refrigerant circuit is controlled by adjusting the electric heating power of the heater installed in the reservoir.
[image: Figure 1]FIGURE 1 | Schematic of the experimental rig.
The purity of the refrigerant R152a provided by the manufacturer is larger than 99.9%. The measures are taken to ensure that the vapor contains no incondensable gas: the experimental system is vacuumed for half an hour to remove the air; some R152a is filled into the system; vacuum the system again. The filling and evacuating measures were repeated several times to ensure that the system contained as little incondensable gas as possible. After the above measures, R152a was filled into the system.
The refrigerant and cooling water temperatures are measured using PT100 resistance thermometers. All PT100 resistance thermometers are calibrated using a 6,020 Series high precision calibration bath before the experiments. Trafag 8,251 pressure sensors are used to measure the refrigerant pressures through 1.0 mm pressure taps. Two Coriolis mass flowmeters are used to measure the mass flow rates of the refrigerant and the cooling water in the test section, respectively. The flow regimes during condensation are observed by an imaging system as shown in Figure 2. A MV-VS078FC industrial CCD camera is used with a resolution of 1,024 × 768 pixels, a light sensitivity of 0.01 LUX and a shutter speed of 1 × 10–4 s. Experimental data are collected by an Agilent 34970A acquisition system.
[image: Figure 2]FIGURE 2 | Imaging system.
Test Section
The test section was a counter flow tube-in-tube condenser as shown in Figure 3. The refrigerant was condensed inside the glass test tube by the cooling water flowing in the cooling water jacket. The test tube was a circular glass minichannel with inner and outer diameters of 0.75 and 1.50 mm. The test tube was 500 mm long to allow observation of all the flow regimes during the condensation process in the test section. A special external structure is required to bear the stress generated during the installation of the test section to ensure that the glass tube is not damaged. Copper joints with internal and external treads are connected to both ends of the glass tube in order to provide a labyrinth seal for the glass tube. Raw tape is wrapped on the ends of the glass tube and the adhesive is evenly covered on the raw tape to ensure the tightness and pressure resistance of the connection. The nuts filling with the mixture of raw tape and adhesive are installed under small squeeze force to avoid putting lateral stress on the glass tube. Two copper plates are installed outside the glass tube to transfer the torsion and bending stress generated during the installation process of the test section. Two glass sheets are installed on the front and back of the test section to offer the visual observation of the flow regimes. The cooling water jacket was rectangular, 500 mm long with the hydraulic diameter of 16 mm. The top and bottom materials of the cooling water jacket were copper, while the front and rear materials were glass for the observations. Two hard rubber supports were installed in the cooling water jacket to support the long glass tube. During the experiments, the cooling water jacket was exposed to the atmosphere which was around 18°C.
[image: Figure 3]FIGURE 3 | Test section schematic.
The locations of the flow regime transitions during the entire condensation process were recorded to investigate the effects of the experimental conditions on the flow regime transitions. The location determination method is shown in Figure 4. The coordinate measurement device consisted of a ruler placed parallel to the test section, the viewing device and the separation blade perpendicular to the test section. The ruler reading at the blade’s left side was regarded as the local coordinate of the observed flow regime element.
[image: Figure 4]FIGURE 4 | Determination of the flow regime transition locations.
Uncertainty Analysis
The experimental uncertainties of the parameters are listed in Table 2. The thermophysical properties of R152a are obtained through the REFPROP 9.0 software (Lemmon et al., 2010).
TABLE 2 | Uncertainties of the measured parameters.
[image: Table 2]RESULTS AND DISCUSSION
In order to verify the reliability of the experimental system, single-phase heat transfer experiments were carried out in a 1.09 mm circular tube by Zhang et al. (2012). Experimental pressure drops agree well with the predicted results of equation Blasius (1908), and the average deviation and root mean square deviation are within 1.7 and 8.8%, respectively. Experimental heat transfer coefficients agree well with the predicted results of correlation Gnielinski (1976), and the average deviation and root mean square deviation are within 4.1 and 12.8%. The deviation of the heat transfer rate between the refrigerant and the cooling water is within ±5%. The heat loss in the test section was within ±0.25 W. Single-phase verification experiments show that the experimental apparatus is reliable and can be used for two-phase flow and condensation heat transfer experiments.
Flow Regimes During Condensation
The test section for the flow regime experiments was long enough to observe the entire condensation process. The annular, intermittent and bubbly flow regimes were observed in the present study as listed in Table 3 as the vapor quality was reduced, which differs from the results of Coleman and Garimella (2003). In Coleman and Garimella’s study, the flow regimes were categorized into four different flow regimes as intermittent flow, wavy flow, annular flow and dispersed flow. The relative importance of gravity, surface tension and interfacial shear stress differs for different flow regimes and transitions. In the present study, the interfacial shear stress is not large enough to entrain liquid droplets into the vapor core for G = 150 kg/(m2·s); therefore, the mist flow regime is not observed. In addition, the absence of the stratified flow regime suggested that gravity was no longer dominant for the 0.75 mm diameter tube. At low vapor qualities, the dispersed flow regime with bubbles dispersed across the tube cross section was also not observed in the study.
TABLE 3 | Flow regimes during condensation of R152a in a 0.75 mm circular minichannel.
[image: Table 3]Annular Flow Regime
The annular flow regime occurred at the very beginning of the condensation process with the vapor flowing in the channel core and a uniform thin liquid film flowing along the channel periphery. Vapor-liquid interfacial waves were caused by the shear stress between the two phases flowing with different velocities. There was no distinct difference between the top and bottom channel wave strengths because the liquid film was quite thin. The interfacial shear stress dominants at this stage.
The liquid film became thicker as the condensation proceeded. Gravity caused the liquid film to be thicker at the bottom of the channel than at the top. Therefore, the interfacial waves were no longer uniform around the channel periphery. The wave frequency decreased while the wave amplitude increased. According to Barnea et al. (1983), the current flow pattern can be subdivided as the wavy-annular flow regime which still belongs to the annular flow regime.
The interfacial waves then caused the vapor core to deform with the deformation becoming stronger as the liquid film became thicker. Two kinds of interfacial waves were observed during the wavy-annular flow regime. One occurred when the wave crests at the top and bottom channels locally reduced the vapor core size. The other occurred when the wave crests at the top and bottom channels were not at the same location and deformed the vapor core channel.
Three kinds of vapor core deformations were frequently observed during the wavy-annular flow regime as the vapor quality was reduced for the same refrigerant saturation temperature, cooling water mass flow rate and inlet cooling water temperature. Any vapor core deformations often led to the formation of liquid bridges and finally vapor core breakage. The liquid film thickness at the top and bottom channels both increased causing vapor core deformation. The liquid film thickness at the bottom channel increased faster than that at the top channel. Strong interfacial waves caused several vapor core deformations in a short channel. Vapor core deformations indicate the occurrence of the surface tension effect. The combination of interfacial shear stress and surface tension will cause the transition from annular flow to intermittent flow with the increase of the liquid film thickness.
Intermittent Flow Regime
The flow regime transitioned from wavy-annular flow to intermittent flow as the liquid film became thicker and the interfacial waves were strong enough to form liquid bridges across the vapor core which broke the vapor core. The intermittent flow regime consisted of vapor slugs in the channel core with a liquid film coating the channel wall around the vapor slugs. Three types of liquid bridge formations and vapor core breakages corresponding to the vapor core deformations were observed during the intermittent flow regime with decreasing vapor quality for the same refrigerant saturation temperature, cooling water mass flow rate and inlet cooling water temperature. 1) Liquid films at the top and bottom of the channel become thicker which reduces the vapor core cross-sectional area. The top and bottom liquid films eventually join and the vapor core is broken into two parts. 2) The liquid bridge is caused by the liquid film thickness increasing at the bottom of the channel. The liquid bridge forms when the bottom liquid film is thick enough to reach the top liquid film. The resulting slug end is close to the top wall which creates a small thermal conduction resistance through the liquid film there and a high condensation rate. The slug end then condenses quickly and the liquid bridge forms. 3) Two liquid bridges forming in a short channel due to frequent strong waves. The vapor core is broken into several slugs. The short slug flows and condenses, which implies that short slugs also occur during the early period of the intermittent flow regime in addition to later on. Since short slugs appear for only a short time due to the high condensation rate, the intermittent flow regime is dominated by long slugs during the early period.
During the intermittent flow regime, the slug length decreases and the liquid bridge width increases due to condensation. Surface tension dominants among the three forces for the intermittent flow. However, slug coalescence due to the flow velocity difference was also observed. The coalescence frequency between slugs is much smaller than the breakage frequency of the slugs. Slug coalescence has little effect on the condensation heat transfer. In general, the slug lengths decrease as the condensation continues during the intermittent flow regime. The slug surface becomes very smooth implying the surface tension effect.
Bubbly Flow Regime
The flow regime transits to the bubbly flow regime when the bubble sizes are almost equivalent to the channel diameter. Gravity, surface tension and interfacial shear stress work simultaneously at this stage. The liquid film thickness around the channel increases and the condensation rate decreases with the decrease in the vapor quality. Bubbles rise to the top channel due to buoyancy as the bubbles become smaller. The movement of bubbles is mainly affected by gravity. The liquid films are thin near the top channel so the conduction thermal resistance is small as the bubbles rise to the top channel. Therefore, the bubbly flow regime does not last for long and the flow finally transits to all liquid.
Effects of the Experimental Conditions on the Flow Regime Transitions
Effect of Saturation Temperature
Thermophysical properties especially the vapor-liquid density difference were directly influenced by the refrigerant saturation temperature. On the one hand, the vapor-liquid density difference decreases with increasing saturation temperature resulting in smaller vapor core shear stress and weaker waves for which condition liquid bridges are not easy to form. On the other hand, the heat transfer temperature difference between the refrigerant and the cooling water increases with increasing the refrigerant saturation temperature for constant inlet cooling water temperature and mass flow rate resulting in faster condensate film growth for which condition liquid bridges are easy to form. The saturation temperature effect on the flow regime transitions depends on the relative size of the above two factors.
The flow regime transitions were identified as the annular-intermittent flow regime transition which occurs when liquid bridges form, the intermittent-bubbly flow regime transition which occurs when most bubble sizes are equivalent to the channel diameter and the bubbly-full liquid flow regime transition which occurs when the small bubbles disappear completely. Figure 5 shows the effect of saturation temperature on the flow regime transitions for a constant cooling water mass flow rate of 61.0 kg/h with an inlet cooling water temperature of 15°C. Z represents the appearance of the flow regime along the test section. Zc represents the length needed for the entire condensation process for each experimental condition.
[image: Figure 5]FIGURE 5 | Effect of saturation temperature on flow regime transitions.
Figure 5 show that flow regime transitions advance with increasing saturation temperature. The length for the entire condensation process decreases from 32.0 to 18.0 cm with saturation temperatures increasing from 30 to 50°C. The range of the annular flow regime decreases while the ranges of the intermittent and bubbly flow regimes change little with increasing saturation temperature or the temperature difference between the saturation temperature and the wall temperature. Thus, these results indicate that the heat transfer during condensation mainly occurs during the annular flow regime. The condensation process becomes faster and the condensation length needed for the same refrigerant mass flow rate becomes shorter with increasing the refrigerant and cooling water temperature difference. However, the saturation temperature has little effect on the heat transfer rates during the intermittent and bubbly flow regimes for constant cooling water mass flow rate and inlet cooling water temperature.
Figure 6 shows the effect of saturation temperature on the relative lengths of the flow regimes. The results show that the annular flow regime is dominant accounting for 75% for the total condensation range with the intermittent and bubbly flow regimes accounting for 11 and 14% for the saturation temperature of 30°C. The proportions of the annular, intermittent and bubbly flow regimes are 31, 30 and 39% for the saturation temperature of 50°C. Therefore, the actual ranges and the proportions of the annular flow regime both decrease with increasing saturation temperature. However, the actual ranges of the intermittent and bubbly flow regimes change little and the proportions increase with increasing saturation temperature.
[image: Figure 6]FIGURE 6 | Effect of saturation temperature on relative lengths of the flow regimes.
Effect of the Cooling Water Mass Flow Rate
Figure 7 shows the effect of the cooling water mass flow rate (ranging from 38.3 kg/h to 113.8 kg/h) on the flow regime transitions for a saturation temperature of 45°C and an inlet cooling water temperature of 20°C. The results show that flow regime transitions advance slightly with increasing the cooling water mass flow rate. For the mass flux of 150 kg/(m2·s), the flow regimes and transitions are significantly affected by the temperature difference between the saturation temperature of the refrigerant and the cooling water. However, the cooling water mass flow rate of 38.3 kg/h is high enough for the condensation heat transfer and further increasing the cooling water mass flow rate has little effect on flow regime transitions in the present study. In further research, different mass fluxes of the refrigerant should be experimentally studied to analyzed the effect of the cooling water mass flow rate.
[image: Figure 7]FIGURE 7 | Effect of the cooling water mass flow rate on flow regime transitions.
CONCLUSION
The flow regimes during condensation of R152a were investigated experimentally in a 0.75 mm circular glass minichannel. The experiments used saturation temperatures from 30 to 50°C, a mass flux of 150 kg/(m2·s) and vapor qualities from 0 to 1. The results show that:
The annular, intermittent and bubbly flow regimes were observed during the condensation process. The absence of the stratified flow regime shows that the gravity effect is no longer dominant in the minichannel. The observations show the importance of the vapor-liquid interfacial waves, the vapor core deformations and the liquid bridge formations. The effects of the saturation temperature and the cooling water mass flow rate on the flow regime transitions were also investigated. Quantitative measurements of flow regime transition locations were carried out. The results show that the actual ranges and the proportions of the annular flow regime both decrease with increasing saturation temperature. However, the actual ranges of the intermittent and bubbly flow regimes change little and the proportions increase with increasing saturation temperature. The cooling water mass flow rate is significantly high and has little effect on the flow regime transitions in the present study.
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ABBREVIATIONS
D, tube diameter, mm; Dh, hydraulic diameter, mm; hlv, latent heat, J/kg; ts, saturation temperature, oC; ps, saturation pressure, MPa; Z, flow regime coordinate, cm; Zc, length of the entire condensation process, cm Greek symbols; α, aspect ratio; λ, thermal conductivity, W/(m·K); μ, viscosity, Pa·s; σ, surface tension, N/m.
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Despite of the large number of research dedicated to condensation heat transfer and pressure drop characteristics in pristine micro-fin tubes, experimental investigation on effects of tube expansion have not been reported in the open literature. The paper reports measured cross-sectional dimensions, condensation heat transfer and pressure drop data of R1234ze(E) in pristine (5.10 mm OD) and expanded (5.26 mm OD) micro-fin tubes with mass fluxes from 100 to 300 kg/(m2·s). Effects of mass flux, vapor quality and tube expansion on the heat transfer coefficients and friction pressure gradients were investigated in the study. When the mass flux is 100 kg/(m2·s), the heat transfer coefficient and pressure drop of R1234ze(E) decrease after tube expansion. However, when the mass fluxes are 200 and 300 kg/(m2·s), tube expansion effects on the heat transfer coefficient and pressure drop are not notable. In addition, the experimental results are analyzed based on the existing condensation heat transfer and pressure drop correlations.
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INTRODUCTION
Since the invention of Fujie et al. (1977), micro-fin tubes have been widely used in refrigeration and air-conditioning systems for high heat transfer and relatively low pressure drop performance. For finned tube heat exchangers, micro-fin tubes and the external fins must have a metal-to-metal interference fit to decrease the contact thermal resistance. Mechanical tube expansion process is used to expand the tube outside diameter which is forced against the external fin collar leading to an interference fit. The tube internal enhancements will be deformed or crushed to varying degrees for the mechanical expanding effect. The internal surface area of the micro-fin tube will also be affected by tube expansion. Therefore, tube expansion may cause the negative effect on the thermal-hydraulic performance of finned tube heat exchangers.
Many investigations on the thermal-hydraulic performance during condensation of different refrigerants in pristine micro-fin tubes with a variety of enhancements have been conducted by various researchers (Cavallini et al., 2009; Colombo et al., 2012; Dalkilic and Wongwises, 2009; Doretti et al., 2013; Lee et al., 2014; Liebenberg and Meyer, 2008; Wu and Sundén, 2016; Wu et al., 2014; Wu et al., 2015). The direct use of the condensation heat transfer and pressure drop results based on the pristine micro-fin tubes without any modification may cause deviation for the actual thermal-hydraulic performance of the heat exchangers. Therefore, the tube expansion effect on the micro-fin tube internal surface, heat transfer coefficient and pressure drop are of great significance to be investigated.
Among the few investigations referring to tube expansion in the existing literature, Tang et al. (2009) studied the expansion forming of inner grooved tubes and effects of the geometrical parameters of the groove geometry on forming quality. Experiments using different fin type tubes were conducted in their study. A finite element model of the forming process was established in the study. The results showed that the fin height reduced by approximately 5–9%. The fin geometric parameter effects on the fin height reduction were studied. The study showed that the helix angle had an important influence on the fin height reduction and the fin height ratio played a significant role in affecting the deformation resistant force. However, the effect of the fin deformation on the inner wall area was not investigated.
Mehendale (2013) analyzed the tube expansion effect on the inner wall area changes and evaluated the existing in-tube heat transfer correlations during condensation. A method for estimating the effect of tube expansion on the in-tube heat transfer performance during condensation was reported. The results showed that the in-tube heat transfer performance of copper and aluminum tubes reduced by 9–36% after the tube expansion. The fin number and the fin apex angle effects on in-tube thermal performance during condensation were also analyzed for expanded micro-fin tubes. Moreover, Mehendale (2014) also numerically investigated the fin deformation influence on the refrigerant side thermal-hydraulic performance of R410A during boiling in micro-fin tubes.
To the author’s knowledge, experimental studies on the effect of tube expansion on the heat transfer and pressure drop characteristics during condensation in micro-fin tubes are not available in the public literature. Therefore, the effects of tube expansion on thermal-hydraulic performance during condensation of R1234ze(E) in pristine and expanded micro-fin tubes were experimentally studied in the present study.
EXPERIMENTAL APPARATUS AND PROCEDURES
Experimental Apparatus
Figure 1 shows the schematic diagram of the experimental apparatus established for two-phase flow and heat transfer experiments in micro-fin tubes. The experimental apparatus consists of a refrigerant and two cooling water circuits. The subcooled refrigerant in the reservoir is filtered, circulates through the magnetic-driven gear pump that can be adjusted by the frequency converter, and then flows through the Coriolis effect mass flowmeter. By adjusting the power of the preheater, the subcooled refrigerant is heated to the required inlet mass quality and temperature. The electric insulation heating wire is wound on the surface of the stainless-steel tube in the preheater. Glass fiber insulation and rubber foam insulation is used in the preheater. The mass quality of the refrigerant flowing into the test section is known. The refrigerant is condensed by the countercurrent cooling water in the test section. The refrigerant is fully condensed and subcooled by the cooling water in the sub-cooler. The sub-cooler is a shell-and-tube heat exchanger. The refrigerant flows on the tube side, and the water flows on the shell side. Afterwards, the refrigerant goes into the reservoir.
[image: Figure 1]FIGURE 1 | Schematic diagram of the experimental apparatus.
The cooling water circuit of the test section is composed of a constant temperature water bath, a Coriolis mass flowmeter and a regulating valve. The cooling water flows in the annular area of the test section to condensate the refrigerant. The mass flow of the cooling water is controlled by the regulating valve and measured by the mass flowmeter. The inlet temperature of the cooling water in the test section is kept at 20°C. The cooling water flow rate was adjusted to ensure the inlet and outlet cooling water temperature difference in the test section larger than 1 K and the experimental uncertainty of the heat transfer rate lower than ±10%.
Experimental Method and Condition
The refrigerant and cooling water temperatures are measured using PT100 resistance thermometers. Outer wall temperatures of the micro-fin tube are measured by eight copper-constantan thermocouples installed at two locations as shown in Figure 2. Thermocouples are evenly arranged on the upper, lower, and left and right sides of the outer wall of the micro-fin tube. Small slits are prepared carefully on the micro-fin tubes. Thermocouples are first welded to the surface and then surrounded with epoxy resin to avoid the effect of the cooling water in the test section. All the thermocouples and RTDs were calibrated before the experiments. Mixers were set before each fluid temperature measurement point to ensure that the fluids were fully mixed. The saturation states at the test section inlet and outlet were checked using the measured temperature and pressure. The average saturation temperature between the test section inlet and outlet was used to calculate the heat transfer coefficients. Trafag 8,251 pressure sensors are used to measure the refrigerant pressures through 1.0 mm pressure taps. The pressure drop of the refrigerant in the test section is measured through an EJA110A differential pressure sensor. Two Coriolis mass flowmeters are used to measure the mass flow rates of the refrigerant and the cooling water in the test section, respectively. The refrigerant temperature and pressure are used to ensure the saturation state at the entrance and exit of the test section. When all the temperatures, pressures and mass flow rates of the refrigerant and the cooling water keep constant for half an hour, the system is considered to reach a steady state. Experimental data are monitored and collected by an Agilent 34970A acquisition system with three 34901A cards at steady state. Table 1 listed the experimental conditions in the study.
[image: Figure 2]FIGURE 2 | Schematic diagram of the test section.
TABLE 1 | Experimental conditions.
[image: Table 1]Test Section
The test section is a counter-flow tube-in-tube heat exchanger as illustrated in Figure 2. The refrigerant flows in the micro-fin tube, and the cooling water flows in the annular space. The length of the micro-fin tube is 535 mm and the length of the heat exchange section is 375 mm. The outer tube of the test section is a stainless-steel tube with outer diameter of 20 mm and wall thickness of 1.2 mm. Through considering the critical thermal insulation layer thickness, the insulation layer was set thick enough to weaken the heat loss in the test section. Besides, the aluminum foil was also used to reduce the radiation heat transfer between the outside wall of the test section and the external environment. In order to reduce the heat loss to the environment, 45 mm thick rubber foam insulation is used to wrap the entire experimental apparatus.
The test tubes are two micro-fin tubes in the pristine and expanded states respectively. Before the mechanical tube expansion process, they are from the same production batch with the same diameter. The pristine micro-fin tube is the raw material for residential air-conditioners. The expanded micro-fin tube is torn down from a residential air-conditioner which was mechanically expanded by a mandrel. Figure 3 shows geometrical parameters of the micro-fin tubes. The outer diameters of the micro-fin tubes are measured by a vernier caliper and the micro-fin geometrical parameters are measured by Hitachi SU8010 scanning electron microscope with a resolution of 1.3 nm. The outer diameter and micro-fin geometrical parameters were measured several times in three various positions of the test tubes and average values were obtained as listed in Table 2. The outer diameter, the fin root diameter, the fin apex angle and the tube cross-sectional area increased by 3.14, 4.31, 97.50, and 7.92% after the tube expansion process, while the wall thickness, the fin height and the area enhancement ratio (the total surface area of the micro-fin tube (A) relative to the nominal inner area (Afr) based on the fin root diameter (dfr)) decreased by 8.7, 9.09, and 12.79%.
[image: Figure 3]FIGURE 3 | Geometrical parameters of the micro-fin tube.
TABLE 2 | Micro-fin tube dimensions.
[image: Table 2]Data Reduction and Uncertainty
The area enhancement ratio A/Afr can be expressed as (Webb and Kim, 2005)
[image: image]
Based on the heat balance between the refrigerant side and the cooling water side,the heat transfer rate in the test section is calculated as
[image: image]
The vapor quality of the refrigerant at the entrance of the test section, xin, can be calculated as
[image: image]
The vapor quality change, Δx, is calculated as
[image: image]
The average vapor quality of the refrigerant in the test section, xave, is calculated as
[image: image]
The outer wall temperature of the micro-fin tube is calculated as
[image: image]
The temperature difference between the inner and outer walls of the micro-fin tube is calculated as
[image: image]
The heat transfer coefficient at the refrigerant side, h, can be calculated as
[image: image]
Since the micro-fin tube is placed horizontally, the contribution of gravity is not considered. Therefore, the total pressure drop Δptotal of the refrigerant in the test section is calculated as
[image: image]
The accelerated pressure drop, Δpa, is calculated using the model recommended by Carey (2020).
[image: image]
The friction pressure drop gradient is expressed as
[image: image]
There are various void fraction models for smooth tubes in the public literature. However, there is no void fraction model specifically for micro-fin tubes. The void fraction model of smooth tubes is generally used for the micro-fin tube. The experimental study by Newell and Shah (2001) showed that void fraction of two micro-fin tubes differed little from that of the smooth tube. Figure 4 shows the void fraction comparison among the homogeneous model, the Zivi (1964) model, the Baroczy (1966) model. and the Smith (1969) model for R1234ze(E) at 40°C. The void fraction of the homogeneous model is less than the void fraction of the three separated flow models. The maximum mean absolute deviations between the separated models for R1234ze(E) are 0.037. The small difference in the void fraction has little effect on the accelerated pressure drop. The Zivi (1964) model is used to calculated the accelerated pressure drop in the study.
[image: Figure 4]FIGURE 4 | Comparison of void fraction between different models.
The thermophysical properties of R1234ze(E) are obtained through the REFPROP software (Lemmon et al., 2010). The experimental uncertainties of the parameters listed in Table 3 are analyzed using the method of Kline and McClintock (1953).
TABLE 3 | Experimental uncertainties.
[image: Table 3]RESULTS AND DISCUSSION
In order to verify the reliability of the experimental system, single-phase heat transfer experiment of R1234ze(E) was conducted in 5.10 mm OD micro-fin tube. The Reynolds number ranges from 2.8×103 to 1.2×104, and the inlet temperature of R1234ze(E) ranges from 35 to 39°C. The inlet temperature and flow rate of the cooling water in the test section are 15°C and 9.5°kg/h respectively. The deviation of the heat exchange between the refrigerant side and the cooling water side of the experimental section is within 5%.
The experimental results of single-phase heat transfer are in good agreement with the prediction results of Ravigururajanh (1986) with the absolute average deviation of 10.6%. Single-phase verification experiments show that the experimental apparatus is reliable and can be used for two-phase flow and condensation heat transfer experiments.
Heat Transfer Coefficient
In refrigeration and air conditioning systems, the mass flux of the refrigerant usually ranges from 100 to 500 kg/(m2·s). The mass flux of the refrigerant is taken as 100, 200 and 300 kg/(m2·s) in this study. Figure 5 shows the heat transfer coefficients of R1234ze(E) in pristine and expanded micro-fin tubes. The results show that the heat transfer coefficient increases with the increase of mass flux and vapor quality. The influence of vapor quality on the heat transfer coefficient increases with the increase of mass flux.
[image: Figure 5]FIGURE 5 | Heat transfer coefficients in pristine and expanded micro-fin tubes.
The convection heat transfer between the refrigerant and the inner wall of the micro-fin tube is enhanced with the increase of mass flux resulting in larger heat transfer coefficients. Since the heat conduction resistance of the liquid film plays a leading role in the condensation heat transfer, the thickness and heat conduction resistance of the liquid film decrease with the increase of vapor quality resulting in larger heat transfer coefficients.
The heat transfer coefficients of the pristine micro-fin tube and the expanded micro-fin tube are compared to study the influence of tube expansion. When the mass flux is 100 kg/(m2·s), the heat transfer coefficients in the pristine micro-fin tube are greater than those in the expanded micro-fin tube. When the mass flux is 200 and 300 kg/(m2·s), tube expansion has little effect on the heat transfer coefficient.
Micro-fins are used to redistribute the condensate film and maintain a thin film along the tube wall, thereby increasing the heat transfer coefficient. The redistribution effect will be weakened after the expansion process. During the expansion process, the internal fins of the tube underwent an amount of deformation, i.e., the fin apex angle increased while the fin height and the inner surface heat exchange area decreased as listed in Table 2, which degraded the fluid turbulence, surface tension induced drainage and the in-tube thermal performance during condensation. It is well known that micro-fins are effective at low mass fluxes, in which the stratified flow dominates, and which can be responsible for the tube expansion effect. Therefore, the tube expansion process degraded the in-tube thermal performance during condensation of R1234ze(E) at low mass flux (G = 100 kg/(m2·s)) in the present study.
The prediction deviations of the existing correlations (Yu and Koyama, 1998; Kedzierski and Goncalves, 1999; Cavallini et al., 1999; Cavallini et al., 2009) for the present heat transfer coefficients are analyzed in the study, and the results are shown in Figure 6. The performance of each correlation is evaluated according to the arithmetic mean deviation of relative residuals of heat transfer coefficient, a.m, and the root mean square deviation of the relative residuals of heat transfer coefficient, r.m.s, which is defined as follows:
[image: image]
[image: image]
where a represents to the heat transfer coefficient h or friction pressure gradient (dp/dz)f and N is the number of experimental data. Figure 6 indicates that (Kedzierski and Goncalves, 1999 correlation can predict the data well with 22.8% r.m.s errors for R1234ze(E). Prediction deviation of Yu and Koyama (1998) correlation for R1234ze(E) is 20.9%, while that of Cavallini et al. (2009) correlation is 39.2%. Though Cavallini et al. (1999) could predict the trend of the present heat transfer coefficients well, the predictions are lower than the data of R1234ze(E) by 69.4%. Prediction deviations for the present data by Cavallini et al. (1999) correlation may be due to the low fin height (0.11 mm) and the small tube outer diameter (5.10 mm) of the micro-fin tube. According to Cavallini et al. (2009), the height of the micro-fin of the previous micro-fin tube is 0.2–0.25 mm, and the outer diameter of the tube is generally greater than 9.5 mm. Cavallini et al. (1999) correlation, which was established based on those configurations as database, may therefore be limited.
[image: Figure 6]FIGURE 6 | Comparison of predicted and experimental heat transfer coefficients.
Friction Pressure Drop
Figure 7 shows all the pressure drop components of R1234ze(E) at mass flux of 100 kg/(m2·s) in the expanded micro-fin tube. The measured total pressure drop, the acceleration pressure drop and the friction pressure drop all increase with the increase of vapor quality. The acceleration pressure drops for all the experimental conditions are within 14.1% for R1234ze(E) of the total pressure drops in the present study. In this study, the friction pressure gradient was analysed.
[image: Figure 7]FIGURE 7 | Pressure drop components in the expanded micro-fin tube.
Figure 8 shows the friction pressure gradients of R1234ze(E) in the expanded micro-fin tube. The mass fluxes are 100, 200 and 300 kg/(m2·s) with the saturation temperature of 40°C. The experimental data shows that the friction pressure gradient increases with the increase of mass flux and vapor quality, which is the general trend of the friction pressure gradient (Collier and Thome, 1994). As the mass flux increases, the vapor quality dependence of the heat transfer coefficient also becomes stronger. The shear stress at the two-phase interface and the shear stress between the liquid film and the inner wall of the tube both increase with the increase of mass flow and vapor quality, resulting in a greater friction pressure gradient.
[image: Figure 8]FIGURE 8 | Friction pressure gradients in the expanded micro-fin tube.
In Figures 9, 10, 11, friction pressure gradients of the pristine micro-fin tube along with those of the expanded micro-fin tube for R1234ze(E) are compared to show effects of tube expansion for a given mass flux. At low mass flux [G = 100 kg/(m2·s)] shown in Figure 9, friction pressure gradients of R1234ze(E) in the expanded micro-fin tube decreased after the expansion process. The expansion effect was not notable at mass fluxes of 200 and 300 kg/(m2·s).
[image: Figure 9]FIGURE 9 | Effect of tube expansion on friction pressure gradients at 100 kg/(m2·s).
[image: Figure 10]FIGURE 10 | Effect of tube expansion on friction pressure gradients at 200 kg/(m2·s).
[image: Figure 11]FIGURE 11 | Effect of tube expansion on friction pressure gradients at 300 kg/(m2·s).
During the expansion process, the internal fins of the tube underwent an amount of deformation as listed in Table 2, which degraded the fluid turbulence and friction pressure gradients. The stratified flow was dominant at low mass flux, where tube expansion was effective in reducing the friction pressure gradient.
The experimental pressure gradients are compared with available correlations (Haraguchi et al. (1993); Kedzierski and Gonclaves, (1999); Choi et al. (1999); Goto et al., 2001), and the comparison are shown in Figure 12. Goto et al. (2001) correlation based on vapor-phase two-phase multiplier (Φv) is applied in the study. The comparison shows that Haraguchi et al. (1993), Kedzierski and Gonclaves (1999), Choi et al. (1999) and Goto et al. (2001) correlations predict the pressure gradients well.
[image: Figure 12]FIGURE 12 | Comparison of predicted and experimental friction pressure gradients.
CONCLUSION
This paper reports experimental data during condensation of R1234ze(E) in pristine (5.10 mm OD) and expanded (5.26 mm OD) micro-fin tubes. In the study, the cross-sectional dimensions of the pristine and expanded micro-fin tubes are microscopically measured. The mass fluxes of the experiment are 100, 200, and 300 kg/(m2·s), the saturation temperature is 40°C, and the vapor qualities are from 0.1 to 0.9. Based on the research in this study, the following conclusions are obtained:
1 The outer diameter, the fin root diameter and the tube cross-sectional area of the micro-fin tube increased by 3.14, 4.31, and 7.92% after the tube expansion process, while the wall thickness, the fin height and the area enhancement ratio decreased by 8.70, 9.09, and 12.79%.
2 The heat transfer coefficients and friction pressure gradients increase with the increase of mass flux and vapor quality. The influence of vapor quality on the heat transfer coefficients and friction pressure gradients increases with the increase of mass flux.
3 At mass flux of 100 kg/(m2·s), the heat transfer coefficients and friction pressure gradients of R1234ze(E) decrease after the expansion process. At mass fluxes of 200 and 300 kg/(m2·s), tube expansion effects on the data are not notable for R1234ze(E).
4 The Kedzierski and Goncalves (1999) correlation predicts the heat transfer coefficients reasonably well of R1234ze(E). The pressure gradient data for R1234ze(E) is well predicted by Haraguchi et al. (1993), Kedzierski and Gonclaves (1999), Choi et al. (1999) and Goto et al. (2001) correlations.
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GLOSSARY
A refrigerant side surface area, m2
Ac channel cross-sectional area, m2
Afr channel surface area based on the fin root diameter, m2
dfr fin root diameter, m
do outside diameter, m
e fin height, m
G mass flux, kg/(m2·s)
h heat transfer coefficient, W/(m2·K)
i specific enthalpy, J/kg
ilv latent heat of vaporization, J/kg
I electric current, A
l effective heat transfer length, m
L micro-fin tube length, m
m mass flow rate, kg/s
n number of fins
U electric voltage, V
p pressure, Pa
pf rib pitch normal to the fins, m
Q heat transfer rate, W
t temperature, oC
x vapor quality
Greek symbols
α void fraction
β helix angle
γ apex angle
δ wall thickness, m
λ thermal conductivity, W/(m·K)
ρ density, kg/m3
Subscripts
ave average
c cooling water
exp expanded or experimental
f friction
i inner
l liquid
in inlet
o outer
out outlet
pri pristine
pre predicted
r refrigerant
v vapor
w wall
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Copper slag is a solid pollutant with high recyclability. Reduction and separation are regarded as effective disposal methods. However, during the melting process, the separation and migration behavior of elements in the copper slag is complicated. Thus, the formation of pollutants cannot be controlled merely by optimizing the operation parameters. The elemental distribution and migration behavior are discussed in this work. In reduction experiments, the copper slag smelting liquid was divided into three layers: a reduction slag layer, a reactive boundary layer, and an iron ingot layer. Reduction slag and ingot iron were on the top and bottom of the liquid, respectively. Residual carbon oozed at the interface. C can react with reducible “O” atoms, which exist in 2FeO·SiO2, Fe3O4, and CuO. Meanwhile, CO was generated and overflowed from the liquid layer. After reduction by C or CO, metallic iron and copper were produced and migrated to the iron ingot layer. In the liquid, S gradually diffused into the upper layer. Some of the ZnO and CuS spilled from the liquid into the flume. After reduction, CaO·SiO2 was generated and moved to the upper layer.
Keywords: copper slag, element migration, reduction, pollutants, element separation
1 INTRODUCTION
Metallurgical solid waste residue is produced after the extraction of valuable metals. Copper slag is a type of nonferrous metal smelting slag produced in pyrometallurgy. Copper slag is the melt of various oxides and mainly comes from slag-forming components in flux, ore, ash, and reducing agent (fuel) as part of the smelting, converting, and refining three processes in the copper pyrometallurgical procedure (Moskalyk and Alfantazi, 2003).
Depending on the pyrometallurgical process used, copper slag can be divided into smelting slag, blowing slag, refining slag, and dilution slag. The growth rate in recent years would predict that the output of copper slag will exceed 24 million tons by 2020 (Fuentes et al., 2020).
According to the research of typical copper companies in China, the iron and copper grades of copper slag are approximately 40 and 1%, respectively, which are higher than the current grade of iron and copper. Copper slag is a type of secondary resource with a large quantity and high quality. The typical composition of copper slag is Cu 0.42–4.6%; Fe 29–40%; SiO2 30–40%; CaO ≤ 11%; Al2O3 ≤ 10% (Piatak et al., 2015). The copper phase in copper smelting slag is mainly copper sulfide, accounting for more than 60% of the total copper, and followed by copper oxide and copper metal. The iron phase is mainly composed of fayalite and magnetite, the sum of which accounts for more than 80% of the total iron distribution rate, in which the distribution rate of fayalite is 8–65%, and that of magnetite is 33–45%.
The development of new technology, comprehensive utilization of copper slag resources, and extraction of valuable metals, such as iron, and can promote the sustainable development of the metallurgical industry. These technologies are conducive to the rational utilization of secondary resources, which have the dual significance of economic and environmental protection. In the 1970s, China began to study the comprehensive utilization of copper slag, mainly applied to the cement and construction industry, and with various production uses. In the cement industry, it is used as a raw material for cement clinker, cement concrete mixed material, and used as an iron correction agent to produce Portland cement clinker (Shi et al., 2008; Feng et al., 2019; Wang et al., 2020) In the construction industry, it is used in brick making and various cutting blocks and is an alternative to sand for concrete preparation (Kalusuraman et al., 2019; Lan et al., 2020). At home and abroad, research on the recovery of single metal copper from copper slag has been more in-depth and has achieved fruitful results (Zhang et al., 2015; Heo et al., 2016; Liao et al., 2016; Guo et al., 2017; Li et al., 2017). In summary, the current technology mainly includes pyrometallurgy, mineral processing, and the wet method.
The principle of the fire dilution method is that a large amount of Fe3O4 in copper slag leads to an increase in slag viscosity and the loss of copper (Zhang et al., 2005). By reducing the content of magnetic Fe3O4 in slag, the inclusion of copper can be reduced, and the recovery of copper can be achieved (Sun et al., 2020). The common method is to reduce the content of Fe3O4 by adding a reducing agent (carbon powder, broken coal; Eq. 1) and sulfide (FeS, pyrite; Eq. 2).
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The technology of reduction modification refers to the technology in which ferroolivine and magnetite in copper slag are reduced to metal iron (MFe) by a reducing agent at a temperature lower than the temperature required to produce liquid iron. With reduction, iron grains continuously precipitate and grow, and the symbiotic relationship with the slag phase changes into a dissemination relationship. Iron is dissociated by grinding and iron is recovered by magnetic separation (Zhang et al., 2015). At present, lignite, coke, hydrogen, and a reducing gas mixture (Zhang et al., 2021) are commonly used as reducing agents. Some scholars have used biomass (Zuo et al., 2016; Zuo et al., 2018), biochar (Zuo et al., 2020a), and plastic coke (Zuo et al., 2021a) as novel cheap reducing agents.
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Extraction of a single element from copper slag has been comprehensively studied, but the research focus is limited to a single index of metal recovery. During iron extraction from copper slag, the removal of impurity elements is negligible. Only a few scholars have conducted preliminary research on Fe, Cu, S, As, and P in the process of iron extraction (Cheng et al., 2015; Deegan and Peters, 2017; Meng et al., 2019; Sun et al., 2019; Ming et al., 2020; Zhang et al., 2020).
However, the process of melting separation is commonly used after the reduction of iron and copper. Owing to the lack of understanding of the separation and migration of the main elements in copper slag during melting separation, operation parameters cannot be optimized to control the formation of pollutants to reduce pollution to the environment. The burden of flue gas post-treatment is aggravated after flue gas emission (Bal et al., 2019). For example, people usually use spray washing to remove particulate matter or harmful substances in the flue gas. The design of scrubber structure is closely related to the state of solid particles in flue gas. Understanding the migration of elements is also the basic basis of flue gas treatment (Raj Mohan and Meikap, 2009).
In this study, after the direct reduction reaction of carbon-bearing pellets, chemical composition, XRF, and SEM-EDS analyses were conducted on copper slag, reduction slag, and ingot iron. The migration and transformation behaviors of the elements were studied during the process of melting separation.
2 EXPERIMENTS AND METHODS
2.1 Samples
2.1.1 Sample source
The raw materials used in the experiment were copper slag, coal, and limestone. Copper slag was obtained from a flash smelting furnace in Gansu Province, China. The type of coal used in the experiment was lignite and was obtained from a coal mine plant in Liaoning Province. Limestone was ordered online from the Sinopharm Group.
2.1.2 Sample pretreatment
Copper slag and lignite were mechanically crushed into small particles with diameters less than 200 mesh. Limestone was calcined at 1,000°C in a high-temperature vacuum tube furnace for 2 h and then cooled in N2 atmosphere. CaO was obtained by the calcination of limestone. The samples were dried at 105°C for 24 h and then placed in a rapid glass dryer.
2.1.3 Sample components
The chemical component and mineral phase results of copper slag were obtained from our previous work (Zuo et al., 2020b; Zuo et al., 2020a). The chemical components of copper slag are FeO 37.50%; Fe3O4 18.90%; CaO 0.23%; Al2O3 0.98%; MFe 1.24%; SiO2 31.99%; Cu 0.74%; MgO 0.42%; S 0.39%; Zn 2.78%; others 4.87% (Zuo et al., 2020b). The phase of the copper slag is mainly fayalite and magnetite, based on the XRD results. The proximate analysis results of lignite are moisture (3.13%), volatile matter (32.78%), ash (14.3%), and fixed carbon (49.79%) (Zuo et al., 2020a). The purity of CaO was above 99.9%.
2.2 Direct Reduction and Smelting Separation
The process of sample treatment, direct reduction, and smelting separation are shown in Figure 1. First, copper slag, lignite, and CaO were thoroughly blended. The mass ratio of copper slag and lignite is based on the molar ratio of “O” and “C”. The mass ratio of the copper slag to CaO is based on the molar ratio of SiO2 and CaO. In this experiment, the molar ratios of C/O and CaO/SiO2, regarded as the optimum reaction conditions, were all 1.0, and based on previous experimental results (Zuo et al., 2017; Zuo et al., 2020b). The masses of lignite and CaO were calculated based on Eqs 7, 8. A carbonaceous pellet with copper slag and CaO was prepared in a spherical shape using a ball-press machine. The maximum diameter of the pellets was 21 mm. The mass of each pellet was approximately 10 g. The pressure setting of the briquetting machine was set to 30 MPa.
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where m lignite is the mass of lignite, g; m copper slag is the mass of copper slag, g; m CaO is the mass of CaO, g; Fe3O4% is the mass percentage of Fe3O4 in copper slag, and %; FeO% is the mass percentage of FeO in the copper slag, %.
[image: Figure 1]FIGURE 1 | Diagram of experiment process.
The pellets were then placed in a corundum crucible in a reduction furnace. The temperature was programmed to heat and kept at 1,150°C for 30 min to achieve the reduction reaction of the copper slag.
Finally, the pellets were placed in a graphite crucible in a smelting-separation furnace with a mass of 460 g. Ar was blown into the melting copper slag using a crucible tube, as shown in Figure 1. Pellets were heated to 1,350°C and held for 15 min. The sample was then cooled in a furnace. The Ar crucible tube was removed from the liquid level and allowed to flow until the temperature of the furnace reached 100°C.
To analyze the feasibility of this technology, economic estimation was calculated based on experimental data and energy consumption of each industrial scale process (Zuo et al., 2021b; Gu, 2021). The calculation results are based on the current price of raw materials and converted into Unites States dollars. For this three steps, the energy consumption is in the form of electricity. In this paper, the energy consumption is transformed into mass of standard coal. By calculation, we can see that this method has great economic benefits. On average, Unites States $ 25.056 can be obtained for each treatment of 100 kg copper slag.
2.3 Analysis Method
Graphite crucible was cut by a chainsaw to obtain slag and ingot iron. The mass of slag, ingot iron, and carburizing powder was then tested. Then, chemical composition, mineral phase, element distribution, and crystal structure of slag, collected dust or iron ingot were analyzed by XRD, and SEM metallurgical microscope.
3 RESULTS AND DISCUSSION
3.1 Sample Material Distribution
When cooled to room temperature, the copper slag was stratified and solidified. By cutting, the original characteristics of the slag after stratification were retained. A photograph of the copper slag after the layering process is shown in Figure 2. It was eroded to varying degrees inside and outside of the graphite crucible. On the outside of the graphite crucible, oxygen in the air contacted the graphite crucible and carried out oxidation erosion on the outside surface. As shown in Eq. 9, the oxidation erosion of graphite proceeds at the separation temperature. On the inside of the graphite crucible, Ar gas was protected from the surface of the crucible to some extent. However, erosion occurred mainly because of the reaction of metal oxides with graphite on the crucible surface, as shown in Eq. 10. “MeO” represents any metal oxide. The inside erosion phenomenon occurs only when they are in contact with one another.
[image: image]
[image: image]
[image: Figure 2]FIGURE 2 | Photo of copper slag after smelting separation.
After reduction and solidification, there was a distinct stratification in the copper slag. The reduction slag is on the top of the solid copper slag, and ingot iron is on the bottom of the solid copper slag. The reduction slag is black brown in color, and tiny pores are present inside the sample. This means that the gas was produced by the reduction reaction, and volatiles were generated.
In addition, on the surface of the reduction slag, there appeared a slightly yellow material. This is due to the release of sulfur from the copper slag, which is removed by the gas. At the bottom, the iron ingot is shaped like a flying saucer. There is an interfacial exudate at the top of the flying saucer, which was analyzed to be residual carbon by XRD, and as shown in Figure 2. The residual carbon oozed at the interface between the iron ingot and the reducing slag. This reveals the direction of material diffusion in the smelting reduction process to some extent.
During the melting separation process, volatile substances are produced as gas dust in the molten pool. These volatiles were deposited on a corundum tube, as shown in Figure 2. Analyzed by XRD, the main components of some dusts are CuS and ZnO. Therefore, it is very important to collect soot volatilized from the copper slag in the molten state to reduce environmental pollution. The mass of the reduction slag, ingot iron, carbon, and volatiles were obtained. The mass percentages of copper slag, lignite, and CaO before reduction were 314.60, 52.61, and 93.92 g, respectively. Mass percentage of reduction slag, ingot iron, carbon, and volatiles (carried dust in gas: CuS, ZnO; gas: CO, CO2) after reduction were 238.5, 222.6, 1.12, and 1.88 g, respectively.
3.2 Reaction Analysis in Copper Slag
Reactions in the copper slag reduction process were analyzed based on chemical composition tests. Based on the results, we determined the element type and mass content in the sample. The reactions of iron oxide containing a typical reduction reaction are shown in Eq. 10. Mass distribution of Fe, Cu, Zn, S, Pb, as typical elements, and were analyzed as shown in Figures 3, 4. In copper slag, the phases of Fe element are FeO, Fe3O4, and MFe. 86.71% of Fe element moved into iron ingot in the phase of MFe as shown in Figures 3, 4. Some FeO still entered into the reduction slag and ingot respectively. The results confirmed the reduction reaction sequence of iron oxides (Fe3O4-FeO-Fe) to a certain extent.
[image: Figure 3]FIGURE 3 | Mass distribution of Fe containing material.
[image: Figure 4]FIGURE 4 | Mass distribution of Cu, Zn, Pb, and S containing materials: (A) Cu; (B) Zn; (C) Pb; (D) S.
In copper slag, the phases of Cu element are Cu, CuO, and CuS. 10.17, 86.70, and 3.13% of Cu element moved into reduction slag, iron ingot and somke in the phase of (CuS, Cu), (Cu), and (CuS) respectively, as shown in Figures 4A,D. Although only a small part of CuS enters the flue gas, its polluting characteristics should be paied more attention on recovery study. In the reducing atmosphere, CuO phase has been transformed into Cu phase completely. This is because that, copper is preferentially reduced in the reduction process compared with FeO or Fe3O4.
In copper slag, the phase of Zn element is merely ZnO. As shown in Figures 4B, 5, due to the volatile characteristics of ZnO at high temperature, 94.43% of ZnO entered into the flue gas. Due to the simple element migration, the recovery purity of ZnO powder in flue gas will be relatively high.
[image: Figure 5]FIGURE 5 | Typical elements distribution percentage in copper slag, reduction slag, iron ingot, and dust in exhaust gas.
In copper slag, the phases of S element are S and CuS. As shown in Figures 4D, 5, the distribution of S was obvious. 64.58% of S existed in reduction slag in the phase of CuS and 22.86% of S existed in smoke in the phase of CuS. To capture such volatile solid pollutants, spray soot or spray is usually used to collect such soot, and such as Venturi tube (Bal and Meikap, 2017). However, it should be noted that due to the entry of sulfur-containing substances in copper slag, the corrosion of scrubber needs attention (Sarkar et al., 2007).
In copper slag, the phases of Pb element are Pb and PbO. As shown in Figures 4C, 5, the distribution of Pb was derived by its gravity. 92.98% of Pb element went into iron ingot.
The Gibbs free energy of the reaction of C with oxide materials in copper slag varies with temperature, as shown in Figure 6. We should declare that not all elements in the slag exist in the oxidation state; we only discuss the possible reduction situation as far as possible. As for SiO2, Al2O3, CaO, and MgO, reactions of C with these oxide materials cannot occur when the temperature is higher than 1,150°C. The other reaction of oxide materials with C can take place at this temperature. In other words, during the direct reduction and smelting separation process, Si, Al, Ca, and Mg elements exist in the oxide state, while the other elements cannot stably exist in that state.
[image: Figure 6]FIGURE 6 | Gibbs free energy of reduction reactions of the oxide that may exist in copper slag.
3.3 Element Transformation Analysis
Metallographic microscope photos of the copper slag, reduction slag, and ingot are shown in Figure 7. Because of the corrosive effect that occurs during the sample making process, we can find the boundary profile of the metal oxide phase and matrix in the copper slag. At different magnifications, we found that the phases in the copper slag were embedded into the matrix like jelly. After reduction, the metal oxides are stripped from the matrix, and the boundary contour becomes clearer. They are a mixture of iron oxide and slag. As shown in Table 1, in the obtained iron ingot, the black matrix material is mainly fayalite, and which is not fully reacted and is distributed in the iron metal. Some black matrix materials are dots, and some are lines.
[image: Figure 7]FIGURE 7 | Metallographic microscope photos of copper slag and reduction slag: (A) reduction slag, 200X; (B) reduction slag 500X; (C) iron ingot, 100X; (D) iron ingot, 500X.
TABLE 1 | Economic estimation of direct reduction and smelting separation running process.
[image: Table 1]A typical circular area element analysis of the iron ingot is shown in Figure 8A, based on SEM-EDS. In the reduction process, the matrix of fayalite shrinks continuously. As circular areas 1# and 2#, two typical circular fayalite matrices, the radius of the circle is small. The reduction degree of 2# was higher than that of 1#. Chemical analysis of the points was shown in Table 2. The Fe atoms acquired were 54.54 and 50.83% for 2# and 1#, respectively. Through the element distribution and the changes in the size of the circles in these two areas, we can determine the migration rule of elements (O, Al, Si, Fe, and S) inside the circle. Fe and O are mainly present in the matrix of the black circle in the form of FeO. The small holes in the circle matrix are caused by the release of O atoms and migrate to the produced gas. The Fe atom migrates from the inside to the outside of the circle matrix continuously. Al and Si are all present in the slag phase. The S element exists in the circle matrix at the initial stage of reduction, and the concentration of S decreases at the later reduction stage. Another typical circle matrix region, such as 3#, is shown in Figure 8B. Atom percentages of Fe is 44.22%. The results further confirmed the migration order of Fe and O and confirmed the regional variation relationship of the matrix. It should be noted that the proportions of Cu and S atoms were significantly higher than elsewhere in 1#, 2#, and 3#. This indicates that during the reduction process, Cu and S are in the CuS phase, and part of the CuS will migrate to the produced gas.
[image: Figure 8]FIGURE 8 | SEM photo of iron ingot and location of analysis points (A) 1# and 2#; (B) 3#.
TABLE 2 | Element composition of point 1#–3#.
[image: Table 2]3.4 Element Migration Mechanism of Smelting Copper Slag
The element migration behavior during the separation process is accompanied by a partial reduction reaction. During melting separation, the liquid is divided into three layers: a reduction slag layer, a reactive boundary layer, and an iron ingot layer. The element migration process and mechanism follow the rules described below. A diagram of the element migration mechanism of smelting copper slag in a reducing atmosphere is shown in Figure 9.
[image: Figure 9]FIGURE 9 | Diagram of element migration mechanism of smelting copper slag in reducing atmosphere.
Because melting separation is carried out in a graphite crucible, C powder participates in a secondary reduction reaction during the separation process. C reacts with reducible “O” atoms, which exist in 2FeO·SiO2, Fe3O4, CuO forms, and CO is generated and overflows the liquid layer.
According to the analysis of the chemical composition and phase in the slag, it can be found that the Fe atom in the copper slag mainly exists in the 2FeO·SiO2 and Fe3O4 phases. After reduction by C or CO, metallic iron is produced and migrates downward to the iron ingot layer because of its higher density. The Cu in the melting liquid is in the form of CuO and CuS. Like Fe, CuO is reduced by C, and metallic copper is produced and migrates downward to the iron ingot layer because of its higher density. The reduction reaction is more likely to occur than the iron oxide reduction reaction.
S exists mainly in the form of CuS. Based on the chemical composition analysis, the weight percentages of S in the copper slag, reduction slag, and iron ingot were 0.84, 1.20, and 0.051%, respectively. This indicates that the migration of S in the liquid gradually moves from diffusion to the upper reduction slag layer. Through the chemical composition analysis of the upper layer reduction slag and the phase analysis of the products in the flue gas, it was found that there was a large amount of ZnO and CuS dust in the smoke. Thus, much of the ZnO and CuS spilled from the liquid into the smoke.
As for Si, it exists mainly in the form of 2FeO·SiO2. When CaO is in contact with 2FeO·SiO2, desilication and slagging reactions occurred, as shown in Eq. 11. After the reaction, CaO·SiO2 is generated and ascends to the upper reduction slag layer because of its lower density.
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4 CONCLUSION
Pellet direct reduction and metal separation is regard as an efficient way to dispose copper slag. The element distribution and migration step during the copper slag reduction and smelting separation processes are obtained in this paper.
1) During melting separation, the copper slag liquid is divided into three layers. The residual carbon oozed at the interface between the iron ingot later and the reducing slag layer.
2) Based on the SEM-EDS analysis, Fe and O mainly existed in the matrix and in the form of FeO. The small holes in the matrix were caused by the release of O atoms. The Fe atoms migrated continuously from the inside to the outside of the circle matrix. Cu and S were present in the CuS phase.
3) As typical elements, Fe, Cu, Zn, S, and Pb’s distribution were analyzed based on element chemical analysis in three layers. As the main migration route, 86.71% of Fe element moved into iron ingot in the phase of MFe; 86.70% of Cu element moved into iron ingot; 94.43% of ZnO entered into the flue gas; 64.58% of S existed in reduction slag in the phase of CuS; 92.98% of Pb element went into iron ingot.
4) C reacted with reducible “O” atoms, which exist in 2FeO·SiO2, Fe3O4, and CuO. CO is generated and overflowed from the liquid layer. Metallic iron and copper were produced and migrated to the iron ingot layer. S migrates in the liquid gradually to the upper reduction slag layer. CaO·SiO2 was generated, which went up to the upper layer.
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In this study, the dewatered sludge from the sewage plant and the open-hearth steel slag of the steel plant are used as raw materials. As two wastes, they were mixed and pyrolyzed to prepare a composite absorbent. Further, the adsorption mechanism of the adsorbent to chromium ions in the sewage is explored. The pyrolysis reaction behavior of sludge mixed with steel slag was studied by the thermogravimetric analysis technology. SEM, BET, and XPS were used to analyze the specific surface area, pore size distribution, and pore structure characteristics of pyrolysis products, respectively. Moreover, a comprehensive analysis of the adsorbent was carried out for the adsorption mechanism of hexavalent chromium ions. The results show that the addition of steel slag promotes the pyrolysis of the sludge in each stage. When the content of steel slag is 80%, the increases of reaction rate are the most obvious with the largest increase of weight loss rate in each stage. The SEM results show that the enrichment of sludge on metal oxides is enhanced in the high-temperature range (600–700°C). Besides, when the content of steel slag is 40–60%, the mixture’s growth rate of the specific surface area can reach 600% and the growth rate of total pore volume can reach 350% (the situations of sludge as the baseline). Regarding the measurement of Cr(VI), the adsorption rate of the steel-slag solution is 50.93% and that of the sludge solution is 69%. However, the adsorption rate can be increased to 95% when the steel slag and sludge were mixed as an adsorption solution. In conclusion, the adsorption mechanism of Cr(VI) by additives is controlled by both physical and chemical processes. The present study provides a theoretical basis and technical support for the scientific and reasonable utilization of sludge and steel slag.
Keywords: sewage sludge, steel slag, adsorbent, pyrolysis kinetics, Cr(VI) adsorption
INTRODUCTION
Sewage sludge is one of the main byproducts after sewage treatment. As a kind of high-wet-base biomass, it contains not only organic residues, inorganic particles, and colloids (Wei et al., 2011) but also a large amount of toxic and harmful substances such as pathogenic bacteria (Fernando and Fedorak, 2005), dioxins (Raheem et al., 2018), and heavy metal ions (Fang et al., 2016). If it is discharged without treatment, it is very easy to cause secondary pollution to groundwater and soil, endangering human health directly (Bondarczuk et al., 2015). Most of the domestic and foreign sludge treatment technologies and equipment are mainly aimed at the safe disposal of sludge digestion. The disposal methods mainly include anaerobic digestion, sanitary landfill, incineration treatment, and water body disposal (Raheem et al., 2018; Stunda-Zujeva et al., 2018), which have not produced actual economic benefits and formed valuable commodities. Steel slag is the main byproduct of the iron and steel production process, which is composed of various oxides oxidized by impurities such as silicon, manganese, phosphorus, and sulfur in pig iron in the smelting process and salts generated by the reaction of these oxides and solvents (Piatak et al., 2015). At present, the utilization of steel slag is mainly consumed in the direction of building materials (Liu et al., 2020; Sridhar and Sastri, 2021), and the efficient development and utilization of steel slag resources has been the focus of attention of the metallurgical industries around the world for many years (Diao et al., 2016).
Due to the high content of carbon, hydrogen, nitrogen, phosphorus, and other resource elements, sludge has become a key resource, which can be used as a raw material. It is possibly a valuable strategy to convert it into biochar through the heat treatment technology (Bora et al., 2020). Pyrolysis, a typical heat treatment technology (Barry et al., 2019), which can reduce the volume of sludge, kill microorganisms, and parasite eggs and transform heavy metals from a weakly bound state to a stable state, ensures the security of applications (Jin et al., 2016). The bio-oil and pyrolysis gas produced by pyrolysis are potentially for reusing (Cao and Pawlowski, 2012). The biological carbon can be used as a fertilizer or made into an adsorbent, the whole process of which has higher resource utilization and better environmental protection.
In recent years, pyrolysis of sludge into an adsorbent has attracted the attention of many scholars. However, the porosity, specific surface area, and adsorption capacity of the adsorbents produced by pyrolysis of sewage sludge are far behind those of commercial activated carbon adsorbents. In order to improve the adsorption performance of sludge adsorbents, some scholars used other biomass for co-pyrolysis such as cotton stalks (Wang et al., 2019), rice husks (Yang et al., 2010), and bagasse (Lin et al., 2017). Some scholars have tried to add chemical agents for activation during the pyrolysis process. Li et al. used ZnCl2 and KOH to activate the sludge to prepare desulfurizing adsorbents (Li et al., 2014); the capacity of sulfur is 7.7 mg/cm3, the maximum value of iodine is 409.95 mg/g, and the desulfurization activity is better than that of industrial activated carbon. The co-pyrolysis technology was applied to municipal sewage sludge and hazelnut shells with the alkaline activating agent K2CO3 by Zhao et al. (2018), and they found that after co-pyrolysis at 850°C, the specific surface area reached 1990.23 m2/g and the iodine adsorption number was 1068.22 mg/g. Luo et al. (2020) activated the sludge with KOH and H2SO4 and found that both KOH and H2SO4 can reduce the pyrolysis activation energy and promote the release of volatiles. However, from the perspective of literature review, there is no mention of adding steel slag in the pyrolysis process of sludge.
The metal oxides such as CaO, A12O3, Fe2O3, and MgO and a large amount of Fe contained in the steel slag all have certain catalytic activity. During the pyrolysis of pine wood chips, Lee added steel slag as an adsorbent, which significantly accelerated the reaction rate and promoted the generation of CH4 and H2 (Lee et al., 2020). About 40% of the open-hearth steel slag is CaO. Zuo found that in the study of the reduction characteristics of copper slag using biochar as a reducing agent, CaO can improve the reduction reaction of 2FeO·SiO2 in copper slag and significantly reduce Gibbs free energy (Zuo et al., 2019). As a catalyst, the performance of steel slag is acceptable to improve the adsorption. Meanwhile, the application of steel slag is an environmental-friendly method for addressing the waste pollution.
In this study, steel slag mixed with sewage sludge was used for pyrolysis preparation of the adsorbent to adsorb Cr (VI), which is extremely harmful to the human body in sewage. The steel slag helps the sludge base to produce a larger adsorption surface area. At the same time, certain components contained in the steel slag undergo oxidation–reduction reactions with Cr(VI), which helps the adsorption of Cr(VI). The pyrolysis behavior of the sludge mixed with steel slag was investigated by the thermogravimetric analysis technology, combined with the e-sports scanning technology, the specific surface area analysis technology, X-ray photoelectron spectroscopy (XPS), and other means to analyze the adsorption mechanism of sludge-based adsorbents. The concept of “treating waste with waste” has been a successful realization and has provided a feasible path for the development and utilization of sludge and steel slag.
MATERIALS AND METHODS
Materials Preparation
In this study, sewage sludge with a moisture content of 78% was obtained from a sewage treatment plant in Qingdao, China. The sewage sludge was dried at 105°C for 24 h and then ground into a powder ( <80 μm). The industrial analysis and elemental analysis of the sample are shown in Table 1. The steel slag was taken from a steel plant in Qingdao, China, and ground into a powder ( <80 μm). The composition of steel slag measured by X-ray fluorescence spectroscopy (XRF) is shown in Table 2. The main chemicals used in the research are potassium dichromate (K2Cr2O7, AR), diphenylcarbazide (C13H14 N4 O, AR), sulfuric acid (H2SO4, AR), and phosphoric acid (H3PO4, AR), which are produced by Tianjin Guangcheng Chemical Reagent Co., Ltd.
TABLE 1 | Characteristics of bagasse and sludge on a dry basis.
[image: Table 1]TABLE 2 | Chemical composition of steel slag.
[image: Table 2]GA Experiments and Kinetic Analysis
TG Experiment
We used a thermogravimetric analyzer (METTLER TGA/DSC1) to pyrolyze sludge and steel slag. The accuracy of the thermometer is ±0.2 K, and the sensitivity of the microbalance is less than ±0.1 μg. The pyrolysis process is carried out under a nitrogen atmosphere with a purity of 99% and a flow rate of 20 ml/min. Each sample is kept at 10 ± 0.1 mg to alleviate heat- and mass-transfer limitations. The initial temperature is room temperature, the end temperature is 900°C, and the heating rate is set to 15 C/min. Pyrolysis was carried out with pure sludge (DS) and sludge steel slag with ratios of 1:4 (SS 20%), 2:3 (SS 40%), 3:2 (SS 60%), and 4:1 (SS 80%).
The kinetic parameters obtained from thermogravimetric analysis are often used to evaluate the thermal behavior of materials under isothermal or non-isothermal conditions. Under the non-isothermal boundary conditions, the degradation of the sludge may also be understood as comprising a heterogeneous solid-phase reaction with a complex reaction mechanism. In order to understand the mechanism of kinetics, the kinetic equation of the solid reaction was first established, and then, the effective kinetic parameters were solved by the nonlinear optimization method.
The solid-state degradation of sewage sludge as a single reaction can be represented as (Naqvi et al., 2018)
[image: image]
The rate equation of the solid reaction can be described by the following formula:
[image: image]
where k is the rate constant, f (α) is the kinetic model, t is the reaction time, and α is the extent of conversion. Also, α is defined in terms of mass loss as
[image: image]
where [image: image] is the initial mass of the precursor, w is the instantaneous mass, and [image: image] is the remaining mass of the material.
[image: image] is a function related only to the reaction mechanism. If the effect of temperature on the activation energy is ignored, then [image: image], where n is the reaction order of the reaction. From the Arrhenius equation that expresses the relationship between chemical reaction rate and temperature, the formula can be obtained
[image: image]
where A is the frequency factor, E is the activation energy, R is the ideal gas constant, and T is the absolute temperature.
Bringing Eq. 4 to Eq. 2, Eq. 2 becomes
[image: image]
According to the Coats-Redfern equation (Zaker et al., 2021), the heating rate [image: image] a is a fixed value, which can be put into Eq. 4 and sorted out to get
[image: image]
According to the method of Friedman (Friedman, 1964), the logarithm form is adopted for Eq. 6
[image: image]
For the general reaction temperature range and most E values, [image: image], therefore, [image: image], then
[image: image]
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Equations 8, 9 can be written as a straight line (y = ax + b). 1/T equals X, [image: image] and [image: image] are considered as y. Thus, the activation energy E can be obtained from the slope of the straight line, and the pre-exponential factor a can be obtained from its intercept. In this paper, the step size of n is 0.5, and the reaction order n is determined in the interval of 0–3 according to the principle of large absolute values of the correlation coefficient.
Pyrolysis Experiment
The pyrolysis experiment was carried out in a tube furnace (skgl-1200-II). The length of the quartz tube in the tube furnace was 1500 mm, and the inner diameter was 73 mm. About 5.000 ± 0.005 g of the raw material loaded into the quartz vessel is placed in the quartz tube. In order to form an oxygen-free atmosphere before pyrolysis, 0.5 L/min N2 was added into the system as a carrier gas for 10 min. N2 was added in the whole pyrolysis process to maintain an inert atmosphere. Under the heating rate of 15 C/min, the initial temperature was room temperature, the final temperature was 700°C, and the temperature was kept for 30 min. DS, SS 20%, SS 40%, SS 60, and SS 80% were made into adsorbents for standby. Then, the raw materials mixed with sludge and steel slag in the same ratio were prepared into adsorbents under the same conditions, but the final temperatures were 300°C, 400°C, 500°C, 600°C, and 700°C, respectively.
Adsorption Experiment
0.2829 g of potassium dichromate (K2Cr2O7; AR) was dissolved in a beaker with distilled water and poured into a 1L volumetric flask to make [image: image] Cr(VI) standard solution. We used a dilute (K2Cr2O7; AR) standard solution with distilled water to prepare 5 mg/L simulated wastewater. All adsorption experiments were carried out in a 250 ml conical flask at room temperature. The conical flask contained 100 ml of simulated wastewater. 500 mg of adsorbents of different components was added. After labeling, they were placed at a 160 r/min rotating speed. On the centrifuge, the centrifugation time is 12 h. The sample was filtered through a filter paper and a funnel, and the absorbance was measured by diphenylcarbazide spectrophotometry, and then, the concentration of chromium ions in the filtrate was analyzed. All adsorption experiments are repeated. Also, the adsorption rate of chromium ions Φ (%; removal efficiency) is as follows:
[image: image]
where Φ is the removal efficiency, [image: image] is the initial concentration of Cr(VI) in the solution [image: image], and [image: image] is the concentration of Cr(VI) at time t of adsorption [image: image].
Characteristic Description
The specific surface areas of sludge with different blending ratios and slag were made by N2 adsorption (at 77K) were determined using a surface analyzer (Micromeritics, ASAP 2460). Before the desorption procedure, the adsorbent was degassed at 320°C for 4 h under vacuum. The SEM images of the samples with different pyrolysis temperatures were obtained using a German Merlin high-resolution field emission scanning electron microscope. X-ray photoelectron spectroscopy (XPS; 250XI) was used to analyze the surface valence state and structure of the SS60% adsorbent before and after adsorption and explore its adsorption mechanism for Cr(VI).
RESULTS AND DISCUSSION
Thermogravimetric Analysis
As can be seen from Figure 1, there are three weight loss peaks during the pyrolysis reaction of simple sludge components, that is, pyrolysis is divided into three parts. The first stage of the weight loss peak starts at about 60°C, and the weight loss process is short and the rate is low until about 200°C, which is a process of water evaporation and separation in the sludge. In the second stage, the weightlessness begins at 200°C, and the weight loss process is longer and the rate is faster until about 550°C. This is caused by the transformation reaction of aliphatic compounds, protein, and carbohydrate compounds in the sludge, the breaking of peptide bonds and branched chains, and the release of a large number of volatiles (Magdziarz and Wilk, 2013). The third stage of weightlessness is between 550°C and 750°C, which is caused by the decomposition of residual organic salts in the sludge components.
[image: Figure 1]FIGURE 1 | TG-DTG curve of sewage sludge.
It can be seen from the TG curve in Figure 2 that the curve of pure sludge is the flattest, and after mixing with steel slag, as the mixing ratio increases, the curve gradually becomes steeper and the end point of the curve becomes lower and lower. It shows that the degree of pyrolysis of sludge has also increased, and the maximum increase is about 20%. From the DTG curve, we compared with pure sludge in the first stage, second stage, and third stage of the pyrolysis reaction. In the first stage, the peaks are all increased, the peaks are sharper, and the peak area becomes larger. The first stage does not increase in proportion, and the increase is about 26% of the pure sludge. This indicates that the internal sludge is contained in the sludge after adding steel slag. The rate of water release has increased and is more obvious. From the point of view of weight loss rate, the mixing of steel slag increases the evaporation of internal water. When the content of steel slag is 80%, the change is the largest, increasing from 9.5 to 16.1%; In the second stage of the pyrolysis process, the maximum weight loss rate is increased, reaching the maximum when the steel slag content is 80%, and the rate is increased by about one-third. When the content is 60%, the rate is slightly lower, but the weight loss rate reaches the maximum value, which is increased from 29%. As much as 41%, the maximum rate and weight loss rate in the third stage change positively with the content of steel slag. When the content of steel slag is 80%, both reach the maximum, increasing by 245 and 80%, respectively.
[image: Figure 2]FIGURE 2 | Thermogravimetric analysis of sludge and steel slag with different mixing ratios: (A) TG curve and (B) DTG curve.
In fact, the above-mentioned changes are caused because the steel slag contains a large amount of metal oxides such as CaO and Fe2O3. CaO itself can react with free water molecules and release heat, and it has a very high melting point. In the low-temperature stage of sludge pyrolysis, the H2O released as the temperature rises is released from the sludge and is converted from the bound state. It is a free state, and then, after contact with CaO, a chemical reaction occurs and energy is released, and it also provides a part of energy for the pyrolysis of sludge so that the reaction rate and weight loss rate of the first stage are increased. At the same time, when the pyrolysis temperature reaches 650 ∼ 750°C, a large amount of CO2 is generated and precipitated. This part of the gas is absorbed by CaO, thereby increasing the weight loss rate and the reaction rate. CaO may react as follows during pyrolysis: [image: image]. Fe2O3 is oxidizing and may react with H2 and CO from sludge pyrolysis under high-temperature conditions [image: image], and part of H2 and CO were absorbed, which accelerated the reaction rate and weight loss rate to a certain extent.
Pyrolysis Kinetic Analysis
It can be seen from Table 3 that when n = 3, the fitted linear correlation coefficient R2 = 0.9960 is the highest, and the frequency factor A = 15.3972 is the largest. Therefore, the kinetic model function of sludge pyrolysis is [image: image]3. The regression equation is y = 2919.2295x-7.9537. Also, the fitted image is shown in Figure 3.
TABLE 3 | Calculation results of the sludge cracking mechanism model.
[image: Table 3][image: Figure 3]FIGURE 3 | Fitting diagram of sludge pyrolysis kinetics.
Using the same mathematical model and calculation method, n = 3, the kinetic calculation of the pyrolysis process of the sludge steel slag mixture mixed with different proportions of steel slag is carried out. The obtained kinetic parameters and activation energy are shown in Table 4.
TABLE 4 | Calculation results of different ratios of sludge and steel slag cracking mechanism models.
[image: Table 4]It can be seen from Table 4 that the activation energy of the main reaction stage increases after mixing steel slag, and the activation energy increases from 24.2704 kJ/mol to 30.7768 kJ/mol with the increase of steel slag content. The maximum increase is up to 26.8 %, and this increase gradually increases with the change of steel slag content. It can be seen from Table 2 that CaO accounts for 38.59% of the total composition of steel slag and SiO accounts for 34.50% of the total composition of steel slag. According to the conclusion of thermogravimetric analysis, the existence of CaO can promote the decomposition and release of organic matter such as CH4 in the main stage of pyrolysis. The role of CaO in the activation energy is reduced, and there are metal oxides in steel slag. However, a high content of SiO2 does not have catalytic performance, and to a certain extent, it hinders the heat and mass transfer inside the sludge particles, hinders the pyrolysis reaction, and increases the activation energy. It can be deduced that SiO2 will play a certain inhibitory effect in the main stage of sludge pyrolysis. This effect increases gradually with the increase of SiO2 content, and the final activation energy increases or decreases are the results of multiple factors. Here, the incorporation of steel slag increases the activation energy of sludge and inhibits pyrolysis.
Micromorphology and Specific Surface Areas of the Adsorbent
It can be seen from Figure 4 from the surface morphology diagrams of each stage of pyrolysis that the surface of the sludge itself is relatively dense, and the particles are very rare. After being mixed with steel slag and pyrolyzed together, as the pyrolysis temperature increased, there was a very obvious change that a lot of particles appeared on the surface of the residue, and the dense surface became fluffy. After 500°C, the pores became larger and larger, which can be explained by that the pyrolysis reaction of the sludge progresses, and a large amount of volatiles are released after the temperature rises. The dense surface collapses and a large number of ravines are produced, which provides considerable adsorption possibilities for the adsorbent. However, the steel slag reacts with the sludge, and the pyrolysis temperature of 600–700°C strengthens the enrichment of heavy metals in the sludge. The concentration causes the precipitation of metal oxide groups and forms clusters with certain morphological characteristics.
[image: Figure 4]FIGURE 4 | SEM images of various stages of pyrolysis of sludge and steel slag: (A) DS, (B) 300°C SS, (C) 400°C SS, (D) 500°C SS, (E) 600°C SS, and (F) 700°C SS.
Specific Surface Area and Pore Structure of the Adsorbent
It can be seen in Figure 5 that the curve grows most rapidly within 0–50 nm after pyrolysis of pure sludge, the curve basically tends to be flat after 75 nm, and most of the points are concentrated between 0 ∼ 75nm, which shows that most of the average pore size of the pyrolysis residue is below 75 nm and the maximum pore size is about 275 nm. After adding steel slag, the slope of the adsorption pore volume curve increases compared with pure sludge, and the curve trend is closer to the Y-axis. It can be judged that the pore size of the mixed residue is relatively reduced. It can be seen from Table 5 that the total pore volume of the mixture is larger than that of pure sludge, and it increases first and then decreases with the increase of steel slag content. When the steel slag content is 40 and 60 %, the maximum is about 5 times of pure sludge, and the average pore diameter decreases. When the steel slag content was 80 %, it reached the minimum value of 4.1500 nm, which reduced about 60 % of the pure sludge, while the average pore diameter of the other three groups had little difference. The most probable diameter is basically unchanged. From the point of view of the diameter of the D90 hole, the change after mixing is large. The diameter of the D90 hole of the pure sludge is 99.2700 nm. As the amount of steel slag mixed increases, the diameter of the D90 hole decreases to between 23 ∼ 34 nm. The rate is 66 ∼ 77%. The change of the specific surface area is also very obvious, and its change trend is consistent with the total pore volume. It first increases and then decreases. When the steel slag content is 80%, the minimum is 31.8990 m2/g, and the growth rate is 158%. At 40%, the maximum is 88.7830 m2/g, and the growth rate is 616%.
[image: Figure 5]FIGURE 5 | Adsorption pore volume and pore area distribution curve of different mixing ratios of sludge and steel slag: (A) pore area and (B) pore volume.
TABLE 5 | Pore size distribution parameters of adsorbents with different contents of steel slag.
[image: Table 5]Combined with the analysis results of the pictures obtained by scanning electron microscopy, after the sludge and steel slag are mixed, the steel slag powder is dispersed and attached to the surface of the sludge, causing a lot of irregular protrusions on the surface of the mixture, and then undergoes high-temperature pyrolysis. Analyzing the moisture and volatilization contained in the sludge, the inside and surface of the sludge collapsed, and many macroporous structures appeared. At the same time, the enhancement of the enrichment of metal oxides by the sludge at high temperature makes this part of the material fill the sludge itself and the newly formed macroporous structure and disperse it into a number of relatively small mesopores. These changes also made the originally dense surface and became fluffy and porous, thus increasing the specific surface area of the mixture. However, as the steel slag content becomes larger and larger and the proportion reaches 80%, a large amount of steel slag filling makes the surface ravines of the sludge and the macroporous structure produced by pyrolysis gradually fill up and disappear, and the increase in the specific surface area of the product gradually decreases. It is even smaller than when it is not added. Therefore, in terms of specific surface area, it is not that the larger the amount of steel slag blended, the better the adsorption performance of the obtained adsorbent. A proper amount of steel slag blending will increase the specific surface area of the mixture and reduce its pore size range. The best blending amount is between 40 and 60%.
Adsorption Experiment
The results of adsorption experiments (Figure 6) exhibited that the sludge and steel slag after pyrolysis alone have a certain adsorption capacity for chromium ions, but the adsorption rate is not high. The adsorption rates of the steel slag and sludge for Cr(VI) are 50.93 and 69%, respectively. Nevertheless, the Cr(VI) adsorption rate of the product obtained from pyrolysis of the mixture of steel slag and sludge improves greatly, and the adsorption rate increases above 95%. When the steel slag content is 60%, the adsorption rate is the highest up to 99.75%. In fact, the adsorption rate of steel slag on Cr(III) is very high and the adsorption capacity of Cr(VI) is weak. The method in this paper can directly adsorb Cr(VI) with the blended pyrolysis residue and can also achieve an adsorption rate equivalent to Cr(III). On the one hand, the increase in specific surface area and surface wrinkles after blending pyrolysis greatly enhances its adsorption effect; on the other hand, the increase of metal oxides and the reducing groups generated after sludge pyrolysis are conducive to the affinity adsorption and reduction of Cr(VI) under a neutral pH environment.
[image: Figure 6]FIGURE 6 | Adsorption rate of sludge and steel slag with different mixing ratios of the adsorbent to Cr(VI) in solution
X-Ray Photoelectron Spectra Before and After SS 60% Adsorption
Figure 7A shows that the residues before and after adsorption contain the C and O elements. The adsorption peak of the O element changes significantly after adsorption, and the Cr peak appears in the full spectrum after adsorption. Figures 7B,C are the energy spectra of O 1s before and after adsorption. Before adsorption, 532.5 and 531.4eV are the binding energies of non-metal oxide (SiO2) and carbonate (CaCO3), respectively. The binding energy after adsorption is converted to 533.1 and 531.5eV, which are the binding energies of non-metal oxide (SiO2) and metal oxide (Cr2O3), respectively, indicating that the O element participates in the adsorption process. Figure 7D is the Cr 2p energy spectrum before adsorption. It can be seen that there are all miscellaneous peaks and no Cr 2p peaks. Figure 7E is the Cr 2p energy spectrum after adsorption. The binding energies of Cr 2p3/2 and Cr 2p1/2 are respectively 577.2 and 587 eV. Cr 2p3/2 can be peaked to fit Cr(VI) and Cr(III), and its binding energy is 578.4 and 576.6 eV, respectively; Cr 2p1/2 can be peaked to fit Cr(VI) and Cr(III) and its combination. The energy is 587.5 and 586 1eV, respectively (Ai et al., 2008). This may be due to the presence of some highly reducing components (such as zero-valent iron) in the adsorbent, which reduces a part of Cr(VI) to Cr(Ⅲ) through an oxidation–reduction reaction. This shows that the adsorption mechanism of the adsorbent to Cr(VI) is controlled by both physical and chemical processes.
[image: Figure 7]FIGURE 7 | XPS spectra (A) SS 60% before and after adsorption of Cr(VI). (B) O1s SS 60% before adsorption. (C) O1s SS 60% after adsorption. (D) Cr2p SS 60% before adsorption. (E) Cr2p SS 60% after adsorption.
CONCLUSION
The sludge-based adsorbent was prepared by blending pyrolysis of sludge with steel slag. It was found that the adsorbent had a good adsorption effect on Cr (Ⅵ). When steel slag accounted for 60%, the removal capacity of Cr (NaCl) in the solution reached 99.75%. Some metal oxides (CaO, Fe2O3) in steel slag can react with the gases (H2, CO) generated by sludge pyrolysis to promote sludge pyrolysis, while the high content of SiO2 in steel slag can increase the activation energy of sludge and inhibit sludge pyrolysis. At the same time, with the addition of steel slag, the pore structure of the sludge-based adsorbent becomes developed and the specific surface area doubles, and the optimal addition is when the steel slag ratio is 40–60%. In addition, XPS analysis shows that the adsorption mechanism of Cr(VI) by the additive is controlled by both physics and chemistry.
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Shallow geothermal energy (SGE) is a part of geothermal resources and is mainly used through ground source heat pumps (GSHP). However, the potential of SGE varies from region to region due to different geological conditions. There is a lack of regulations and codes for assessing SGE, which makes the design and planning of GSHP restricted. In this study, an evaluation system of the suitability of GSHP in a region of Qingdao by using Analytic Hierarchy Process (AHP) is proposed, and the test area is divided into three suitability levels based on suitability scores. The evaluation system contains property indicators, elemental indicators, and their weights. The result shows that the highly suitable area for the application of GSHP in the test area is 110.04 km2, accounting for 41.8% of the whole test area. The area of moderately suitable area is 65.02 km2, accounting for 24.7%, and GSHP should be developed and utilized on the basis of full demonstration in this level. The unsuitable area for GSHP is 88.19 km2, accounting for 33.5%. The indicator weights in this article may only be applicable to the Qingdao area and cities with similar geological conditions to Qingdao. However, the indicators within this evaluation system can be applied to the vast majority of locations where GSHP are to be developed, as it provides a method of assessment in terms of geological conditions, groundwater conditions, construction conditions, and ecological aspects.
Keywords: shallow geothermal energy (SGE), ground source heat pump (GSHP), Analytic Hierarchy Process (AHP), evaluation system, suitability zoning
1 INTRODUCTION
Shallow geothermal energy (SGE) is a part of geothermal resources, which generally refers to the thermal energy resources in the interior of the earth with a temperature of less than 25°C from the thermostatic zone to 200 m burial depth, and has the value of development and utilization at present. In China, it has been proven that the SGE resources available within 1.69 × 105 km2 are equivalent to 7 × 1012 kg of coal (Xu et al., 2020). In 2021, 58.8% of geothermal energy resources was extracted through ground source heat pumps (GSHP) (Lund et al., 2021), which provide energy by the borehole heat exchanger (BHE) (Sarbu et al., 2014). According to the current GSHP code in China (GB 50366-2009, 2009), the ground temperature and thermal conductivity obtained from thermal response tests are essential parameters. However, these two parameters cannot represent the development potential of SGE and efficiency of GSHP in detail (Luo et al., 2016). Moreover, BHE is usually deeper than 100 m, which means the initial investment is costly. Therefore, before designing GSHP, the local geological environment, thermophysical properties of the soil, groundwater conditions, and construction costs need to be evaluated to ensure the efficiency of GSHP (Casasso et al., 2017).
However, these influencing factors do not have a clear description of their contribution. Firstly, the geological, climatic, and hydrological conditions vary from region to region and are difficult to generalize by the same criteria. Secondly, the factors are not independent of each other but interact with each other. For example, lithology will largely determine the ability of heat transfer (He et al., 2017; Kai-Qi et al., 2020), as well as the microscopic particle shape (Wang et al., 2019), porosity (Dong et al., 2015), saturation (Tong et al., 2009), and groundwater conditions (Chen, 2008; Zhang et al., 2015) of the rock can also contribute to changes in thermal conductivity (Dong et al., 2021). In engineering, lithology and rock thickness can also affect construction difficulty and drilling costs. In fact, one of the most important factors of concern for engineering is construction costs. Construction methods vary in different geological conditions, which lead to the differences in construction costs. Thirdly, the safety and sustainability of GSHP also need to be considered, which makes the evaluation of SGE a task that requires multidisciplinary and multisectoral cooperation. At present, the development of SGE is still in the exploration stage, and there is a lack of systematic technical codes for evaluation and calculation methods of SGE (Wang et al., 2020).
The Analytic Hierarchy Process (AHP), developed by Saaty (1988), quantifies the empirical judgment of decision makers and is suitable for problems that are difficult to analyze completely quantitatively, such as evaluating SGE. AHP uses various types of indicators to form an evaluation system (Tinti et al., 2018). This system generally includes the influencing factors from the above literature, but the contribution of each indicator will be different. Therefore, the evaluation system cannot be applied to every region due to the different geological conditions. This article establishes an evaluation system applicable to the Qingdao area based on the geographic conditions, urban characteristics, and geological conditions. The evaluation system consists of four attribute indicators and 11 element indicators, and their weights are analyzed and calculated. Finally, this article uses the geographic information system (GIS) to classify the evaluation area and obtain an effective SGE suitability index. The research results can provide guidance to the development of GSHP.
2 MATERIALS AND METHODS
2.1 Analytic Hierarchy Process
AHP is essentially the formalization of our intuitive understanding of a complex problem using a hierarchical structure (Saaty, 1994). The AHP is a systematic analysis method that integrates qualitative and quantitative analyses. It quantifies the empirical decision of policymakers and is applicable to problems that are difficult to analyze completely quantitatively. It is applied to multiple fields (Vaidya et al., 2006). The structure at least has three levels: the focus or the overall goal of the problem on the top level, multiple criteria that define alternatives in the middle level, and competing alternatives in the bottom level. The main application of SGE is GSHP, thus the AHP system in this study will be built on all factors that affect GSHP. In this article, there are three steps in AHP modelling:
1) The influencing factors are analyzed and a hierarchy is created. The details are shown in Section 2.2.
2) The judgment matrices for each level are constructed. The property indicators in the second layer are compared pairwise, and then the elemental indicators under each property indicator are also compared pairwise. Two indicators, [image: image] and [image: image], are taken at a time, and [image: image] represents the ratio of the impact of [image: image] and [image: image] on the target (GSHP system). The result of the comparison is represented by the judgement matrix [image: image]. If the ratio of the impact of [image: image] to [image: image] on the target is [image: image], then the ratio of the impact of [image: image] to [image: image] should be [image: image]. The weight of each indicator [image: image] can be calculated by Eq. 1:
[image: image]
where [image: image] is the number of indicators.
3) The consistency of each judgment matrix is checked. First, the consistency indicator [image: image] is calculated:
[image: image]
where [image: image] is the main eigenvalue of the matrix. The [image: image] values represent the variance of the error incurred in estimating [image: image]. Second, the value of the AHP conducted is checked, and [image: image] is compared with the appropriate values of the random consistency index [image: image]. Saaty (1990) provided values for [image: image], which are shown in Table 1.
TABLE 1 | Random consistency indexes for different matrix sizes.
[image: Table 1]Third, when the consistency ratio [image: image], the results of the analysis are acceptable, otherwise the judgement matrix is amended appropriately.
[image: image]
2.2 Establishing the Evaluation System
2.2.1 Evaluation Indicators
In the AHP, the evaluation indicators are divided into two levels. The first level of indicators is property indicators, which provides a general description of all the indicators that affect the decision. In this study, since the water quality and quantity in the test area are not suitable for hybrid GSHP, the closed-loop GSHP with vertical borehole is the subject. According to the code for the evaluation of SGE in Shandong Province (DB37/T 4308-2021, 2021), the selection of property indicators includes geological and hydrogeological conditions, engineering geological conditions, thermophysical conditions, and geological environmental conditions. The second level of indicators is the elemental indicators, which are elements that can describe property indicators. These elemental indicators may be interacting (DZ/T 0225-2009, 2009), for example, lithology and groundwater conditions will affect thermal conductivity and specific heat capacity. The hierarchical analysis can effectively resolve these ambiguities.
The evaluation system shown in Figure 1 is established. In order to ensure the long-term operational efficiency of GSHP and to protect the local ecology (Hähnlein et al., 2013), the ecological protection area and the metro line are used as the restricted area in this study, which are directly labeled as poor suitability areas.
1) Geological and hydrogeological conditions
[image: Figure 1]FIGURE 1 | Suitability evaluation system.
This index includes rock thickness, groundwater depth, aquifer thickness, and gushing volume. Underground rock thickness affects the difficulty of BHE construction and the initial investment of engineering. During the construction of BHE, if there is a lot of gravel and sand, a casing will be required when drilling. The best drilling conditions are achieved when the thickness of the rock is greater than the length of the BHE. In addition, the more complex the underground stratification, the higher the difficulty and cost during the construction of the BHE.
The groundwater depth affects the heat transfer of the BHE. The heat and cold load released by the BHE are carried away by the groundwater and then energy transfers quickly between the groundwater and soil (Zhang et al., 2020). This makes the accumulation of underground cold and heat loads less likely to form, thus enabling a more durable and stable provision of energy. The aquifer thickness and gushing volume determine the effect of underground heat transfer and heat exchange conditions of the soil. Although the permeability coefficient is a representative of groundwater transport, there are strips of aquifer rock structure in the test area (Figure 2C). The aquifer thickness and gushing volume would be more representative of the groundwater conditions in the test area.
2) Engineering geological conditions
[image: Figure 2]FIGURE 2 | The map of geological and hydrological conditions. (A) Rock thickness, (B) groundwater depth, (C) aquifer thickness, and (D) gushing volume.
This index includes the lithology and the alluvial thickness. The lithology affects the heat transfer capacity of BHE. Generally, bedrock such as granite has higher thermal conductivity and higher heat transfer efficiency (VDI 4640/1, 2010). The alluvial thickness mainly considers the difficulty of hole formation during the drilling operation. If the thickness of alluvial is too large, it is not only difficult to drill but also prone to collapse after lifting the drill, which makes it difficult to build a borehole.
3) Thermophysical conditions
This index includes thermal conductivity, specific heat capacity, and ground temperature. Thermal conductivity reflects energy transfer, which directly determines the level of heat transfer capacity of the BHE. The specific heat capacity represents the heat absorbed or released when the temperature of the soil changes and can indicate the amount of SGE contained in the soil. The ground temperature indicates the gradient of the earth's temperature and the earth's heat flow; the higher the temperature, the more abundant the SGE (Zhang et al., 2019).
4) Geological environmental conditions
Geological environmental conditions include topography and geological hazards, which are mainly concerned on the construction and operation of GSHP. The smoother the topography and lesser the geological hazards, the better it is for organizing the construction and later the operation.
2.2.2 Quantification of Indicators
The indicators mentioned above use different forms and scales of data. In order to compare and calculate different data within the same evaluation system, it is necessary to standardize the data before evaluation. In this study, the standardization of data is done by dividing the range of each element into three levels of criteria, i.e., 9, 5, and 1, based on whether the GSHP is suitable for construction. In Table 2, the scoring used here is shown, i.e., 1∼9 intended to increase the variation in the final score. Due to the large number of elemental indicators, the weights do not differ significantly in value. If smaller scores are used, the range of the final scores would be so small that it would be difficult to assign a suitability level. The more favorable the GSHP, the higher the score obtained, thus transforming all data into dimensionless values that can be compared with each other. The quantitative grading of each indicator is based on both the geological environment conditions and the operability of the system in the process of quantification. The quantification of each indicator is shown in Table 2. After quantification, the maps of each indicator are drawn in the GIS, and the results are shown in Figures 2–5.
TABLE 2 | The quantification of indicators.
[image: Table 2]The classification of the range of each indicator is based on the Chinese code (DZ/T 0225-2009, 2009; DB37/T 4308-2021, 2021) and on real GSHP applications. It is important to emphasize that the lithology of the strata in the test area can be divided into two categories: bedrock zone and loose layer. In the bedrock zone, the rock thickness is all greater than 120 m, which is the usual length of the buried pipe. In the loose layers, where the rock thickness is less than 60 m, gravel and sandy soils lead to increased construction costs and therefore score lower. In addition, the groundwater in the test area is barren and unsuitable for hybrid GSHP. However, the transport of groundwater will significantly enhance the heat transfer capacity of the BHE. In order to demonstrate the influence of groundwater, three groundwater-related indicators, namely, the groundwater depth, aquifer thickness, and gushing volume, are partitioned according to the results of the recharge experiment.
2.2.3 The Weights of Indicator
In this study, the AHP was used to determine the indicators' weights. On the basis of the hierarchical relationship of the evaluation system, the importance of each indicator in the property layer and the element layer is compared separately using the 1–9 scale method to form a comparison matrix. The consistency of the comparison matrix is checked by calculation. If necessary, the comparison matrix is modified to finally reach an acceptable consistency and finally the weights of each indicator is determined.
The calculation and results of the weights of the property indicators are presented in Table 3 and are analyzed by consistency analysis. Among the four property indicators, the thermophysical condition is the most important because it reflects the heat exchange capacity of the GSHP. The geological and hydrogeological conditions reflect the SGE and the main factors affecting heat exchange.
TABLE 3 | Calculation and results of the weights of the property indicators.
[image: Table 3]Among the four indicators of geological and hydrogeological conditions, the rock thickness has the greatest weight and aquifer thickness has the least weight. The aquifer thickness is related to the type of geology in the test area, which is less water-rich (Figure 2). Therefore, the aquifer thickness has little influence. The two hydrogeological indicators, groundwater depth and gushing volume, mainly represent their influence on the heat transfer, both of which are slightly more important than the aquifer thickness. The calculation and results of the weights of geological and hydrogeological conditions are presented in Table 4.
TABLE 4 | Calculation and results of the weights of geological and hydrogeological conditions.
[image: Table 4]The engineering geological conditions include two indicators: lithology and alluvial thickness, with lithology being given more weight than alluvial thickness. The lithology represents the difference of the physical and thermal physical characteristics of the soil, which has an important influence on the suitability zoning and resource calculation. The lithology is more important than the alluvial thickness because the distribution of the floodplain is less and is not representative (Figure 3). The calculation and results of the weights of engineering geological conditions are presented in Table 5.
[image: Figure 3]FIGURE 3 | The map of engineering geological conditions. (A) Lithology. (B) Alluvium thickness.
TABLE 5 | Calculation and results of the weights of engineering geological conditions.
[image: Table 5]In the design and utilization of GSHP, the thermophysical properties, as an extremely important aspect, influence the calculation of suitability zoning and resource volume (Figure 4). Among them, the thermal conductivity is directly involved in the calculation of heat transfer as an indicator. Therefore, the thermal conductivity is the most important indicator. The specific heat capacity and ground temperature represent the magnitude of the SGE and also have an influence on the suitability zoning. The calculation and results of the weights of thermophysical conditions are presented in Table 6.
[image: Figure 4]FIGURE 4 | The map of thermophysical conditions. (A) Thermal conductivity, (B) specific heat capacity, and (C) ground temperature.
TABLE 6 | Calculation and results of the weights of thermophysical condition.
[image: Table 6]Geological environment conditions include two indicators: terrain slope and geological hazards (Figure 5). The terrain slope affects the difficulty of GSHP construction, while geological hazards are directly responsible for whether GSHP can be implemented. Therefore, the weight of the geological hazards is higher than the terrain slope. The calculation and results of the weights of the thermophysical conditions are presented in Table 7.
[image: Figure 5]FIGURE 5 | The map of geological environmental conditions. (A) Terrian slope. (B) Geological hazards.
TABLE 7 | Calculation and results of the weights of geological environment conditions condition.
[image: Table 7]The weights of all indicators are presented in Table 8. The thermophysical conditions are the property indicators with the highest weight, which lead to the thermal conductivity becoming the highest elementary indicator. The importance of the geological and hydrogeological conditions is also high.
TABLE 8 | The weights of indicators.
[image: Table 8]3 RESULT AND DISCUSSION
According to the above weights, each indicator is assigned a value in the GIS multiplied by its corresponding weight, and then summed up to derive the score on each point. In this article, according to the scores, the areas with scores greater than 5 are set as high suitability areas (A), 3–5 as medium suitability areas (B), and less than 3 as low suitability areas (C). The results are shown in Figure 6.
[image: Figure 6]FIGURE 6 | The map of suitability zoning.
In Figure 6, area A covers an area of 110.04 km2, accounting for 41.8% of the test area. It is mainly distributed in the northeast, central, southwest, and southeast of the working area. Area A is a bedrock area (Figure 3A), and the lithology is mainly basalt, coarse andesite, andesite, breccia, etc. The thickness of the rock is greater than 120 m (Figure 2A), and the construction conditions are moderate. The thermal conductivity is greater than 2.0 w/(mK) in the southwestern region and the south-eastern region (Figure 4A), with good heat transfer conditions. The lithology of the central region is basalt, and the thickness of the aquifer is moderate. The specific heat capacity is greater than 0.9 kJ/(kgK) (Figure 4B), which means that the heat transfer capacity is strong. It is suitable for the development and utilization of GSHP in area A.
Area B covers 65.02 km2, accounting for 24.7%. It is mainly located in the central and north-eastern bedrock areas, and the lithology is mainly basalt, coarse andesite, andesite, breccia, etc. (Figure 3A). The thickness of the rock is more than 120 m (Figure 2A), which means the drilling conditions are suitable. The thermal conductivity of the central and north-eastern part is 1.5–2.0 w/(mK) (Figure 4A). Thus, the comprehensive heat transfer capacity of the geotechnical layer is strong. In addition, the ground temperature conditions are good. The GSHP should be developed and utilized on the basis of full demonstration in area B.
Area C covers 88.19 km2, accounting for 33.5%. Area C is not only the area with a score less than 3 but also that which includes the ecological protection zone and metro area. It is mainly located in the loose layer (Figure 3A) with rock thickness less than 60 m (Figure 2A). The thermal conductivity is less than 1.5 w/(mK) (Figure 4A), and the heat transfer capacity is poor. It is not suitable for the development of GSHP.
4 CONCLUSION
This study establishes an evaluation system based on the geographic conditions, urban characteristics, and geological conditions in Qingdao. After the analysis and calculation of AHP, the weights of the elemental indicators are calculated. Then, the suitability zones are mapped through GIS. The following conclusions are drawn:
1) In the evaluation system, although the thermal conductivity is the most important indicator, geological conditions and hydrogeological conditions are also of high importance. The thermal conductivity alone cannot be considered when designing GSHP.
2) The AHP-based evaluation system can provide an effective solution of suitability evaluation for SGE exploration in the GSHP application in the Qingdao region. This system can be extended to places with similar geological conditions in Qingdao and provide a reference for evaluation of SGE in other regions.
3) In the test area, the area of high suitability (area A) is 110.04 km2, accounting for 41.8%. The area of medium suitability (area B) covers 65.02 km2, accounting for 24.7%. The area of low suitability (area C) covers 88.19 km2, accounting for 33.5%.
4) Due to geological differences, the weights used in this article may not be applicable to all regions. In addition, although the AHP is already a very mature evaluation method, its subjectivity is inevitable. It is recommended that a more objective evaluation method be used for subsequent use as a basis for development.
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Blockage of the U-type channel exacerbates the intermittency of production, and clarifying the channel heat transfer characteristics and pressure drop is an effective way to address this problem. The channel heat transfer and flow characteristics of the fluid in the channel are experimentally investigated in this study. According to the experiments, the heat transfer coefficient is between 59.95 and 200.29 W/m2⋅K and increases with the flow velocity and fluid temperature. Because the pressure drop is usually accompanied by a change in the energy loss of the fluid, the energy loss is evaluated experimentally. The results demonstrate that the friction loss in the straight tube section accounts for 80% of the energy loss. A bent tube of 90° is recommended instead of a right-angle tube to reduce the pressure drop. A dimensionless relation regarding the Nusselt number is presented to predict the heat transfer characteristics. We provided proposals to address the problem of blockage of the U-type channel, this is helpful to reduce production energy consumption and improve the quality of titanium sponge.
Keywords: convective heat transfer, energy loss, heat transfer coefficient, nusselt number, pressure drop
INTRODUCTION
The Kroll process is a unique existing industrial process for titanium sponge, the primary industrial choice in titanium chains, and this process has played a significant role in the titanium industry over the past decades (Nagesh et al., 2008; Zhang et al., 2011; Wang and Wu., 2021). The Kroll process is costly, energy-intensive, and intermittent (Wang et al., 2017; Takeda and Okabe, 2019). After the reduction process, the remaining magnesium and magnesium chloride were separated via vacuum distillation to obtain a titanium sponge (Nagesh et al., 2004; Cui et al., 2011). The fluid was distilled from the reduction reactor to the condenser, and the channel was easily blocked in the production process because of the unreasonable heating system of the heater and the energy loss of the fluid. This further exacerbated the intermittency of production, leading to a long production period. Titanium sponge pores were easy to sinter and other problems (Li et al., 2015; Liang et al., 2018) affected the distillation period, further increasing the energy consumption. However, this difficulty has not yet been effectively addressed. To address this blockage, it is necessary to clarify the channel heat transfer characteristics and pressure drop.
Currently, there is no research on the heat transfer characteristics and pressure drop of U-type channels in the vacuum distillation processes for titanium sponges. Therefore, this experiment referred to the literature on the heat transfer of fluids in a tube (Gorman et al., 2015; Moghadam et al., 2020; Qi et al., 2019; Baik et al., 2019). Hekmatipour et al. (2017) experimentally studied the convective heat transfer of nanofluids in a tube. In this study, we present a correlation relation for the nanofluid to predict the Nusselt number. Wen et al. (2019) experimentally investigated the air flowing through helical tube bundles and obtained the flow and convective heat transfer characteristics. We propose two empirical relations to describe the convective heat transfer coefficient and friction factor. Sarmadian et al. (2020) investigated the heat transfer characteristics in a heat exchanger and discussed the heat transfer improved by twisted tapes. The channel heat transfer performance and pressure drop improved with the installation of the twisted tapes. The friction and heat transfer characteristics of a fluid influenced by a circular ring turbulator in a tube were experimentally studied (Kongkaitpaiboon et al., 2010), and the heat transfer rates increased from approximately 57–195% when the CRTs were installed. Baba et al. (2018) studied the convective heat transfer of an Fe3O4-water nanofluid in a heat exchanger. The heat transfer and pressure drop of different heat exchangers are also discussed. We propose a correlation for the Nusselt number. Similarly, the aforementioned studies provide theoretical support for this experiment.
The heat transfer and flow characteristics of a mixed system of nitrogen, gaseous magnesium, and gaseous magnesium chloride in the channel were investigated experimentally. The Nusselt number dimensionless correlation relation was obtained based on experimental data.
METHODS
Experimental Apparatus
Figure 1 shows the apparatus used in this experiment. The distillation channel is 1Cr18Ni9Ti stainless steel tube, length of the horizontal section is 3.62 m, vertical section is 0.40 m, inner diameter is 0.129 m, and outer diameter is 0.159 m. A heater with constant power was used to heat the distillation tube to maintain the fluid temperature, and the parameters are listed in Table 1.
[image: Figure 1]FIGURE 1 | Schematic of the experimental apparatus.
TABLE 1 | Detailed parameters of heater.
[image: Table 1]To measure the temperature of the outer wall of the heater, an RSE300 infrared thermal imager was used. Two K-type thermocouples were installed on the tube to obtain the temperature of its outer wall. In addition, the fluid temperature was measured using two other K-type thermocouples at the inlet and outlet. By pumping a vacuum with nitrogen, the pressure drop can be obtained based on the vacuum degree.
In this study, the fluid consisted of a mixed system of nitrogen, gaseous magnesium, and gaseous magnesium chloride (listed in Table 2). As the temperature increased from 913.00 to 1023.00 K.
TABLE 2 | Components of the typical industrial vacuum distillation mixture.
[image: Table 2]Theoretical Background
Pressure Drop
Clearly, as the fluid is distilled from the reduction reactor to the condenser in the straight tube section, the energy loss is caused by the viscous force of the fluid. There was a local loss because the flow direction changed dramatically at the right angle of the channel.
Taking the horizontal line of the channel inlet and outlet as a benchmark, the inlet velocity was considered as zero. The Bernoulli equation of the fluid is as follows:
[image: image]
Furthermore, the energy loss of the fluid is as follows:
[image: image]
Clearly, the local loss coefficient is 1.97. The coefficient of frictional loss was calculated using formula (3) to (5) (Demirkir and Erturk, 2021) and verified according to the range of the Reynolds number.
[image: image]
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Hence, the flow velocity can be solved by Eq. (1)–(5).
Heat Conduction
In the distillation process, the channel is isothermal, and the axial heat transfer can be ignored and regarded as a one-dimensional heat conduction with an internal heat source.
The resistance wire conducts heat through the channel and insulation layer, and the power is obtained as follows:
[image: image]
Mathematical formulation of heat conduction in thermal insulation layer is expressed as follows:
[image: image]
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Heat transfer process with the channel is analyzed as follows:
[image: image]
[image: image]
The heat transfer coefficient is complex heat transfer coefficient, and the heat transfer coefficient is obtained as follows:
[image: image]
Furthermore, the Nusselt, Reynolds, and Prandtl numbers are obtained as follows, respectively:
[image: image]
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RESULTS AND DISCUSSIONS
Energy Loss
The pressure drop is usually accompanied with change in the energy loss of the fluid. Figure 2 shows the energy loss of the fluid inside the channel under various flow velocities. It is observed that the energy loss increases with distance and reaches a maximum as the fluid reaches the condenser. The energy loss doubled when the flow velocity increased from 1.36 to 2.18 m/s. Furthermore, the friction loss in the straight tube section accounted for 80% of the energy loss, which was proportional to the square of the flow velocity. Therefore, the pressure drop can be controlled at a reasonable level by pumping the vacuum in the production process to reduce energy loss.
[image: Figure 2]FIGURE 2 | Variation in energy loss for different fluid velocities.
As shown in Figure 2, the energy loss increases suddenly owing to the local loss at the right angle of the channel. As observed in the theoretical background sections, the pressure drop increases because of the increase in fluid energy loss to a great extent. Improving the channel structure to reduce the local loss coefficient may be an effective way to reduce pressure drop. The local loss coefficient of the bent tube with 90° was several times smaller than that of the right-angle tube, and under similar conditions, the fluid energy loss in the bent tube with 90° decreased by 13% compared with that in the right-angle tube. Therefore, a bent tube of 90° is recommended instead of a right-angle tube.
Heat Transfer Coefficient
The heat transfer coefficient inside the whole channel is not constant, and the heat transfer coefficient in this study is mean heat transfer coefficient. Figure 3 shows the variation in the heat transfer coefficient with fluid velocity. The heat transfer coefficient increased as the Reynolds number increased because the flow velocity increased, resulting in an increase in the intensity of convective heat transfer. The extent of the increase in the heat-transfer coefficient also increased with a further increase in the flow velocity. Furthermore, as observed in Figure 3, the heat transfer coefficient is between 59.95 and 200.29 W/m2⋅K.
[image: Figure 3]FIGURE 3 | Effects of fluid velocity on the heat transfer.
In addition, the effect of the fluid temperature on heat transfer was investigated. The temperature difference decreases as the fluid temperature increases. An increase in the fluid temperature increases the thermal conductivity and reduces the dynamic viscosity of the fluid. Therefore, the heat transfer coefficient increases and boosts the intensity of the convective heat transfer.
Heat Transfer Characteristics
The temperature ranges from 913.00 to 1023.00 K, fluid thermo-physical properties have no significant change, and the Prandtl number is between 0.0204 and 0.0208, which is approximately 0.0205 in this study. Therefore, the dimensionless relation is determined by the Nusselt and Reynolds numbers, as expressed in Eq. 16 as follows:
[image: image]
Constants C and n were determined from the experimental data. Figure 4 shows the Reynolds and Nusselt numbers logarithmic fitting relation, and the relational formula is expressed as follows:
[image: image]
[image: Figure 4]FIGURE 4 | Reynolds and Nusselt numbers logarithmic fitting relation.
Furthermore, Figure 5 shows a comparison of the Nusselt numbers calculated from Eq. 17 using the experimental Nusselt number, that is, the convective heat transfer characteristics for 185.45 < Re < 250.18, Pr = 0.0205 could be predicted using Eq. 17 and with no significant errors.
[image: Figure 5]FIGURE 5 | Calculated Nusselt and experimental Nusselt numbers.
CONCLUSION
The channel heat transfer and flow characteristics of the fluid in the channel were investigated experimentally. The energy loss of the fluid was also analyzed. The impact of the flow velocity and temperature on the heat transfer coefficient was discussed. The conclusions are as follows:
1) The pressure drop increased with the energy loss. The energy loss of the fluid in the channel consists of the friction loss in the straight tube section and local loss at the right angle of the channel. The friction loss in the straight-tube section accounted for 80% of the energy loss. A bent tube of 90° is recommended to minimize the local loss to lower the pressure drop.
2) The heat transfer coefficient is between 59.95 and 200.29 W/m2⋅K. Moreover, the heat transfer coefficient increases with fluid velocity and fluid temperature.
3) A dimensionless relation regarding the Nusselt number is presented to predict the heat transfer characteristics.
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NOMENCLATURE
cp Specific heat capacity of the fluid, J/mol⋅K
d Diameter, m
g Acceleration of gravity (9.81 m/s2)
h Heat transfer coefficient, W/m2⋅K
L Energy losses
l Tube length, m
M Relative molecular mass
Nu Nusselt number
Pr Prandtl number
P Power
Re Reynolds number
t Temperature , K
U Uncertainty
v Fluid velocity, m/s
▵p Pressure drop, kPa
α Kinetic energy correction factor
γ Frictional loss coefficient
δ Thickness, m
λ Thermal conductivity, W/m⋅K
ξ Local loss coefficient
ω Molar fraction
ρ Density, Kg/m3
μ Dynamic viscosity, Pa⋅s
Φ˙ Inner heat source, W/m3
Φ Heat flux, W
Subscripts
a Aluminum silicate fiber
ef Effective
h Outer wall of heater
lo Loss
i Inner
o Outer
t Tube
x Component
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Parameter

Diameter
Length

Temperature (thermocouple)
Temperature (RTDs)

Voltage

Current

Refrigerant mass flow rate
Cooling water mass flow rate
Pressure

Pressure difference

Mass flux

Average vapor quality
Pressure gradient

Heat transfer coefficient

Range

0-100kgh
0-30 kg/h
0-6MPa
0-10kPa

Maximum uncertainty

+0.01 mm
+0.56 mm
+05°C
+0.1°C
0.1V
+0.1 A
+0.2% FS
+0.2% FS
+0.3% FS
+0.0756% FS
+3.6%
+4.2%
+3.8%
+10.3%
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Geometrical feature

Outside diameter do, [mm]
Fin root diameter d, [mm)

Fin apex angle y, [-]

Wall thickness 4, [mm)

Fin height e, [mm]

Number of fins n, -]

Helix angle B, [-]

Tube cross-sectional area A, [mm?]
Area enhancement ratio A/Ay, (-]

Pristine Dpy;

510
464
40°
023
011

40
18°

1675
1.44

Expanded De.,

526
484
79
021
0.10
40
18°
18.07
1.26

Relative
change (Dexp-Dprd/Dprix100%

3.14%
4.31%
97.50%
-8.70%
-9.09%

7.92%
-12.79%
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