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Editorial on the Research Topic
 Entrainment and responses to rhythmic stimulation during development




Rhythms are omnipresent in physiological processes, sensory inputs and social interactions. Humans respond to external rhythms with synchronization, which can be observed across multiple levels (e.g., behavior, brain, and physiology). Given their ubiquitous nature, utilizing rhythmic stimulation to characterize development is beneficial in many domains, including cognition, perception, and motor functioning.

This Research Topic brings together current research on behavioral and brain responses to rhythmic stimulation in development across these domains. This ultimately helps to broaden our understanding of neural entrainment (e.g., Bánki et al.), of the links between rhythms and cognitive or behavioral development (e.g., Frischen et al.; Yu et al.), and of the methods employing rhythmic stimulation to investigate early development (e.g., Peykarjou). Since rhythmic responses can be conceived as entrainment of endogenous oscillators to external rhythms (e.g., Notbohm et al., 2016), or periodic evoked responses (Capilla et al., 2011), “entrainment” is broadly defined here as responses elicited by a corresponding external driving rhythm.

Several contributions in this Research Topic focus on theoretical advancements regarding relevant concepts and relations of rhythms with development (Bánki et al.; Bowsher-Murray et al.; Frischen et al.). Bánki et al. provide a discussion of neural entrainment in contrast to stimulus tracking and argue that evidence in favor of entrainment is accumulating. However, this evidence largely comes from research with adults, and establishing the presence of neural entrainment in early development requires adapting current methods. The authors call for studies aligning the stimulation frequency to individual internal oscillations of participants and investigating how external rhythms modulate behavioral performance.

The relation between rhythm processing, cognitive and motor abilities is analyzed by Frischen et al. who discuss predictive processing (Friston, 2005) as the mechanism that might link these functions. Studies showing substantial correlations between rhythm processing and language ability, motor skills and executive functions are summarized. Predictive processing in beat perception, anticipating temporally ordered sound events, is suggested to stimulate prediction in other domains, providing a link explaining commonalities in development.

Lau et al. provide support for the view that early links between language (i.e. vocalizations) and cognition may be subserved by infants' perceptual sensitivity to rhythmic elements. Drawing on evidence from four-month-olds showing that language may facilitate categorization (Ferry et al., 2013), the authors employ supervised machine learning to show that rhythm-related features of acoustic stimuli and temporal envelope components may be vital for supporting cognition.

In their contribution, Bowsher-Murray et al. approach the role of rhythm in development by focusing on interpersonal synchrony, i.e., the “tendency for social partners to temporally coordinate their behavior when interacting”. They provide an overview of components underpinning successful non-verbal interpersonal synchrony, including social orienting, action prediction and motor behavior, monitoring and error detection, pointing out that more work on the potentially bidirectional nature of behavioral and neural entrainment is required. Indeed, spanning these levels of analysis was accomplished across contributions in this Research Topic but should be tackled within studies in the future.

Behavioral entrainment is addressed in three studies investigating the development of rattle-shaking and drumming (Laudanska et al.; Rocha and Addyman; Yu et al.). The ability to coordinate drumming movements to match external rhythms was investigated in toddlers between 18 and 30 months of age (Rocha and Addyman; Yu et al.). The beginnings of rhythmic behavior are explored by Laudanska et al., who investigate coupling between infants' arm movements longitudinally from four to twelve months. They document infants' motivation for rhythmic behavior from early on, as participants similarly attempt rattle-shaking across all ages. With age, left and right arm movements become more coupled during rattle-shaking independent of age, demonstrating how synchronization diffuses throughout the body. Yu et al. demonstrate that by 24 months, children begin to slow down their spontaneous motor tempo toward the rhythm provided by a drumming partner, but successful synchronization is only achieved by 30 months. Rocha and Addyman employ a novel tool, deep learning-based OpenPose, to automatically estimate drumming behavior from home-recorded videos. Both studies show that toddlers between 24 and 30 months of age are strongly motivated to engage in synchronous movement, as they adapt their drumming tempo away from their intrinsic rate of movement to match either a social interaction partner, a robot (Yu et al.), or the video of a drumming hand (Rocha and Addyman).

The research by Frey et al. applies rhythmic stimulation as a tool for facilitating development. In a training study with preschool children, they demonstrate correlations between children‘s rhythmic and literacy skills and between rhythm synchronization and pen pressure. Training provided in their study effectively improves rhythmic abilities, however these improvements do not transfer to literacy or graphomotor development. Further research is needed to evaluate whether rhythmic training may causally support development in other domains.

Other studies assembled in this Research Topic employ responses to rhythmic stimulation coupled with neural measures to examine auditory and visual processing (Attaheri et al.; Bertels et al.; Cantiani et al.; Pescuma et al.; Peykarjou; Poncet et al.). In these studies, rhythmic stimulation is mainly employed as a tool for exploring perceptual and cognitive development without necessitating a behavioral response.

Auditory processing is investigated by Cantiani et al. who employ frequency tagging with complex music and speech stimuli. The authors report similar neural entrainment to auditory stimuli, particularly music, in eight-month-old infants and adults. They infer that neural synchronization and tempo flexibility develop before synchronization abilities become apparent in behavior. Attaheri et al. also compare neural synchronization to speech stimuli between adults and infants (four to eleven months) and find commonalities across development. Participants track sung speech in delta and theta bands, but specific peak-frequencies differ between the two populations. Together, these studies suggest that infant and adult brains utilize similar cortical mechanisms to track linguistic inputs, but the interplay between these mechanisms varies with age and language experience.

Four studies employ the Fast Periodic Visual Stimulation (FPVS) oddball paradigm (Liu-Shuang et al., 2014) with visual stimuli. Infants' developing ability to discriminate facial expressions from 3.5 to 7 months is investigated by Poncet et al.. Significant expression discrimination is observed from 3.5 months, with partly diverging topographies across facial expressions and age. Responses for emotional faces among neutral ones are recorded at right occipito-temporal sites, similar to adults (Poncet et al., 2019), suggesting that the discrimination of neutral vs. expressive faces is subserved by similar networks across development.

Bertels et al. investigate characteristics of a potentially inborn mechanism to detect snakes, a species posing an evolutionarily important threat to humans. EEG responses in six-to-eleven-month-olds reveal that they detect snakes among other animals, and this effect is not influenced by color. However, responses increase with infant age, which is interpreted as a specific visual development for evolutionary-relevant shapes in complex backgrounds.

Peykarjou presents a systematic literature review on frequency tagging EEG employing the FPVS oddball paradigm and examines the effects of analysis decisions in a large sample of infants. Based on the assembled evidence, recommendations regarding duration, number of conditions, sequence- and participant-retention are made. Overall, evidence indicates that analysis decisions should be tailored to the age-group.

Pescuma et al. use frequency tagging to investigate a developing cultural skill, morpheme identification. They adapt an established paradigm (Lochy et al., 2016a,b) to MEG and demonstrate morpheme identification in developing readers that is overall similar to adults. Neural responses are primarily present for word stems in children and word suffixes in adults, suggesting an influence of accumulated reading experience.

This Research Topic assembles a variety of findings demonstrating the importance of rhythms for development, and their usefulness for elucidating cognitive, visual, auditory, and motor functions. Moreover, it provides readers with an overview of methodological advancements for infant studies, such as wearable motion trackers (Laudanska et al.), an online version of a measure for drumming synchrony (Rocha and Addyman), or guidelines for frequency tagging EEG categorization tasks (Peykarjou). By integrating findings across the different contributions, several conclusions can be drawn. First, rhythms provide both a window into development across different domains and a linking concept for understanding the interplay of development and environmental influences. Second, across developmental domains and levels of analysis, rhythms play an important role that we only begin to understand. Third, at both conceptual and empirical levels, further work is required to leverage the potential of rhythmic stimulation and entrainment for developing a more comprehensive picture of how behavior and brain processing develop across domains.
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Here we duplicate a neural tracking paradigm, previously published with infants (aged 4 to 11 months), with adult participants, in order to explore potential developmental similarities and differences in entrainment. Adults listened and watched passively as nursery rhymes were sung or chanted in infant-directed speech. Whole-head EEG (128 channels) was recorded, and cortical tracking of the sung speech in the delta (0.5–4 Hz), theta (4–8 Hz) and alpha (8–12 Hz) frequency bands was computed using linear decoders (multivariate Temporal Response Function models, mTRFs). Phase-amplitude coupling (PAC) was also computed to assess whether delta and theta phases temporally organize higher-frequency amplitudes for adults in the same pattern as found in the infant brain. Similar to previous infant participants, the adults showed significant cortical tracking of the sung speech in both delta and theta bands. However, the frequencies associated with peaks in stimulus-induced spectral power (PSD) in the two populations were different. PAC was also different in the adults compared to the infants. PAC was stronger for theta- versus delta- driven coupling in adults but was equal for delta- versus theta-driven coupling in infants. Adults also showed a stimulus-induced increase in low alpha power that was absent in infants. This may suggest adult recruitment of other cognitive processes, possibly related to comprehension or attention. The comparative data suggest that while infant and adult brains utilize essentially the same cortical mechanisms to track linguistic input, the operation of and interplay between these mechanisms may change with age and language experience.

Keywords: EEG, language, neural oscillations, TRF, cortical tracking


INTRODUCTION

The amplitude envelope of speech carries crucial low-frequency acoustic information that assists linguistic decoding at multiple time scales. According to “multi-time resolution” models of speech perception, linguistic decoding is achieved in part via the neural tracking of different temporal modulation patterns in speech at different timescales simultaneously (Poeppel, 2003; Greenberg, 2006; Luo and Poeppel, 2007; Ghitza and Greenberg, 2009; Chait et al., 2015). One core mechanistic proposal is that cortical oscillations entrain or phase-align their activity to modulations at corresponding timescales in the signal, thereby encoding the different energy patterns, and binding the information together into the final speech percept (Ghitza, 2011, 2012; Giraud and Poeppel, 2012; Poeppel, 2014). Neurophysiological signals are known to preferentially track the amplitude envelope of adult-directed speech (ADS) in the theta band, approximately 4–8 Hz (Luo and Poeppel, 2007; Ghitza, 2011; Ding and Simon, 2013, 2014; Gross et al., 2013; Zion Golumbic et al., 2013; Doelling et al., 2014; Di Liberto et al., 2015; Kösem and van Wassenhove, 2017). However, recent analyses of neural tracking of the speech amplitude envelope by infants shows preferential tracking in the delta band [∼0.5–4 Hz, see Attaheri et al. (2022)]. This developmental difference (infants primarily engage delta, adults primarily engage theta) may reflect the nature of the stimulus, as acoustic analyses of infant-directed speech (IDS) using a spectral-amplitude modulation phase hierarchy approach (S-AMPH, see Leong et al., 2017) reveal significantly greater modulation energy compared to ADS in an amplitude-modulation (AM) band centered on ∼2 Hz. Attaheri et al. (2022) were the first to compare infant cortical tracking in the delta and theta bands, as prior infant cortical tracking studies relied on the broadband speech envelope (Kalashnikova et al., 2018; Jessen et al., 2019). Accordingly, it could be argued that cortical tracking of IDS by delta-band neural signals may be key to initial language acquisition.

An outstanding question is whether the preferential delta-band tracking observed with infants (Attaheri et al., 2022) was driven by the IDS stimulus materials, and accordingly whether the adult brain would show similar preferential delta-band tracking to the same speech input. Note that delta-band tracking of speech input was also observed in the adult brain in studies that did not use IDS (Molinaro et al., 2016; sentences; Di Liberto et al., 2015, 2018; story listening, Kösem and van Wassenhove, 2017, for review). In order to ensure infant attention and engagement, Attaheri et al. (2022) used videos of a female singing nursery rhymes in a deliberately infant-directed manner (IDS), recording neural responses to this audio-visual input using 64-channel EEG. Nursery rhymes are inherently rhythmic, and neural responses in musical tasks are also typically strong in the delta band (Cirelli et al., 2016). Thus, the preferential delta-band tracking observed in the infants studied by Attaheri et al. (2022) might either reflect the use of IDS, or the fact that the speech input was sung, or both. Adult entrainment data may help to disentangle some of these possibilities, as the adult brain may respond differently to IDS compared to the infant brain.

Accordingly, here we report a replication of Attaheri et al. (2022) with adults. Identical stimuli, identical experimental procedures and identical analysis pipelines (bar removal of adult ocular artifacts not present in the infant data; see section “Materials and Methods” for full details) were adopted to allow a faithful comparison of neural tracking of sung speech in the infant versus fully-matured adult brain. Speech also contains acoustic information within its higher-frequency bands (beta, gamma) that is linguistically important. Low-frequency (delta, theta) phase and high-frequency (gamma) amplitudes track acoustic rhythms in the adult brain by operating together as an integrated representational mechanism, called phase-amplitude coupling, PAC (Gross et al., 2013; Hyafil et al., 2015; Lizarazu et al., 2019). In the adult brain, strongest PAC is observed for theta-gamma coupling (Gross et al., 2013). Attaheri et al. (2022) demonstrated PAC in infants at all ages studied (4, 7, and 11 months). However, they reported that delta acted as an equally strong carrier phase for higher-frequency amplitudes (beta and gamma) as theta phase. For infants, therefore, both delta and theta play important roles in the temporal organization of higher-frequency amplitudes during speech processing. Studying PAC to the same sung speech in adults enables clarification of whether the PAC previously observed with infants is stimulus-driven or development-driven.

On a stimulus-driven hypothesis, delta-based PAC should be as strong as theta-based coupling for adults when sung speech/IDS is the input. Alternatively, PAC in the adult brain may always favor theta-gamma organization. Also of interest was whether low-frequency phases (delta and theta) would act as equally strong carriers for both beta and gamma band information, as found for infants, or whether coupling to beta would be less important for adults (Hyafil, 2017). Attaheri et al. (2022) reported that whilst both gamma and beta high-frequency amplitudes coupled to delta and theta phases, it was amplitudes in the gamma band that produced the stronger coupling to both delta and theta phases in the infants. This effect did not change between 4 and 11 months of age. Again, it is currently unclear whether this is a developmental or a stimulus-driven phenomenon.

Theoretically, one key difference between adults and infants, when listening to the same speech input, is the accumulated years of prior experience with speech processing enjoyed by the adults. Infants are universal novices, and even by 11 months, are unlikely to yet comprehend the different nursery rhymes that they are hearing. They also cannot yet produce recognizable speech. In adult neural speech processing studies, delta-band tracking is frequently related to discourse-level parsing related to phrasing (Ding et al., 2016; Kösem and van Wassenhove, 2017), as well as to auditory attentional mechanisms linked to the automatic grouping of sounds (Boucher et al., 2019). While the pre-verbal infant brain may also utilize acoustic grouping mechanisms, which could be stimulus-driven, infants are unlikely to have learned discourse-level speech information by 11 months. Similarly, in adult studies theta band cortical tracking has been related to syllable parsing and speech intelligibility (Luo and Poeppel, 2007; Peelle et al., 2013; Millman et al., 2015; Baltzell et al., 2017). While there may be stimulus-driven cues for syllable parsing that infants can utilize automatically (such as the acoustic edges linked to syllable rise times, see Doelling et al., 2014; Lizarazu et al., 2021), speech intelligibility is unlikely to be a key factor in cortical tracking in infancy, as infants are still learning spoken language. Indeed, animal studies have also demonstrated cortical tracking of rhythmically-structured acoustic input in both delta and theta bands, possibly suggesting that these mechanisms are triggered by general auditory perceptual abilities conserved across mammalian species (Lakatos et al., 2005, 2016). The current study should throw light on these important developmental questions.



MATERIALS AND METHODS

The materials and methods used in the current analysis replicated those used in a prior study with infants (Attaheri et al., 2022). Any subtle adaptions required in adapting the experiment for adult participants are outlined below.


Participants

Total of 22 monolingual, English-speaking, participants (11M, 11F, aged 18–30, Mean age 21 years) were recruited from central Cambridge (United Kingdom) and surrounding areas. The study was reviewed by the Psychology Research Ethics Committee of the University of Cambridge and after a detailed explanation of the study, written consent was given by each participant. Each participant reported no history of language difficulties or dyslexia. One participant’s data was excluded due to a technical error (no stimulus triggers were recorded) leaving 21 participants data remaining for analysis.



Stimuli

A selection of 18 typical English language nursery rhymes were chosen as the stimuli. Audio-visual stimuli of a singing head were recorded using a Canon XA20 video camera at 1,080p, 50fps and with audio at 4,800 Hz. A native female speaker of British English used infant directed speech to melodically sing (for example “Mary Mary Quite Contrary”) or rhythmically chant (for nursery rhymes like “There was an old woman who lived in a shoe”) the nursery rhymes whilst listening to a 120 BPM metronome. The beat was not present on the stimuli presented to the participants, but it ensured that a consistent quasi-rhythmic production was maintained throughout the 18 nursery rhymes. During recording of the video, the adult was singing to a real infant, with whom she was sharing mutual gaze.



EEG Data Collection

Participants were seated ∼650 mm away from the presentation screen within a sound-proof acoustic chamber. EEG data was recorded at a sampling rate of 1,000 Hz using a GES 300 amplifier connected to a correctly sized 128 channel electrode net (Geodesic Sensor Net, Electrical Geodesics Inc., Eugene, OR, United States). The sounds were presented at 60 dB (dBA, checked by a handheld sound level meter) from speakers (Q acoustics 2020i driven by a Cambridge Audio Topaz AM5 Stereo amplifier) placed either side of the screen. Participants were asked to attend to the screen whilst 18 nursery rhyme videos played sequentially, each repeated three times (54 videos, with a presentation time of 20′ 33′′ in total). All participants included in analysis completed the full experiment. The stimulus period was followed by a 5 min resting state recording, in which the participants were asked to sit silently with their eyes open, whilst no sound or visual stimuli were present.



EEG Preprocessing

All analyses were conducted with custom-made scripts in Matlab 2017a (The MathWorks, Inc., Natick, MA, United States) incorporating the EEGLab toolbox (Delorme and Makeig, 2004). The analysis protocols were kept as consistent as possible to the previous infant analysis pipelines to allow faithful comparison to the previously reported infant results.

The EEG data, from the 128 channels, was first filtered (pop_eegfiltnew function of EEGLab toolbox) into a broadband signal (0.5–45 Hz) using zero-phase bandpass Hamming windowed FIR filters (transition band widths of 2 Hz with cutoff frequencies at −6 dB). The EEG data was down sampled to 100 Hz to reduce the computational load. Next, the clean_asr EEGLab function (Delorme and Makeig, 2004) was used to clean noise artifacts from the data by identifying and removing bad principal components via a modified PCA procedure (see Supplementary Material for more details). Further bad channels were identified via probability and kurtosis and were interpolated (via spherical interpolation), if they were 3 standard deviations away from the mean, before all channels were re-referenced to a 128-channel average reference. ICA (runica; EEGLab) was conducted to detect components containing ocular and ECG artifacts, which were visually identified and then removed from the data. Frequency bands of interest (0.5–4 Hz, 4–8 Hz or 8–12 Hz for the mTRF analysis) were acquired using a using zero-phase bandpass Hamming windowed FIR filters (transition band widths of 2 Hz with cutoff frequencies at −6 dB, 0–5 Hz, 3–9 Hz and 7–13 Hz, respectively).

EEG responses were epoched into trials aligned to the start and ending at the completion of a phrase (e.g., “Mary had a little lamb”), producing EEG responses to 83 phrases (M length ± SD: 4.23 s ± 0.88) which were repeated a maximum of 3 times in the experiment (249 epochs in total). This epoching procedure was used to keep consistency with the previous infant EEG study. To retain epochs where a single channel exhibited noise epoch by epoch channel interpolations were conducted. Per epoch, probability and kurtosis were used to identify bad channels and were interpolated (via spherical interpolation) if they were 3SD away from the mean.


Multivariate Temporal Response Function

TRFs are encoding models that can describe how an input and output of a system are related via linear convolution (Crosse et al., 2016). Here, we applied TRFs in a backward direction to assess how strongly a stimulus property, in this case the stimulus envelope, is encoded in the neural response. We chose backward TRF modeling as it uses information from all EEG channels at once to reconstruct the speech envelope, giving a low weighting to irrelevant channels whilst allowing the model to capture additional variance across channels (Crosse et al., 2016). The result is a single objective metric (i.e., the envelope decoding correlation). Backward TRF modeling has the advantage of producing larger correlation scores compared to forward TRF modeling, making it a good choice for analyzing the original infant EEG data, which is inherently noisy (Jessen et al., 2021).

After preprocessing, the epochs of EEG data in response to each nursery rhyme trial were averaged together to improve the signal to noise ratio of the data for the mTRF analysis (matching the infant analysis procedure). The mTRF analysis was conducted using the multivariate temporal response function (mTRF) toolbox v1.5 (Crosse et al., 2016) through Matlab 2017a (The MathWorks, Inc., Natick, MA, United States). The backward model can be expressed by the following formula in which the reconstructed stimulus envelope s(t) is created by a linear decoder, g(τ, n), mapping the neural response, r(t,n), back to the stimulus, s(t). The TRF decoder was used to integrate the neural responses at multiple time lags, τ, between 0 and 250 ms (τmin = 0 ms, τmax = 250 ms). These “stimulus-relevant” time lags where selected in keeping with the previous literature (Ding and Simon, 2014; Di Liberto et al., 2015; Crosse et al., 2016).

[image: image]

The quality of the envelope tracking within each EEG frequency band was assessed by a “leave-one-out” cross-validation per participant. First the average trial EEG epochs (maximum of 83) were normalized via function nt_normcol (Noisetools1). Normalization, decreased the range of values that were necessary for the regularization parameter search in the mTRF toolbox, making the cross validation more efficient. Next, the normalized epoch trials were rotated M-1 times, each serving once as the “test set” with the remainder of the trials being the TRF “training set.” For each rotation, the resultant M-1 training models were averaged to create one average model from the training set. The average model was subsequently convolved with the test data to reconstruct the stimulus. Pearson’s correlation (r) was used to validate how well the reconstructed stimulus correlated to the original. This process was repeated for the M-1 rotations. To avoid overfitting the model to a specific trial, an average r value was taken from the 83 r validation values. This process was repeated at 12 ridge regressions (λ values, 1 × 10–3:1 × 108) with the lowest λ value, where any increase gave no further improvement to the average r value, was taken (Crosse et al., 2016). Choosing the correct lambda value here again mitigated the potential overfitting of the TRF model. This average r value, at the optimal λ, was used for all further analysis.



mTRF Auditory Stimuli Preprocessing

The envelope of the auditory signal was extracted by taking the absolute value of the analytic signal generated by the Hilbert transform (Matlab). As the envelope of the lower frequencies is linearly relatable to the EEG signal (Pasley et al., 2012; Zion Golumbic et al., 2013; O’Sullivan et al., 2015) the envelope of the stimuli was filtered between 0.5 and 15 Hz (lowpass; 6th order Butterworth filter. Highpass; 9th order Butterworth filter). The resultant envelopes were normalized using nt_normcol (NoiseTools1). Finally, the stimulus envelopes were down-sampled to 100 Hz to match the EEG signal.



mTRF Random Permutation Statistics

Random permutation statistics were created for each participant to measure the average stimulus reconstruction (r) that could be obtained by chance. The random permutation procedure was conducted per participant for each frequency band producing a paired chance stimulus reconstruction (r). To obtain a random permutation of the data, whilst maintaining phase integrity, each of the stimulus envelopes were first reversed and a random circular shift was applied. Next, the mTRF cross-validation was ran in the same way as the real data (see above for details), to give a stimulus reconstruction (r) value. This procedure was iterated 100 times to create a null distribution and the average of these 100 iterations were used as that participant’s random stimulus reconstruction (r) value.




Spectral Analysis (Periodogram Power Spectral Density Estimate)

All remaining epochs after preprocessing were concatenated back into one continual EEG signal. A one-sided PSD estimate was conducted separately for each electrode channel using the periodogram function (Matlab). The length of the participants data was zero padded to ensure the size of the rectangular window used was equal in length to the number of discrete Fourier transform (DFT) points, ensuring the correct FFT across participants. This resulted in 52,834 equal spaced frequency bins from 0 to 50 Hz.

The periodogram can be defined by the following formula. In which the EEG signal, xn, is sampled at 100Hz, with Δt as the sampling interval.
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To achieve the one-sided periodogram output reported in Figure 1, values at all frequencies (except 0 and the Nyquist, 1/2Δt), were multiplied by two to conserve the total power.
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FIGURE 1. Spectral decomposition of the EEG signal (0.5–14 Hz) in response to nursery rhyme stimulation. A periodogram was used to obtain a power spectral density (PSD) estimate separately for the resting state (blue line) and the nursery rhyme stimulus (red line) periods. Bold lines indicate the mean values and pale shading plots the standard deviation of the data. Outlier analysis was also conducted to remove extreme data points leaving, resting state, N = 17; Nursery Rhyme stimulus period N = 17.




Phase Amplitude Coupling

The same concatenated data sets created for the PSD analysis were also used for the Phase Amplitude Coupling (PAC) analysis. A modified version of the WinPACT plugin (EEGLab) (Delorme and Makeig, 2004) was used to acquire normalized modulation index (nMI) values (Özkurt and Schnitzler, 2011), a measure adapted from Canolty et al.’s (2006) modulation index (MI) (Canolty et al., 2006). The normalized version of the MI calculation (nMI) was selected as differences in low-frequency power have been shown to adversely affect the PAC calculation (Canolty et al., 2006; Özkurt and Schnitzler, 2011; Aru et al., 2015). The MI method combines the amplitude envelope time series A1(t + τ) of a high-frequency with the phase time series φ2(t) of a specified low-frequency, creating a composite complex-valued signal z(t, τ). The resulting value is a widely validated metric of the coupling strength and preferred phase between two frequencies. For each participant’s data, low-frequency phase (LFP) and high-frequency amplitude (HFA) were extracted with a zero-phase FIR filter (Hamming window), separately for all 128 electrodes. LFP center frequencies were filtered from 2 to 8 Hz, in 1 Hz steps with a 2 Hz bandwidth, and HFA center frequencies were filtered from 17.5 to 42.5 Hz, in 5 Hz steps with a 5 Hz bandwidth. A sliding 5 s analysis window was implemented, with 2.5 s overlaps, with a mean vector length calculated per window. Next, 200 surrogate statistical iterations were created for each PAC calculation window. The statistically normalized MI estimate was obtained for each analysis window by subtracting the mean and dividing by the standard deviation obtained from a Gaussian fit of surrogate MI estimates (nMI = (Canolty’s MI—surrogate MI Mean) / surrogate MI Std). This statistical procedure was first suggested by Canolty et al. (2006) and implemented in the winPACT plugin based on code adapted from Özkurt and Schnitzler (2011). Each iteration of the surrogate data was created by shuffling the high-frequency amplitude time series via circular rotation. A nMI estimate was obtained for each of the 200 surrogate data iterations, from which a 95% confidence interval was calculated using normcdf.m. This step accounted for the mean and standard deviation of the surrogate data set, thus creating an appropriate threshold for the frequency band analyzed (see winPACT_precompute.m subscript in the winPACT toolbox for complete code, implemented in our analysis script). Finally, generalized family-wise error rate correction was implemented to correct for the multiple PAC calculation windows. The remaining statistically significant nMI windows were averaged per channel for each of the PAC pairs (i.e., each LFP and HFA step) separately for each participant. The frequency bands of interest were defined as follows, delta 2–4 Hz, theta 4–8 Hz, beta 15–30 Hz and gamma 30–45 Hz). The channel exhibiting the strongest nMI, within predefined phase and amplitude band groupings (delta/beta, delta/gamma, theta/beta, theta/gamma), was taken forward for the LMEM and for the group level grand average plots.




RESULTS

The detailed analyses outlined in the Methods were aimed firstly at identifying peaks where the nursery rhymes induced increases in EEG spectral power. The second step was to investigate whether the observed oscillations in the lower frequency bands tracked the envelope of speech. Finally, we were interested to see to what extent the phase of these low frequency (delta and theta) oscillations coupled to the amplitudes of the higher frequency oscillations (beta and gamma).


Power Spectral Density Response to Resting State and Stimulus Periods

The distribution of low-frequency neural signals within our data was established using spectral decomposition of the signal, achieved using the periodogram power spectral density (PSD) estimate (Figure 1). After preprocessing, PSD was obtained for each of the remaining 128 electrodes in response to audio-visually presented nursery rhymes and during a 5-min period of silence. A grand average across both conditions (stimulus and resting state) and all channels revealed three prominent frequency peaks centered around ∼1.25, ∼8.54, and ∼10.04 Hz (Supplementary Figure 1). The peak visible in Figure 1 at 0.5 Hz was not considered for analysis as its location at the broadband filter boundary means we are unable to discount its occurrence due to a filtering artifact. Due to the prevalence of low-frequency noise in some of the recording sessions, outlier analysis (isoutlier “quartiles” function, Matlab) was conducted to remove extreme data points. Four participant’s data points were identified as outliers and removed from the PSD analysis leaving 17 PSD analysis data sets.

To establish whether the PSD peaks in the nursery rhyme stimulus period (NR) were significantly different to the resting state (RS) we used a repeated measures ANOVA. The ANOVA had 2 levels, a level of “condition” (NR versus RS) and a level of “band” (∼1.25, ∼8.54, and ∼10.04 Hz). The band level was included to investigate whether any RS-NR difference was significantly higher throughout all the observed peaks or not. The dependent variable was the maximum PSD value, averaged across channels, taken per participant from a 1 Hz window centered around 1.25, 8.54, and 10.04 Hz, for both the stimulus period and the resting state. Greenhouse-Geisser corrected results showed statistically significant main effects of condition [F(1, 16) = 24.372, p = 1.49 × 10–4], and band; [F(1.140,18.239) = 17.046, p = 4.2 × 10–4] and a significant interaction between condition and peak of the PSD values [F(1.112, 17.797) = 18.308, p = 3.336 × 10–4]. Due to the significant interaction, post hoc, Bonferroni corrected, simple main effects analysis was conducted and showed that the stimulus induced PSD was significantly larger than the corresponding peaks in the resting state at 1.25 Hz [F(1, 16) = 22.427, p = 2.24 × 10–4; mean ± SEM, RS = 4.454 ± 0.952, NR = 15.990 ± 3.123] and 8.54 Hz [F(1, 16) = 7.791, p = 0.013; mean ± SEM, RS = 1.671 ± 0.351, NR = 2.984 ± 0.482] but not at 10.04 Hz [F(1, 16) = 0.904, p = 0. 356; mean ± SEM, RS = 3.081 ± 0.870, NR = 2.364 ± 0.273].

In summary, the data show stimulus-induced PSD at ∼1.25 and ∼8.54 Hz. A further peak was observed at 10.04 Hz, however, this was not significantly different from resting state.



Power Spectral Density Comparison to Infant Experiment

No peaks in the PSD spectrum were observed at the corresponding peak frequencies reported in the infant analysis (2.20 and 4.37 Hz). This may imply that the infant neural response was more stimulus-driven, as there were clear modulation peaks in the modulation spectrum of the nursery rhymes at these two frequencies (please see Supplementary Figures 2–4). To compare whether the nursery rhyme stimuli induced power increases in the same regions in the adult EEG data as in the infant EEG data, a two-way repeated measures ANOVA was conducted using the infant PSD peak values as the dependent variable. The maximum PSD value was taken per participant in a 1 Hz window centered around 2.20Hz and 4.37Hz for both the stimulus period and the resting state (band × condition). A statistically significant main effect of condition [F(1, 16) = 41.601, p = 8.0 × 10–6], band; [F(1,16) = 24.498, p = 1.45 × 10–4] and a significant interaction between condition and peak of the PSD values [F(1, 16) = 17.230, p = 7.52 × 10–4] was observed. Due to the significant interaction, post hoc, Bonferroni corrected, simple main effects analysis was conducted. This showed that the nursery rhyme stimuli induced a PSD increase from resting state at both ∼2.20Hz [F(1, 16) = 29.453, p = 5.60 × 10−5; mean ± SEM, RS = 3.241 ± 0.696, NR = 10.839 ± 1.771) and ∼4.37 Hz [F(1, 16) = 94.241, p = 4.14 × 10–8; mean ± SEM, RS = 1.636 ± 0.410, NR = 3.741 ± 0.495] in the adult data. Accordingly, although no visible peaks in activity were observed (see Figure 1), significant stimulus-related PSD power was present in the adult data at the matched infant frequencies.



Delta and Theta EEG Frequency Bands Track Nursery Rhyme Envelopes

To investigate the presence and strength of cortical tracking, backward mTRFs (Figure 2A) were employed. The models were trained with either delta (0.5–4 Hz), theta (4–8 Hz) or alpha (8–12 Hz) EEG signals extracted from the EEG recorded to the nursery rhymes. The quality of the stimulus reconstruction was then compared to randomly permuted data (see section “Materials and Methods”). To recap briefly, a backward TRF decoding model was fit separately to the Hilbert envelope of each of the 83 nursery rhyme trials separately for each participant, using a leave-one-out cross-validation procedure (see section “Materials and Methods”). Pearson’s correlation (r) was used to test the quality of the reconstruction (Figure 2B) providing an objective metric of envelope tracking at the individual level. To test the correlation (r) values against chance, random permutation statistics were created for each participant (N = 100 permutations).
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FIGURE 2. Overview of method to reconstruct the low frequency stimulus envelopes in nursery rhyme phrases using the multivariate temporal response function (mTRF) approach. Panel (A) provides a schematic of the stimulus reconstruction model along with a summary of the mTRF analysis pipeline. The EEG signal and the stimulus envelope (absolute value of the Hilbert envelope) were submitted to the mTRF stimulus reconstruction. For the cross validation procedure, 83 nursery rhyme trials were rotated M-1 times each serving once as the “test set” with the remainder of the trials being the “training set.” The process was repeated at 12 lambda values (λ values, 1 × 10– 3:1 × 108) with the average model convolved with the test data to reconstruct the stimulus envelope at the optimal λ. Panel (B) Example of one of the 83 mTRF stimulus reconstructions (this example trained on 0.5:4 Hz data) for one participant along with the original acoustic stimulus envelope. The black line depicts the reconstruction (in arbitrary units; a.u.) and the orange line illustrating the absolute value of the Hilbert envelope of the nursery rhyme phrase, “and vowed he’d steal no more” (in arbitrary units; a.u.).


To examine whether significant cortical tracking was present in each band, a two-way repeated measures ANOVA was employed. This utilized the factors of condition (real mTRF r values vs randomly permuted mTRF r values) and band (whether these values differed significantly between the analysis bands of 0.5–4 Hz, 4–8 Hz, 8–12 Hz). the data (Greenhouse-Geisser corrected) showed significant main effects of condition [F(1, 20) = 20.481, p = 2.063 × 10–4], band; [F(1.250, 24.992) = 53.748, p = 2.47 × 10–8] and a significant interaction between condition and band [F(1.267, 25.340) = 7.772, p = 0.007]. Due to the significant interaction, post hoc, Bonferroni corrected, simple main effects analysis was employed. This showed that the real mTRF r values were significantly larger than chance level (randomly permuted mTRF r value) in delta [F(1, 20) = 12.900, p = 0.0005; mean ± SEM, Rand = 0.019 ± 0.0001, Real = 0.037 ± 0.0003] and theta [F(1, 20) = 21.171, p = 0.0036; mean ± SEM, Rand = 0.012 ± 0.0001, Real = 0.022 ± 0.002] bands. The alpha band showed a trend toward significance (p = 0.0656), but fell outside our chosen alpha level of p = 0.05, [F(1, 20) = 6.212, p = 0.0656; mean ± SEM, Rand = 0.006 ± 0.0001, Real = 0.009 ± 0.003].

Bayesian, related samples t-test, statistics were also conducted to further investigate the relative effect size within each frequency band. This approach enables a stronger test of the alpha band result, as Bayes Factors indicate the strength of evidence for rejecting the null hypothesis. The Bayesian analyses showed that there was very strong evidence for above chance delta cortical tracking (BF10 = 57.84, so the evidence for the “significant tracking” hypothesis is fifty seven times stronger than the evidence for the null hypothesis), decisive evidence for above chance theta cortical tracking (BF10 = 987.54) but only moderate evidence for above chance alpha cortical tracking (BF10 = 3.31; in Bayesian terms this value means that we have only moderate to anecdotal evidence to reject the null hypothesis). Taken together the adult stimulus reconstruction analyses showed that cortical delta and theta neural signals significantly tracked the envelopes of the nursery rhyme stimuli (Figure 3), but there was only moderate evidence for alpha tracking.


[image: image]

FIGURE 3. Grand average correlations between stimulus envelope waveforms and their stimulus reconstructions generated by the EEG data from selected frequency bands. Blue, orange and yellow bars show the average correlation value (Pearson’s r; mTRF correlation) and standard error, across the 21 participants. The gray bars show the average random permutation r values within each frequency band.


A Bonferroni corrected, simple main effects analysis showed that the real mTRF r values, in all bands, were significantly different to each other band (Table 1). The finding that delta band values were significantly greater than values in the theta band matches the infant data. However, alpha tracking was not significant in the infant data nor in the adult data, although it approached significance in the latter (p = 0.0656), as shown in Figure 3.


TABLE 1. Pairwise differences between the mTRF r values within each frequency band.
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Accordingly, the mTRF stimulus reconstruction data broadly match the results found with infants using the same experimental procedure and stimulus reconstruction analyses (Attaheri et al., 2022). In both infants and adults, delta and theta EEG responses track the acoustic envelope of sung speech. Regarding the differences between infants and adults observed for the alpha band, it is notable that the stimulus-induced PSD peak at 8.54 Hz only shows anecdotal evidence of a mechanistic role in tracking the envelope of the sung speech. Accordingly, the observed increase in low alpha power (Figure 1) may be linked to increased attentional processing (Pichora-Fuller et al., 2016; Dimitrijevic et al., 2017), the recruitment of other language-related processes by the adults (Weisz et al., 2011), or other factors. It is also interesting that the Bayesian analyses run for the adult data showed strong evidence for delta band cortical tracking (BF10 = 20.00) but decisive (i.e., extremely strong) evidence for theta band cortical tracking (BF10 = 166.67). This may imply that theta band tracking increases in its importance in adult speech processing.



Phase Amplitude Coupling

Finally, we explored whether the phase of low-frequency oscillations act to modulate high-frequency amplitudes in similar ways in infants and adults. PAC was calculated using a composite complex-valued signal z(t, τ) combining the amplitude envelope A1(t + τ) of a high-frequency with the phase φ2(t) of a filtered low-frequency signal (Canolty et al., 2006; Özkurt and Schnitzler, 2011). The length of the resulting vector was used as a measure of coupling strength between two frequencies. As differences in low-frequency power have been shown to adversely affect the PAC calculation (Özkurt and Schnitzler, 2011; Aru et al., 2015; Jensen et al., 2016), a statistically normalized version of the modulation index (nMI) was calculated (see section “Materials and Methods”). For each participant low-frequency phases from 2 to 8 Hz (1 Hz steps) and high-frequency amplitudes from 15 to 45 Hz (5 Hz steps) were extracted from the EEG signal from each of the 128 electrode channels. For each of these PAC pairing steps, multiple nMI values were calculated per infant via a 5-s sliding window. The significant windows were identified if they exceeded the 95% confidence interval calculated from a surrogate data set made up of 200 statistical iterations of the same analysis window (see section “Materials and Methods” for full procedure).

In order to examine whether a similar pattern of PAC would be exhibited by adults and infants, a two-way repeated measures ANOVA was conducted with two levels, carrier phase and high-frequency amplitude. The aim was to examine whether the nMI values were significantly different when delta versus theta was the low-frequency carrier phase (low-frequency phase; levels of delta and theta) and when beta versus gamma was the high-frequency amplitude (high-frequency amplitude; beta or gamma).

The analysis showed a significant main effect of low-frequency phase [F(1, 20) = 16.499, p = 6.09 × 10–4], because theta phases (mean ± SEM, 3.530 ± 0.048) produced significantly higher coupling than delta phases (3.252 ± 0.046). There was no significant effect of high-frequency amplitude [F(1, 20) = 0.104, p = 0.751], and no significant interaction was observed between low-frequency phases and high-frequency amplitudes [F(1, 20) = 0.705, p = 0.411].

To further investigate the observed significant effect of phase, Bayesian related samples t-tests were conducted to explore the relative effect size within each PAC pairing. One way Bayesian repeated measures ANOVA’s were conducted separately comparing delta and theta phase coupling with either gamma or beta high-frequency amplitudes. There was strong evidence that theta/gamma coupling was greater than delta/gamma coupling (BF10 = 21.564), however, there was only anecdotal evidence that theta/beta coupling was greater than delta/beta coupling (BF10 = 1.896).

Overall, the PAC analyses suggest that theta is a more dominant carrier phase than delta when coupling with gamma amplitudes in the adult brain. This is different to infants, where both delta and theta show equal PAC (nMI) with gamma amplitudes when rhythmic speech was the input.




DISCUSSION

Here we replicated with adults a study of cortical tracking to sung speech originally conducted with infants aged 4, 7, and 11 months (Attaheri et al., 2022). Our aim was to explore whether neural responses to rhythmic inputs differ between infants and adults. Accordingly, the same PSD, mTRF stimulus reconstruction and PAC analyses were applied to EEG data recorded from adults, who had experienced the exact same paradigm used previously with infants. It was expected that developmental differences in both cortical tracking and PAC might be observed. Our methods were designed to enable us to distinguish between developmental effects and stimulus-driven phenomena.

Regarding cortical tracking, we found that the mTRF stimulus reconstruction data broadly matched the patterns found with infants (Attaheri et al., 2022), suggestive of no developmental differences. In both infants and adults, delta and theta EEG responses tracked the acoustic envelope of sung speech. Despite significant cortical tracking in both groups, the stimulus-induced PSD peaked at 1.25 Hz in the adult brain, whereas the infant PSD peaks were observed at 2.20 and 4.37 Hz. Only the infant PSD peaks corresponded to the prominent modulation spectrum peaks in the averaged nursery rhyme speech envelopes, suggestive of more stimulus-driven processing (Supplementary Figure 2). The lack of peaks at 2.20 and 4.37 Hz for adults may imply a more stimulus-driven response in the infant brain, which appears primarily to track the prominent modulation peaks in the nursery rhyme speech envelopes (Attaheri et al., 2022). It may also be due to the difference in the number of participants between the studies (∼60 infants vs 21 adults). Nevertheless, when the adult data were analyzed using the same center frequencies as the infant PSD peaks (2.20 and 4.37 Hz), significant increases in PSD power compared to resting state were observed for adults also.

The stimulus reconstruction analyses also showed a trend toward significant envelope tracking in the alpha band for the adults, an effect not found for infants. In the adult data, stimulus-induced PSD power also peaked at ∼8.54 and ∼10.04 Hz, both of these peaks occurring in the alpha band. Statistical analysis showed that only the peak at 8.54 Hz was significantly different to adult resting state data. Accordingly, the observed increase in low alpha power may be linked to the formation of additional linguistic processing mechanisms by the adults, for example related to comprehension or attention (Weisz et al., 2011). Bayesian analyses showed very strong evidence for delta band cortical tracking and decisive evidence for theta band cortical tracking. This may suggest that the relative importance of theta band tracking increases with development. Whilst most cortical tracking studies in adults report theta band tracking, there is a now growing body of literature reporting a strong role for delta band tracking in speech processing at lexically and semantically coherent word, phrase and sentence levels (see Ding and Simon, 2014; Kösem and van Wassenhove, 2017 for full review). This raises the possibility that delta band tracking has different functions for infants and adults, however, the current data do not enable any conclusions to be drawn. For our IDS stimuli, the stimulus reconstruction analyses showed that cortical delta and theta neural signals tracked the envelopes of the nursery rhyme stimuli, matching the findings with infants. The delta and theta band entrainment observed here appear to be mainly stimulus-driven effects, as they were also observed in pre-verbal infants. The main developmental difference observed was the relative increase in the strength of the theta band tracking in adults, which could be related to mechanisms important for comprehension and speech intelligibility (Ghitza, 2011). Nevertheless, both frequency bands showed significant cortical tracking in both populations.

The beta and gamma high frequency amplitudes utilized here (15–30 Hz and 30–45 Hz) showed significant coupling to the delta (2–4 Hz) and theta (4–8 Hz) low frequency phases in both infants and adults. However, clear developmental differences in the pattern of phase amplitude coupling were observed. Infants showed significant differences in the high frequency amplitudes used but not in the low frequency phases. Adults showed significant differences in the low frequency phases used but not the high frequency amplitudes. The Bayesian analyses indicated strong evidence that theta/gamma coupling was greater than delta/gamma coupling for adults. This may also relate to the TEMPO model proposed by Ghitza (2011), who has suggested that specific theta-gamma couplings are required when speech is processed for meaning. This pattern differed from prior findings with infants, as the infant brain showed similar levels of PAC to gamma when either delta or theta was the low frequency carrier (the interested reader is invited to compare Attaheri et al., 2022; Figure 4, with Figure 4 here). However, the infant brain did show a significantly higher nMI when gamma was the high frequency amplitude rather than beta. Given previous adult data (Hyafil, 2017), beta was also expected to be less important than gamma for adult PAC. In the adult data, nMI values were greater when gamma rather than beta was coupling to theta phases, with evidence that theta/gamma coupling was stronger than delta/gamma coupling. Overall, the PAC analyses suggest that theta is a more dominant carrier phase than delta when coupling with high frequency amplitudes in the adult brain. This is different to PAC in infants, where both delta and theta showed equal normalized PAC to gamma amplitudes when sung speech was the input.
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FIGURE 4. Violin plot of distributions of normalized modulation index (nMI) as measures of phase amplitude coupling (PAC). The PAC bands of interest are given on the X axis (delta/beta, delta/gamma, theta/beta and theta/gamma). Shades of blue denotes PAC pairs with delta as the low frequency phase and shades of orange denotes when theta was the low frequency phase. The nMIs were averaged together (from all significant analysis windows) for each participants data separately for each low frequency phase and high frequency amplitude pairing. The PAC pairing with the maximum nMI, per participant, from within the pre-defined frequency bands of interest; delta 2–4 Hz, theta 4–8 Hz, beta 15–30 Hz and gamma 30–45 Hz), were included in the grand average violin plot.


The current work has a number of limitations. Ideally, children at different ages (i.e., after 11 months) as well as adults should experience the sung speech paradigm while EEG is recorded. This would provide a better assessment of developmental trajectories. The number of adult participants (21) utilized here was also much smaller than the number of infants studied by Attaheri et al. (2022) (∼60 each at ages 4, 7, and 11 months), hence the number of participants could be increased. It could also be interesting to compare adults with and without musical training using the same materials, in order to see whether the use of sung speech reveals any effects of musical expertise on adult cortical tracking. Finally, it could be interesting to record EEG while adults listen to sung nursery materials in unknown languages. This would allow the effects of familiarity and comprehension of the sung speech to be disentangled from the fact that the speech is sung, equating adults and infants for non-maturational factors related to differences in linguistic expertise.

In conclusion, by matching exactly the experimental paradigm and the analysis methods used to investigate cortical tracking of sung speech in infants versus adults, we have revealed more developmental similarities than developmental differences in entrainment. The main differences related to increasing prominence of theta-band mechanisms with age and language experience. While both delta and theta band tracking were observed in the adult brain, the Bayesian analyses showed “decisive” evidence for theta band cortical tracking but “very strong” evidence for delta band cortical tracking. There was also “moderate” evidence for alpha band tracking. Further, there was strong evidence that theta/gamma coupling was stronger than delta/gamma coupling for adults. In the case of infants, both delta and theta showed equally strong coupling to gamma. Whilst we can only speculate regarding the mechanisms underpinning our observed phase/amplitude alignments, previous literature suggests the alignments may be caused by both modulatory and evoked effects (Lakatos et al., 2009; Gross et al., 2013). The increasing role for theta signals in speech processing by adults could reflect many factors, including neural maturation, increased language experience, better language comprehension, and even learning written language, as phase locking in the theta band to rhythmic speech is known to increase in children in line with their reading ability (Power et al., 2012).
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INTRODUCTION

Rhythmic perceptual stimulation, i.e., the presentation of periodic stimuli via sensory input pathways (e.g., auditory or visual; Thut et al., 2011; Calderone et al., 2014) induces resonant brain responses at the presentation frequencies. Since rhythmic perceptual stimulation does not perturbate the neural system beyond its normal operating range (Obleser and Kayser, 2019) and is non-invasive, it has also become a promising tool for neuromodulation in cognitive and developmental neuroscience. In particular, recent work focused on applying rhythmic perceptual stimulation to uncover the functional relevance of neural oscillations at specific frequencies, and their links with cognitive processes in early development, including attention (Christodoulou et al., 2018) and learning (Köster et al., 2019a).

However, an open debate in the adult literature (e.g., Keitel et al., 2014; Haegens, 2020; Meyer et al., 2020; Doelling and Assaneo, 2021; van Bree et al., 2022) emphasizes the need to ascertain whether rhythmic perceptual stimulation directly alters (i.e., stimulates) intrinsic brain oscillations, a phenomenon referred to as entrainment, or rather elicits a series of perceptually evoked potentials independent of endogenous oscillatory activity, referred to as stimulus-tracking (Capilla et al., 2011; Notbohm et al., 2016).

There is a growing body of research with adults showing that perceptual entrainment of endogenous neural oscillations is indeed possible (Herrmann, 2001; Haegens and Zion Golumbic, 2018; Lakatos et al., 2019; Obleser and Kayser, 2019), as demonstrated by its effects on behavioral outcomes such as memory performance (Köster et al., 2019b) and temporal predictions (Daume et al., 2021), and its interplay with individual intrinsic frequencies (Notbohm et al., 2016; Gulbinaite et al., 2019). Yet, conclusive evidence for entrainment is still lacking, especially from developmental populations.

Here, we bring forward the challenges of interpreting results from rhythmic perceptual stimulation studies with infants and children and discuss how insights from the adult literature can help us adequately examine the entrainment hypothesis in developmental research. We argue that neural entrainment is indeed possible in the developing brain, but that further critical evidence is needed to pin down the underlying neural mechanisms. We discuss the implications of distinguishing entrainment from stimulus tracking for the application of rhythmic perceptual stimulation in developmental neuroscience and suggest potential avenues for future research.



ENTRAINMENT VS. STIMULUS-TRACKING

Oscillations can be modified through synchronization with an external periodic stimulus, a phenomenon called entrainment. By definition, during entrainment, endogenous neural oscillations align with the temporal structure of the exogenous stimulus (Thut et al., 2011; Obleser and Kayser, 2019). It has been proposed that entrainment may facilitate information sampling and sensory selection, underlying various cognitive and perceptual processes (Lakatos, 2008).

Stimulus-tracking refers to the occurrence of frequency-following brain responses to a rhythmic stimulus that, unlike entrainment, show no direct interference with ongoing internal oscillations and related cognitive and perceptual processes (Keitel et al., 2014, 2019; Haegens, 2020). The main difference between the two phenomena is that during stimulus-tracking, a rhythmic external stimulus elicits a frequency following neural sensory response, but ongoing internal brain rhythms are not perturbated. Whereas during entrainment, the stimulus “hijacks” the ongoing internal rhythms at the stimulation frequency, which then become altered and align with the external stimulus (Figure 1).


[image: Figure 1]
FIGURE 1. Stimulus-tracking vs. entrainment—simplified example. In all the panels, the x-axis reflects the time and the y-axis—the amplitude of the signal. In stimulus-tracking (left), rhythmic external stimulation (light blue) causes a frequency-following neural sensory response (magenta), but the internal rhythms (dark blue) are not perturbated. In entrainment (right), rhythmic external stimulation (light blue) causes a resonant response at the frequency of the external stimulus by “hijacking” ongoing internal rhythms (dark blue). In both cases, the resulting electroencephalogram (EEG) signal (yellow) looks the same.


The phenomenon of stimulus-tracking forms the basis of frequency-tagging, a method commonly applied in visual perception research: tagging multiple, simultaneously presented stimuli with different frequencies elicits steady-state responses (SSRs), thus the visual processing of each element can be assessed separately (Müller et al., 2003). Importantly, frequency-tagging considers SSRs independent from the preferred oscillatory frequency of the involved sensory networks (Keitel et al., 2014).

Analytically distinguishing between entrainment and stimulus-tracking solely based on brain activity during rhythmic perceptual stimulation is not possible, as both are characterized by the synchronization between an exogenous stimulus and neural rhythms (Thut et al., 2011; Obleser and Kayser, 2019; Haegens, 2020). However, differentiating between the two phenomena is crucial for studies aiming to cause neuromodulation effects or to test hypotheses about the functionality of endogenous brain rhythms through applying the method of rhythmic perceptual stimulation. There are also implications for paradigms that rely on this methodology to assess attention and perception processes without a specific focus on the underlying oscillatory activity.

Some have postulated that for entrainment to be differentiated from phase-locked responses, it would require that endogenous neural oscillations decouple from the external stimulus and outlive it, particularly in the narrow frequency band in which these oscillations operate (Capilla et al., 2011; Haegens and Zion Golumbic, 2018), but it is not a universally accepted criterion (see e.g., Doelling and Assaneo, 2021). Nonetheless, alterations of endogenous oscillations would likely manifest on the behavioral level and thus could be experimentally tested (Lakatos, 2008).

In the adult literature, there have been two significant ways in particular to establish entrainment: by the alteration of behavioral performance, and by the alignment/matching between the stimulation frequency and the individual internal oscillations of participants. In the following, we discuss both methods and outline associated challenges as well as future directions for entrainment research with infants and children.



BEHAVIORAL EVIDENCE FOR ENTRAINMENT

Endogenous brain rhythms at different frequency bands have differing functional correlates, e.g., the theta band has been linked to memory processes (Klimesch, 1999; Friese et al., 2013), while the alpha band has been associated with attentional processes (Klimesch, 2012). If rhythmic perceptual stimulation is able to entrain these endogenous brain rhythms, then we should be able to observe distinct behavioral effects of stimulation at external frequencies corresponding to different EEG frequency bands (Herrmann et al., 2016).

Good examples of this line of research supporting this notion are studies examining memory-enhancing effects of rhythmic sensory stimulation at the theta frequency, which have accumulated in the recent years (see Hanslmayr et al., 2019 for a review). For example, it has been shown that presenting audiovisual and visual stimuli at the theta, but not the alpha frequency improves later memory of these stimuli (Clouter et al., 2017; Köster et al., 2019b). What is important, this effect is dependent on the phase synchrony between the external stimulus and the brain response (Clouter et al., 2017; Wang et al., 2018), as well as the power of the response (Köster et al., 2019b), which further suggests that the behavioral effects of rhythmic perceptual stimulation are caused by neural entrainment. Interestingly, the behavioral effects of entrainment of the theta rhythm seem to persist beyond the period of stimulation, as Roberts et al. (2018) found improved source memory in participants exposed to rhythmic sensory stimulation (content-wise irrelevant to the memorized stimuli) between learning and test phase. To conclude, research with adults provides accumulating evidence for the modulation of cognitive processes through rhythmic perceptual stimulation.



ENTRAINMENT AT INDIVIDUAL STIMULATION FREQUENCIES

It has been argued that an important feature of entrainment is that it should occur for external rhythms close to the neural oscillator's intrinsic rate (so-called “eigenfrequency”; Obleser and Kayser, 2019; Haegens, 2020). Indeed, Notbohm et al. (2016) demonstrated that rhythmic visual flicker at frequencies closer to participants' intrinsic frequencies of the alpha rhythm caused a more pronounced phase coupling between the external rhythm and the neural response. Moreover, a number of studies have found that the behavioral effects (i.e., performance impairment) of stimulation in the alpha band on participants' attention are predicted by how close the stimulation frequencies are to participants' endogenous alpha peaks (de Graaf et al., 2013; Gulbinaite et al., 2017). Finally, Köster et al. (2019b) successfully entrained memory functions by stimulating participants' brain activity at their individual theta vs. alpha frequencies.

However, more studies examining other frequency bands and an improved understanding of the generators behind the intrinsic brain rhythms are needed. Ideally, future studies would also examine the behavioral effects of individually optimized vs. not individually optimized stimulation frequencies within the same frequency bands. In developmental populations, EEG frequency ranges change with age by moving toward higher frequencies (Marshall et al., 2002), thus we would also expect individual frequencies to shift toward the higher ends of the spectra with age. Observing behavioral effects of rhythmic sensory stimulation at frequencies optimized (vs. non-optimized) to specific age groups would support the notion of entrainment effects.



ENTRAINMENT IN DEVELOPMENTAL RESEARCH

Previous studies with infants and children applied rhythmic auditory and/or visual stimulation as a tool to assess attention (e.g., Robertson et al., 2012; Köster et al., 2017; Christodoulou et al., 2018), face perception (e.g., de Heering and Rossion, 2015; Peykarjou et al., 2017), speech perception and language learning (e.g., Telkemeyer et al., 2009; Attaheri et al., 2022), and related developmental disorders such as dyslexia (e.g., Colling et al., 2017), as well as musical rhythm perception (e.g., Cirelli et al., 2016). In these studies, stimulation frequencies were chosen either arbitrarily, to index brain responses to stimuli of interest (e.g., a face appearing at 1.2 Hz among a stream of images updated at 6 Hz in the study by de Heering and Rossion, 2015), or were motivated by hypotheses about naturally occurring frequencies in infants' environment (e.g., sounds with spectral properties resembling naturalistic speech in the study by Telkemeyer et al., 2009). Another approach aimed to capture infants' stimulus-tracking by reconstructing features of natural stimuli based on brain responses or by predicting brain activity from stimulus features (e.g., Jessen et al., 2021). However, very few developmental studies to date applied rhythmic visual stimulation with the explicit goal to entrain endogenous rhythms (e.g., Köster et al., 2019a), an approach that can help to uncover the functionality of brain oscillations in early cognitive and perception processes.

Recent debates in the developmental literature challenged the interpretation of findings from rhythmic perceptual stimulation studies since the underlying mechanisms of entrainment are still not well-understood. As an example, Köster et al. (2019a) used this method to assess the functional role of infants' theta (4 Hz) and alpha (6 Hz) oscillations in the cognitive processing of unexpected events. Findings revealed that infants' visually entrained theta, but not alpha oscillations sharply increased for unexpected vs. expected events, in line with evidence on the critical role of theta oscillations in early learning (Begus and Bonawitz, 2020; Köster et al., 2020). However, in a commentary, using simulated data, Keitel et al. (2021) argued that the results from Köster et al. (2019a) could potentially be explained by a stimulus-tracking account: unexpected events could enhance the negative central (Nc) component of the event related potential (ERP) (Kayhan et al., 2019), leading to a difference in ERPs between conditions without the involvement of functionally relevant oscillations elicited by the stimulus. Although the simulated data did not closely reflect the observed data (see Köster et al., 2021b), this debate highlights the need to differentiate between entrainment and stimulus-tracking when interpreting data from rhythmic perceptual stimulation studies.



AVENUES FOR FUTURE RESEARCH

Here, we argued that further evidence is needed on how perceptually entrained rhythms interact with ongoing oscillatory dynamics in the developing brain, so that a comprehensive theoretical and analytical framework could be established for developmental entrainment research. Studies in the field need to investigate the effects of rhythmic perceptual stimulation by including behavioral outcome measures, and by using individually optimized stimulation frequencies. However, commonly applied paradigms in adult entrainment research need to be adjusted for developmental studies (Wass et al., 2022).

Measuring altered behavior of infants following rhythmic perceptual stimulation—though challenging—can be achieved by subsequent memory paradigms that assess learning and memory performance via preferential looking (Begus et al., 2015), imitation (Köster et al., 2021a), or habituation and dishabituation (Choi et al., 2020). In case of older children, behavioral outcomes of entrainment such as attention, learning and memory effects can be tested by incorporating subsequent playful tasks into the experimental design. Observed behavioral effects linked to sensory stimulation would provide causal evidence for neural oscillatory entrainment. Applying stimulation at individualized frequencies could be another non-invasive way to ascertain entrainment in developmental samples, by testing the alignment of endogenous oscillations following sensory stimulation with infants' or children's individual vs. other frequencies. The two approaches can be combined to contrast behavioral changes following entrainment to individualized vs. other frequencies.

Taken together, we need a deeper understanding of the effects of rhythmic perceptual stimulation on endogenous oscillatory activity to establish if entrainment occurs in the developing brain, and if so, whether it can be considered as a tool for neuromodulation to test the functional aspects of specific neural rhythms in early cognitive development.
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Rhythm is key to language acquisition. Across languages, rhythmic features highlight fundamental linguistic elements of the sound stream and structural relations among them. A sensitivity to rhythmic features, which begins in utero, is evident at birth. What is less clear is whether rhythm supports infants' earliest links between language and cognition. Prior evidence has documented that for infants as young as 3 and 4 months, listening to their native language (English) supports the core cognitive capacity of object categorization. This precocious link is initially part of a broader template: listening to a non-native language from the same rhythmic class as (e.g., German, but not Cantonese) and to vocalizations of non-human primates (e.g., lemur, Eulemur macaco flavifrons, but not birds e.g., zebra-finches, Taeniopygia guttata) provide English-acquiring infants the same cognitive advantage as does listening to their native language. Here, we implement a machine-learning (ML) approach to ask whether there are acoustic properties, available on the surface of these vocalizations, that permit infants' to identify which vocalizations are candidate links to cognition. We provided the model with a robust sample of vocalizations that, from the vantage point of English-acquiring 4-month-olds, either support object categorization (English, German, lemur vocalizations) or fail to do so (Cantonese, zebra-finch vocalizations). We assess (a) whether supervised ML classification models can distinguish those vocalizations that support cognition from those that do not, and (b) which class(es) of acoustic features (including rhythmic, spectral envelope, and pitch features) best support that classification. Our analysis reveals that principal components derived from rhythm-relevant acoustic features were among the most robust in supporting the classification. Classifications performed using temporal envelope components were also robust. These new findings provide in principle evidence that infants' earliest links between vocalizations and cognition may be subserved by their perceptual sensitivity to rhythmic and spectral elements available on the surface of these vocalizations, and that these may guide infants' identification of candidate links to cognition.

Keywords: infant cognition, language, rhythm, machine learning, non-human vocalizations


1. INTRODUCTION

The link between human language and cognition affords us exceptional communicative and representational power. By virtue of this link, we are able establish mental representations, ones that permit us to move beyond the present to consider the past and imagine the future, and to communicate these representations with others (Miller, 1990). Within the developmental sciences, considerable attention has been devoted to discovering how, and how early, this language-cognition link is established (Perszyk and Waxman, 2018 for a recent review). Considerable evidence has been derived from behavioral experiments measuring infant object categorization. Object categorization is a fundamental building block of cognition. In human infants, as in adults, categorization is supported by language (Gelman, 2004; Waxman and Gelman, 2009). Indeed, language supports infants' ability to form categories (Waxman and Markow, 1995; Perszyk and Waxman, 2018).

The evidence comes from a simple, yet robust object categorization task (Ferry et al., 2010, 2013; Perszyk and Waxman, 2019; Woodruff Carr et al., 2021b). During a familiarization phase, infants view a series of distinct objects, all members of the same object category (e.g., images of 8 different dinosaurs). Next, during the test phase, infants view two novel objects—one a member of the familiarized category (e.g., another dinosaur) and the other a member of a different category (e.g., a fish). The logic is straightforward: if infants detected the category-based commonalities among the familiarization objects, then they should distinguish the novel from familiar test object (as indexed by a reliable looking preference, i.e., longer looking time, for the novel object); if infants failed to detect the familiarization category, then they should fail to distinguish between the novel and familiar images. This task also allows the effect of auditory signals on object categorization to be examined: with infants viewing the same visual images in the same paradigm, the sounds paired with the familiarization images can be systematically manipulated. With this uniform design, the effect of different auditory signals on object categorization can be directly compared, even across studies by comparison of effect sizes (Woodruff Carr et al., 2021b).

Studies utilizing this task offer compelling evidence that infants' categorization is influenced by listening to language. For infants as young as 3- and 4-months, listening to their native language boosts their performance in object categorization, and does so in a way that carefully-matched acoustic signals (sine-wave tone sequences, backward speech) do not (Ferry et al., 2010, 2013). Moreover, this link to cognition is shaped by infant's own language experience. For 3- to 4-month-old infants acquiring English, listening to either English or German (a “typological cousin” to their native English with similar rhythmic properties) facilitates object categorization in the same task. In contrast, listening to Cantonese (a language typologically and rhythmically distant from English) fails to support object categorization in this task (Perszyk and Waxman, 2019). Apparently, then, infants' increasingly precise perceptual tuning to their native language (Werker and Tees, 1984; Kuhl and Rivera-Gaxiola, 2008; Peña et al., 2010; Werker, 2018) has powerful downstream consequences beyond perception alone; it also sets boundaries on which other language(s) support infant cognition.

Surprisingly, however, infants' earliest link is not restricted to language alone. Even at 4 months, as infants are narrowing the range of human languages they link to cognition, during the same object categorization task, listening to the vocalizations of non-human primates (e.g., blue-eyed black lemur, Eulemur macaco flavifrons) confers the same cognitive advantage as does listening to their native language (Ferry et al., 2013; Woodruff Carr et al., 2021b). Importantly, however, this link may be restricted to vocalizations of primates, our nearest evolutionary relations; It is not so broad as to include vocalization of birds (e.g., zebra-finches, Taniopygia guttata).

Taken together, these findings raise a compelling new question. Which acoustic features, if any, are available on the surface of human and non-human vocalizations to support very young infants in identifying which vocalizations might serve as candidate links to cognition (Ferry et al., 2013; Woodruff Carr et al., 2021b)? Focusing on the language side of this link, researchers have discovered that a strong sensitivity to rhythm, available in utero, is essential in the acquisition of language from the start (May et al., 2011; Langus et al., 2017; Minai et al., 2017; Gervain et al., 2021). In utero, the womb and other maternal tissues act as a low-pass acoustic filter, permitting lower frequency cues including rhythm and stress patterns, but not the higher-frequency cues that encode segmental detail, to be transmitted (Lecanuet and Granier-Deferre, 1993). Within hours of their birth, infants distinguish languages from the same rhythmic class as their native language, preferring them over languages with non-native rhythmical patterns (Mehler et al., 1988; Nazzi et al., 1998). Within the first year of life, rhythm continues to be instrumental (Christophe et al., 2001), enabling infants to segment the continuous speech stream into words (Johnson and Jusczyk, 2001) and to discover other structural linguistic properties including word order (Gervain and Werker, 2013) and syntactic structures (Nazzi et al., 2000). There is also strong neurophysiological evidence for the importance of speech rhythm. Neurons in the auditory cortex oscillate at frequencies that entrain speech rhythm. This entrainment, which enables infants to extract hierarchical information, including lexical stress, syllabic structure and syntactic patterns (Goswami, 2019), evident already at 4 months and develops throughout infancy (Attaheri et al., 2022), continues to support language processing in adulthood (Poeppel and Assaneo, 2020).

Thus, the power of rhythm is clear: Rhythm supports language acquisition from the start and continues to support language processing into adulthood (Gleitman and Wanner, 1982; Morgan and Demuth, 1996; Hilton and Goldwater, 2021).

Because rhythm is crucial in early language acquisition, there is reason to suspect that it may be instrumental in guiding infants to identify candidate links to cognition. There is strong evidence that speech rhythm (including that of their native language and others from the same rhythmic class), engage infant attention robustly (Jusczyk et al., 1993; Sansavini et al., 1997; Höhle et al., 2009; Räsänen et al., 2018). Finally, rhythmic properties that occur in both human language and mammalian vocalizations have been documented (Kotz et al., 2018; Ravignani et al., 2019).

This behavioral evidence of infants' sensitivity to rhythm, coupled with cross-species findings on shared rhythmic features across language and non-human vocalizations, leads to an intriguing hypothesis: that there are rhythmic properties present at the surface of languages and non-human vocalizations, that would, in principle, support 3- to 4-month-old infants in identifying them as candidate links to cognition.

Here, we provide the first test of this hypothesis. Implementing a supervised machine-learning (ML) approach, we trained a series of ML models, using acoustic features derived from a collection of audio samples of human languages and non-human vocalizations, to classify samples into classes of signals that either support infant cognition (i.e., English, German, and lemur vocalizations) or do not (i.e., Cantonese, and zebra finch vocalizations), from the vantage point of 3- to 4-month-old English-acquiring infants (Ferry et al., 2010, 2013; Perszyk and Waxman, 2016, 2019; Woodruff Carr et al., 2021b). With these models, we tested the hypothesis that rhythmic features, present at the surface of the input, support the training of the distinguishing signals that do, and do not, support cognition. As comparison, we also tested two other fundamental classes of vocal properties, namely (1) spectral envelope features and (2) pitch features. Spectral envelope features are associated with vocal configurations that differ across languages segmentally (e.g., in terms of consonant and vowel repertoire) and across species (e.g., laryngeal vs. syringeal vocalizations) (Mogran et al., 2004; Cheng et al., 2012; Andén and Mallat, 2014; Fedurek et al., 2016). Pitch features represent fundamental vocal properties across species (Belin, 2006), as well as speech intonation, another fundamental aspect of prosody central to infant language acquisition (Nooteboom, 1997).



2. METHODS


2.1. Materials: Vocalization Dataset

Our modeling dataset consisted of a total of 3,197 audio samples (Table 1) of human languages and non-human vocalizations for which links to cognition (or the lack thereof) have been attested behaviorally thus far in 4-month-old infants (Ferry et al., 2010, 2013; Perszyk and Waxman, 2016, 2019; Woodruff Carr et al., 2021b).


Table 1. Descriptive statistics of dataset for vocalizations that do (+) and do not (−) support object categorization, from the vantage point of 4-month-old English-acquiring infants.
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Language audio samples were utterance-length recordings produced by multiple female native speakers of English, German, and Cantonese, in their respective languages, using an infant directed speech (IDS) register in interactions with a young child. These audio samples were high-quality recordings from three different publicly available or private IDS corpora. Samples of American English were parts of a multilanguage corpora collected for the purpose of examining aspects of universality of IDS across cultures and societies (Hilton et al., 2022). Samples of German were from the Konstanz Prosodically Annotated InfantDirected Speech (KIDS) Corpus (Zahner et al., 2016), collected from a semi- structured mother-infant play situation where mothers were given a picture book and some other toys, which they could use according to their infant's interest. Cantonese samples were from the dataset of a study examining functions of acoustic-phonetic modifications in IDS (Wang et al., 2021). The Cantonese IDS samples were collected from a semi-structured caregiver-child interaction task, where various toys were given to the female caregiver to elicit keywords of interest, while she played with the child.

Audio samples of non-human vocalizations consisted of lemur and zebra finch vocalizations. Samples of lemur vocalizations were from a private collection of lemur vocalizations collected for a sound art project (Mercer, 2012), collected from single semi-free-range lemurs from the lemur habitat in the Duke University Lemur Center. Zebra finch vocalization samples were from a publicly available database of zebra finch songs (Laboratory of Vocal Learning at Hunter College, 2015), which have also been analyzed in prior acoustic studies (Tchernichovski et al., 2001; Isomura et al., 2019).

Descriptive statistics of our vocalization dataset are presented in Table 1.



2.2. Acoustic Feature Extraction

A series of multivariate acoustic features were extracted from each of the vocalization samples, to serve as input in subsequent ML classification. Before feature extraction, all audio samples were first normalized in intensity (80 dB) and resampled to a sampling rate of 22,050 Hz. Since the duration of each vocalization sample varies, the duration of each vocalization was normalized by repeating the audio samples until it reaches 9.54 s (i.e., samples), the maximum duration among all vocalization samples. Next, from each time-normalized vocalization sample, we extracted three series of acoustic features that have been shown to primarily represent rhythmic, spectral envelope, or pitch information, respectively (e.g., Hilton et al., 2022). The three series of acoustic features.

First, for rhythmic features: four types of acoustic features were derived from all vocalization samples to comprehensively capture aspects of rhythm, namely:

1. The speech envelope spectrum (ENV) represents temporal regularities correlating to rhythmic properties of the signal (Tilsen and Johnson, 2008; Poeppel and Assaneo, 2020; Hilton and Goldwater, 2021). For each vocalization sample, the vocalic energy amplitude envelope was first derived. To derive the envelope, the raw time series was first chunked into consecutive bins of 1 s. Following Tilsen and Arvaniti (2013), the time series of each chunk was filtered with a passband of 400–4,000 Hz to de-emphasize non-vocalic energy such as glottal energy (including the f0) and obstruent noise. The bandpass-filtered signal was then low-pass filtered with a cutoff of 10 Hz to represent the envelope. The frequency decomposition of the envelope was then computed. First, the envelope was downsampled by a factor of 100 and windowed using a Tukey window (r = 0.1) to aid further spectral analyses. The envelope was then normalized by subtracting the mean and rescaled to have minimum and maximum values of −1 and 1, respectively. A fast Fourier transform was first applied to the normalized envelope which was also zero-padded to a 2,048-sample window. The spectra across all 1-s chunks were then averaged to form the envelope spectrum of the vocalization sample and included as features.

2. The intrinsic mode functions (IMFs) were further computed from the time-varying speech envelope (as described above) using empirical mode decomposition (EMD), representing syllabic (IMF1) and supra-syllabic-level (IMF2) fluctuations relevant to speech rhythm (Tilsen and Arvaniti, 2013). The frequency decompositions of IMF1 and IMF2 (i.e., the averaged power spectrum density of 1–10 Hz from the frequency decomposition all IMF1s and IMF2s across all 1-s envelope bins of each vocalization sample) were included as features. We selected a bin duration of 1 s to maximally eliminate the representations of slower prosodic information (e.g., intonation) and mixtures of tempos and variations in rhythmicity not relevant to the syllabic and supra-syllabic rhythm (Tilsen and Arvaniti, 2013).

3. The temporal modulation spectrum (TMS) is the frequency decomposition of the temporal envelope of a signal that reflects how fast sound intensity fluctuates over time (Ding et al., 2017). Temporal modulation of lower frequencies (<32 Hz) is a primary acoustic correlate of perceived rhythm in speech (Greenberg et al., 2003; Goswami and Leong, 2016), which contributes to speech intelligibility (Elliott and Theunissen, 2009). For each vocalization sample, the raw time series was first chunked into consecutive bins of 1 s. The TMS of each 1-s bin was then computed using the procedure and MATLAB script from Ding et al. (2017). In the procedure, the sound signal in each bin was first decomposed into narrow frequency bands using a cochlear model and then from each band the temporal envelope was extracted. The extracted envelopes were rescaled using a logarithmic function, and were then converted into the frequency domain by the Discrete Fourier Transform (DFT). The TMS was the root-mean-square of the DFT of all narrowband power envelopes. The TMS features of each vocalization sample were taken as the average TMS of all bins.

4. The wavelet time scattering (WTS) representations are low-variance representations of time-frequency properties of sounds including amplitude and frequency modulations of acoustic signals (Andén and Mallat, 2014; Andén et al., 2015). The WTS is resistant to time-warping deformations, and is therefore advantageous to be used in machine learning since as class discriminability is not sacrificed in the transformation. The WTS has been used in machine-learning work in phoneme recognition and music genre classification (Andén and Mallat, 2014), and more recently, in the detection of speech impairments based on speech signals (Lauraitis et al., 2020). WTS representations of each vocalization sample were computed using the scatteringTransform function on MATLAB, averaged across WTS transformations on consecutive 1-s chunks of the raw time series. In the WTS transformation, the acoustic signal was decomposed by filtering the time series signal using a constant-Q wavelet filter bank. Different layers of wavelet convolution transform the signal into scattering coefficients consistent of multiple orders. The second-order scattering coefficients (WTS2), representing larger-scale acoustic structures like amplitude and frequency modulation (Andén and Mallat, 2014), were taken as features.

Second, for spectral envelope features: two types of acoustic features were derived from all vocalization samples to comprehensively capture acoustic properties representing vocal configurations:

1. The mel-frequency cepstral coefficients (MFCC) are cepstral representations of the audio sample that concisely describe the overall shape of a spectral envelope as perceived by human. While the MFCC has been the state-of-the-art of speech recognition, representing configurations of the vocal tract in speech, it has also been used to represent configurations of the vocal tract across other mammalian species, including primates (Fedurek et al., 2016). The MFCC is also a good representation of the syringeal properties of birds (Cheng et al., 2012). We derived the MFCC using the mfcc function of the Audio Toolbox in MATLAB, with analysis windows that spanned 50 ms and overlapped with adjacent analysis windows for 25 ms. This function first took the spectrum of the data in each analysis window using the Fourier transform, and then filtered the powers of the spectrum through a mel filter bank, linearly spaced across the first 10 triangular filters and logarithmically spaced in the remaining filters. The amplitude of the discrete cosine transform of the logged mel-transformed spectral powers were taken as the MFCC, and concatenated across all analysis windows for each vocalization sample.

2. The fist-order scattering coefficients (WTS1) were features derived from WTS representations described in the previous section; these capture the spectral envelope of sounds which are related to segmental features (i.e., consonants and vowels) (Andén and Mallat, 2014).

Third, for pitch features, fundamental frequency (f0) contour for each vocalization sample were derived to represent how pitch varies across the duration of the vocalization. For each vocalization sample, a raw f0 contour was first derived using the pitch function of the Audio Toolbox in MATLAB. f0 values of the contour were estimated using a Normalized Correlation Function algorithm (Atal, 1972), with analysis windows that spanned 50 ms and overlapped with adjacent analysis windows for 25 ms, and were taken as pitch features.



2.3. Machine Learning Classification Pipeline

A total of four sets of classification models were performed, each designed to classify vocalizations that do (+cognition) and do not (−cognition) support object categorization, from the vantage point of 4-month-old English-acquiring infants (Ferry et al., 2010, 2013; Perszyk and Waxman, 2016, 2019; Woodruff Carr et al., 2021b). We first performed classifications using all classes of features combined together in a single inclusive model (full model). Performance of the full model will identify whether these acoustic properties distinguish vocalizations that support infant cognition from those that do not. We then performed three more specific classifications, each using one of the three feature classes (i.e., spectral envelope, rhythmic, or pitch features). Performance of these models will identify which classes of acoustic features, if any, successfully distinguish vocalizations that support cognition from those that do not.

Since the number of vocalizations varied across types (see Table 1), a Monte Carlo cross-validation (MCCV) procedure was performed to avoid imbalanced classification. The MCCV involved an undersampling procedure which randomly selected 120 vocalization samples each from those that do (English, German, and Lemur vocalizations) and do not (Cantonese and Zebra Finch vocalizations) support cognition (i.e., a total of 240 samples). Each type of vocalizations was represented equally in the two classes (i.e., 60 Cantonese, 60 Zebra Finch vocalization, 40 English, 40 German, and 40 lemur vocalization samples). The 240 samples were then split into training and testing sets with stratified sampling in a 75:25 ratio. The MCCV also allowed us to minimize optimistic bias in the classification (Raschka, 2018) so as to objectively evaluate its performance. 100 iterations of MCCV were performed.

In each iteration of MCCV, a principal component analysis (PCA) was first performed on the input acoustic features of the particular model, so as to reduce the dimensionality of the data. PCA was performed only on the training set to avoid data leakage. Principal component (PC) scores that collectively explain 95% of total variance of the training set was selected as training features for subsequent classification, whereas acoustic features from the test set were separately transformed into PC scores using the transformation matrix of the PCA results.

Classification was then performed using an ensemble modeling approach of ML, which selected the optimal classifier for the particular MCCV sub-sample, out of a classifier array of: (1) LASSO, (2) decision tree (DT), (3) support vector machine (SVM), (4) ridge regression (Ridge), and (5) Naïve Bayes (NBC). The selection of the optimal classifier was performed using a nested four-fold cross-validation procedure, which further divided the test set into four-folds. The five classifiers were trained using three out of the four-folds of the data to classify vocalizations that do and do not support cognition, while being blind to the actual specific vocalization type (i.e., language or non-human species). The training of these classifiers was then validated on the remaining fold. The process was repeated four times until all four-folds were validated. To maximize classification performance, hyper-parameter tuning for each classifier was also performed during the same nested cross-validation procedure using a grid search approach, which repeated the training and validation using all combinations of the following hyper-parameters: (1) LASSO (λ:{0.1,1,10,100}); (2) DT (minimum leaf size, 10 intervals in the log-scaled range between 1 and 67); (3) SVM (C: {0.01,0.1,1,10}; Kernel: {linear, rbf}); (4) Ridge (λ:{0.1,1,10,100}); (5) NBC: normal, kernel NBC). The combination of classifier and hyper-parameters which achieved the highest accuracy on the validation across the four-folds were selected as optimal. The optimal classifier and hyper-parameters were then used for training on the whole training set, and were then used to predict the labels of the test set. Based on such prediction, metrics of classification performance were computed, namely (1) Area Under the Curve (AUC) of a Receiver Operating Characteristics curve, (2) prediction accuracy (ACC), (3) sensitivity, and (4) specificity. Overall performance of each model was computed by averaging the AUC, ACC, sensitivity, and specificity values of all 100 MCCV iterations.

Schema of the MCCV and nested cross-validation procedure is visualized in Figure 1.


[image: Figure 1]
FIGURE 1. Nested Cross Validation Schema: training classifiers to classify +cognition vs. -cognition vocalizations. Step 1: In each of the 100 outer Monte Carlo Cross Validation iterations, we used an undersampling procedure to randomly select a total of 240 vocalizations from those that do (+cognition) and do not (-cognition) support cognition. Each type of vocalization was represented equally within the two classes (i.e., 60 Cantonese, 60 Zebra Finch vocalization, 40 English, 40 German, and 40 lemur vocalization samples). The 240 samples were then split into training and test sets with stratified sampling in a 75:25 ratio. Step 2: A principal component analysis (PCA) was performed on the input acoustic features (see Section 2.2) of the training set. Principal components (PCs) with scores that collectively explain 95% of total variance of the training set were selected as training features. Acoustic features from the test set were transformed into PC scores using the PCA transformation matrix calculated on the training data only. Step 3. An inner four-fold cross-validation procedure was performed to selected the optimal classifier type and parameters. We divided the training set into four-folds, and trained different combinations of classifier type and parameters using three out of the four folds of the data. The resulting models were validated on the remaining held-out fold. The process was repeated for four iterations with a different heldout fold each time. The combination of classifier type and parameters that achieved the highest accuracy in the inner cross-validation were selected as optimal. Step 4: The optimal classifier and parameters were then used for training on the whole training set. Step 5. The model from Step 4 was validated by predicting the +cognition or -cognition labels of the test set from step 1, after being transformed in step 2. The numbers calculated in Step 5 are reported in Table 2.


Performance of each model was further evaluated using a permutation approach, which involved randomizing the classification labels (+cognition vs. −cognition) while repeating the classification 1,000 times in each of the 100 MCCV sub-samples. The percentage of AUC values across all 100,000 permutations (1,000 randomizations × 100 MCCV iterations) which was equal to or higher than the actual mean AUC value was taken as the p-value of the model.

All machine learning procedures were performed in MATLAB, using classifier and hyperparameter tuning, and PCA functions provided by the Statistics and Machine Learning Toolbox.




3. RESULTS

Classification metrics are presented in Table 2. Figure 2 presents the confusion matrices on the percentage of each type of vocalizations being classified as those which do and do not support object categorization across the four models, from the vantage point of 4-month-old English-acquiring infants.


Table 2. Classification results, expressed as median area-under-the-curve (AUC) values, Sensitivity, Specificity, and Accuracy for each model.
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FIGURE 2. Confusion Matrices: classification of English, German, Lemur, Cantonese, and Zebra Finch vocalizations into classes of vocalizations that do (+Cognition) and do not (-Cognition) support object categorization.


The full model performed successful classifications, achieving an AUC of 0.9030, ACC of 0.8913, sensitivity of 0.8937, and specificity of 0.8890. It also achieved statistical significance, as per the permutation test on AUC (p < 0.001). This is consistent with the possibility that there are acoustic properties, present at the surface among human language and non-human vocalizations, that contribute to the identification of candidate links to cognition.

The rhythmic model achieved robust classifications, with an AUC of 0.9939, ACC of 0.9682, sensitivity of 0.9717, and specificity of 0.9647. It was statistically significant, as per the permutation test on AUC (p < 0.001).

Classifications in the spectral envelope model were also robust, achieving an AUC of 0.9955, ACC of 0.9807, sensitivity of 0.9827, and specificity of 0.9787. Its AUC value also achieved statistical significance (p < 0.001).

These results may suggest that both rhythmic and spectral envelope features are among acoustic properties shared by human languages and non-human vocalizations which may be identified as candidate links to cognition.

In contrast, although the pitch model also achieved statistical significance (p < 0.001), its AUC of 0.6287 is indicative of “poor classification” (Hosmer et al., 2013). Its poor performance is also indicated by its near chance-level ACC (0.5898) and specificity (0.5093), although its sensitivity (0.6703) is slightly above chance. These results challenge our prediction that pitch may also play a role in identifying candidate links to cognition among human languages and non-human vocalizations.



4. DISCUSSION

The current study was designed to harness the power of a supervised ML approach to address a fundamental developmental question: Which acoustic features, if any, are available on the surface of human and non-human vocalizations to support very young infants in identifying which vocalizations might serve as candidate links to cognition. Focusing on three classes of acoustic information (rhythmic, spectral envelope, and pitch), we asked (a) whether ML models could be trained to perform classifications that reliably distinguish vocalizations that support cognition from those that do not, and (b) whether rhythm or other any other class(es) of acoustic information was sufficient to support that classification.


4.1. Full Model

Consider first, the performance of full model. This model, which used rhythmic, spectral envelope, and pitch features combined, successfully classified vocalizations that support infant cognition from those that do not. This success held up both for human languages and non-human vocalizations. It should be noted that our models were supervised to utilize just some of the acoustic features, if any, that are common among vocalizations that support cognition to perform classification. Therefore, the success of the classification does not implicate that English and German resemble lemur vocalizations more than Cantonese overall acoustically. Instead, this successful classification, especially in the face of the considerable acoustic variability across these vocalizations, suggests there are indeed some common acoustic features, available on the surface of human and non-human vocalizations which support very young infants in identifying which vocalizations might serve as candidate links to cognition.

We turn next to test which class(es) of acoustic properties might best signal these candidate links.



4.2. Rhythmic Model

The rhythmic model, like the full model, achieved robust classification, successfully distinguishing vocalizations that do, and do not, support cognition from the vantage point of a 4-month-old English-acquiring infant (i.e., English, German, and lemur vocalizations vs. Cantonese and zebra finch vocalizations).

This outcome is consistent with robust evidence of the importance of rhythmic properties in human languages and non-human vocalizations. It also mirrors the behavioral evidence regarding infants' earliest links to cognition (Perszyk and Waxman, 2019).

Especially intriguing is that the new evidence, reported here, is consistent with proposals of parallels between rhythmic features instrumental to both human and non-human vocalizations (Ramus et al., 2000; Tincoff et al., 2005; Ravignani et al., 2019). From an acoustic perspective, non-human animals' sensitivity to rhythm is well-documented (Ravignani et al., 2019). Moreover, parallels in “babbling” of infant bats and humans suggest that rhythmic motor activity may be foundation for basic rhythmic structures across mammalian vocalizations (Knörnschild et al., 2006; Ravignani et al., 2019). In addition, human and non-human animals alike demonstrate neural entrainment to rhythm in vocalizations (Patel et al., 2009; Schachner et al., 2009). In humans, these neural oscillations are essential to identifying linguistic structure (Poeppel and Assaneo, 2020). Neural entrainment appears to be subserved by the frontostriatal brain circuitry in both humans and non-human animals, suggesting that it is not language specific (Kotz et al., 2018). This observation raises the intriguing possibility that for infants as young as 3- or 4-months of age, who cannot yet parse individual words from the ongoing sound stream, rhythm provides an entry point for identifying candidate links to cognition by establishing an early template according to infant's native rhythmic properties. Auditory signals that may conform to this native rhythmic template, such as speech from rhythmically similar foreign languages or even non-human vocalizations, may therefore be initially linked to cognition.

Indeed, we suspect that this early native rhythmic template may engage attentional mechanisms in such a way as to support infants' precocious language-cognition link. There is considerable evidence that rhythm engages infant attention (Jusczyk et al., 1993; Sansavini et al., 1997; Höhle et al., 2009; Räsänen et al., 2018) and that attention to speech rhythm is crucial to the acquisition of language (Gervain et al., 2021), highlighting distinct linguistic elements and relations among them (Soderstrom, 2007; Spinelli et al., 2017). But even more to the point, listening to their native language and to lemur vocalizations engages infants' attention neurally, as indexed by 4–9 Hz neural oscillatory activities (Woodruff Carr et al., 2021a). This rhythm-sensitive heightened attention may be a mechanism that supports infants' identification of which signals are candidate links to cognition. Additional work is required to clarify how attentional mechanisms and rhythmic properties guide infants as they discover the language-cognition link.



4.3. Spectral Envelope Model

The results of the ML model reported here suggest that information in the spectral envelope also yielded robust classifications. This outcome, although unanticipated, suggests that spectral envelope properties successfully classified vocalizations that support infant cognition from those that do not. This is interesting because spectral envelope features richly represent acoustic properties of speech segments (Mogran et al., 2004; Andén and Mallat, 2014) that young infants may not yet represent. Infants' sensitivity to spectral properties appears to emerge later than their sensitivity to rhythmic features (Kuhl and Rivera-Gaxiola, 2008; Werker, 2018). Thus, the current ML results may best be interpreted to suggest that spectral envelope features, whenever they do become available to infants, may be among those infants use to identify candidate links to cognition.

The success of the spectral envelope model in classifying the non-human vocalizations is not unexpected. Spectral envelope features represent vocal configurations across species (Mogran et al., 2004; Fedurek et al., 2016). For example, the physiologic distinction laryngeal (human and non-human primates) and syringeal (birds) vocalizations may be represented acoustically in spectral envelope features in the model. This raises an intriguing possibility: that infants' earliest links to cognition reflect an evolutionarily ancestral route, one that confers cognitive advantage through primate-general attentional mechanisms (Perszyk and Waxman, 2018).

The surprising success of the spectral envelope model certainly opens new avenues for investigation. For example, in future work, it will be important to assess whether lemur vocalizations have the same facilitative effect on categorization in infants acquiring languages, like Cantonese, with both segmental inventories (hence spectral envelope features) and speech rhythm that differ systematically from those of English. Meanwhile, it remains an open question whether there are other aspects of spectral envelope properties potentially common between Cantonese and lemur vocalizations, both as mammalian laryngeal vocalizations. One intriguing possibility is that lemur vocalizations do confer some cognitive advantage to Cantonese-acquiring infants, but perhaps less robustly without lemur vocalizations conforming to the rhythmic template of Cantonese. Delineating these possibilities would further shed light on the mechanistic nature of the pathway that enables infant's earliest links to cognition.



4.4. Pitch Model

Pitch features, which like rhythm are also related to prosody, yielded surprisingly low classification performance. This suggests that there may be few, if any, surface pitch-relevant acoustic properties that distinguish between vocalizations that do and do not support cognition, despite that pitch is one of the most prominent features of infant-direct speech (Hilton et al., 2022) also known to engage infant's attention (Sullivan and Horowitz, 1983). There are several possible accounts for this outcome. First, it may be related to the broad acoustic variability in our corpus. After all, lemur vocalizations have higher average pitch and broader pitch range than human vocalizations (Woodruff Carr et al., 2021b). Alternatively, this may reflect a limitation more particular to our corpus. We were only able to capture the f0 contour to represent speech intonation and pitch properties of vocalization in the current models. As a result, we may have failed to capture the more dynamic intonational properties of these signals. The limited amount of information represented in the f0 contour as compared to rhythmic and spectral envelope features may also have hindered classification performance from a computational perspective. Addressing this question will require additional work that incorporates a broader and more dynamic set of measures that tap into more fine-grained vocalic properties of both human and non-human vocalizations.



4.5. Limitations and Future Directions

The ML approach invoked here suggests that there are indeed certain acoustic properties, present in the surface of human and non-human vocalizations, that are available, in principle, to support infants' identification of which vocalizations link to cognition.

This outcome, important in itself, raises new questions for future work. For example, it will be important to discover whether, as infants forge their earliest links to cognition, they use the same mechanisms, or different ones, in identifying candidate human languages and non-human vocalizations. There is reason to suspect that there may be two distinct routes, one governing the links from language and another governing the candidate links from non-human vocalizations (Owren et al., 2011; Perszyk and Waxman, 2018). First, cross-species neurophysiological work has identified two neural pathways in response to human vocal communication: a subcortical pathway shared among human and non-human primates for affective vocalizations, and another cortical pathway that appears to be specific to humans for speech (Owren et al., 2011; Ackermann et al., 2014). Second, neural and behavioral evidence from 4- to 6-month-old English-acquiring infants is consistent with the possibility that there are two distinct routes (Ferry et al., 2013; Perszyk and Waxman, 2019; Woodruff Carr et al., 2021b). To examine this hypothesis, it will fruitful for future studies to apply a ML approach separately on human languages and non-human vocalizations, as well as modeling from the vantage points of infants acquiring a language other than English. Doing so will not only merely require a larger database of human and non-human vocalizations, but crucially broader empirical behavioral evidence delineating natural classes of human and non-human vocalizations that do and do not support cognition, from the vantage points of infants acquiring different varieties of languages.

While future modeling would benefit from an expansion of empirical evidence, results of the current model nevertheless shed light on future directions of empirical studies on infants' language-cognition link. Indeed, the features identified in the current models may not represent veridically the acoustic features actually utilized by infants as they evaluate candidate links to cognition. Nevertheless, future studies could target rhythm and spectral envelope features to manipulate in the stimuli in object categorization experiments (e.g., testing with low-pass filtered vocalizations or speech chimera), so as to pinpoint acoustic properties infants utilize to evaluate candidate links to cognition empirically. Further, by testing vocalizations of a larger variety of mammalian and non-human primate species, future studies could also shed light on the extent to which the link governing non-human vocalizations and cognition in young infants is modulated by the etiological distance between the animal and humans, so as to examine the hypothesis that the link governing non-human vocalizations and cognition is an ancestral pathway that reflects the residue of evolution (Perszyk and Waxman, 2018).




5. CONCLUSION

The current results offer support for the proposal that rhythmic and spectral envelope features, available in the input of human language and of non-human linguistic vocalizations, may guide infants in identifying which signals are candidate links to cognition. This in principle evidence, important in itself, is also consistent with the possibility that infants' earliest links to cognition may be subserved by their sensitivity to rhythmic and spectral envelope properties of sounds.
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Interpersonal synchrony – the tendency for social partners to temporally co-ordinate their behaviour when interacting – is a ubiquitous feature of social interactions. Synchronous interactions play a key role in development, and promote social bonding and a range of pro-social behavioural outcomes across the lifespan. The process of achieving and maintaining interpersonal synchrony is highly complex, with inputs required from across perceptual, temporal, motor, and socio-cognitive domains. In this conceptual analysis, we synthesise evidence from across these domains to establish the key components underpinning successful non-verbal interpersonal synchrony, how such processes interact, and factors that may moderate their operation. We also consider emerging evidence that interpersonal synchrony is reduced in autistic populations. We use our account of the components contributing to interpersonal synchrony in the typical population to identify potential points of divergence in interpersonal synchrony in autism. The relationship between interpersonal synchrony and broader aspects of social communication in autism are also considered, together with implications for future research.
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INTRODUCTION

The tendency for social partners to temporally co-ordinate their behaviour, known as interpersonal synchrony (IS), is a common feature of social interactions (Bernieri et al., 1988; Delaherche et al., 2012). It is sometimes the product of conscious effort, such as when we shake hands, high five, or dance together. It may also arise spontaneously: social partners might fall into step (Zivotofsky and Hausdorff, 2007), align their postural positions (Shockley et al., 2003; Gaziv et al., 2017), or entrain their body movements (Hadar et al., 1984) or facial expressions (Louwerse et al., 2012). IS may display rhythmical properties (e.g., walking in step; nodding), but equally may be less structured in nature (e.g., sporadic gestures or postural adjustment). Although IS may arise via a broad range of behavioural processes including gesture, gaze, facial expression, speech, and vocalisation, the current review is focussed on the synchrony of non-verbal behaviours. Temporal co-ordination of social behaviour emerges shortly after birth (Condon and Sander, 1974; Dominguez et al., 2016) and becomes more temporally accurate, more complex, and less reliant on adult facilitation during infancy (Hilbrink et al., 2015; Meyer and Hunnius, 2020). Mother-child IS is believed to positively influence self-regulation and empathy, and to promote later cognitive, social and emotional development and secure attachment relationships (Harrist and Waugh, 2002; Feldman, 2007; Evans and Porter, 2009). Throughout the lifespan, IS serves as a social signifier and promotes various social outcomes, including increased affiliation (Hove and Risen, 2009; Tunçgenç et al., 2015), rapport (Vacharkulksemsuk and Fredrickson, 2011), bonding (Tarr et al., 2015; Tunçgenç and Cohen, 2016), helping (Tunçgenç and Cohen, 2018), and co-operation (Rabinowitch and Meltzoff, 2017). Such effects are present both when IS is spontaneous and when it is intentional, although there is mixed evidence as to whether they are enhanced when partners share an intention to co-ordinate (Reddish et al., 2013; Howard et al., 2021). The full range of social outcomes arising from IS has been documented in recent reviews (Rennung and Goritz, 2016; Vicaria and Dickens, 2016; Mogan et al., 2017; Cross et al., 2019; Hoehl et al., 2021).

Difficulties with social communication and social interaction, including with non-verbal communicative behaviour and building and maintaining relationships, are hallmarks of autism (American Psychiatric Association, 2013). As such, there has been particular interest in how autistic people engage in and experience IS (McNaughton and Redcay, 2020). Evidence indicates that IS is less accurate and/or less frequent in interactions involving autistic people, in both spontaneous (Marsh et al., 2013; Fitzpatrick et al., 2016; Kaur et al., 2018; Georgescu et al., 2020; Zampella et al., 2020) and intentional (Fitzpatrick et al., 2016) contexts. Several studies have found an association between lower levels of IS and higher levels of autistic traits (Brezis et al., 2017; Cheng et al., 2017; Fitzpatrick et al., 2017b; Zampella et al., 2020; Granner-Shuman et al., 2021; although cf. Kaur et al., 2018). There is also some evidence that the social significance of IS may be attenuated for many autistic people (Koehne et al., 2016).

IS emerges as a function of multiple mechanisms operating in concert with each other (Konvalinka et al., 2010; Delaherche et al., 2012; Mills et al., 2019; McNaughton and Redcay, 2020). However, research commonly focuses on the role of individual mechanisms, such as attention (e.g., Temprado and Laurent, 2004; Richardson et al., 2007), perceptual processing (e.g., Noel et al., 2018), motor behaviour (e.g., Hart et al., 2014; Monier and Droit-Volet, 2019) and social factors (e.g., Kirschner and Tomasello, 2009; Lumsden et al., 2012; Honisch et al., 2021). To better understand IS there is a need to synthesise findings from across the perceptual, sensorimotor, social and cognitive domains. Understanding how the component processes underlying IS operate together is also necessary for understanding why IS manifests differently in autism. In addition to core differences in social functioning, differences between autistic and typical populations have been observed across domains relevant to IS, including attention (Frazier et al., 2017; Hedger et al., 2020), temporal perception (e.g., Allman and Falter, 2015); perceptual processing (e.g., Feldman et al., 2018; Meilleur et al., 2020), and motor behaviour (e.g., Fournier et al., 2010). Therefore, characterising IS in autism necessarily requires a holistic understanding of how differences in functioning across multiple underlying processes operate together.

The first part of this conceptual analysis begins with a synthesis of the key component mechanisms that contribute to IS (Figure 1), including an exploration of how such processes interact, and the factors that may moderate their operation. Where useful, we additionally draw on the related concepts of imitation and joint action. Imitation, like IS, involves behavioural matching in form, albeit not in time (Hove and Risen, 2009; Catmur and Heyes, 2013). Joint action involves the conscious co-ordination of complimentary behaviour to achieve a shared goal (Sebanz et al., 2006). The parallels between these two phenomena and IS mean that their underlying processes can shed light on the role of equivalent processes in IS. The second part of this conceptual analysis describes how each of the identified component mechanisms operates in autism, and considers the extent to which differences in the functioning of these mechanisms may explain differences in IS. In considering each mechanism not only individually but also as part of a wider system, we aim to build an understanding of how relevant mechanisms collectively underpin reduced IS in autism.
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FIGURE 1. Schematic illustration of the components of non-verbal interpersonal synchrony, as discussed in this review.




PART 1: INTERPERSONAL SYNCHRONY IN THE TYPICAL POPULATION


Social Orienting

In order for an individual to synchronise their movements with an external stimulus, they must have perceptual access to the stimulus (Richardson et al., 2007; Oullier et al., 2008; Miyata et al., 2017; Oh Kruzic et al., 2020). Perception of the stimulus, in turn, requires that sufficient attentional resources are allocated to it (Aubin et al., 2021). In the case of IS, the relevant stimulus is one’s interaction partner. During social interaction, the perception of one’s partner and their movements is facilitated by an inherent tendency to orient toward social stimuli, that is, the inherent preferential allocation of visual attention to social rather than non-social cues (Fletcher-Watson et al., 2008; Gluckman and Johnson, 2013; Leppanen, 2016; Rösler et al., 2017). Experimental manipulation of the extent to which partners are oriented toward each other has demonstrated its importance in facilitating IS. Partners spontaneously synchronised their movements at above chance levels when looking directly at each other, but not when they had only peripheral visual access to each other (Richardson et al., 2007).

It is also important to consider what aspects of a social partner’s behaviour are particularly informative. The direction of a partner’s gaze and the kinematic cues provided by their limb movements convey information about their future movements (Sartori et al., 2011; Ansuini et al., 2014; Khoramshahi et al., 2016), particularly where the end of point of an action is otherwise unclear (Fulceri et al., 2018). Such cues are likely to facilitate both spontaneous and intentional IS. Mutual gaze between partners may also support the emergence of IS. Although there is no direct evidence that mutual gaze plays a role in IS, mutual gaze is considered to facilitate social engagement, and is known to promote spontaneous partner imitation (Wang and Hamilton, 2012; Prinsen et al., 2017). The shared element of behavioural matching in IS and in imitation suggests that mutual gaze may have a similar role in promoting IS.

Flexibility in attending to social cues is another key consideration for effective IS. Naturalistic interactions almost always contain multiple social cues, occurring either simultaneously or in quick succession. To capitalise on their predictive value, it seems likely that attention must be flexibly directed and redirected toward relevant cues. A further consideration is that social cues often consist of limb or whole-body movements, which are inherently dynamic. For example, in order for a handshake to be successfully synchronised, each partner must match their eye movements to the movement of the other’s hand, such that the motion of the other partner is efficiently tracked via smooth pursuit (Johnson et al., 2016). In summary, social orienting is a core process necessary for IS to take place. Dynamically attending to a partner’s behavioural cues, particularly kinetic and eye gaze cues, is likely to be the specific means by which attending to a social partner supports IS.



Multisensory Processing

Interacting with a social partner is a multisensory experience, involving the integration of social information delivered via multiple modalities. Sensory inputs from two or more modalities that occur with sufficient temporal proximity are perceptually combined via multisensory integration (Alais et al., 2010; Murray et al., 2016). There is evidence that efficient multisensory integration supports IS. For example, synchronisation of both fine and gross motor activity was achieved with significantly greater accuracy when multisensory stimuli were available, as compared with when stimuli were unisensory only (Elliott et al., 2010; Su, 2014; Wright et al., 2014; Khan et al., 2020). Further, increased multisensory acuity was significantly associated with increased spontaneous IS (Noel et al., 2018). Multisensory integration of social information is likely to support IS in a number of ways. First, it likely enhances the perceptual cohesion and salience of the behaviour (Bahrick and Todd, 2012) with which synchrony is to be achieved. Second, the combination of information from multiple streams enables the individual to make enhanced statistical predictions about the stimulus (Elliott et al., 2010). Third, multisensory integration may promote perception action coupling, whereby audio-visual cues are likely to engage the observer’s own sensorimotor system more than single modality cues, which then simulates the observed movement as a means of predicting its ongoing trajectory (Su, 2014). Fourth, in addition to supporting the processing of incoming social stimuli, multisensory integration is likely to support the effective planning, monitoring and adjustment of one’s own actions, which requires the effective integration of visual and proprioceptive information about one’s own motor behaviour (Foster, 2019). Overall, therefore, efficient multisensory processing is a core process that likely supports effective IS via multiple pathways.



Action Prediction

A defining feature of IS is that partners move together simultaneously. In order to achieve this, a partner’s movements must be anticipated, both spatially and temporally (Sebanz and Knoblich, 2009; Meyer and Hunnius, 2020; Gvirts Probolovski and Dahan, 2021), rather than merely reacted to. The tendency to make spontaneous, online predictions about the actions of others is present throughout the lifespan (Flanagan and Johansson, 2003; Reddy et al., 2013; Sebanz and Knoblich, 2021), and is likely influenced by low level kinematic information (Ansuini et al., 2014) and gaze cues (Khoramshahi et al., 2016), as well as higher-level cognitive processes, such as assessing a partner’s likely intentions in light of other contextual information (Falck-Ytter, 2012). A number of studies suggest a role for action prediction in intentional IS. For example, participants who displayed more accurate temporal prediction in a solo task showed significantly greater accuracy and stability of synchronisation during a joint finger tapping task (Pecenka and Keller, 2011). Similarly, toddlers who made more temporally accurate predictions in an observation task moved with greater temporal stability during a joint action task with a partner (Meyer et al., 2015). Thus, the evidence suggests that being able to form accurate predictions about a partner’s movements is a core process facilitating intentional IS. There is no direct evidence as to how action prediction abilities inform spontaneous IS. However, some form of prediction must necessarily occur in order for behaviour to become temporally aligned (Gvirts Probolovski and Dahan, 2021). Further research is required to establish exactly how predictions are made and integrated with other component processes in the context of spontaneous IS.



Motor Behaviour

In addition to anticipating the movement of a partner, it is necessary to plan and execute one’s own complimentary movement sequence, both temporally and spatially. The ability to synchronise simple motor movements with an external stimulus is limited in young children, partly by a relatively limited capacity to adapt motor behaviour to the tempo of an external stimulus, but develops during childhood (Drake et al., 2000; McAuley et al., 2006; Monier and Droit-Volet, 2018) as a function of developing motor skills (Monier and Droit-Volet, 2019). Immature motor skills are therefore believed to limit young children’s levels of IS (Trainor and Cirelli, 2015), although there is limited direct evidence as to the role of motor skills in IS in typical populations. In support of a role for motor planning in intentional IS, reduced performance on a motor planning task was significantly associated with reduced intentional IS in a hand movement task (Granner-Shuman et al., 2021). However, the contribution to IS of other aspects of motor abilities are yet unknown.

Just as motor skills are likely important to the achievement of IS, so too is the form of movement people tend to produce. People tend to display an “individual motor signature,” which is a distinct and stable pattern of movement that is personal to the individual in terms of direction, range and velocity of movement (Richardson and Johnston, 2005; Hart et al., 2014; Słowiński et al., 2016). Some individual motor signatures convey more predictive information than others (Koul et al., 2016), which is likely to make them easier to synchronise with. Further, evidence suggests that partners with similar individual motor signatures are better at predicting the timing of each other’s movements (Colling et al., 2014) and achieve a higher degree of co-ordination when moving together (Słowiński et al., 2016), relative to partners whose motor signatures are relatively dissimilar. As well as displaying individualised patterns of movement, people also tend to exhibit a preferred pace of movement, or spontaneous motor tempo (Delevoye-Turrell et al., 2014). Just as the (dis)similarity of partners’ motor signatures influences the degree of co-ordination they achieve when interacting, it seems likely that those with relatively similar spontaneous motor tempos would achieve higher levels of IS than those with relatively dissimilar motor tempos. In sum, interacting partners’ motor abilities, their natural movement patterns as well as, potentially, their relative pace of movement, all contribute to IS.



Monitoring and Adaptation

The component processes of IS have so far been considered independently. However, during dynamic real-world interactions involving both intentional and spontaneous IS, these processes are believed to be embedded together in a continuous feedback loop (Shamay-Tsoory et al., 2019; Gvirts Probolovski and Dahan, 2021). Specifically, it is proposed that predictions about a partner’s movement and one’s own plan to align with it are integrated into a forward model of the shared movement between partners. As motor commands are executed, “error monitoring” occurs, whereby both one’s own and one’s partner’s actual motor output is compared to the forward model. “Error detection” occurs when either partner’s actual movement does not match the generated prediction. Error detection precipitates “error correction,” where the predictive model and movement plan are updated (Shamay-Tsoory et al., 2019).

The component processes of IS, described above, may contribute to the effectiveness of the feedback loop in a number of ways. For example, effective error monitoring is likely underpinned by continued social orienting and dynamic attendance to behavioural cues. Further, error monitoring, in the context of IS, consists of detecting asynchrony between the actions of partners. Thus, perceptual sensitivity to the temporal alignment of events likely contributes to the achievement of IS. Error correction is likely to draw on action prediction and motor abilities. The effectiveness of the updating process also depends on how quickly it occurs (Vishne et al., 2021). The faster the internal model and movement plan can be updated and implemented, the more closely aligned partners’ behaviour will be over time. Efficient updating is likely to be critical in real-world social interactions, in which the form and speed of partners’ movements change over time, placing persistent demands on adaptive mechanisms.

The process of continuous mutual adaptation during IS, described by the above account, is supported by behavioural evidence. For example, dyads required to synchronise their finger tapping adjusted the time between their taps in opposite directions to one another, on a tap-by-tap basis (Konvalinka et al., 2010), suggesting that each partner continuously accounted for the pace of the other and modified the pace of their own tapping accordingly. During more complex interactions, there is evidence that partners spontaneously adapt both the spatial (Sartori et al., 2009; Candidi et al., 2015) and temporal (Vesper et al., 2011) qualities of their movements, so as to make them more predictable to their partner. The result of partners’ mutually adaptive behaviour is that they coalesce into a third movement pattern distinct from either of their individual motor signatures (Hart et al., 2014). Overall, this line of research emphasises that the perceptual and motor abilities of each partner operate within a dynamic context of bidirectional adjustment and adaptation.



Attentional Load

During a social interaction, attentional resources are subject to demands from multiple sources. For example, while partners process visual information about their partner they will also be processing the content of their conversation and making inferences about the other person’s mental state (Westra and Nagel, 2021). There may also be input from distractors in the environment (e.g., an interesting visual display or an overheard conversation), sensory input (e.g., feeling too hot or too cold), or other unrelated thoughts. The distribution of attention across multiple stimuli can influence the extent of intentional IS. Participants asked to synchronise arm movements were more accurate in their synchrony when attending to the task, compared to attending to a simultaneous reaction time task, or sharing attention across tasks (Temprado and Laurent, 2004). The extent to which distractors are present during real life interactions might similarly moderate levels of IS. However, it is notable that participants in this research were explicitly instructed to direct their attention away from IS-relevant stimuli. In real-world interactions, social cues are preferentially attended to (see the section “Social Orienting”) and processed preferentially even when not task-relevant (Lavie et al., 2003). Preferential processing of social stimuli may mean that intentional IS is relatively unaffected when distractors are present, or affected only when distractors are particularly salient.

From a different perspective, it has been proposed that spontaneous IS might itself arise as a means of minimising overall attentional load (Koban et al., 2019). When IS arises (either spontaneously or intentionally), a social partner’s actions are relatively similar in time and form to one’s own, such that they are easier to predict and require less effortful processing. This, in turn, is likely to mean that greater attentional resources are available for processing other stimuli. However, given that intentional IS is an effortful process whereas spontaneous IS is not, spontaneous and intentional IS may relate differently to attentional load (Aubin et al., 2021). Further research is required to determine how attentional load and IS influence each other each other during everyday interactions.



Social Context

A number of studies have considered the role of social context in synchronisation, with some finding evidence of greater synchronisation when participants synchronise with a social stimulus (such as another person) as compared with a non-social stimulus (such as a mechanical arm) (Kirschner and Tomasello, 2009; Honisch et al., 2021; Howard et al., 2021). One interpretation is that the very existence of a social context motivates individuals to synchronise (Kirschner and Tomasello, 2009; Yu and Myowa, 2021). An alternative interpretation is that the perceived engagement of a partner, rather than their mere presence, provides increased motivation to synchronise. This explanation is supported by evidence that participants synchronised more accurately with a social partner than with a non-social stimulus, even when a social partner was present in both conditions (Howard et al., 2021). Another possibility, however, is that social stimuli provide greater congruency with the action to be produced by the participant, relative to non-social stimuli (Honisch et al., 2021; Howard et al., 2021). Studies that employed identical social and non-social stimuli (e.g., computer based, auditory signals), apart from being described to participants as originating either from a human partner or a computer, found that rates of synchronisation were comparable between conditions (Koehne et al., 2016; Mills et al., 2019). This suggests that the fact that participants thought they were interacting with a social partner, as opposed to a non-social stimulus, provided no intrinsic motivational effect. However, where a partner’s actions are represented only by computer-based signals, the “presence” of the social partner is much less salient than in a more naturalistic interaction. This limited salience is a possible alternative explanation for lack of difference between conditions. Thus, the relative contributions of social context and physical congruency on IS remain unclear.

The studies described above considered whether social presence motivated synchronisation at the group level. An alternative approach is to examine how individual differences in trait levels of social motivation influence levels of IS. Using a self-reported measure of social motivation, participants classified as “pro-social” were found to spontaneously synchronise with a partner to a significantly greater extent than participants classified as “pro-self” (Lumsden et al., 2012), suggesting that higher social motivation at an individual level precipitates higher levels of IS.

The quality of the social relationships between partners may also affect IS. Partners with pre-existing affiliative relationships have been found to synchronise more than unfamiliar partners (Latif et al., 2014). Further, whether participants are positively or negatively disposed toward previously unfamiliar partners influences levels of IS. For example, participants spontaneously synchronised significantly more with partners they believed to be punctual (Miles et al., 2010), honest (Brambilla et al., 2016), and attractive (Zhao et al., 2015), relative to partners they believed to be tardy, dishonest, and unattractive, respectively. Collectively, the effects of social moderators on IS has led researchers to conclude that IS is influenced by the need or desire to make social connections with others (Lumsden et al., 2014; Hoehl et al., 2021) and serves as a means of co-constructing a social space (Cornejo et al., 2017).

Although there is relatively strong evidence that social context modulates IS, less is known about the mechanism by which it does so. One possibility is that the motivation to seek connection with a partner influences social orienting, such that the increased desire to connect with a partner increases attentional allocation to them (Lumsden et al., 2012; Gvirts and Perlmutter, 2020). Increased attention has been proposed to have cascading effects on other component processes, such as improved action prediction, leading to more accurate motor planning. Critically, the resulting behavioural alignment is thought to be experienced as rewarding, thus promoting continued mutual social attention and maintaining the integrity of the feedback loop described above (Kokal et al., 2011; Shamay-Tsoory et al., 2019; Gvirts and Perlmutter, 2020). Feelings of reward may arise because behavioural alignment leads to reduced processing demands (Koban et al., 2019; Shamay-Tsoory et al., 2019) but are also likely to be influenced by the social significance of the interaction to each partner. The extent to which IS is experienced as rewarding by each partner is therefore a likely further source of variation in levels of IS (Gvirts and Perlmutter, 2020; Gvirts Probolovski and Dahan, 2021).




PART 2 – INTERPERSONAL SYNCHRONY IN AUTISM

Converging evidence indicates that, on average, IS is reduced in autism (McNaughton and Redcay, 2020). Studies employing structured experimental tasks involving pendulum swinging (Fitzpatrick et al., 2016), chair rocking (Marsh et al., 2013), movement improvisation (Brezis et al., 2017) and gaze following (Liu et al., 2021) all found lower levels of IS when one of the interacting partners was autistic, relative to when both partners were non-autistic. A similar pattern of results has emerged from the analysis of naturalistic interactions. IS was reduced during a clinical diagnostic interview for adults who were subsequently given an autism diagnosis, compared to those who were not (Koehler et al., 2021). Similarly, conversations between dyads in which at least one partner was autistic were characterised by reduced IS, relative to conversations between typical dyads (Georgescu et al., 2020). In typical adults, higher levels of autistic traits within dyads were significantly associated with reduced spontaneous motor synchrony when partners walked and talked together (Cheng et al., 2017). Thus, there is a range of evidence suggesting reduced IS in autism. However, a substantial majority of studies that support this conclusion compared IS in mixed dyads (consisting of one autistic and one non-autistic partner) with IS in typical dyads. Relatively little is known about levels of IS in interactions between autistic people.

Additionally, a feature of many of the studies described above is that they involved a relatively sophisticated level of social interaction. By contrast, autistic and non-autistic participants achieved comparable levels of synchrony in an interaction in which the social, perceptual, and motoric content of the interaction was substantially reduced, in that it involved only the exchange of signals with an unseen partner via a computer button press (Koehne et al., 2016). Together with evidence that synchrony is reduced but still present at above chance levels in more complex interactions (Georgescu et al., 2020; Koehler et al., 2021), this finding suggests that a basic tendency to synchronise may be intact in autism. However, it is unclear which particular processes may account for the differences in IS during naturalistic social interactions. This section explores the potential points of divergence in IS between autistic and non-autistic individuals.


Social Orienting

Atypical social orienting has been proposed as one possible mechanism precipitating reduced IS in autism (Fitzpatrick et al., 2016; Brezis et al., 2017; McNaughton and Redcay, 2020). Recent meta-analyses have found that, on average, autistic individuals display reduced visual attention toward social stimuli relative to non-autistic individuals (Frazier et al., 2017; Hedger et al., 2020). However, there is also heterogeneity between studies, with a substantial number finding no differences in the tendency to visually attend to social stimuli (Frazier et al., 2017; Hedger et al., 2020). Further, a majority of studies examining social orienting involve passive viewing of stimuli, rather than social orienting during live interactions, which may prompt different patterns of gaze behaviour (von dem Hagen and Bright, 2017). There is less evidence of social orienting in autism during active engagement in an interaction. While some research reports an increased tendency amongst autistic individuals to visually attend to background information rather than to a social partner (Zhao et al., 2021), others have failed to observe such an effect (Canigueral and Hamilton, 2019). There is more substantial evidence that autistic people attend atypically to specific cues, with evidence, for example that mutual gaze (Jones and Klin, 2013; Vabalas and Freeth, 2016; Nyström et al., 2017; Hessels et al., 2018; McParland et al., 2021) and gaze following (Vivanti et al., 2011; Riby et al., 2013) are, on average, reduced in autism.

There is also evidence of heterogeneity within the patterns of social attending displayed by autistic people. For instance, while non-autistic participants viewing video footage of social interactions had highly predictable looking patterns, the gaze patterns of autistic participants were highly variable, and became less similar to typical gaze patterns with higher levels of autistic traits (Avni et al., 2020). Additionally, differences in social orienting may be moderated by gender, with evidence that autistic females and neurotypical individuals display comparable patterns of visual attention toward faces (Harrop et al., 2018; Harrop et al., 2019). However, autistic females are more likely than autistic males to employ strategies to display neurotypical social behaviour and/or compensate for social difficulties (Cook et al., 2021b). Thus, the moderating effect of gender in these studies may have resulted from female participants employing a learned strategy through which they consciously attend to faces (Harrop et al., 2019). Recent studies have also considered how social orienting proceeds over time during the course of an interaction. Autistic and non-autistic participants both displayed a high probability of initial visual attending to social stimuli, followed by a decline after several seconds. However, non-autistic participants were significantly more likely than autistic participants to return their visual attention to the social stimuli shortly afterward (Del Bianco et al., 2021; Hedger and Chakrabarti, 2021). Further, autistic children shifted their gaze in response to the gaze of a social partner significantly more slowly that non-autistic children (Liu et al., 2021). Longer latencies in gaze following are likely to reduce the extent to which relevant behavioural cues can be perceived and acted upon.

Overall, the evidence indicates that that some, but not all, autistic individuals are likely to demonstrate atypical social orienting, with patterns of visual attention to social stimuli unfolding differently over time. Given that social orienting facilitates IS in typical populations, it is likely that differences in social orienting over the course of an interaction play a role in reduced IS for some autistic individuals. Although there is currently no direct evidence to this effect, research in the related field of imitation provides some indicative support. For instance, reduced visual attention to a demonstrator by autistic children was significantly associated with reduced spontaneous imitation of the acts performed by the demonstrator (Gonsiorowski et al., 2015). Further, when explicitly instructed to pay attention to the features of an action, autistic and non-autistic participants imitated the action with an equivalent degree of accuracy (Gowen et al., 2020). Thus, atypical visual attention to a partner influences imitation in autism, and is likely to play an equivalent role in the context of IS.



Multisensory Processing

As discussed in Part 1, efficient multisensory integration of social stimuli is likely to support the emergence of IS. The balance of evidence suggests that autistic individuals demonstrate reduced multisensory acuity, reflected in an increased tendency to report relatively asynchronous visual and auditory stimuli as originating from the same source (Zhou et al., 2018; Wallace et al., 2020). This can potentially lead to inappropriate perceptual binding of incoming sensory stimuli and thus a less coherent picture of the immediate environment (Casassus et al., 2019), including IS-relevant social cues. However, a substantial minority of studies observe no difference in multisensory processing abilities between autistic and non-autistic participants (Feldman et al., 2018; Meilleur et al., 2020; Wallace et al., 2020). Possible explanations for this divergence include variation in the age of participants, with some researchers suggesting that maturation of multisensory integration is delayed in autism (Beker et al., 2018; Feldman et al., 2018). Additionally, there is more consistent evidence of differential multisensory processing when complex, speech-based stimuli are used, relative to simplified, non-social stimuli such as flashes and tones (Stevenson et al., 2014; Meilleur et al., 2020).

To our knowledge, only one study to date has examined the relation between multisensory processing and IS in autism, with autistic children displaying both reduced audio-visual multisensory acuity and reduced non-verbal synchrony, relative to typically developing children (Noel et al., 2018). However, the multisensory acuity of autistic children was not significantly associated with the amount of IS they displayed, potentially indicating that autistic participants did not make use of available audio-visual information to inform other component processes of IS (Noel et al., 2018).

As noted in relation to typical populations above, multisensory integration of proprioceptive and visual information may also be important in supporting IS, because it enables the effective monitoring of one’s own motor behaviour. There is evidence that overreliance on proprioceptive information leads to less efficient multisensory integration of proprioceptive and visual information in autism (Greenfield et al., 2015), and that this precipitates reduced accuracy in motor behaviour (Glazebrook et al., 2009; Haswell et al., 2009). However, there is no evidence, to date, of an association with reduced IS specifically.

Overall, there is evidence of atypical multisensory processing in autism, which is likely to contribute to reduced IS. However, further research is required to establish the extent of its contribution and its relationship with other component processes.



Action Prediction

Evidence from typical populations, as outlined in Part 1, indicates that IS is facilitated by accurately anticipating the spatial and temporal aspects of a social partner’s movement. In autism, several researchers have proposed that a generalised impairment in prediction underpins a variety of autistic traits (Sinha et al., 2014; Van de Cruys et al., 2014; Cannon et al., 2021), including reduced action co-ordination (e.g., Cerullo et al., 2021). There is evidence of atypical action prediction in autism, which potentially influences IS. For example, when observing the repeated actions of a cartoon character, autistic children generated fewer and less accurate spontaneous action predictions than non-autistic children (Schuwerk et al., 2016). In more naturalistic contexts, autistic individuals have displayed a reduced tendency to make spontaneous action predictions about others’ behaviour from both gaze (Pierno et al., 2006) and kinematic (Hudson et al., 2021) cues. Accuracy of action prediction may depend not only on the ability of the person making the prediction, but also on who is being observed (Cook, 2016). There is evidence that, when predicting the actions of another based on observing their movement kinematics, autistic people are better at predicting the actions of other autistic people than they are at predicting the actions of non-autistic people, and vice versa (Montobbio et al., 2022). This suggests that, when autistic and non-autistic partners interact, they may experience bidirectional difficulties with action prediction, potentially leading to difficulties in establishing and maintaining IS.

While action prediction difficulties are a plausible cause of reduced IS in autism, there is no direct evidence of this relation. However, there is evidence that atypical action prediction in autism contributes to reduced co-ordination in joint action, where two people co-ordinate their actions to achieve a shared goal. Autistic and non-autistic children coordinated equally well with an experimenter when predictive demands were minimised because the end point of an action was unambiguous. In contrast, when the experimenter’s movement had to be inferred from kinematic cues alone, autistic children were significantly impaired in their co-ordination (Fulceri et al., 2018). In the context of IS, many movements are likely to be non-transitive and thus lack a clear end point. Less frequent action prediction in autism, and less accurate action prediction, both by autistic people and their non-autistic social partners, may therefore contribute to reduced IS in autism.



Motor Behaviour

A key component of IS, described in Part 1, is the planning and execution of accurate and timely motor activity. Impairments in motor behaviour frequently co-occur with autism (for reviews see Fournier et al., 2010; Hocking and Caeyenberghs, 2017; Hudry et al., 2020; Zampella et al., 2021), and are therefore a plausible contributor to reduced IS in autistic populations. However, the evidence to support such a contribution is relatively limited. For example, a number of studies have assessed basic motor synchrony, typically by requiring participants to tap a finger in synchrony with a simple, repetitive stimulus. The results indicate that the ability to synchronise simple motor output with basic and non-social stimuli in autism is broadly intact (Koehne et al., 2016; Tryfon et al., 2017; Morimoto et al., 2018; Honisch et al., 2021; Vishne et al., 2021), or even enhanced (Edey et al., 2019).

Further, while there is some evidence of a positive association between motor abilities, assessed in an individual context, and IS (Brezis et al., 2017), the existence of such an association has also been found to depend on the particular tasks used (Fitzpatrick et al., 2017a). Other studies have failed to find a significant association between motor abilities assessed in a solo context and IS in autism (Kaur et al., 2018; Koehler et al., 2021). However, these studies used generalised measures of motor ability, rather than specific component processes of motor functioning (Gowen and Hamilton, 2013), such as motor planning, motor timing, and motor control. The heterogeneity in study outcomes may therefore reflect differential loading of motor tasks onto particular aspects of motor functioning. There is some evidence that motor planning may mediate the association between increased autistic traits and reduced IS (Granner-Shuman et al., 2021), but the role of specific component motor processes in IS in autism is otherwise yet to be explored. In sum, the evidence for an association between motor abilities and reduced IS in autism is mixed. Further research is needed to establish whether specific motor processes might be the key contributors.

An additional consideration in relation to motor behaviour and IS is the motor signatures of interacting partners. As outlined in Part 1, the degree of similarity between partners’ motor signatures affects the extent of IS (Hart et al., 2014; Słowiński et al., 2016). The movement patterns of autistic individuals tend to differ from those produced by non-autistic individuals (Bloch et al., 2019), including across gestures (Anzulewicz et al., 2016), head movements (Martin et al., 2018), and gait (Cho et al., 2022). The relative dissimilarity of individual motor signatures between partners may therefore lead to lower levels of IS in interactions between autistic and non-autistic people (Georgescu et al., 2020).



Monitoring and Adaptation

The IS-relevant processes described in this conceptual analysis are believed to be embedded in a feedback loop, which includes bidirectional monitoring and error correction (Konvalinka et al., 2010; Marieke Van der Steen and Keller, 2013; Shamay-Tsoory et al., 2019; Feniger-Schaal and Warzager, 2020), and facilitates adaptation of motor behaviour to bring about IS. Effective error monitoring likely depends partly on the extent to which interacting partners visually attend to their own and their partner’s behaviour. Atypical social orienting and attention in autism, as discussed above, may compromise this process. Additionally, because IS depends on the relative timing of partners’ behaviour, effective error monitoring also depends on effective detection of co-occurring behaviours (Shamay-Tsoory et al., 2019). The evidence regarding differences in perceptual sensitivity to the relative timing of stimuli in autism is inconclusive (Casassus et al., 2019; Meilleur et al., 2020), and there has been no exploration of whether autistic and non-autistic people differ in their perceptual sensitivity to IS during interactions. Thus the relevance of relative timing abilities for error monitoring in IS in autism is not yet well understood.

Following error monitoring, internal predictive models and motor plans must be efficiently updated (Shamay-Tsoory et al., 2019). Difficulties for autistic people with action prediction (Montobbio et al., 2022) as well motor planning (Granner-Shuman et al., 2021), both discussed above, are likely to be implicated here. As outlined in Part 1, the speed with which updating occurs is also an important consideration. There is evidence that the updating process may occur more slowly in autistic than in typical populations, resulting in lower levels of synchronous behaviour. For example, autistic participants took significantly longer to adjust their finger tapping when the pace of an isochronous stimulus changed, despite demonstrating comparable levels of synchronisation when the pace of the stimulus was constant (Vishne et al., 2021). This indicates that performance differences were attributable either to slower updating of the internal model, or slower incorporation of the model into updated movement plans (Vishne et al., 2021). Slow updating and error correction within the dynamic context of a social exchange are likely to result in difficulty both in establishing and in maintaining IS, and are therefore plausible contributors to reduced IS in autism.



Attentional Load

Substantial evidence suggests that attentional resources are atypically distributed in autism. Despite evidence of enhanced perceptual capacity overall (e.g., Remington et al., 2009; Bayliss and Kritikos, 2011), autistic people have been found to display reduced sensitivity to incoming information, narrowly focussed attention to particular stimuli, and difficulties disengaging from stimuli (for reviews see Allen and Courchesnel, 2001, and Keehn et al., 2013). Atypical patterns of attending are likely to lead to a reduction in the resources available for attending to social information relevant to IS, and lead to reduced IS as a result.

As discussed in Part 1, there is evidence that intentional IS is reduced with greater attentional load, through a diminished attentional capacity for IS-relevant stimuli (Temprado and Laurent, 2004). For autistic people, social interactions may involve multiple attention-demanding phenomena, which are not as exacting for non-autistic people. For example, the online process of understanding the mental states of a conversational partner is a relatively intuitive process for non-autistic people, but autistic people may need to engage in effortful compensatory strategies (Livingston et al., 2020). Autistic people may also engage in effortful behaviours aimed at masking autistic social tendencies, which could include suppressing repetitive behaviours, carefully monitoring their eye contact, or using behavioural rules or conversational scripts to guide social behaviour (Livingston et al., 2019b; Cook et al., 2021a,b). Attending to such strategies during conversation may deplete the attentional resources available to autistic people for attending to IS-relevant cues, leading to reduced IS during the interaction.

The influence of environmental distractors on IS may also be different for autistic people. Autistic people experience a range of unusual sensory experiences, including both hyper- and hypo- sensitivity to sensory features of the environment, as well as sensory seeking of preferred sensory experiences (American Psychiatric Association, 2013). These unusual sensory experiences can cause distress or distraction for autistic people (Robertson and Simmons, 2015) which may reduce their capacity for processing and attending to IS. Further, while neurotypical individuals preferentially process social stimuli even when attentional load from non-social stimuli is relatively high (Lavie et al., 2003), the same effect is not observed in autistic people (Remington et al., 2012). This evidence suggests that environmental distractors are more likely to result in reduced IS in autistic than in typical populations.

Further, it has been proposed that the emergence of spontaneous IS precipitates a reduction in attentional load, thus enhancing processing capacity for other stimuli (Koban et al., 2019). Given that lower levels of spontaneous IS are generally observed in autism, fewer attentional resources may be available for processing other social cues arising during the course of an interaction.

Overall, therefore, differences in attentional load and the way it is processed may influence IS in autism in a number of ways. Attentional resources for processing IS-relevant stimuli may be depleted by atypical distribution of attentional resources, the socio-cognitive demands of an interaction, the use of compensatory and camouflaging behaviour, or by atypical processing of the sensory environment. Further, autistic people may be relatively susceptible to distractor stimuli, leading to reduced intentional IS in autism as a result. Finally, lower levels of spontaneous IS in autism are likely to place relatively high attentional demands on autistic people, who are likely to experience a reduced capacity for processing other stimuli, including other social information, as a result.



Social Context

Autism is a condition characterised by atypical social communication, thus the social context is potentially highly relevant to differences in IS in autism. Differences in social orienting and in socially relevant attentional load during interactions, as well as their potential impact on IS, have already been considered above. A broader question concerns whether atypical social communication in autism leads to reduced IS; whether reduced IS may itself give rise to disrupted social communication; or whether there is a complex and bidirectional relationship between the two constructs.

In support of the former proposition, some researchers have proposed that social context is less relevant to autistic people because of a reduced desire to engage in social exchange and to forge social bonds (Chevallier et al., 2012). If social motivation were reduced in autism, this would be likely to have downstream effects on social communication including IS. Just as the desire for social connection is thought to drive IS in typical populations (Miles et al., 2010; Lumsden et al., 2012; Zhao et al., 2015; Brambilla et al., 2016), a reduced desire for social connections could drive reduced levels of IS in autism (Brezis et al., 2017). However, this account of reduced social motivation in autism has been challenged (Jaswal and Akhtar, 2019; Livingston et al., 2019a). There is evidence of substantial variation in levels of social motivation in autism (Garman et al., 2016; Sedgewick et al., 2016), as well as evidence to suggest that levels of social motivation are dissociated from social interaction outcomes (Morrison et al., 2020a). Further, it may be that social motivation is present but atypically expressed in autism (Jaswal and Akhtar, 2019; Livingston et al., 2019a). However, conventional markers of social motivation, such as eye contact (Akhtar and Jaswal, 2020), are themselves likely to facilitate IS (see above). It may be that the absence of such markers, rather than the absence of social motivation per se, plays a role in reduced IS for some autistic individuals.

The social context may also influence IS in autism because of elevated rates of social anxiety disorder among autistic people (Spain et al., 2018; Hollocks et al., 2019). People with social anxiety disorder display reduced IS relative to people without the disorder (Hessels et al., 2018). Several features of social anxiety disorder have been suggested as potential explanations for this reduction in IS, including reduced eye contact (Hessels et al., 2018), reduced non-verbal behaviour such as nodding or gesturing, and increased internally focussed attention (Asher et al., 2020). Elevated levels of anxiety may also precipitate increased levels of emotional arousal (O’Haire et al., 2015), which has been associated with faster motor output during an intentional synchronisation task (Monier and Droit-Volet, 2018). Thus, for autistic people, the contextual effect of increased anxiety or arousal during social situations may exacerbate any underlying differences in the component processes that contribute to IS.

It is also important to consider whether reduced IS may itself give rise to disrupted social communication over time. From a developmental perspective, it is possible that early difficulties with the perceptual and motor elements of IS initiate a developmental trajectory whereby early social interactions are experienced as less rewarding by autistic children, such that they are less likely to engage in social interaction. Less engagement would result in fewer opportunities to pick up on social cues and develop typical social skills. In turn, peers and caregivers may find asynchronous interactions with autistic children relatively less rewarding, leading to reduced social engagement from others, further reducing the opportunities for the development of typical social communication abilities (Delafield-Butt et al., 2019; Zampella et al., 2020). Thus, when considering the social context, the relationship between social communication difficulties and reduced IS in autism may in fact be developmental and bidirectional in nature. Longitudinal research is required to understand how these factors influence each other and relate to social communication difficulties over time.




DISCUSSION

IS is a significant and complex social process which contributes to positive social outcomes and to building social relationships throughout the lifespan. However, its underlying mechanisms and how they relate to one another are still not well understood. In Part 1 of this conceptual analysis, we synthesised a wide range of evidence outlining the contributions of social orienting, multisensory processing, action prediction, and motor planning and execution. We described how these mechanisms are believed to be embedded together in a feedback loop of error monitoring and correction, and reflected on the moderating effects of attentional load and social context. As well as discussing each component mechanism in turn, we also sought to draw out the interdependence between these constructs. A key feature of this interdependence is that one process is likely to have cascading effects on others, such that successful IS depends on each process providing appropriate input for the next. For example, successful action prediction depends in part on an individual’s predictive ability, but cannot take place unless relevant social information has first been gathered via efficient social orienting. In Part 2, we applied this understanding of the component processes of IS to consider the factors that might precipitate reduced IS in autism. We outlined evidence of atypical functioning in autism across a number of component mechanisms, and highlighted the variation in the extent to which the evidence supported a link between such divergence in functioning and reduced IS. Overall, however, it is likely that differences across multiple processes contribute to reduced IS in autism, with atypicality in any given process having potential downstream effects on other relevant mechanisms.

Although our analysis described the key component processes that contribute to IS in typical and autistic populations, it is not intended as an exhaustive account of every potential influence on IS. For example, our focus was on non-verbal IS and further consideration should be given to verbal and vocal IS, as well as the complex interplay between non-verbal and verbal IS. Additionally, age-related changes in component processes are likely to influence the extent to which IS occurs. As yet, however, little is known about how developmental timing differences in the emergence of these component skills, and how they vary within autistic and non-autistic populations, influence IS during development.

Similarly, consideration of the neural substrates of IS is likely to shed light on the mechanisms involved in IS. For example, motor cortex activity may play a role in facilitating synchronisation, with evidence of a positive association between levels of sensorimotor activity when observing a partner’s actions and more accurate synchronisation with the partner in finger tapping (Naeem et al., 2012), button pressing (Meyer et al., 2011) and drumming games (Endedijk et al., 2017). Further, increased activation of the motor cortex was observed where participants synchronised with a partner, but not where they synchronised with a non-social stimulus (Novembre et al., 2012), suggesting the motor cortex plays a specific role in facilitating synchronisation with a biological stimulus, rather than synchronisation with external stimuli more generally. Consideration of the neural underpinnings of each component mechanism of IS likely to enrich our understanding as to how IS arises – or is compromised – during social interaction.

Relatedly, synchrony between interacting partners is known to arise at a neural as well as behavioural level (Nam et al., 2020). While there is evidence that neural and behavioural synchrony tend to co-occur and are thought to be closely related (Dumas et al., 2010; Liu et al., 2018; Koban et al., 2019), the mechanisms and directions of influence are not yet fully understood. For example, inducing neural entrainment between partners via simultaneous transcranial stimulation of their motor cortices enhanced partners’ finger tapping synchrony (Novembre et al., 2017) and levels of IS in a naturalistic interaction (Pan et al., 2021), suggesting that behavioural synchrony may be preceded and induced by synchrony at a neural level. By contrast, partners who observed themselves acting with IS became neurally synchronised with each other (Levy et al., 2017). Thus, neural entrainment might also arise as a consequence of behavioural entrainment (Wass et al., 2020). Further research is required to understand the potentially bidirectional nature of the relations between these different aspects of synchrony. The relations between neural and behavioural synchrony may also inform our understanding of reduced IS in autism, with some evidence of a dissociation between the two in autistic children (Kruppa et al., 2021).

In the context of autism in particular, the influence of relational factors is also likely to be an important avenue for future research. Our analysis highlights emerging evidence that differences between interacting partners, such as divergent motor signatures and mutual difficulties in action prediction between autistic and non-autistic partners, can impact IS. Further relational considerations are also likely to be relevant. For example, non-autistic people may lack understanding of autistic social behaviour, which may precipitate reduced IS when autistic and non-autistic people interact. Non-autistic people may hold stereotypical assumptions about autistic people and their behaviour, for example, characterising autistic people as unfriendly or odd, or assuming that averted social gaze connotes a lack of social interest (Turnock et al., 2022). Such preconceptions may reduce their inclination to forge a social connection with autistic social partners (Sasson et al., 2017), leading to reduced IS within mixed dyads. Similarly, low levels of acceptance of autistic social behaviour by non-autistic people may impact the extent to which autistic people feel the need to engage in resource-intensive camouflaging behaviours (Livingston et al., 2019b), which may negatively impact on the attentional resources available for processing IS-relevant cues. Few studies to date have examined IS within autistic dyads (Georgescu et al., 2020, being a notable exception). Further investigation of how autistic people synchronise with other autistic people may advance understanding of relational factors and how they might impede IS in mixed interactions.

Future research should also consider the extent to which IS influences social bonding in autism, and its importance to building social relationships relative to other aspects of social behaviour. Existing evidence indicates that autistic people experience equivalent levels of IS (Georgescu et al., 2020) but increased rapport (Crompton et al., 2020a,b; Morrison et al., 2020b) when interacting with other autistic people, relative to when interacting with non-autistic people. Taken together, these findings suggest that, for autistic people, IS may be somewhat dissociated from social bonding. It may be that different aspects of the interaction, such as the extent to which information is efficiently exchanged (Crompton et al., 2020a), or feelings of shared experience (Crompton et al., 2020b), are more important in establishing rapport and bonding for many autistic individuals (Heasman and Gillespie, 2019; Crompton et al., 2020b; Morrison et al., 2020b). Indeed, if different aspects of an interaction are socially salient, then increased allocation of attention to such factors, potentially at the expense of attending to IS-relevant information, might logically be expected. Further investigation is needed to understand the relevance of IS within the broader context of social interaction in autism.

In conclusion, our conceptual analysis has highlighted the importance of understanding both the component processes of IS and the interrelationships between them. Drawing on research that has examined the role of individual component mechanisms, we have provided a framework for understanding how these mechanisms contribute and interact to bring about IS. Our framework has provided a conceptual basis for understanding how non-verbal IS operates in autism and how it relates to autistic experiences of social communication more generally. Finally, there is emerging evidence that IS is reduced in other conditions, including ADHD (Problovski et al., 2021) and schizophrenia (Dean et al., 2021), although the underlying reasons for reduced IS are likely to be different across different disorders. By mapping out the component mechanisms of IS and how they interact, our conceptual analysis may provide a useful starting point for identifying which component mechanisms are uniquely implicated within these different conditions.
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Adapting gross motor movement to match the tempo of auditory rhythmic stimulation (sensorimotor synchronisation; SMS) is a complex skill with a long developmental trajectory. Drumming tasks have previously been employed with infants and young children to measure the emergence of rhythmic entrainment, and may provide a tool for identification of those with atypical rhythm perception and production. Here we describe a new protocol for measuring infant rhythmic movement that can be employed at scale. In the current study, 50 two-year-olds drummed along with the audiovisual presentation of four steady rhythms, using videos of isochronous drumming at 400, 500, 600, and 700 ms IOI, and provided their spontaneous motor tempo (SMT) by drumming in silence. Toddlers’ drumming is observed from video recordings made in participants’ own homes, obtained via the Lookit platform for online infant studies. We use OpenPose deep-learning model to generate wireframe estimates of hand and body location for each video. The vertical displacement of the hand was extracted, and the power and frequency of infants’ rhythmic entrainment quantified using Fast Fourier Transforms. We find evidence for age-appropriate tempo-flexibility in our sample. Our results demonstrate the feasibility of a fully digital approach to measuring rhythmic entrainment from within the participant’s home, from early in development.

Keywords: sensorimotor synchronisation, infancy, development, machine learning, OpenPose, Lookit, automated movement analysis


INTRODUCTION

Rhythmic timing underlies a broad set of human behaviours, including music and dance. Critically, the emerging ability to produce an internally generated rhythm (spontaneous motor tempo; SMT), and adapt one’s movement to match an external stimulus (sensorimotor synchronisation; SMS), is related to success in language acquisition. Poor SMS is related to language difficulties in typically developing pre-schoolers (Carr et al., 2014; Politimou et al., 2019; Rios-Lopez et al., 2019), and across language disorders, including dyslexia (Thomson and Goswami, 2008; Lee et al., 2015; Persici et al., 2019), developmental language disorder (DLD; Corriveau and Goswami, 2009; Cumming et al., 2015), and speech impediments (Olander et al., 2010; Falk et al., 2015). Sensorimotor synchronisation is suggested as a useful tool for identifying those who may struggle with language, which is suitable from infancy and through the lifespan (Ladányi et al., 2020).

Since Fraisse (1982), laboratory measures of SMT in adulthood are often measured via tapping paradigms, where discreet intervals are produced by the vertical displacement of the index finger onto a keypad or equivalent surface. Whilst in adulthood the self-produced rate of tapping is stable within-subjects over short periods of time (Vanneste et al., 2001), across the lifespan SMT is known to change, with children’s tapping significantly faster than adult’s (McAuley et al., 2006). Adult SMT is in the range of 630 ms inter-onset-interval (IOI; McAuley et al., 2006). In very early childhood, SMT measured via tapping has been demonstrated as fast as 400–450 ms (IOI; Bobin-Bègue and Provasi, 2008). Whilst tapping dominates the SMT literature, and adult SMS studies, across early childhood, this difficult fine-motor task is not always the most appropriate. Particularly in determining infant ability to synchronize with external stimuli, different research groups have used a variety of tasks to facilitate synchrony within populations with poor fine motor skills.

Seminal studies into infant movement to music have simply allowed infants to move freely to auditory stimuli (Zentner and Eerola, 2010; Fujii et al., 2014). However, such scenarios do not provide auditory/haptic feedback equivalent to the tapping measures used in adulthood. Other infant paradigms used small hand-held instruments such as bells (Rocha and Mareschal, 2017). The closest experimental paradigm to tapping involves whole-hand drumming. From 5 months-of-age, infants can produce their own SMT via drumming (Rocha et al., 2021b) with the tempo and regularity of their drumming increasing over the first 2 years of life. Whilst infants cannot reliably synchronise their movements to music, a longitudinal investigation of infant drumming to nursery rhymes of different tempi suggests that by 11-months-of-age infants are beginning to shift away from their SMT to better match the rate of the song (Rocha et al., 2021a). Studies of toddlers evidence good tempo adaptation in older infants, when drumming along with a human and non-human partner (Kirschner and Tomasello, 2009; Yu and Myowa, 2021). In contrast to whole-body free movement analysis, constraints imposed in a drumming task allow more direct comparison of SMS over age, with a common effector and motion as is commonly used in adult tapping studies. As drumming can be used across contexts, with minimal apparatus and instruction, and from 5-months-of-age with no upper limit, we suggest that this could be a candidate marker of SMS that could be used at scale to detect early individual differences. Whilst there is a strong movement toward identification of risk of language disorders using neural markers, e.g., (Attaheri et al., 2022) an accessible behavioural assessment of rhythmic skill would have multiple practical advantages in identifying children at risk.

In the current study we test the feasibility of measuring SMS in the child’s own home, using asynchronous data collection methods, and largely automated data processing. If viable, such a technique will allow for large scale data collection. Our approach is focussed on creating an open source tool to evaluate rhythm in developing populations using a task that is low cost, easy to administer, and easy to adapt for research and clinical needs. Here we describe the implementation of our paradigm on a group of 2-year-olds, a notoriously difficult age to test, and document the successes and failures of our approach. We first ask whether we can detect the rate of drumming from home-video footage. We then characterise toddler Spontaneous Motor Tempo, and ask whether toddlers of this age show signs of successful SMS at a group level.



MATERIALS AND METHODS


Participants

The initial sample included 68 infants who completed the online drumming task. These include 39 female, 28 male and one gender not specified. Their mean age was 816.2 ± 94.1 days. A further 24 participants (12 female) were excluded because they did not complete the task (22) or withdrew (2). Participants were recruited through the Lookit website and via the experimenters’ research networks. Ethical approval for the study was obtained from Psychology Ethics Committee at Goldsmiths, University of London.



Design

The study used a mixed design with all participants completing the same set of six video recorded trials, with counterbalanced order of target inter-stimulus intervals. The first and sixth trials were to designed measure spontaneous motor tempo. The middle four trials each demonstrated drumming at a different interonset interval (IOI) ranging from 400 to 700 ms in steps of 100 ms, chosen to capture the possible range of SMT over childhood. In order one these were presented in the sequence (400, 600, 500, and 700), and in order two (700, 500, 600, and 400; See Figure 1).


[image: image]

FIGURE 1. Schematic of the data collection trials. Using the Lookit platform, children saw six short videos and their responses were video recorded. First and last trial lasted 20 s and captured infants own spontaneous drumming. Trials 2–5 each demonstrated drumming at four different tempos (an inter-stimulus intervals of 400, 500, 600, or 700 ms per beat).




Materials

The demographic and video data were collected on the Lookit online child lab website (Scott and Schulz, 2017). The Lookit website1 managed the sign up of participants and collection of demographic details (date of birth, sex, race, geographic location, number of children in the family, languages, parent education level, household income, number of children’s books at home). It presented informed consent and data-sharing agreements for caregivers. During the data collection phase Lookit presented the stimulus and reward videos, created by the experimenters. For both Spontaneous Motor Tempo trials, the same 20-s-long silent video was used. It displayed written prompts “Can you drum for me?,” “What sound does it make when you drum?,” for the caregiver to read aloud to the infant. In the experimental trials, 20 s videos showed a woman’s hand tapping out a steady beat on a flat surface at an interval of 400, 500, 600, or 700 ms. All the materials are available online at https://github.com/InfantLab/little-drummers.



Procedure

Data collection took place in participants own homes with caregivers following online instructions to run the experiment using their own personal computers. Prior to the study, caregivers created an account on the Lookit website and provided basic demographic details. At a time of their choosing they recorded verbal consent to their participation and followed instructions to position their child in view of their webcam. They were asked not to have the child on their lap and make sure that child’s hands were visible in the shot, though compliance with these instructions could not be ensured. The camera view was shown on screen to help with positioning.

When child and caregiver were in position the six trials began. The trials progressed automatically but caregivers could pause the study by pressing the spacebar. If a trial was paused, it could be restarted or the caregiver could choose to end the study early if the child became too fussy. To capture children’s spontaneous motor tempo, the first and last trial provided no tempo information but showed onscreen prompts for the caregiver to encourage drumming. Parents were instructed not to demonstrate drumming themselves. The experiment software randomly assigned participants to one of two order conditions which determined the sequence of Trials 2–5. In each of these trials a 20 s long video of a woman’s hand drumming on table was presented. The videos were accompanied by an onscreen caption “Adults, in this video please say ‘Can you drum along’?”. Each trial was followed by a 5 s “reward” video. Following data collection, caregivers were asked to confirm their child’s date of birth and specify a level of data sharing (Public, Scientific, and Private). Finally, a debrief explained the experiment and thanked them for their participation. A video walkthrough of the experiment can be found online at https://github.com/InfantLab/little-drummers#experiment-walkthrough.



Data Analysis

Our novel approach to coding infant rhythmic behaviour uses the OpenPose software for markerless motion tracking (Cao et al., 2021). OpenPose is a deep learning model that has been trained to identify multiple human figures in images and video that is widely used in research settings (e.g., Fujiwara and Yokomitsu, 2021; Kim et al., 2021; Zeng and Chen, 2021). When presented with a video it analyses each frame independently, labelling all people present. For each identified person, it can tag up to 25 key points on the body (depending on visibility) and has an optional hand-model that identifies up to 21 key points per hand. Each identified marker is given as x and y coordinates within the frame (see Figure 2). OpenPose also has the ability to label face markers but this was not used in the current project. OpenPose is an open source project that is free to use in non-commercial applications (For further information, see https://github.com/CMU-Perceptual-Computing-Lab/openpose).


[image: image]

FIGURE 2. A toddler filmed drumming at home using the Lookit platform. Parents supervise the study following instructions on laptop screen. Wireframe overlay created using OpenPose (Cao et al., 2021).


Using the keypoint data generated by OpenPose, the vertical displacement of hand can then be extracted and the power and frequency of infants rhythmic entrainment can be measured using Fast Fourier Transforms (see Figure 3). However, to make use of the raw data generated by OpenPose, a substantial amount of additional data processing is required. In this section, we briefly walk-through the steps involved in data transformation, cleaning and analysis.


[image: image]

FIGURE 3. (A) The graph shows the vertical movement of the toddler’s right hand using averaged OpenPose data over their second spontaneous motor tempo trial, which contained three bursts of drumming. (B) The graph shows the power spectrum derived using fast fourier transform of the data, revealing a spontaneous motor frequency of 2.22 Hz.


All analysis was performed in Python using the Jupyter notebooks interface which creates an annotated analysis script, allowing for direct reproduction of all analysis steps. A general toolkit for performing these steps and a short tutorial are freely available (open source) at https://github.com/InfantLab/VASC. The specific versions of libraries, scripts and their output for this dataset are found at https://github.com/InfantLab/little-drummers.


Step 1: Motion Capture Video Conversion

Lookit provides video for each individual trial as a separate file with a unique identifier per child and condition. We downloaded all videos for all children and all conditions. The Step 1 script then passed each video to OpenPose. It processes videos frame-by-frame outputting a single structured data file per frame (JSON format), containing all key point information (screen X- and Y- coordinates and a percentage confidence score per key point). OpenPose processed all 402 videos in our dataset, producing approximately 250,000 JSON files. Next the script parsed the outputted JSON to extract and combine all data into a single multi-dimensional NumPy array. We save this in a compressed format to pass to Step 2.



Step 2: Data Cleaning and Collation

The OpenPose software has limitations so a considerable amount of data cleaning is required. For each video the experimenters had to manual check the data generated by OpenPose and make sure it correctly identified the drumming infant. The biggest problem is that OpenPose operates on a per frame basis and so can have inconsistent labelling between frames. For example, it may label infant and caregiver as person 0 and person 1 in one frame but as person 1 and person 0 in the next. Additionally, there may be additional people who temporarily enter the field of view or OpenPose can include false negatives (failure to label person) and false positives (labelling background scenery as a “ghost” person). The step 2 script provides visual inspection tools for manual corrections. It allows the experimenter to see plots of the average locations of the figures in the video across the whole time-series. Mislabelling shows up as large jumps and cross-overs in the plots. The user can select the affected frame and relabel the data and remove erroneous false positives. To speed up this process a set of simple automatic algorithms to relabel the figures consistently were created. These operate by comparing each frame to the one previous and matching the figure labels by location or by figure size. More details can be found in the online tutorial. The output of this process is a multidimensional time-series of consistently labelled body and hand points for each infant in each trial. We saved these as multi-index Pandas dataframes to pass to Step 3b.



Step 3a: Manual Tagging of Drumming Trials

To identify videos without drumming, experimenters watched all videos and manually coded infant behaviour. For each trial we recorded whether the infants hands were visible, whether they drummed with either left hand, right hand or both, and whether there was any interference from the caregiver. Trials were retained for analysis if infants took at least four consecutive strikes (<2,000 ms between hits) of the surface in front of them, and discarded if an adult moved the infants’ hand themselves. 18 infants demonstrated no drumming, from the remaining 50 participant drumming was seen in a total of 208 trials (Mean = 4.16 per infant). These were labelled in a spreadsheet that was read by Step 3b.



Step 3b: Extracting Rhythmic Hand Data With Fast Fourier Transforms

For each trial we first linearly interpolated any missing data in the time series of marker points. Across the 208 trails selected in Step 3a, this affected less than 1% of the data. Then we found the average location of left and right hands by creating weighted sums of the hand and wrist X- and Y-coordinates. We use this derived y-coordinate as a measure of the vertical movement of the drumming hand over time. Next, we subtracted the mean vertical displacement in a given trial from each of the time-series to give a measure of movement. This data was then transformed into a power spectrum using the discrete Fourier transform routines in SciPy (Virtanen et al., 2020). To filter out larger, non-rhythmical movements we cut off the power spectrum below 1 Hz. The maximum power was found and the corresponding frequency saved as the tempo for that trial for each hand. The infants “best” hand (i.e., with an FFT with the highest power) is used in further analyses. See Figures 3A,B for example of vertical movement and corresponding power spectrum.





RESULTS

A total of 68 infants completed the experiment. Of these, 18 demonstrated no visible drumming and are excluded from further analysis. This included 14 who were partially off-camera, and a further four who presented no drumming in any trial. The remaining 50 infants provided drumming data in 208 different trials averaging 1.12 SMT trials each and 3.04 drumming trials across the different conditions. For each trial, drumming frequency was recorded for subsequent analysis.


Rate of Drumming

The median IOI of infant drumming in silence (SMT) trial 1 was 608 ms, decreasing to 491 ms at trial 6. Infant drumming during stimulation appears to show some tempo flexibility (i.e., slower drumming to longer IOIs), see Table 1 and Figure 4.


TABLE 1. Inter-onset-interval (IOI) of infant drumming derived from FFT.
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FIGURE 4. Figure shows violin plots and jittered raw data of the rate of infant drumming in each experimental condition. The Mean is signified by a bold line, and the 95% CI is shaded. Whilst infant drumming does not directly correspond to the rate of presentation, infants appear to be adapting their rate of drumming to be slower in the slow trials (600 and 700 ms IOI).


In order to test whether infants were indeed drumming at different rates across the different IOI trial types, a linear mixed effects model with a random slope on participant was conducted in RStudio Team (2020.09.01), RStudio (2021.09.01) (RStudio Team, 2020), with the specification “rate of drumming ∼ trial type + (1| participant)”. The slowest, 700 ms condition was taken as the basecase. An ANOVA using Satterthwaite’s method reveals a highly significant main effect of trial IOI (F = 3.573, p = 0.004). Full results are shown in Table 2. Post-hoc tests show that all tempi except 600 ms and SMT1 elicited significantly faster drumming than in the 700 ms trial.


TABLE 2. Table of coefficients for linear mixed effect models.
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Tempo Mismatch

In order to quantify how accurately infants were tempo-matching during the different tempo trials, we calculated a tempo mismatch score as the rate of infant drumming minus the target IOI. Positive mismatch values therefore reflect infants drumming slower than the target IOI, and negative values reflect faster than target drumming. Tempo mismatch is plotted in Figure 5A.
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FIGURE 5. Panel (A) depicts the tempo mismatch of infant drumming (IOI of drumming – Target IOI). Positive numbers reflect drumming slower than target, and negative numbers reflect drumming faster than target. Values close to zero reflect accurate drumming. Panel (B) depicts the absolute (non-signed) tempo mismatch. The Mean is signified by a bold line, and the 95% CI is shaded.


For further analysis, the absolute (i.e., non-signed) tempo mismatch is taken as the dependent variable, see Figure 5B. Descriptive statistics are shown in Table 3. The mismatch between infant drumming and the target IOI was approximately 150–200 ms, across the four target tempi.


TABLE 3. Tempo mismatch of infant drumming at each target IOI.
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If infants are not tempo-matching, we would expect to see higher “accuracy,” or lower tempo-mismatch, in the trials with a target tempo closer to their SMT. To test for this pattern a further linear mixed model with a random slope on participant was conducted, with the specification “tempo mismatch ∼ trial IOI + (1| participant)”. Data provided in the SMT conditions were not included, as there was no target for infants to match. We do not find a main effect of trial IOI (F = 1.605, p = 0.192) nor any post hoc differences, suggesting that infants performed similarly across conditions (all p n.s., see Table 2).

Finally, as infant SMT in trial SMT1 was slower than predicted for this age group, manual video coding was used to determine if SMT was related to the number of hits performed in each trial. Descriptive statistics for all trials are presented in Table 4.


TABLE 4. Number of drum hits made by infants in each trial type.
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Infants were indeed seemingly less engaged in the SMT trials (where there was no drumming video to follow), reflected in both a lower N of infants participating in these trials, and a lower number of hits by those who did participate in SMT1. Notably, after the presentation of drumming videos, in SMT2, infants who did participate were drumming to a similar extent as during the test trials. It is therefore possible that the slower than expected SMT for this age group recorded in SMT1 is the product of infants not producing a reliable estimate due to insufficient data. If this were the case, we might expect that infants who drummed more in this trial would have a faster SMT. However, SMT1 is not significantly correlated with the number of hits produced, with evidence for the null hypothesis of no relationship between number of hits and rate of drumming [r(28) = 0.024, p = 0.899, BF10 = 0.229].




DISCUSSION

Here we demonstrate the feasibility of using online measurement of infant drumming as an index of infant rhythmic skill. Infants in our sample showed age-appropriate tempo-flexibility, drumming faster to faster tempi and slower to slower tempi. Infants showed evidence of adjusting their rate of drumming away from their intrinsic rate of movement, or Spontaneous Motor Tempo (SMT). However, infants were not close to adult levels of tempo-matching (in the range of tens of milliseconds), showing an average mismatch of greater than 100 ms. This level of tempo-matching is in line with prior observations of 18-month-olds (Rocha and Mareschal, 2017). Previously, 24-month-olds have been shown to synchronise their drumming, but only when interacting with a live, social partner (see Kirschner and Tomasello, 2009; Yu and Myowa, 2021). Whilst our stimuli involved a video recording of a human hand drumming, it was not an overtly “social” signal. Nonetheless, our results show that it is possible to gain a behavioural index of infant sensorimotor synchronisation using a low-cost and accessible open-source platform.

Methodologically this work has multiple strengths. Firstly, by leveraging the Lookit platform, we were able to collect high resolution behavioural data with good ecological validity from a notoriously challenging age group, with minimal experimenter oversight. Because data were collected at home, infants were in a highly familiar setting and caregivers could run the study at time of their choosing. Parents could even abandon an attempt and try at a later time. Secondly, despite the variability of testing circumstances, we were able to get good compliance with instructions and engagement with the task. For example, in several cases older siblings were present but data could be screened for interference and distraction. Finally, the data processing pipeline provided objective measures of movement and rhythmicity with a relatively small amount of manual coding.

Our study demonstrates that markerless motion capture data with infants can be collected in a home with no specialist equipment. The data quality was sufficient for us to extract measures of infant motor tempo with automated Fourier transforms. This is a promising proof of concept, particularly given that the OpenPose model was trained primarily with adult data (Cao et al., 2021). The best infants participants produced data comparable to adult pilot participants (see “Supplementary Material”). It is important to observe that for infants with little or no drumming the Fourier method will not automatically extract a drumming frequency due to lower frequency noise. If additional manual coding was used to tag periods of drumming then more accurate tempo scores could be extracted. Future work will develop this functionality. Further, the trial lengths were purposefully short (20-s), in order to minimise attrition from the study in this unique testing scenario where the experimenter is not present, but this may not have allowed enough time for all infants to provide data. The toddlers mostly tolerated the length very well, and increasing the trial length to 1-min may allow more time for the infants to “warm up” to the drumming and produce enough data for analysis.

One general limitation of this approach to motion capture is that data is only two-dimensional, in the plane of the camera (X and Y coordinates). OpenPose does have the capability to combine data from multiple cameras to reconstruct three-dimensional poses and movement (Nakano et al., 2020). However, this only works in highly optimised conditions with a single participant in view, making it unsuitable for our web-based, parent supervised paradigm. However, the design of data processing workflow allows us to substitute alternative, improved pose estimation algorithms. See Wang et al. (2021) for a review of recent advances.

Future iterations of this paradigm can benefit from clearer instructions to both the caregiver and infant. Of the 68 infants recruited for the study, 18 did not provide drumming data in any of the experimental conditions. Further, the SMT exhibited in the first trial (SMT1) was slower than we would have predicted, and indeed slower than the SMT produced in SMT2, which was recorded at the end of the experiment. The caregivers were asked to prompt the infant “Can you drum for me?”, “Can you show me how you drum?”, but it is possible this was not sufficient for some infants to understand the task. Some parents reported that their child was unfamiliar with the word “drum,” while other infants simply responded “No!”. The original design did not include a video example, in an effort to not bias the infants’ SMT. However, a possible solution would be to include a video montage where two or more infants are drumming side-by-side, giving a clear demonstration of the action expected (repeated whole hand hits), whilst not giving a strong timing signal, adding clarity and motivation to participate. Further, if infants do not produce drumming during SMT1, it could be possible for the parent to replay the demonstration video, and the child attempt the trial again. This would better enable the collection of a representative SMT.

The largest source of missing data was poor camera angles that meant the infant hand could not be tracked (N = 14). Lookit is optimised for desktop/laptop computers (i.e., not tablets or mobile phones), and anecdotally, the angle of webcams is normally optimised for centring the adult face. The infant hand is considerably lower in the camera’s field. Prior to commencing the study, the caregiver was shown a preview of their camera angle and asked to check that their infant was in shot. However, as the infant was not yet drumming at this point, it may not have been obvious as to whether the area that would be drummed upon was in view. Future iterations can preview the view of the webcam between each experimental trial, such that the caregiver can adapt their angle as needed. However, care must be taken not to make the task instruction too complex or demanding for caregivers to follow.

A further limitation of remote asynchronous testing that we did not foresee was that not all children were sat at a table that provided good auditory and haptic feedback from the children’s drumming. Subtle differences in the surface infants were drumming on could potentially affect their ability to adapt their behaviour to the auditory stimuli we asked them to synchronise with. Future iterations could therefore also ask the parent and child to “sound check” their drumming to ensure they are getting auditory feedback when they hit the table. Further, if infants are recruited for a study outside of Lookit (e.g., where they are already participating in a lab based session), the paradigm could also be used either within the lab, or at home with a standardised surface (e.g., drum), provided by the research team, to ameliorate these differences.

The study provides promising basis for further exploration of other domains. Firstly, rhythmic movements of the whole body could be examined, allowing investigation of dancing and entrainment to music. OpenPose has been used in this context in laboratory studies with adults (Zeng and Chen, 2021). Our work demonstrates that this could be feasibly done with relatively large samples of young children. Even more promising would be to investigate synchrony between individuals, especially in the context of bonding and responsive caregiving where current human coding measures are labour intensive and lack standardization and predictive validity (Lotzin et al., 2015). Automated solutions have been a goal of social signal processing for a long time (Chetouani et al., 2017) and movement data has emerged as a promising signal (Egmose et al., 2017; López Pérez et al., 2017). However, progress has been slow and most methods are not suitable for field data (Chu et al., 2015). Therefore, we are currently adapting our methods for use in this context.

In summary, here we provide a successful proof-of-concept that we can extract the rate and accuracy of infant drumming from home video, using largely automated and fully open-source procedures. In an initial study of 2-year-old toddlers, we find evidence for tempo-flexibility, but not synchronisation, in response to an isochronous external beat presented at different tempi. The overarching goal of the current work was to develop a tool that is suitable to assess rhythmic movement in very young children, which can be employed at scale, and potentially even identify children at risk of neurodevelopmental disorders, including speech and language difficulties. Such longitudinal assessments, that are appropriate over developmental time, are key to understanding the mechanistic profiles of rhythm impairments across a broad range of neurodevelopmental disorders (Lense et al., 2021). Now that the feasibility of this online approach has been demonstrated, future work can refine the procedure, and further develop this promising tool for deeper insights into infant behaviour.
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Infants’ ability to discriminate facial expressions has been widely explored, but little is known about the rapid and automatic ability to discriminate a given expression against many others in a single experiment. Here we investigated the development of facial expression discrimination in infancy with fast periodic visual stimulation coupled with scalp electroencephalography (EEG). EEG was recorded in eighteen 3.5- and eighteen 7-month-old infants presented with a female face expressing disgust, happiness, or a neutral emotion (in different stimulation sequences) at a base stimulation frequency of 6 Hz. Pictures of the same individual expressing other emotions (either anger, disgust, fear, happiness, sadness, or neutrality, randomly and excluding the expression presented at the base frequency) were introduced every six stimuli (at 1 Hz). Frequency-domain analysis revealed an objective (i.e., at the predefined 1-Hz frequency and harmonics) expression-change brain response in both 3.5- and 7-month-olds, indicating the visual discrimination of various expressions from disgust, happiness and neutrality from these early ages. At 3.5 months, the responses to the discrimination from disgust and happiness expressions were located mainly on medial occipital sites, whereas a more lateral topography was found for the response to the discrimination from neutrality, suggesting that expression discrimination from an emotionally neutral face relies on distinct visual cues than discrimination from a disgust or happy face. Finally, expression discrimination from happiness was associated with a reduced activity over posterior areas and an additional response over central frontal scalp regions at 7 months as compared to 3.5 months. This result suggests developmental changes in the processing of happiness expressions as compared to negative/neutral ones within this age range.

KEYWORDS
infant, visual perception, facial expression of emotions, fast periodic visual stimulation, EEG, development


Introduction

A large body of research suggests that the first year of life is critical in the development of facial emotion perception [e.g., Campos et al. (1983); for reviews, see Nelson (1987); Leppänen and Nelson (2009), and Maria et al. (2018)]. Some studies have reported early abilities for discriminating facial expressions (e.g., Field et al., 1982; Farroni et al., 2007; Addabbo et al., 2018), while other studies have challenged this view [Kaitz et al., 1988; Oostenbroek et al., 2016; see also Soussignan et al. (2018)]. In fact, the ability of infants to discriminate, recognize, and adapt their own behavior to the facial expressions of others seems to develop gradually over infancy and childhood. For most facial expressions, while discriminative abilities have been evidenced at an early age, the recognition of a specific emotion and its meaning has not been clearly established before the second half of the first year (Walker-Andrews, 1997; Leppänen and Nelson, 2009).

Many authors have delineated significant changes in the processing of emotional facial expression during the first year (Campos and Stenberg, 1981; Oster, 1981; Walker-Andrews, 1997, 2005; Leppänen and Nelson, 2009; Leppänen, 2011; Quinn et al., 2011). Infants seem to start differentiating facial expressions by progressively decoding specific cues and configurations, before being able to attribute emotional meaning to specific patterns of facial actions contingent with repeated social interactions. For instance, some studies reveal that newborns discriminate between dynamic facial expressions of happy and disgusted [but only after being habituated to a happy or disgusted one: Addabbo et al. (2018)]. From 3 to 4 months of age, infants visually discriminate some facial expressions, especially happiness from frowning, anger, sadness, or neutrality (LaBarbera et al., 1976; Young-Browne et al., 1977; Barrera and Maurer, 1981; Haviland and Lelwica, 1987). However, they do not reliably “categorize” facial expressions (i.e., generalize an emotion category across different identities or views) before 5–7 months of age (Caron et al., 1982; Serrano et al., 1992; Kotsoni et al., 2001; Bornstein and Arterberry, 2003; Bornstein et al., 2011). Infants react to positive emotions (smiling more to happy than to neutral and negative faces) from about 3 months of age (e.g., Millar, 1976; Legerstee, 1997; Soussignan et al., 2018), and progressively extend this reaction to negative emotions during the second part of the first year [e.g., Kaiser et al. (2017); for reviews, see Campos and Stenberg (1981) and Oster (1981)]. In particular, with the development of referential looking behaviors between 7 and 12 months of age (Rochat and Striano, 1999), infants progressively refer to the negative facial expressions of adults and adjust their behavior accordingly (Feinman and Lewis, 1983; Klinnert et al., 1986; Campos et al., 2003). For instance, fearful faces elicit an adult-like attentional orienting over neutral or happy faces in 7-month-olds (e.g., Nelson et al., 1979; Nelson and Dolgin, 1985; Kotsoni et al., 2001; Peltola et al., 2008, 2009, 2013). It is generally suggested that the ability to assign meaning to facial expressions emerges from this age of 7 months onward, after experience-expectant developmental processes (Leppänen and Nelson, 2009; Leppänen, 2011).

In line with the behavioral literature (Walker-Andrews, 1997; Quinn et al., 2011), studies on brain activity further indicate critical differences between the different expressions in the early development of facial expression processing from the middle of the first year. At 7 months of age, an “adult-like neural circuitry” is engaged to process some emotional faces [sad and happy faces: Rotem-Kohavi et al. (2017); fearful faces: Leppänen and Nelson (2009)]. EEG studies have revealed that, as in adults, looking facial expressions elicits sensorimotor activity at 7 months of age, but only for happy faces (Quadrelli et al., 2021). At this age, the brain response to happiness is different from negative expressions like angry faces for the temporal aspect (both right-lateralized), and the response to angry faces is associated with higher scores on a Negative Affect temperamental dimension (Quadrelli et al., 2019). In both these two studies, the stimulus dynamicity has been observed as more efficiently processed by functional brain networks at this age as compared to static stimuli. For fear, modulations were observed over medial occipital and occipito-temporal sites (i.e., related to the visual processing of faces) in studies measuring event-related potentials (ERPs) (e.g., de Haan and Nelson, 1999; Halit et al., 2004; Leppänen et al., 2007; Xie et al., 2019). Other modulations were reported over central frontal regions in response to fear, happiness or anger in ERP studies [Nelson and de Haan (1996); Leppänen et al. (2007), and Xie et al. (2019): with an effect emerging at 5 months of age before becoming well-established at 7 months of age] or studies recording functional near-infrared spectroscopy [fNIRS; Minagawa-Kawai et al. (2008); Fox et al. (2013), and Bayet et al. (2021): especially for happiness over temporo-parietal sites]. ERP studies relate attentional orienting toward salient stimuli (Nelson, 1994; de Haan, 2007) to cortical sources either in the prefrontal and anterior cingulate cortices (Reynolds and Richards, 2005), or in the posterior cingulate cortex/precuneus and temporal areas (Guy et al., 2016; Xie et al., 2019). In fNIRS studies, greater activity occurs in the medial prefrontal cortex (mPFC) for smiling over neutral faces [in 7-month-olds: Fox et al. (2013); in 9- to 13-month-olds: Minagawa-Kawai et al. (2008)], the mPFC being credited to play an important role in the early acquisition of socio-cognitive skills (Grossmann, 2013).

Overall, the studies reviewed above suggest that the nature and topography of the brain response to facial expressions differ between the facial expressions, at least in infants in the second half of the first year [that could start to emerge at 5 months: e.g., Xie et al. (2019)], with posterior responses, temporo-parietal and/or central frontal regions according to the emotional expressions. Some studies suggest that more central frontal responses emerge with age, posterior regions responding more at an earlier stage (e.g., Xie et al., 2019). However, studies using standard ERP and fNIRS approaches report quite variable results, with the difficulty of isolating clear brain responses to the discrimination of different facial expressions, as also noted in adult studies [for reviews on the ERP approach on this topic, see Vuilleumier and Pourtois (2007) and Calvo and Nummenmaa (2016)]. To overcome this limitation, recent studies in adults have used fast periodic visual stimulation (FPVS) coupled with scalp EEG. Robust and specific neural responses to brief expression changes were isolated, each emotional expression being directly contrasted to a neutral face (e.g., Dzhelyova et al., 2017; Leleu et al., 2018; Matt et al., 2021) or to all other expressions (Poncet et al., 2019). This FPVS-EEG approach relies on the property of the brain to synchronize with stimuli displayed periodically (Adrian and Matthews, 1934), eliciting EEG responses at the same frequency [Regan (1989) and Norcia et al. (2015), for reviews]. This allows isolating an objective response (i.e., measured at a predefined frequency of stimulation) to a specific visual content in a few minutes of recording. By presenting stimuli at a rapid rate (i.e., the base frequency) and introducing a specific type of target stimuli periodically at a slower rate, a variation of this approach isolates a brain response that directly reflects the difference between the target stimuli and the base stimuli (i.e., without post hoc subtraction) [for review see Rossion et al. (2020)]. While this approach has been used to isolate face categorization abilities in the infant brain [de Heering and Rossion, 2015; Peykarjou et al., 2017; Leleu et al., 2020; Rekow et al., 2020, 2021; see also Barry-Anwar et al. (2018)], to date, it has not been used to measure the discrimination of facial expressions of emotion in this population.

Here, we used FPVS-EEG to isolate neural responses to the discrimination of specific facial expressions in 3.5- and 7-month-old infants. In particular, our goal was to dissociate the response from one expression to several other expressions in a single stimulation sequence. In classical behavioral or ERP studies, constraints related to the limited attentional availability of infants, combined with the need to have a sufficient number of trials per experimental condition, usually makes it necessary to limit the number of contrasted expressions to avoid an exponential increase in stimulation time or number of participants. With FPVS, it is possible to present one expression at one frequency and all the others at another frequency, without weighting down the procedure. Above all, the dissociation then carried out isolates the specific response to the expression, i.e., what differentiates it from all the others. For example, in the study by Poncet et al. (2019) on adult participants, every expression was displayed at a base frequency of 6 Hz (i.e., six stimuli per second), and a target expression was interspersed every 6th stimulus (i.e., at a specific frequency of 6/6 = 1 Hz). As a result, the specific brain response to the target expression was dissociated from all the other categories at the 1-Hz frequency. Another procedure to capture the differential response between an information of interest and a baseline control information is to display the first information at the base frequency and the baseline information at the oddball frequency. For example, identity discrimination was evidenced by displaying one identity at the base frequency and multiple other identities at the oddball frequency (e.g., Rossion et al., 2020). Here, we adapted this procedure to infants: the target expression was repeatedly displayed at a base frequency of 6 Hz, and other emotion categories were interspersed every 6th stimulus (at 1 Hz). We opted to present the target expression at the base frequency to reduce the visual variability of the stimulation; within six images, infants were exposed to two distinct expressions (five times the target expression and one time another randomly selected expression). This procedure provides additional time to process the target expression and reduces backward and forward masking effects (Figure 1). Hence, given that the brain response recorded at 1 Hz reflects a generalized differential activity elicited by all expression changes within a sequence, it remains a clear marker that the infant brain discriminates the facial expressions inserted at 1 Hz from the target expression displayed at 6 Hz while making the rapid stimulation less challenging for infants. Three facial expressions - neutrality, happiness and disgust–were considered. According to previous studies (e.g., de Haan and Nelson, 1999; Halit et al., 2004; Leppänen et al., 2007; Xie et al., 2019), we first hypothesized that each expression elicits a specific brain response over posterior regions at both ages, reflecting the ability of the infant brain to detect the specific visual characteristics of an expression that differentiates it from other expressions. In addition, according to the progressive integration of affective and socio-cognitive processes in the perception of emotional expressions from the second half of the first year, we expected an evolution of the brain response to the expression that acquired significance between 3.5 and 7 months, i.e., happiness, with the emergence of central frontal responses (Nelson and de Haan, 1996; Leppänen et al., 2007; Minagawa-Kawai et al., 2008; Fox et al., 2013; Xie et al., 2019). By contrast, we used disgust as a “control” expression, since the age at which infants start to understand the meaning of disgust—or whether this ability appears in infancy—is not established during the first year [see Widen and Russell (2010, 2013) and Ruba et al. (2019); even if a discriminative ability is observed in newborns between dynamic faces of disgust and happiness: Addabbo et al. (2018)]. In the literature investigating dynamic presentation of expressions as compared to static ones, evidence have been revealed that although infants from 6-months showed clear diagnostic scanning of expressions (e.g., exploration of lower part of the face, nose and mouth), a developing sophistication in scanning for negative expressions of angry and fearful but also disgusted expressions was observed from 6 to 12 months: Prunty et al. (2021). Therefore, we did not expect an evolution of the response to an expression change from disgust between 3.5 and 7 months.
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FIGURE 1
Fast periodic visual stimulation in electroencephalography (FPVS-EEG) to isolate a neural marker of rapid discrimination of facial expression. Among the five basic emotional facial expressions used (disgust, happiness, anger, fear, sadness) and neutrality, the discrimination of three target expressions was tested (disgust, happiness and neutrality). A 2-s sequence of fast periodic stimulation is depicted with images from one individual face. From top to bottom: happy, disgust, and neutral facial expressions are respectively used in dedicated sequences and periodically displayed at the 6-Hz base rate (i.e., six pictures per second; 1 cycle ≈ 167 ms) without inter-stimulus interval, and the five other expressions are randomly displayed at the 1-Hz expression-change frequency (every 6th cycle = 1 s between each expression-change). Images were presented through ±15% randomized size variation at each cycle. This design thus isolates two dissociated responses at two different frequencies: a general visual response (6 Hz) to the rapid train of one individual face varying in size and an expression-change response (1 Hz) reflecting rapid (i.e., single-glance) discrimination of all inserted expressions from the target expression presented at the base rate. Source: KDEF database (models coded 07F, 09F, 14F, and 20F) (Lundqvist et al., 1998).




Materials and methods


Participants

Twenty-one 3.5-month-old and twenty-two 7-month-old infants participated in the study. They were recruited by mail through the local birth registry. Before testing, all parents gave written informed consent. Testing was conducted according to the Declaration of Helsinki and approved by a French ethics committee (Comité de Protection des Personnes Sud-Est III–2016-A02056-45). Data from three 3.5- and four 7-month-old infants were excluded from the analyses due to less than two valid sequences for one condition or unusable EEG data because of too noisy signals. The final sample thus consisted of eighteen 3.5-month-olds (four females, mean age ± SD = 107.8 ± 4.7 days, range: 101–116 days), and eighteen 7-month-olds (7 females, mean age ± SD = 216.8 ± 6.7 days, range: 204–229 days).



Visual stimuli

Face pictures of four females depicting basic emotional expressions (disgust, happiness, anger, fear, sadness) and neutrality were selected from the KDEF database (models coded 07F, 09F, 14F, and 20F) (Lundqvist et al., 1998). They were equalized in terms of luminance and put into a medallion-shaped window to discard information from the background and hairstyle (Figure 1). They were displayed on a mid-level gray background (i.e., 128/255 in grayscale) with face-size adjusted to 22.6 × 17 cm. Stimuli were presented at the center of a screen at an approximate viewing distance of 57 cm, subtending a large part of the visual field of infants (i.e., 21.6 × 16.6° of visual angle). Hence, the size of the face images was close to the size of faces encountered by infants during typical social interactions (de Heering and Rossion, 2015; Leleu et al., 2020).



Procedure

The procedure was largely borrowed from experiments that successfully isolated and quantified brain signatures of facial expression categorization in adults using FPVS (Dzhelyova et al., 2017; Leleu et al., 2018; Poncet et al., 2019). Stimuli were presented without inter-stimulus interval on a 24-inch LED screen (60 Hz refresh rate, resolution: 1920 × 1,080 pixels) on a mid-level gray background (i.e., 128/255 in grayscale) at a base rate of 6 Hz (i.e., six images per second). At this rate, each stimulus lasts about 167 ms (i.e., 1 s/6). To minimize low-level repetition effects, face size randomly varied between 85 and 115% at every stimulus-onset (minimum step for size change: 5%). Each stimulation sequence presented the face of only one individual (Figure 1). The four individual faces were used and presented to the infants, in different stimulation sequences (i.e., with a different expression at the base). The association between an expression and an identity has been counterbalanced between infants. One target expression (i.e., disgust, happiness, or neutrality attributed to separate sequences) was presented at the base rate and a change of expression with the remaining five basic emotional expressions (except surprise) was introduced every 6th stimulus (i.e., at a lower rate of 6/6 = 1 Hz). For example, when neutrality is the target expression presented at the base rate, faces displayed at 1 Hz displayed in random order either happiness, disgust, anger, fear, or sadness. With this design, we test the discrimination from neutrality by opposing a neutral/unexpressive face (i.e., without facial actions) to all potential emotional facial expressions displayed randomly; this could isolate a marker of the detection of emotional/expressive facial configurations. By testing the discrimination from happiness, we also explore the discrimination of positive vs. negative/neutral (i.e., non-positive) emotions, all emotions but happiness being negative (4 out of 6) or unexpressive (1 out of 6) in our design. Consequently, this contrast may also capture the processing of emotional valence. Finally, when testing the discrimination from disgust, this negative expression is contrasted with expressions which are also negative (anger, fear, and sadness), but also positive (happiness) or neutral. Thus, this contrast tests the potential acquisition of a discrete status of disgust. In general, the approach dissociates two brain responses within a single stimulation sequence: the 6-Hz base frequency tags a general visual response to the rapid train of one individual face varying in size, while the 1-Hz expression-change rate tags a discrimination response selectively reflecting the perception of a change of expression from the target expression. All contrasted expressions were equally presented throughout each stimulation sequence, avoiding consecutive repetition. In sum, due to the periodic nature of the tagged EEG response that captures brain activities common to all expression changes within a sequence, the 1-Hz expression-change frequency indexes whether the infant brain discriminates five facial expressions from the target expression.

After EEG-cap placement, the infants were installed in a baby car seat in front of the screen in a dedicated light- and sound-attenuated Baby-lab. A camera placed on top of the screen continuously monitored them to check their well-being and attention to the screen. Each 34.5-s sequence started with a pre-stimulation interval of 0.5 s of blank screen, followed by a fade-in of increasing contrast for 1.833 s. Employed in earlier FPVS studies on infants (e.g., Leleu et al., 2020; Rekow et al., 2020, 2021), this sequence duration was thus well-adapted to the attentional span of infants and to technical issues (good signal to noise ratio; SNR). Full-contrast stimulation then lasted 31.167 s before a 0.833-s fade-out of decreasing contrast, and a post-stimulation interval of 0.167 s of blank screen. For each stimulation sequence, the target expression was displayed as the base rate and one of the five other expressions was randomly inserted every 6th image, at the 1-Hz rate of expression-change. Infants were constantly monitored via a webcam and stimulation sequences were launched when the signal was artifact-free and the infant was quietly looking at the screen. Auditory tones were transiently used to reorient infants’ attention toward the screen, without contaminating the frequency-tagged responses. Each infant was presented with the three target expressions (disgust, happiness, neutrality) in distinct sequences (Figure 1), their presentation order being counterbalanced across infants. Infants included in the final sample were exposed to 6–13 sequences, for a total testing duration ranging from 3.5 to 7 min.



Electroencephalography recording and preprocessing

Electroencephalography was continuously recorded from 32 Ag/AgCl channels inserted in a cap (Waveguard, ANT Neuro, Netherlands) according to the 10-10 classification system. Channel AFz was used as reference during acquisition. Electrode impedance was kept below 40 kΩ and EEG was digitalized using ASAlab 4.7 (ANT Neuro, Netherlands) at a sampling rate of 1,024 Hz. EEG analyses were carried out using Letswave 61 running on Matlab 2017 (MathWorks, United States). Left and right mastoid (M1 and M2) and prefrontal (Fp1, Fpz, Fp2) channels were removed before processing since they were noisy or artifact-ridden for most infants.

First, EEG data were bandpass filtered at 0.1–100 Hz using a 4th order Butterworth filter and resampled to 200 Hz. Data were then cropped for each sequence in segments lasting 36 s starting from the fade-in. To reduce high-amplitude artifacts, each segment was processed using the Artifact Blocking algorithm (Mourad et al., 2007; Fujioka et al., 2011) with a threshold of ±500 μV windowed on the overall segment (Leleu et al., 2020). For four 3.5-month-old infants a remaining noisy channel was rebuilt using linear interpolation from the nearest electrodes. As a result, only one channel was interpolated for four 3.5-month-olds (average: 0.22 ± 0.43 SD) and none for the 7-month-olds. Data were then re-referenced according to a common average reference and EEG data were further segmented in 32-s epochs from the start of the full-contrast sequence (i.e., 32 1-Hz cycles, removing the fade-in).

Two data-driven criteria were used for each infant to remove sequences when no general response was found to the fast train of the individual face changing in size, or when the 1-Hz expression-change response across the whole scalp presented with atypical noise-corrected amplitude compared to the other sequences [for a similar procedure, see Leleu et al. (2020) and Rekow et al. (2020, 2021)]. Fast Fourier transform (FFT) was first applied to every segment and amplitude spectra were extracted for all electrodes with a frequency resolution of 1/32 = 0.03125 Hz. The first criterion was based on Z-scores calculated for each channel and each frequency bin as the difference between the signal and the mean noise (estimation from the 20 surrounding bins, 10 on each side, excluding the two immediately adjacent and the two most extreme) divided by the standard deviation of the noise. According to previous FPVS-EEG studies showing a general response of the infant visual system to a 6-Hz stimulation sequence over medial occipital sites as a general marker of adequate looking at the stimulation screen (e.g., de Heering and Rossion, 2015; Peykarjou et al., 2017; Barry-Anwar et al., 2018; Leleu et al., 2020; Rekow et al., 2020, 2021), sequences were included in the analysis when at least two electrodes were associated with a Z-score above 1.64 (p < 0.05, one-tailed, signal > noise) or at least one electrode with a Z-score above 2.32 (p < 0.01, one-tailed) over medial occipital electrodes (Oz, POz, O1, O2) for the 6-Hz base frequency or the second harmonic (i.e., 12 Hz). For the second criterion, amplitude at each frequency bin was first corrected by subtracting the mean noise amplitude estimated from the six surrounding bins [for a similar procedure, see Leleu et al. (2020) and Rekow et al. (2020, 2021)]. Here, noise was estimated from fewer frequency bins since EEG amplitude is high in the low-frequency range with a non-linear decrease as frequency increases (Fransson et al., 2013). Hence, to consider too many bins would overestimate noise level (and therefore underestimate the expression-change response) because FFT amplitude spectrum is steeper for lower than for higher frequencies around the 1-Hz frequency. The global amplitude of the brain response over the scalp (i.e., square root of the sum of squared amplitudes of all channels) was then calculated at the 1-Hz expression-change frequency. A sequence was considered atypical when its global noise-corrected amplitude was above or below 2 SDs of the mean of all sequences (regardless of the expression) of the infant considered individually and retained after application of the first criterion. Once these two criteria were individually applied, between 6 and 14 sequences were kept per infant, with an average of 10.11 ± 1.78 SD for the 3.5-month-olds (for disgust condition: 3.44 ± 0.62 SD, range 2-4; for happiness: 3.22 ± 0.73 SD, range 2–4; for neutrality: 3.50 ± 0.71 SD, range 2–4), and an overall rejection of only 17 out of 199 sequences (8.54%). Similarly, in the 7-month-olds group, between 6 and 14 sequences were kept per infant, with an average of 10.56 ± 2.06 SD (for disgust condition: 3.56 ± 0.78 SD, range 2–5; for happiness: 3.56 ± 0.92 SD, range 2–6; for neutrality: 3.44 ± 0.86 SD, range 2–5), and an overall rejection of 24 out of 214 (11.2%). The resulting number of stimulation sequences was equivalent across conditions and age groups (i.e., 6–12 for 3.5-month-olds and 6–14 for 7-month-olds).



Frequency-domain analysis

For each infant, the 32-s sequences were sorted according to each target expression condition and then averaged in the time-domain into a single epoch per condition. FFT was then applied to extract amplitude spectra for each electrode. To determine significant responses for both base and expression-change frequencies and their harmonics (i.e., integer multiples), amplitude at each channel was first normalized by dividing by the square root of the sum of squared amplitudes of all channels (McCarthy and Wood, 1985). Normalization was used to identify the main electrodes presenting a significant response by scaling differences between electrodes on the global power of the response across the scalp to determine whether the different expressions elicit distinguishable topographical patterns when scalp-wide amplitude is equalized across them. Then, data were grand-averaged across infants for each age group and Z-scores were calculated. For the general visual response at 6 Hz and harmonics, we considered electrodes located over the middle occipital cortex (Oz, POz, O1/2) as in previous FPVS-EEG infant studies (e.g., de Heering and Rossion, 2015; Peykarjou et al., 2017; Barry-Anwar et al., 2018; Leleu et al., 2020; Rekow et al., 2020, 2021). For the expression-change response, since this study is the first to investigate the response to facial expressions in infants with the FPVS-EEG approach, we first explored all electrodes over the scalp to identify those that showed a response for the different expressions at each age (Z > 1.96, p < 0.05, two-tailed). This bottom-up procedure allowed us to determine the electrodes that significantly responded to facial expressions [for a similar approach, see Dzhelyova et al. (2017) and Leleu et al. (2019)]. These electrodes were then included in the analyses if they were consistent with the electrodes that had been previously reported in other EEG studies of the brain response to facial expression in the first year (see below). Harmonics were considered for further analysis until Z-scores for two consecutive harmonics over one channel were no longer significant. For each response, individual normalized amplitudes were summed across significant harmonics (Retter et al., 2021) and corresponding Z-scores were calculated for these summed amplitudes for each infant and for grand-averaged data in each age group to estimate the significance of the overall responses at both group and individual levels. For illustration purpose, SNR of each response was computed on grand-averaged data as the amplitude (before normalization) divided by the mean amplitude of the noise (same estimation as for noise-corrected amplitudes, see above).

To analyze the differences between the three facial expression discrimination conditions and between age groups, each response was also quantified as a single value expressed in microvolts by summing noise-corrected amplitudes (before normalization) for significant harmonics. Individual summed noise-corrected amplitudes were extracted for each electrode with a significant response in at least one expression condition for at least one age group (as determined in the previous analysis; see Section “Results”). Based on the criteria exposed previously, for the expression-change response, we first explored electrodes located over occipito-temporal (Oz, O1/2, P7/8) and central regions (Cz, FC1/2, CP1/2) according to previous EEG studies on facial expression discrimination in infants (e.g., Nelson and de Haan, 1996; de Haan and Nelson, 1999; Halit et al., 2004; Leppänen et al., 2007; Xie et al., 2019). We selected electrodes O1/2, P7/8, T7/8, CP1/2, FC1/2 that are close to these locations and that showed a significant response in the previous analyses (see Section “Results”). For lateral electrodes, the homologous channel in the other hemisphere was also considered in the statistical analysis. A repeated-measures ANOVA was performed on the normalized noise-corrected amplitudes in both age groups using Expression (disgust, happiness, neutrality) and Electrode (POz, Oz, O1, O2 for the general visual response and O1/2, P7/8, T7/8, CP1/2, FC1/2 for the expression-change response) as within-subject factors. The factor Hemisphere (right, left) was also used as a within-subject factor for the expression-change response only. In addition, with the aim to directly explore the effect of age, we performed a repeated-measures ANOVA using Age (3.5- and 7-month-old) as a between-subject factor and Expression and Electrode as within-subject factors. For each analysis, Mauchly’s test for sphericity violation was performed and Greenhouse-Geisser correction was applied whenever sphericity was violated. Comparisons for significant effects were conducted using T-tests.




Results


Expression-change response

In both age groups, exposition to rapid changes of expression (from either a disgust, happy, or neutral face) gave rise to identifiable brain responses with a high SNR (between 1.3 and 1.5; i.e., indicating 30–50% of signal increase compared with surrounding noise level), and with different scalp topographies (Figure 2; for topographies of non-normalized noise-corrected amplitudes, see Supplementary Figure 1). For 3.5-month-old infants (Figure 2A), the expression-change response for the target expression of disgust was significant for the 1st harmonic (i.e., 1 Hz) over the medial occipital channels O1 (Z = 2.97, p = 0.003) and O2 (Z = 4.34, p < 0.0001). For neutrality, the response was significant over the right occipito-temporal channel P8 until the 2nd harmonic (i.e., 2 Hz), with a significant response over T8 (Z = 2.93, p = 0.0034) and P8 (Z = 4.09, p < 0.001) when amplitude is summed across the two first harmonics. For happiness, only one electrode showed a significant response: Oz (Z = 2.05, p = 0.0404). At 7 months, every expression condition led to a significant expression-change response at the 1st harmonic. It was recorded over O2 (Z = 2.86, p = 0.0042) for disgust, over FC2 (Z = 2.79, p = 0.0053) for happiness and over CP2 (Z = 2.60, p = 0.0093) for neutrality (Figure 2B).
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FIGURE 2
Expression-change response for the three facial expressions at 3.5 months (A) and 7 months (B). Left part. Topographical representation (superior view) of significant individual responses. For each electrode, the number of infants with a significant response (Z > 1.96, p < 0.05) is represented by circle size when at least two individual responses were significant. The smaller topographical map also indicates significant electrodes at group level (gray: Z > 1.96, p < 0.05; black: Z > 2.57, p < 0.01). Right part. 3D topographical color maps (superior view) of the expression-change response (normalized noise-corrected amplitude in arbitrary units) for each expression condition. Bottom part. Signal-to-noise ratio (SNR) of the expression-change response and surrounding frequencies (±0.2 Hz, i.e., ±6 bins) averaged across significant electrodes for each expression condition.


Altogether, these results reveal that, at 3.5 months of age, the brain response to a change of expression from disgust and happiness was concentrated over posterior regions, markedly over medial occipital sites. The response was more lateral for neutrality, with a right-hemispheric occipito-temporal distribution. In contrast, at 7 months of age, the expression-change response is still detected over the medial occipital region for disgust while recorded over central parietal sites for neutrality and over central frontal sites for happiness.



Differences between expressions for each age group

To investigate the specific EEG response associated with the discrimination from the target expressions at each age, we first determined whether the distribution of the expression-change response over the scalp differentiates the different emotion categories for each age group. To do that, we analyzed normalized noise-corrected amplitudes (expressed in arbitrary units) over the different sites identified above and the corresponding site on the other hemisphere; namely, O1/2, P7/8, T7/8, CP1/2, and FC1/2. Medial electrodes were not included to investigate potential hemispheric differences.

In 3.5-month-olds, the analysis revealed a significant main effect of Electrode [F(4,68) = 4.281, η2p = 0.201, p = 0.0038], with a larger expression-change response over O1/2 than over FC1/2, the other sites lying in between. More importantly for our purpose, the Expression × Electrode interaction was also significant [F(8,136) = 2.886, η2p = 0.145, p = 0.0053; see Figure 3, left]. Complementary analyses using linear contrasts indicated that this interaction resulted from a different topography of the response to emotional expressions (i.e., disgust and happiness) compared to neutrality [Expression × Electrode interaction when disgust and happiness are pooled together: F(4,68) = 6.244, p = 0.0002]. No significant difference emerged between disgust and happiness (Expression × Electrode interaction when neutrality is removed: F < 1). The difference between neutrality and the two emotional expressions resulted from a significantly lower contribution of O1/2 channels for the discrimination from neutrality [0.14 ± 0.02 (SE, standard error of the mean), arbitrary unit] than happiness (0.21 ± 0.02, p = 0.039), and disgust (0.22 ± 0.02, p = 0.004), together with a higher contribution of P7/8 electrodes for neutrality (0.20 ± 0.02) than disgust (0.13 ± 0.02, p = 0.029). No other main effect or interaction was significant for this age group.
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FIGURE 3
Expression-change response (normalized noise-corrected amplitudes, in arbitrary units) according to expressions over different sites (O1/2, P7/8, CP1/2, T7/8, and FC1/2) at 3.5 and 7 months. In 3.5-month-olds, the analysis revealed a similar topography for the two emotional expressions (i.e., disgust and happiness) that differed from neutrality with a lower contribution of O1/2 and a higher contribution of P7/8 for neutrality. In 7-month-olds, the topography of the expression-change response discriminated between disgust, neutrality, and happiness, with a lower contribution of O1/2 to the response to happiness compared to both disgust and neutrality. As for the 3.5-month-olds, P7/8 channels contributed more to the discrimination of neutrality than disgust. Note also the tendency for a higher contribution of FC1/2 to happiness, that was driven by a significant response over FC2 for happiness (see previous analyses). “*” indicated significant differences (p < 0.05).


In 7-month-olds, the only significant effect was the Expression × Electrode interaction [F(8,136) = 2.210, η2p = 0.115, p = 0.0303; see Figure 3, right], and a trend for a larger response in the right hemisphere was noted [main effect of Hemisphere: F(1,17) = 3.792, p = 0.0682]. Complementary analyses using linear contrasts indicated that by this age, and contrary to 3.5-month-old infants, the interaction was not explained by differences between emotional expressions and neutrality (Expression × Electrode interaction when disgust and happiness data are pooled: F < 1). Rather, the topography of the expression-change response was different between disgust and happiness [Expression × Electrode interaction when neutrality is removed: F(4,68) = 3.42, p = 0.0122]. The interaction was mainly driven by a lower contribution of O1/2 to the response to happiness (0.11 ± 0.02) compared to both disgust (0.21 ± 0.03, p = 0.011) and neutrality (0.18 ± 0.02, p = 0.028). As for the 3.5-month-olds, P7/8 channels contributed more to the discrimination from neutrality (0.21 ± 0.02) than of disgust (0.15 ± 0.02, p = 0.019).

To directly assess the effect of age, we then performed a second ANOVA including Age (3.5- vs. 7-month-olds) as a between-subject factor. This analysis revealed a significant main effect of Electrode [F(4,136) = 5.41, η2p = 0.134, p = 0.0004] and a significant Expression × Electrode interaction [F(8,272) = 3.31, η2p = 0.089, p = 0.0013], but only a trend for the Age × Expression × Electrode interaction [F(8,272) = 1.71, η2p = 0.048, p = 0.096].



Individual expression-change responses

To assess the robustness of the expression-change EEG response at the individual level, we explored the responses across the whole scalp for each individual infant (see Supplementary Table).

Overall, individual responses confirm group-level observations with the discrimination of facial expression from disgust mainly eliciting medial occipital expression-change responses at both ages despite a broad distribution over the scalp (Figure 2). In contrast, while expression changes from happiness and neutrality lead to posterior brain responses for the 3.5-month-olds (i.e., over the medial occipital and right lateral channels respectively), they give rise to more anterior activity for happiness in 7-month-old infants. In sum, the expression-change response is reliably found at the individual level ensuring that the group response is not accounted for by a small subset of infants.



General visual response

As expected, the 6-Hz stimulation elicited a clear brain response at the same frequency and its harmonics (e.g., 12, 18 Hz) over the medial occipital cortex, reflecting the general visual processing of the rapidly presented individual faces changing in size (Figure 4). Exploration of the significant electrodes for each facial expression condition and each age group revealed a significant response at 6 Hz over the four occipital channels (Oz, POz, O1, O2) for every expression condition and both age groups (all Zs > 3.06, ps < 0.0022). Following harmonics were significant over at least one of these electrodes until the sixth harmonic (i.e., 36 Hz) for every expression and age group (all Zs > 2.59, ps < 0.0096). When summed across harmonics, the general visual response was still significant over the 4 medial occipital channels (all Zs > 7.46, ps < 0.0001). SNR was very high in 3.5-month-olds (SNR ≈ 6, i.e., signal six times larger than noise) and lower but still high in 7-month-olds (SNR ≈ 3, i.e., signal three times larger than noise) (Figure 4). Importantly for our purpose, the repeated-measures ANOVAs run separately at each age revealed that no effect involving the factor Expression was significant.
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FIGURE 4
General visual response for the three target facial expressions at 3.5 months (A) and 7 months (B). Left part. SNR was calculated on the summed harmonics values averaged between the four occipital electrodes, considering Z scores of at least one of the four occipital electrodes was significant (across harmonics Zs > 2.60, p < 0.006), showing a high SNR for each expression: around six for every expression-condition in the 3.5-month-olds, and around three in the 7-month-olds. Right part. Topographical 3D map (back view) shows a clear medial occipital cortex response of the noise-corrected amplitude (in μV) values summed until the 6th harmonic of the 6 Hz response for the three conditions.


The second ANOVA revealed a trend for the effect of Age [F(1,34) = 3.69, η2p = 0.098, p = 0.063], with a larger response in the 3.5-month-olds [5.22 ± 0.95 μV (SE)] than in the 7-month-olds (3.21 ± 0.44 μV). In addition, we found a significant main effect of Electrode [F(1.93,65.64) = 15.83, η2p = 0.64, p < 0.0001] qualified by a significant Electrode × Age interaction [F(1.93,65.64) = 5.39, η2p = 0.64, p = 0.007]. This latter interaction was characterized by a significant difference between age groups (3.5 vs. 7-month-olds) for electrodes O2 (6.32 ± 1.19 μV vs. 3.42 ± 0.43 μV, p = 0.03), Oz (6.91 ± 1.31 μV, vs. 3.83 ± 0.65 μV, p = 0.04), together with a trend for O1 (4.84 ± 0.94 μV, vs. 2.90 ± 0.46 μV, p = 0.07) and no difference for POz (2.84 ± 0.54 μV, vs. 2.69 ± 0.53 μV, p = 0.85).




Discussion

Using FPVS-EEG, the present study isolated direct brain markers of rapid facial expression discrimination in 3.5- and 7-month-old infants, by investigating the specific neural responses to brief changes of facial expression within rapid streams of neutral, disgust, or happy faces. A significant expression-change response was observed over posterior scalp regions for the discrimination from disgust and from happiness in 3.5-month-olds, with a similar response for the discrimination from disgust in 7-month-olds. For the discrimination from neutrality, the expression-change response was recorded over more anterior, occipito-temporal and parietal regions, in both age groups. Finally, a response to a change of expression from happiness emerged over central frontal scalp regions at 7 months of age. These results show that both 3.5- and 7-month-olds discriminate several facial expressions from each target expression. They also suggest that distinct brain regions/neural networks could be involved in facial expression discrimination depending on the age of the infants and the expression.

For the discrimination from neutrality, by opposing a neutral/unexpressive face (i.e., without facial actions) to all potential emotional facial expressions displayed randomly, we isolated a brain response to the occurrence of facial actions within the face at both ages. Thus, this response could be a marker of the detection of expressive facial configurations. In infants, ERP studies revealed several cortical sources within occipital brain areas (notably the IOG), the latFG, the posterior temporal cortex (including the pSTS), the PCC/precuneus or the middle frontal cortex (including the medial prefrontal cortex: mPFC) (Guy et al., 2016; Xie et al., 2019), suggesting that the neural network delineated in adults is already partly functional during the first year of life (Leppänen and Nelson, 2009; Leppänen, 2011). Given that the expression-change response for neutrality was recorded over scalp regions analogous to those observed in adults [i.e., at right occipito-temporal sites; e.g., Poncet et al. (2019)], our findings might suggest that this network is already functional at 3.5 months of age, and subtends the discrimination of neutral vs. expressive faces. However, considering the lack of evidence for more finely tuned processes that distinguish the different expression categories at this age (Campos and Stenberg, 1981; Oster, 1981; Walker-Andrews, 1997; Leppänen and Nelson, 2009; Quinn et al., 2011), the functionality of this network could be limited to segregate any expressive face from a neutral face irrespective of the emotional content. It worth noting that these interpretations remain tentative as the analogy between topographies in infants and adults must be made with caution, and scalp EEG is limited by its coarse spatial resolution. In addition, we cannot ascertain that the response is specific to emotional configurations. Further research is needed to dismiss the possibility that opposing neutral faces to facial expressions without emotional content, such as tongue protrusion or speech-related facial movements (e.g., say “O”), would elicit a similar neural response.

An expression-change response from disgust and happiness was also isolated at both ages. This response was recorded over medial occipital scalp regions in 3.5-month-olds, and over medial occipital and fronto-central regions, for disgust and happiness respectively, in 7-month-olds, both regions responding more than to the expression-change from facial neutrality. This observation suggests that the infant brain discriminates several expressions from every target expression at both ages. Indeed, the expression-change response emerges only if the brain detects visual cues that both (1) occur reliably in the target expression, and (2) do not systematically occur in the other expressions. These cues can be either local properties of a single facial action (e.g., a smiling mouth or a wrinkled nose), or more complex and integrated patterns (i.e., the co-occurrence of facial actions over the whole face). In particular here, for the brain response to a brief change of expression from neutrality, the changes were associated with facial actions turning from unexpressive (i.e., neutral face) to expressive (i.e., anger, disgust, happiness, fear, or sadness) over the whole face. In contrast, the brain responses to disgust and happiness were not driven by all facial features at each change since facial actions can be shared across expressions (e.g., eyebrow lowering for anger, disgust, fear, and sadness). One may therefore suggest that discriminating from neutrality relies more on brain structures that integrate the configuration of facial actions over the whole face, whereas discriminating from both disgust and happiness is subtended by lower-level regions that process more local information. In sum, we propose that the medial occipital response to an expression change from disgust and happiness in 3.5-month-olds, and from disgust in 7-month-olds, could be related to the discrimination of local facial actions that differentiate several expressions from the target expression (e.g., the smiling mouth in happy faces, the wrinkled nose in disgust faces). By contrast, the more lateral response observed for an expression-change from neutrality could be elicited by the co-occurrence of several expressive features over the whole face, regardless of the (emotional) nature of the configuration of facial actions.

Contrary to the discrimination from disgust and neutrality, the brain response to a change of expression from happiness differed between 3.5 and 7 months. The response mainly appeared over occipital/posterior sites and was not different from the response to the discrimination from disgust in 3.5-month-olds, whereas the occipital response contributed less to the expression-change from happiness than other categories in 7-month-olds. Rather, a change of expression from happiness elicited a response over the central frontal region at this age. This topographic shift might reflect a specialization of the brain response, with the integration of affective and/or social meaning, as demonstrated by recent studies (e.g., Palama et al., 2018). The scalp topography observed here is consistent with those reported in ERP studies (notably with the topography of the “Negative Central”: Nc component) in situations supposed to involve different levels of interest for infants [e.g., new vs. familiar objects, Reynolds and Richards (2005); faces vs. toys, Guy et al. (2016)], or for different expressions (e.g., Xie et al., 2019). These findings were thought of as reflecting stimulus salience (Nelson and de Haan, 1996) or attentional processes (e.g., Richards, 2003; Reynolds and Richards, 2005; Guy et al., 2016; Xie and Richards, 2016; Xie et al., 2019). For example, Xie et al. (2019) proposed that a central frontal response emerges for expressions that engage attention allocation and deeper processing. Similar central frontal activities were reported in response to happiness using fNIRS (Minagawa-Kawai et al., 2008; Fox et al., 2013). These findings were explained by the acquisition of socio-cognitive abilities (Grossmann, 2013).

An alternative (although non-exclusive) hypothesis is that the brain response to a rapid change of expression from happiness indexes the discrimination of positive vs. negative emotions at 7 months. In our design, all emotions but happiness were negative (4 out of 6) or unexpressive (1 out of 6). Thus, the brain response isolated by this contrast may also capture the processing of emotional valence, and not solely the processing of visually distinct expressions. However, irrespective of the nature of the response, it indicates that discriminating several expressions from happiness elicits a different brain response in 7-month-olds, possibly reflecting more attention or the recruitment of specific brain mechanisms implicated in affective, cognitive and/or social processing. Future studies should examine the hypothetical relationship between central frontal activities and emotional meaning attribution, for instance by testing the influence of contextual information, such as the emotional environment provided by the mother (de Haan et al., 2004; Jessen, 2020) or the multisensory context provided by auditory (Flom and Bahrick, 2007) or odor cues (Godard et al., 2016).

The brain response to an expression change from disgust was mainly found over occipital/posterior sites and did not evolve with age. It indicates that the brain has detected some visual cues that reliably occur in a disgust face and are absent in the other expressions (i.e., anger, happiness, fear, sadness, and neutrality). Considering the facial actions identified for these different expressions, the main candidates for disgust-specificity are nose wrinkling and lips parting together with upper lip rising; two actions more associated with disgust than with any other facial emotions (Ekman et al., 1978). The stability of the response between 3.5 and 7 months suggests that this expression is similarly processed during this period, contrary to happiness. This suggestion is in line with behavioral studies, which indicate that the emotional meaning of disgust faces is not integrated before 12 months (Moses et al., 2001; Hertenstein and Campos, 2004) or even later (Widen and Russell, 2010, 2013), as its understanding would imply a higher cognitive development (Rozin and Fallon, 1987; Widen and Russell, 2013). It may also be possible, however, that the contrast performed here did not allow to isolate the specific response to the emotional meaning of this facial expression. As mentioned earlier, the contrasted expressions were mainly negative (four expressions: disgust, anger, fear, and sadness), as opposed to only one positive expression (happiness) and neutrality. Thus, we cannot exclude that a face expressing disgust already acquired the status of a negative signal at 7 months, but may not be dissociated from other negative facial signals, except from visual characteristics (as suggested by the occipital expression-change response). This hypothesis should be further investigated by testing other negative emotions, such as fear or anger, already known to trigger infants’ attention in relation to meaning attribution (Leppänen and Nelson, 2009; Xie et al., 2019).

Finally, as a limitation, it is worth noting that the different patterns of brain activity observed for each discrimination at each age were only partially supported by a trend for a 2-way interaction in the global analysis that included age as a factor. At least two main reasons can explain this finding. First, contrary to the response to the discrimination from happiness, the responses to the discrimination from disgust and neutrality appear similar at each age. The analysis including the three conditions was thus probably limited in its ability to evidence an effect of age that is entirely driven by only one condition. In addition, several confounding factors (e.g., brain maturation, skull thickness) may also lead to differences in the amplitude and topography of the brain responses between the two age groups, and partially hinder our ability to identify the effect of age on the response to a discrimination from happiness. Future studies should thus further investigate the brain responses to different facial expressions at different ages using complementary approaches.



Conclusion

Using FPVS-EEG, we characterized brain responses indicating that several basic facial expressions are discriminated from the expressions of disgust, happiness and neutrality at 3.5 and 7 months of age. The response to a change of expression from disgust was mainly located over medial occipital sites at both ages, likely reflecting visual discrimination based on local facial features. The distinct response noted at both ages for the expression-change from neutrality further suggests that the discrimination from this expression relies on more global cues (i.e., integration of facial actions over the whole face). Finally, for the discrimination from happiness, the expression-change response was recorded over the occipital region at 3.5 months, while we rather found a significant response over central frontal scalp regions at 7 months, potentially reflecting a critical developmental change in the processing of the emotional content of smiling faces.
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The present study combined magnetoencephalography (MEG) recordings with fast periodic visual stimulation (FPVS) to investigate automatic neural responses to morphemes in developing and skilled readers. Native English-speaking children (N = 17, grade 5–6) and adults (N = 28) were presented with rapid streams of base stimuli (6 Hz) interleaved periodically with oddballs (i.e., every fifth item, oddball stimulation frequency: 1.2 Hz). In a manipulation-check condition, tapping into word recognition, oddballs featured familiar words (e.g., roll) embedded in a stream of consonant strings (e.g., ktlq). In the experimental conditions, the contrast between oddball and base stimuli was manipulated in order to probe selective stem and suffix identification in morphologically structured pseudowords (e.g., stem + suffix pseudowords such as softity embedded in nonstem + suffix pseudowords such as trumess). Neural responses at the oddball frequency and harmonics were analyzed at the sensor level using non-parametric cluster-based permutation tests. As expected, results in the manipulation-check condition revealed a word-selective response reflected by a predominantly left-lateralized cluster that emerged over temporal, parietal, and occipital sensors in both children and adults. However, across the experimental conditions, results yielded a differential pattern of oddball responses in developing and skilled readers. Children displayed a significant response that emerged in a mostly central occipital cluster for the condition tracking stem identification in the presence of suffixes (e.g., softity vs. trumess). In contrast, adult participants showed a significant response that emerged in a cluster located in central and left occipital sensors for the condition tracking suffix identification in the presence of stems (e.g., softity vs. stopust). The present results suggest that while the morpheme identification system in Grade 5–6 children is not yet adult-like, it is sufficiently mature to automatically analyze the morphemic structure of novel letter strings. These findings are discussed in the context of theoretical accounts of morphological processing across reading development.
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 magnetoencephalography, fast periodic visual stimulation, morphological processing, automatic morpheme identification, reading development, English


Introduction

Morphemes are the smallest linguistic units that bear meaning. For instance, a complex word like artist contains a stem, art-, and a suffix, -ist. Many languages are morphologically rich, meaning that their lexicon includes a great deal of complex words, by derivation, inflection, or compounding; it is estimated that 85% of the English lexicon is made up of complex words (Algeo and Algeo, 1993; Grainger and Ziegler, 2011).

Considering the important role that efficient morphological processing plays in skilled reading (Rastle, 2019), it is unsurprising that many studies in the psycholinguistic domain have focused on the sensitivity to morphological structure during visual word processing (for a review, see Amenta and Crepaldi, 2012). Several theories have been proposed over the years to account for the visual identification, comprehension, and reading aloud of complex words. Some of these theories dispose entirely of explicit morphological representations, and trace back the emergence of morphological effects to the appreciation of statistical regularities in mappings between form, meaning, and phonology (e.g., Seidenberg, 1987; Baayen et al., 2011; for a review, see Stevens and Plaut, 2022). Other localist models affirm the existence of morphological representations, either through different, serially arranged stages of processing (e.g., Crepaldi et al., 2010; Taft and Nguyen-Hoan, 2010; Taft, 2015), or along parallel routes (e.g., Grainger and Ziegler, 2011). More recently, Grainger and Beyersmann (2017; see also Beyersmann and Grainger, 2022) proposed that the analysis of the internal structure of words is initiated by the identification of stems as embedded, edge-aligned words. Although the cognitive architecture implied by this model is not substantially different from its predecessors, Grainger and Beyersmann’s theoretical account is new in the proposal of a lexical trigger (i.e., the identification of word stems) for morphological analysis, as well as in the different mechanisms it assigns to the identification of stems and affixes. Notably, localist models of morphology build in different ways on the distinction between a level of morphological processing that is mostly based on form and one in which meaning plays a more substantial role.

Indeed, there is wide evidence that skilled reading is characterized by a rapid and automatic process of morphological analysis that operates on any printed word that merely has the orthographic appearance of being complex (Rastle et al., 2004). The main support for this so-called morpho-orthographic processing comes from masked priming studies. This research has found that adult readers routinely show facilitation not only for pairs of words with a semantically-transparent morphological relationship (e.g., reader primes the recognition of READ) but also for pairs with a pseudo-morphological relationship (e.g., corner primes CORN, relative to a purely orthographic baseline with no apparent morphological structure, e.g., brothel-BROTH; e.g., Longtin et al., 2003; Rastle et al., 2004; Beyersmann et al., 2016; see Rastle and Davis, 2003, for a review).

Interestingly, these behavioral findings are bolstered by neurophysiological studies (see Leminen et al., 2019, for an extensive review) examining the time course and neural bases of morphological processing. For example, Whiting et al. (2015), conducted a masked priming MEG study to investigate differences in the processing of simple (walk), complex (farmer), and pseudocomplex (corner) words. For both complex and pseudocomplex items, a similar morphological effect emerged around 330–340 ms in the left middle temporal gyrus (MTG), diverging from noncomplex stimuli. This pattern of findings suggests that both complex and pseudocomplex items undergo a “blind” decomposition process, reflecting morpho-orthographic processing (see also Lavric et al., 2011; Beyersmann and Grainger, 2022, for similar EEG evidence). This is further corroborated by fMRI evidence, such as the masked priming study by Gold and Rastle (2007), in which a similar pattern of reduced activation was observed in the left posterior middle occipital gyrus for pseudomorphologically related pairs (archer-ARCH) and for orthographically related ones (pulpit-PULP), and reduced activity of the posterior face fusiform gyrus was observed specifically for pseudomorphologically related pairs.


Morphological processing across reading development

Children as young as 7 years show evidence for explicit morphological knowledge. They can successfully manipulate and reflect on the morphological structure of words and novel letter strings, as measured by various types of morphological awareness tasks (e.g., Kirby et al., 2012). Furthermore, there is substantial evidence that young readers’ morphological knowledge implicitly influences their online performance on word reading and recognition tasks (Rastle, 2019). For example, Carlisle and Stone (2005) showed that children in the initial (Grades 2 and 3) and later (Grades 5 and 6) years of primary school read aloud real morphologically complex words (e.g., hilly) more accurately than pseudo-morphological words, matched on number of syllables, spelling, and frequency (e.g., silly). Likewise, Burani et al. (2002) showed that Italian children between Grades 3 and 5 read aloud morphologically structured pseudowords (e.g., donnista, “womanist,” composed of the root donn-, “woman” plus the suffix -ista, “-ist”) more rapidly and accurately than pseudowords without a morphological structure (e.g., dennosto, composed of the non-root denn- plus the non-suffix -osto). When participating in a lexical decision task, the same children also showed greater difficulty in rejecting morphologically structured pseudowords; a morpheme interference effect that has since been replicated with children of similar school grades in French (Casalis et al., 2015) and in English (Dawson et al., 2018).

But at what stage of reading development does the ability to recognize morphemes rapidly and automatically emerge? To address this question, a series of masked priming studies sought direct evidence for morpho-orthographic processing in developing readers. The evidence they provided, however, is rather mixed. For example, using masked priming, Beyersmann et al. (2012) found that although English third and fifth graders showed facilitation for morphologically related pairs (e.g., golden-GOLD), there was no evidence for priming between pairs of words sharing pseudo-morphological (e.g., mother-MOTH) or purely orthographic (e.g., spinach-SPIN) overlap. But a different pattern of results emerged in a study by Quémart et al. (2011) with French-speaking children. In this experiment, third, fifth, and seventh graders yielded similar priming effects for opaque (baguette-BAGUE) and transparent pairs (tablette-TABLE), but no priming for orthographic (abricot-ABRI) or semantic (tulipe-FLEUR) pairs. Yet Schiff et al. (2012) found a different set of results in Hebrew, with fourth and seventh graders showing equally strong priming for prime and target pairs that were morphologically and semantically related, and seventh graders showing additionally a weak priming effect for pairs that were morphologically related and semantically unrelated—a pattern similar to that observed with adult readers of Hebrew (Bentin and Feldman, 1990; Frost et al., 1997).

More recently, Dawson et al. (2018) carried out a more fine-grained investigation into the emergence of adult-like morphological processing in English by including adolescent readers. Using unprimed lexical decision, they showed that although all groups of English-speaking participants rejected pseudo-morphemic pseudowords (e.g., earist) less accurately than control pseudowords (e.g., earilt), this difference was greater in adults and older adolescents (16–17 years) than in younger adolescents (12–13 years) and children (7–9 years). Furthermore, only adults and older adolescents exhibited a morpheme interference effect in their response times. Together these findings suggest that the way morphological representations are used in visual word recognition continues to undergo important changes during adolescence.

In summary, there is substantial evidence that within only a few years of reading instruction children demonstrate sensitivity to morphological structure during visual word processing. Yet, it remains unclear at what stage in reading development morphological processing is automatized. The available developmental data provide a mixture of results, with some recent evidence indicating that the morpheme recognition processes continue to develop even during adolescence. Admittedly, conclusions are further hindered by the different languages in which this research has been conducted. Indeed, the developmental trajectory of morphological processing appears to differ across languages, a claim that has found support in several recent cross-linguistic investigations (e.g., Beyersmann et al., 2020, 2021b; Mousikou et al., 2020). Another possibility is that the lack of clear evidence is due, at least in part, to issues related to commonly used behavioral paradigms, often requiring children to sit through long sessions and perform a somewhat unnatural task (e.g., primed or unprimed lexical decision), usually yielding quite small effects. One could, of course, take recourse to neurophysiological evidence to resolve this type of inconsistencies. However, to our knowledge, such developmental evidence is nonexistent. To overcome these limitations, the present study seeks to investigate automatic morpheme identification in developing readers by capitalizing on a relatively novel, behavior-free technique that combines Fast Periodic Visual Stimulation (FPVS) with electrophysiological recordings (Rossion, 2014).



Fast periodic visual stimulation (FPVS) and visual word recognition

The FPVS approach is based on the principle of neural entrainment (see Norcia et al., 2015, for a review), and when applied in the context of an oddball paradigm, it relies on frequency tagging to effectively capture visual discrimination processes at the level of the brain. This usually involves presenting sequences of base stimuli at a fast periodic rate (i.e., base stimulation frequency F) with oddball stimuli periodically inserted at fixed intervals within the stream (every nth item), thus resulting in a slower presentation rate (i.e., oddball stimulation frequency F/n). A peak in the neural signal at the oddball stimulation frequency (and its harmonics) indexes the brain’s ability to successfully discriminate between oddball and base stimuli. Critically, oddball responses are selective to the dimension that differentiates oddballs from base stimuli.

To date, the FPVS-oddball paradigm has been most commonly used to investigate face processing and recognition (e.g., Dzhelyova and Rossion, 2014; Rossion, 2014; Rossion et al., 2015; Retter and Rossion, 2016; Quek et al., 2018). However, thanks to its versatility, it has gained popularity in many other areas of cognitive processing, including visual word recognition. For example, Lochy et al. (2015) combined FPVS and EEG recordings to probe selective neural representations of words (relative to pseudowords) in skilled adult readers. Even more relevant to the present study, however, the FPVS approach enjoys several advantages that make it ideal for special populations like children. Specifically, the approach is highly sensitive such that only a few minutes of stimulation are sufficient to elicit robust responses with a high signal-to-noise ratio (SNR). This diminishes the need for a large number of experimental trials, especially when small effects are considered. Furthermore, the neural responses elicited by FPVS are clearly and objectively identifiable in the pre-defined base and stimulation frequencies, thus eliminating the subjectivity that can, at times, accompany the detection of event-related components. Finally, the approach does not require participants to actively engage with the experimental stimuli. As such, neural discrimination responses are obtained implicitly and automatically, and are devoid of potential contamination from task-induced cognitive and decisional processes. In this respect, Lochy et al. (2016) already provide us with proof of concept by successfully combining FPVS with EEG recordings to elicit selective neural responses to letter strings in young preschoolers. Here, we pair this technique with magnetoencephalography (MEG) to investigate for the first time an even more fine-grained level of visual word processing, namely the identification of morphemes, across reading development.



The present study

In the present FPVS-MEG study, we presented a group of native English-speaking children (Grades 5 and 6) and a group of native English-speaking adults with rapid sequences of carefully constructed pseudowords in order to examine automatic neural responses to morphemes. By definition, pseudowords are not represented in the lexicon. As such, they constitute ideal linguistic stimuli to explore morpho-orthographic analysis that is considered to operate rapidly and automatically on any printed letter string prior to lexical access (Taft and Forster, 1975). The experimental stimuli consisted of four types of pseudowords. We manipulated the contrast between oddball and base stimuli in order to probe selective stem and suffix identification (see Figure 1). Specifically, to investigate stem identification, two of the experimental conditions featured oddball pseudowords that were either composed of a real English stem and a real English suffix (e.g., softity; Condition 1) or of a stem only (e.g., softert; Condition 2). To investigate suffix identification, two additional experimental conditions featured oddball pseudowords that were either composed of a real English stem and a real English suffix (e.g., softity; Condition 3) or of a suffix only (e.g., terpity; Condition 4). In order to elicit a contrast, oddballs were embedded in streams of base stimuli which did not contain the critical morpheme. Namely, in Condition 1, the stem + suffix oddballs (softity) were embedded in streams of nonstem + suffix base stimuli (trumess), so that the contrast between the two would track stem identification, in the presence of a suffix. In Condition 2, the stem + nonsuffix oddballs (softert) were embedded in streams of nonstem + nonsuffix base stimuli (trumust), so that the contrast would still track stem identification, this time in the absence of a suffix. Similarly, Conditions 3 and 4 featured, respectively, stem + suffix oddballs embedded in stem + nonsuffix base stimuli (softity vs. stopust), and nonstem + suffix oddballs embedded in nonstem + nonsuffix base stimuli (terpity vs. trumust), thus tracking suffix identification, either in an exhaustively decomposable morphological context or not.
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FIGURE 1
 Fast Periodic Visual Stimulation (FPVS) in the context of an oddball paradigm (figure adapted from De Rosa et al., 2022). The schematic illustration pertains to one second of stimulation. For a gradual and smooth transition between them, stimuli were presented via sinusoidal contrast modulation at 6 Hz during 60 s, with each cycle reaching full contrast after 83.5 ms and lasting a total of 167 ms. Oddball stimuli appeared every fifth item (6/5 = 1.2 Hz). Examples are given for the different types of sequences used in the experimental conditions. To examine stem identification, Condition 1 featured stem + suffix oddballs embedded in a stream of nonstem + suffix pseudowords, and Condition 2 (adult sample only) featured stem + nonsuffix oddballs embedded in a stream of nonstem + nonsuffix pseudowords. To examine suffix identification, Condition 3 featured stem + suffix oddballs embedded in a stream of stem + nonsuffix pseudowords and Condition 4 (adult sample only) featured nonstem + suffix oddballs embedded in a stream of nonstem + nonsuffix pseudowords. A manipulation-check condition (Condition 0) was administered to all participants and examined a selective neural response to words that appeared as oddballs within a sequence of unpronounceable letter strings. During stimulation, participants engaged in the independent task of monitoring and responding to changes in the color of a fixation cross at the center of the screen.


In the current design, a robust oddball response across Conditions 1 and 2, and/or across Conditions 3 and 4, would be suggestive of sensitivity to the individual morphemes regardless of whether the oddball can be exhaustively decomposed into a stem and a suffix. On the other hand, an oddball response only in Conditions 1 and 3 would indicate sensitivity to, respectively, stems and suffixes only when presented in an exhaustively decomposable morphological oddball (i.e., in the presence of another morpheme). Adults were administered all four conditions, while children were only administered Conditions 1 and 3, in consideration of the limited time that they could spend in the MEG room.




Materials and methods


Participants

We recruited 32 skilled adult readers (age range: 18–45) and 21 developing readers (enrolled in Grades 5 and 6 of the Australian school system at the time of testing). Data from four adults and four children were eventually removed from the final sample analyzed here, either for excessive head motion (greater than 5 mm for adults; greater than 11 mm for children) or due to an excessive presence of artifacts. This left us with 28 skilled adult readers (age: mean = 22.93 years, sd = 6.38 years) and 17 developing readers (age: mean = 10.59 years, sd = 0.79). Adult participants were recruited through Macquarie University and were offered course credit, where applicable, or monetary compensation. Children were recruited through Neuronauts, a dedicated Macquarie University portal, and their families were awarded monetary compensation for their time. Both studies were approved by the Macquarie University Human Research Ethics Committee. All participants were native English speakers and right-handed; none reported neurological or developmental issues, language difficulties, or claustrophobia. They all had normal or corrected-to-normal (through contact lenses) vision.



Stimuli

All conditions consisted of five 60-s trials, for adults, and of six 60-s trials, for children. A within-participant block design was adopted. A manipulation-check condition (Condition 0) probing visual word identification was administered to all participants. Adults were administered four experimental conditions, while children were only administered two of these (Conditions 1 and 3).

In Condition 0, 4-letter English words (oddball stimuli) were embedded in non-pronounceable 4-consonant strings (base stimuli). The purpose of this condition was to ensure that the paradigm worked correctly, as prior FPVS research reports robust oddball responses to words embedded in nonwords (see, e.g., Lochy et al., 2015, 2016). In Condition 1, oddball stimuli were pseudowords made up of a real English stem and a real English suffix (e.g., softity), which were embedded in pseudowords made up of a nonstem and a real English suffix (e.g., trumess). In Condition 2, pseudowords made up of a real stem and a nonsuffix (e.g., softert) were used as oddballs and embedded in pseudowords made up of a nonstem and a nonsuffix (e.g., trumust). In Condition 3, oddball pseudowords were made up of a real stem and a real suffix (e.g., softity) and were embedded in pseudowords made up of a real stem and a nonsuffix (e.g., stopust). Lastly, in Condition 4, pseudowords made up of a nonstem and a nonsuffix (e.g., terpity) were embedded in pseudowords made up of a nonstem and a suffix (e.g., trumust). Sequence examples for each condition are reported in Figure 1.

Contrasts in each condition were set in order to tap into stem or suffix identification. Specifically, an oddball response in Condition 1 (and 2, in the adult sample only) would index stem identification, and in Condition 3 (and 4, in the adult sample only) it would index suffix identification. The administration of two additional conditions (2 and 4) to the adult participants was intended to shed light on the role of context for the identification of morphemes—that is, whether a robust response to oddballs was present only when they could be fully broken down into the two constituent morphemes (Conditions 1 and 3), or whether morphemes would also be successfully identified when oddballs featured only one morphemic constituent (Conditions 2 and 4).

In the version of the experiment with adult readers, stimuli were composed of 12 items for each type: stems, nonstems, suffixes, and nonsuffixes. Nonstems and nonsuffixes were created from the set of existing stems and existing suffixes, while keeping the same length, Consonant-Vowel structure, and minimising orthographic overlap with existing words (e.g., terp was created as a nonstem from soft, ert was created as a nonsuffix from ity). Stem and nonstems were 4 letters in length, while suffixes and nonsuffixes were 3-letter long. The 12 nonsuffixes were non-morphemic endings attested in English. Each set of (non)stems and (non)suffixes was divided into two subsets of 6 items; stimuli were then obtained by combining each element in one subset with each element of another. This procedure generated 72 unique combinations (6 items in the first set, times 6 items in the second set, times 2 subsets) of each type (stem + suffix, nonstem + suffix, stem + nonsuffix, nonstem + nonsuffix), yielding a total of 288 unique stimuli.

In the developmental version of the experiment, the building blocks were reduced to 6, a subset of those used for skilled adult readers (Non)stems and (non)suffixes were combined by groups of 3, to obtain 18 (3*3*2) unique combinations of each type (stem + suffix, nonstem + suffix, stem + nonsuffix), yielding a total of 54 unique stimuli.

All building blocks (stems, nonstems, suffixes, and nonsuffixes) are reported in Table 1. Statistics for stems and suffixes were obtained from two different linguistic databases: SUBTLEX-UK (Van Heuven et al., 2014) and MorphoLex (Sánchez-Gutiérrez et al., 2018). Specifically, while the former frequency database is particularly relevant for its size (over 160,000 types and 200 million tokens from English television show subtitles), the latter resource is a rich morphologically tagged database for English, allowing the extraction of metrics related to the use of items as morphemes in the language.



TABLE 1 Unique stems, nonstems, suffixes, and nonsuffixes combined to generate nonword stimuli, and the respective OLD20 statistics. All listed items were used to construct stimuli in the study with adults, while a subset (underlined items) was used to construct stimuli for the study with children. The full sets of stimuli are reported in the Supplementary Tables S1, S2.
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Stem selection

All selected stems were four-character long and had a CVCC or CCVC consonant-vowel structure. Here, we describe the features of the 12 stems used as constituents in the adult version of the experiment, a subset of which was used in the version with developing readers; the statistics related to the six stems used in the version for children are provided in square brackets. Database exploration, extraction, and calculation of relevant metrics were performed using R (R Core Team, 2021) within RStudio (RStudio Team, 2021). The average SUBTLEX-UK log Zipf frequency was 5.13, with a sd of 0.43 [mean: 4.93, sd: 0.28]; the average stem token frequency in MorphoLex was 155,217, with a sd of 1,44,128.60 [mean: 1,32,510, sd: 1,27,152.30], while the average stem family size in MorphoLex was 15.50, with a sd of 9.64 [mean: 22.83, sd: 8.33]. Finally, the average Levenshtein distance (OLD20; Yarkoni et al., 2008), a lexical density index based on the average distance of the 20 nearest neighbors in the lexicon, was calculated through the R package vwr (Keuleers, 2013) using SUBTLEX-UK, the largest resource considered here. The higher the OLD20 value of a stimulus, the lower its orthographic neighborhood. All stems had a mean OLD20 of 1 and a sd of 0 [mean: 1, sd: 0].



Nonstem selection

Nonstems were pseudowords generated with the same length and CV structure types as the real stems, for the items to be orthographically and phonotactically legal, while at the same time minimizing orthographic overlap with the selected stems. The mean OLD20 for our nonstem selection was 1.14, with a sd of 0.21 [mean: 1.07, sd: 0.16].



Suffix selection

Twelve three-letter derivational suffixes were shortlisted from the CELEX database (Baayen et al., 1993). The CV structure types of the selected suffixes were VCC, VCV, CVC, and VVC. A subset of six suffixes was used for the developmental version of the experiment. The same exploration and analysis were performed as for the above-described stem selection. The average SUBTLEX-UK log Zipf frequency was 2.41, with a sd of 0.59 [mean: 2.41, sd: 0.73]. We ensured, through MorphoLex, that all selected items were productive suffixes in the English language. The average suffix token frequency in MorphoLex was 5,14,914.40, with a sd of 4,52,230.50 [mean: 6,43,484.20, sd: 5,23,213.40], while the average suffix family size in MorphoLex was 319.25, with a sd of 226.44 [mean: 431.50, sd: 145.89]. All suffixes had a mean OLD20 of 1 and a sd of 0 [mean: 1, sd: 0].



Nonsuffix selection

We selected 12 three-letter clusters that occur as non-morphological endings in English, with a mean OLD20 of 1 and a sd of 0 [mean: 1, sd: 0].



Manipulation-check condition stimuli

For Condition 0, we selected 72 4-letter words (with various CV structure types, but always ending with a consonant) and 72 4-letter non-pronounceable consonant strings. A subset of 18 words and 18 consonant strings was used for the experiment with children. The average SUBTLEX-UK log Zipf frequency was 4.71, with a sd of 0.54 [mean: 4.91, sd: 0.54].



Stimuli combinations

Statistics for the stimuli used in the developmental version of the experiment, which did not feature nonstem + nonsuffix combinations, are reported in brackets. OLD20 statistics were then computed for all stimuli. Stem + suffix combinations had a mean OLD20 of 2.32 and a sd of 0.30 [mean: 2.43, sd: 0.27], stem + nonsuffix combinations had a mean OLD20 of 2.49 and a sd of 0.37 [mean: 2.55, sd: 0.43], nonstem + suffix combinations had a mean OLD20 of 2.47 and a sd of 0.32 [mean: 2.47, sd: 0.32], and nonstem + nonsuffix combinations had a mean OLD20 of 2.62 and a sd of 0.31. All unique stimuli administered to skilled adult readers can be found in the Supplementary material.




Trial structure

Each trial comprised a 60-s stimulation sequence in which stimuli were presented via sinusoidal contrast modulation at 6 Hz (i.e., six stimuli per second)—each individual stimulus appeared gradually, reaching a contrast peak after 83.5 ms (for a schematic illustration, see Figure 1). Each 60-s trial thus contained 360 stimuli overall. Each oddball stimulus appeared every five items (6 Hz/5 = 1.2 Hz); therefore, the stimulation sequence in each trial included 72 oddballs and 288 base items. The oddball stimuli were unique items in the adult design, whereas in the developmental design a greater number of item repetitions was present: in each trial, every oddball was delivered a total of 4 times (18*4 = 72). The sets of stimuli were generated through pseudo-randomization, using in-house R scripts within RStudio for the adult version of the experiment, and using Mix software (Van Casteren and Davis, 2006) for the developmental version. As the process could not be entirely automated, lists were then checked and edited manually when deemed necessary, in order to prevent repetitions of the same combinations within each stimulation sequence. With both skilled and developing readers, we ensured that the same stimulus was not repeated within each 1-s of the stimulation sequence (i.e., the minimum distance between stimulus repetitions was 5). Overlayed to this stimulus sequence, a fixation cross (12 pixels) was constantly present at the center of the screen. The color of the cross changed randomly (from blue to red and vice versa), and participants were instructed to tap a button whenever they detected a color change (Lochy et al., 2015, 2016).

In the experiment with skilled readers, visual stimuli were displayed in black Courier New font, with a font size of 100 pt., within a white bounding box of 500*150 pixels. In the developmental version of the experiment, stimuli were slightly enlarged and they were displayed in black Courier New bold font, with a font size of 110 pt., within a white bounding box of 510*170 pixels. A large font size was adopted for both skilled and developing readers due to their distance from the screen. In both versions of the experiment, stimuli were displayed over a gray background.



Procedure

Responses were recorded through a fiber-optic button box (fORP, Current Designs, Philadelphia, PA, United States). Accuracy in this task was very high for all participants (skilled adult readers: mean = 97.83%, sd = 1.84; developing readers: mean = 95.64%, sd = 4.84). This behavioral task was administered with the mere purpose of ensuring that participants engaged with the area in which the stimuli would be presented. Trials were separated by a 25-s break. The break ended with a 10-s countdown to the new trial. A 2-min break was given twice between recording blocks, to allow head location measurements to be performed; one last measurement was performed at the end of the MEG recording. Overall, the MEG testing in the MSR required 45–50 min with adults and a maximum of 30 min with children.



Apparatus

Data were collected at the KIT-Macquarie Brain Research Laboratory (Sydney, Australia). Participants lay supine in a dimly lit and magnetically shielded room (MSR). Continuous MEG recordings were acquired using a 160-channel whole-head coaxial gradiometer system (KIT, Kanazawa Institute of Technology, Japan) at a sampling rate of 1,000 Hz, with an online bandpass filter of 0.03–200 Hz. Visual stimuli were delivered through a projector (sampling rate: 60 Hz) and mirrored onto a translucent screen mounted above the participant’s head, at a distance of approximately 110 cm. The experiment was controlled via a Windows desktop computer, using MATLAB 2019a (MATLAB, 2019) and Psychtoolbox (Brainard, 1997; Kleiner et al., 2007). Parallel port triggers were used to mark the beginning and end of each trial, and a photodiode was used to check the correct delivery of oddball stimuli, through a white square in the bottom right corner of the screen. Participants’ head shapes were recorded using the Polhemus FASTRAK system and digitizing pen (Colchester, VT, United States). Throughout the MEG recording session, participants wore an elastic cap with five marker coils which allowed tracking the head location relative to the MEG helmet and to measure motion over time.



MEG data preprocessing

Data were preprocessed in MATLAB using the FieldTrip toolbox for EEG/MEG analysis (Oostenveld et al., 2011) as well as in-house functions. A lowpass filter of 100 Hz was applied; continuous MEG recordings were epoched into trials using a custom-made trial function. In trial epoching, a pre-stimulus interval and a post-stimulus interval were set in order to avoid edge artifacts. Respectively, the first two oddball cycles (i.e., the first 1.67 s of stimulation) and the last one (833 ms) were cut from each trial, resulting in trials of 58.33 s each (see Lochy et al., 2015). Recordings were then downsampled to 250 Hz. Data from eight subjects (four adults and four children) with excessive noise artifacts (one adult) or excessive movement artifacts (three adults and four children) were discarded entirely. Noisy channels were removed based on visual inspection, and channel interpolation was performed (neighbors were defined using FieldTrip functions through a triangulation method). One dataset per condition (five trials per condition for adults, six trials per condition for children) per participant was obtained.



Frequency analysis

A very similar procedure to the one used in Lochy et al. (2015, 2016) was adopted. Each participant’s trials were averaged by condition and subjected to a Fast Fourier Transform. By calculating the square root of the sum of squares of the real and imaginary parts divided by the number of data points, power spectra were then computed for each sensor. As each epoch was 58.333 s long, the frequency resolution was 1/58.333 = 0.0171 Hz. The spectra were then normalized by dividing the mean power spectrum of each frequency bin by the mean of the surrounding 20 bins (10 on either side, excluding immediately adjacent bins), thus obtaining a signal-to-noise ratio metric (SNR). Oddball response was defined as the average SNR of the response at the oddball (1.2 Hz, precisely 1.1962 Hz as calculated in the collected datasets1) stimulation frequency and its corresponding first three harmonics (2.4, 3.6, 4.8 Hz, precisely 2.3924, 3.5886, 4.7848 Hz, as calculated in the collected datasets). Hence, the final dataset consisted of 22,400 data points for the adult sample (28 participants, times 5 conditions, times 160 channels) and 8,160 data points for the children sample (17 participants, times 3 conditions, times 160 channels).




Results


Cluster-based permutation analysis in the sensor space

The present results only pertain to sensor-level analysis, as source-level analysis could not be performed due to technical limitations. A data-driven approach to the analysis was adopted. Although the primary interest is the visual identification of morphemes, and the present paradigm emphasizes quick and automatic visual access, morphological analysis might also trigger higher-level semantic processing. Therefore, we aimed at assessing the existence of any potential tagging of the oddball frequency at the whole-brain level.2 To this aim, we conducted a cluster-based permutation test at the sensor level (Maris and Oostenveld, 2007), adapted for FPVS-MEG datasets, which span over space (sensors), but not time. Using grand-averaged datasets per participant per condition, cluster-based permutation was performed on the power spectrum at the averaged oddball frequency and first three harmonics (see “Frequency Analysis”), across all 160 sensors. We used a within-subject design and adopted a Montecarlo method for calculating probabilities. A minimum of two neighboring channels were required for a cluster to be defined. A cluster alpha level of 0.05 was set and a one-tailed t-test was run (we only contemplated the hypothesis that the SNR was higher than 1). An alpha level of 0.05 was set and 5,000 randomizations were performed. With this configuration, cluster-based permutation was run against an array of ones, representing the noise level in each channel (i.e., the null distribution).

The results for the adult skilled readers are illustrated in Figure 2. In Condition 0, which taps into whole-word identification, we found one large cluster essentially encompassing the whole posterior part of the scalp, with a peak in the left hemisphere [t(27) = 416.46, p < 0.001, panel A]. A cluster also emerged for Condition 3, which probes suffix identification in the presence of a stem [t(27) = 113.02, p < 0.001, panel B]. This cluster is much smaller than in Condition 0 and extends along the midline from the vertex to the back of the brain, and then along the left ventral stream. No other significant clusters emerged, there was no robust response to the oddball stimuli in Condition 1 (designed to track stems in the presence of affixes), Condition 2 (stems in the absence of affixes), and Condition 4 (suffixes in the absence of stems).
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FIGURE 2
 Sensor-level clusters in which a significant oddball response emerged, by condition. Data from skilled adult readers. (A): Large temporo-parieto-occipital cluster (mostly left-lateralized, with a right-lateralized part) indicating widespread identification of words in nonwords, in Condition 0; p < 0.001, cluster alpha level = 0.05. (B): Left and central occipital cluster for the identification of stem + suffix oddballs in stem + nonsuffix base stimuli, in Condition 3; p < 0.001, cluster alpha level = 0.05. Color bars represent SNR on a continuous scale (blue = low, yellow = high). Condition 0: words in nonwords (e.g., roll in kltq); Condition 3: stem + suffix in stem + nonsuffix (softity in terpert).


The results for the developing readers are illustrated in Figure 3. For Condition 0, a cluster emerged [t(16) = 347.17, p < 0.001, panel A] which is largely left-lateralized and extends over temporo-parieto-occipital sensors. Furthermore, an occipital cluster, mostly located around the midline, emerged in Condition 1 [t(16) = 74.90, p = 0.007, panel B], in which stem identification in the presence of suffixes is tracked.
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FIGURE 3
 Clusters in which a significant oddball response emerged, by condition. Data from developing readers. (A): Temporo-parieto-occipital cluster, largely left-lateralized, for the identification of words in nonwords, in Condition 0; p < 0.001, cluster alpha level = 0.05. (B): Central occipital cluster for the identification of stem + suffix oddballs in nonstem + suffix base stimuli, in Condition 1; p = 0.007, cluster alpha level = 0.05. Color bars represent SNR on a continuous scale (blue = low, yellow = high). Condition 0: words in nonwords (roll in kltq); Condition 1: stem + suffix in nonstem + suffix (softity in terpity).





Discussion

Using an FPVS-oddball paradigm paired with MEG recordings, the current study sought to examine the automatic identification of morphemes in pseudowords, within a group of developing readers and a group of skilled adult readers of English. Our design also included a manipulation-check condition, that was administered to tap into whole word identification (word oddballs embedded in consonant letter strings), serving as a benchmark for our paradigm. This condition confirmed that the FPVS technique, which has already been quite extensively paired with EEG recordings, can also be successfully employed in MEG studies investigating visual word identification. A cluster-based permutation analysis at the sensor level revealed a large temporo-parieto-occipital cluster at the oddball frequency, that was present in both children and adults. As expected and consistent with previous FPVS studies using psycholinguistic material (e.g., Lochy et al., 2015, 2016), this cluster peaked predominantly in the left hemisphere for both reader groups. Interestingly, however, the cluster spread more anteriorly in adult readers. This could be taken to suggest that even automatic and implicit word identification might trigger full processing, possibly up to the semantic stage.

Although direct parallels with the studies by Lochy et al. (2015, 2016) are not fully warranted due to differences between EEG and MEG with respect to the localization of FPVS responses (see Hauk et al., 2021), one could tentatively explain the more widespread word identification response that we observe here (relative to a localized orthographic response in an occipito-temporo-parietal region) as stemming from two important differences between our studies and Lochy and colleagues’. First, in the experiment with skilled adult participants, we adopted a lower stimulation frequency (6 Hz, vs. 10 Hz in Lochy et al., 2015), resulting in a longer presentation time for each stimulus (167 ms vs. 100 ms). Second, in the developmental version of the experiment, our participants were already quite experienced readers (fifth and sixth graders) compared to the preschooler sample of Lochy et al. (2016).

Remarkably, word identification responses were similar across our developing and adult participants. These findings suggest that fifth and sixth graders, with just a few years of reading instructions, have already built up a highly sophisticated visual word identification system, roughly comparable to that of adults, when it comes to automatic and implicit detection of real words.

In relation to the core research question of the present study, whether automatic identification of morphemes emerges in complex pseudowords, the results revealed several intriguing differences between adults and children. With respect to the identification of morphemes, stems were more reliably identified by developing readers, whereas skilled readers showed sensitivity to suffixes. Suffixes represent salient units in the language, both from a semantic (as they convey systematic meaning) and from a perceptual and orthographic (as frequent chunks) point of view (Lelonkiewicz et al., 2020). Solid signs of suffix identification emerged only in the context of exhaustively decomposable complex pseudowords, which suggests that the process is not simply a catch of frequent and salient units, but involves a comprehensive (morphological) analysis of the whole string. This result aligns with the wealth of studies showing that our cognitive system heavily relies on morphology during reading and visual word identification (e.g., Rastle et al., 2000; Marslen-Wilson and Tyler, 2007; Amenta and Crepaldi, 2012; Whiting et al., 2015; Leminen et al., 2019; Beyersmann et al., 2021a). Interestingly, this finding highlights one main limitation of many current models of the visual identification of complex words (e.g., Crepaldi et al., 2010; Taft and Nguyen-Hoan, 2010; Grainger and Ziegler, 2011). These models are fundamentally based on a spreading activation mechanism, and therefore would all predict that a stem is activated any time their constituting letters are present in the input. There is no plausible computational mechanism in those models that would explain how the presence of a suffix vs. a non-suffix might trigger vs. kill the activation of a stem representation.

Our pattern of results is also in tune with findings by Beyersmann et al. (2021b), who provided evidence for a greater steady-state visually evoked potential (SSVEP) magnitude for suffixes, compared to non-suffixes. Such activation boost is taken as an index of an additional semantic feedback mechanism, beyond morphological decomposition, which would instead be sufficient for the identification of stems.

In our developmental sample, we found evidence for stem identification, again, in exhaustively decomposable stimuli (i.e., made up of a real stem and a suffix), suggesting that children in Grades 5–6 have already developed an automatic morpheme identification system, albeit not adult-like. There may be two reasons for the presence of a stem (but not suffix) response. First, stems are often encountered as whole words in English (see, e.g., Grainger and Beyersmann, 2017, 2021); from this point of view, they might be even more perceptually salient than suffixes, given that the surrounding blank spaces might serve as “chunking cues” that help the system identify these items as important functional units. Second, stems are more informative about word identity, allowing to narrow the lexical and semantic interpretation of a word more than a suffix does per se. For example, upon encountering dark-, a reader can reliably predict the general meaning of the rest of that word; instead, many different words end in -ness.

In line with this, Grainger and Beyersmann (2017) suggested that what is typically interpreted as morpho-orthographic processing may in fact reflect a mechanism of embedded word/stem identification that is not, per se, genuinely morphological, i.e., it would operate independently of the presence of an affix. This account matches with the recent observation that when lexical competition is partialled out in priming experiments—that is, when pseudowords are used—affixed and non-affixed primes provide the same amount of facilitation (farmald-FARM = farmness-FARM). Note, however, that this hypothesis could not be fully tested in our developmental sample, as the oddball stimuli in the two experimental conditions administered to children comprised only fully decomposable pseudowords. Moreover, the adult data seems to challenge this assumption, as clear signs of sensitivity to the stems only emerged in the presence of a suffix; this might be due to the intrinsic differences between the priming tasks that contributed most of the experimental basis for Grainger’s and Beyersmann’s model, and the paradigm we employed here.

Overall, the present findings can be interpreted as corroborating SSVEP evidence by Beyersmann et al. (2021a), where, on the one hand, rapid stem identification was facilitated by the presence of a suffix (or pseudo-suffix), and, on the other, suffixed words received an activation boost relative to non-suffixed ones. This is traced back to the same mechanism: the activation of embedded stems. The observed neural response to stems in children and to suffixes in adults suggests that sensitivity to morphemes differs across reading development, with stems being identified as salient units by the developing reading system (see also Grainger and Beyersmann, 2017, 2021), and suffixes acquiring saliency in a more mature system, due to the higher frequency with which they are encountered in words.

With some caution against making assumptions about potential neural sources, the fact that a response is elicited by morphemes in sensors that span over occipital regions suggests that suffixes are likely processed as visual units, at least at this stage of processing. This aligns with theories positing the existence of a level of morphological analysis that is mostly based on form (e.g., Crepaldi et al., 2010; Grainger and Ziegler, 2011; Xu and Taft, 2014). At this level of analysis, morphemes are primarily seen as frequent, statistically associated clusters of letters, perhaps not so different from what happens in other domains of vision (e.g., Vidal et al., 2021). It is well known that neural circuitry in the ventral stream is particularly apt at finding regularities in the co-occurrence of lower-level units, to then build higher-level representations that exploit such regularities (e.g., Dehaene et al., 2005; Tkačik et al., 2010). This property is particularly prominent in the domain of visual word identification, which is characterized by lower-level units (i.e., letters) that bind together higher-level objects (i.e., morphemes and words). In this context, it should not be surprising that morphemes are captured as chunks of strongly associated letters.

Experimental evidence in support of a view of visual word identification as mostly relying on the detection of (also morphological) regularities is growing. For example, Chetail (2017) asked participants to familiarize themselves with an artificial lexicon made up of pseudo-characters. The lexicon was such that some bigrams were particularly frequent; when participants were involved in a wordlikeness task with entirely novel stimuli, those that contained the frequent bigrams were judged as more word-like. So, even in a completely unfamiliar novel lexicon, made up of completely unfamiliar pseudo-characters, a few minutes of exposure were sufficient for participants to develop sensitivity to small clusters of particularly high frequency. With a similar design and experiment, Lelonkiewicz et al. (2020) were able to reproduce effects that emerged in morphological pseudowords (e.g., Taft and Forster, 1975; Crepaldi et al., 2010) with an artificial lexicon that was entirely devoid of any phonological or semantic ties, that is, a set of purely visual, non-linguistic entities made up of sequences of pseudo-characters. These data suggest that at least part of the morphological effects that we observe with genuine linguistic material can be reproduced in purely visual, non-linguistic systems.

It is less clear why in the children’s data (with respect to stem identification), and partially in the adults’ data (with respect to suffix identification), a cluster for morpheme identification emerged centrally in occipital sensors. Further FPVS-MEG investigations of the neural source(s) of morpheme identification response would ideally complement the sensor-level findings that we reported. A cautious explanation for the largely central cluster for stem identification observed in the developing readers is that it might reflect a type of processing which is less specific to morpho-orthographic units, perhaps suggestive of a more general lexical/semantic response. This would align with accounts according to which, along reading development, morpho-semantic processing matures earlier than morpho-orthographic processing, which is hypothesized to emerge only at the last stages of reading development (Grainger and Beyersmann, 2017; Beyersmann and Grainger, 2022), and to still be maturing during adolescence (Dawson et al., 2018). Alternatively, the perceptual and automatic nature of a paradigm like FPVS might have boosted those components of morpheme identification that are not specifically linguistic, but more generally visual in nature. This would again be in line with recent evidence showing that several aspects of orthographic and morphological processing can be replicated with exclusively visual material that shares the same statistical features of real language (e.g., Chetail, 2017; Lelonkiewicz et al., 2020; Vidal et al., 2021).



Conclusion

In the present FPVS-MEG study, we showed that in Grade 5-6 children sensitivity to morphological structure, albeit not adult-like, has already sufficiently matured to be captured through an implicit, behavior-free paradigm such as FPVS. Moreover, the present results suggest that morpheme identification is stronger in strings that can be exhaustively decomposed into their constituent morphemes (i.e., when both a real stem and a real suffix are present). Signs of this identification process appeared in sensors that morphological identification as a predominantly visual process, and thus potentially linked to language-agnostic, statistical learning mechanisms (e.g., Rastle and Davis, 2003; Crepaldi et al., 2010; Lelonkiewicz et al., 2020; Vidal et al., 2021). Additionally, our findings make a methodological contribution by providing a further demonstration that the FPVS paradigm can be employed to investigate even more fine-grained processes of visual world recognition than previously explored in the literature.
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Footnotes

1This calculation was performed by means of a custom Matlab function which calculates the observed frequency of stimulus delivery, averaged across participants.

2As a sanity check of the effectiveness of the visual stimulation, we furthermore ensured that all participants displayed neural entrainment at the base stimulation frequency (6 Hz). See relevant section in the Supplementary material.
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Rhythm and meter are central elements of music. From the very beginning, children are responsive to rhythms and acquire increasingly complex rhythmic skills over the course of development. Previous research has shown that the processing of musical rhythm is not only related to children’s music-specific responses but also to their cognitive abilities outside the domain of music. However, despite a lot of research on that topic, the connections and underlying mechanisms involved in such relation are still unclear in some respects. In this article, we aim at analyzing the relation between rhythmic and cognitive-motor abilities during childhood and at providing a new hypothesis about this relation. We consider whether predictive processing may be involved in the relation between rhythmic and various cognitive abilities and hypothesize that prediction as a cross-domain process is a central mechanism building a bridge between rhythm processing and cognitive-motor abilities. Further empirical studies focusing on rhythm processing and cognitive-motor abilities are needed to precisely investigate the links between rhythmic, predictive, and cognitive processes.

KEYWORDS
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Introduction

Rhythm is a central component of music. The ability to perceive and produce rhythm enables people to make music. The first signs of these rhythmic abilities appear already in infancy (Winkler et al., 2009) and develop into adulthood (Thompson et al., 2015). In recent years, interest in research on rhythm processing, its development, and the connection to cognition has increased. Researchers found positive associations between rhythmic abilities and different cognitive abilities such as language, motor function, or executive functions (e.g., Anvari et al., 2002; Flaugnacco et al., 2014; Degé et al., 2015; Lesiuk, 2015; Slater et al., 2018; Trainor et al., 2018) with some even suggesting potential causal links (e.g., Moritz et al., 2013; Flaugnacco et al., 2015; Frischen et al., 2019; Lê et al., 2020). For example, it has been shown that music training that is highly based on rhythm processing cannot only improve rhythmic, but also benefit language abilities in typical developing children and children with developmental dyslexia (Moritz et al., 2013; Flaugnacco et al., 2015). Additionally, it has been revealed that rhythm-based music training can improve executive functions in preschoolers (Frischen et al., 2019; Williams and Berthelsen, 2019). However, although a lot of research has already been done on the association between rhythmic abilities and cognitive-motor abilities, the precise connections and underlying mechanisms are still unclear in some respects. To gain a better understanding of these relations, we will identify processes that are related to both rhythm processing and cognitive-motor processing. We propose that prediction could be such a process, building a bridge between rhythmic abilities and cognitive-motor abilities. Predictive processes are fundamental for human cognition and highly relevant for early cognitive development (Nagai, 2019). From the very beginning of life, children strive to identify regularities and contingencies in their physical and social environment based on which they make predictions (Köster et al., 2020). In the context of musical rhythm, predictive processes mean the anticipation of temporally ordered sound events which is usually formed with regard to the meter and the rhythm of a tone sequence. As predictive processes are not only of great importance in the context of rhythm processing, but rather play a significant role in a variety of cognitive processes, they can be considered as cross-domain processes that have the potential to connect rhythm and general cognitive-motor processing. Therefore, we hypothesize that prediction is particularly well suited to explain the link between rhythmic and cognitive abilities. In the following, we will focus on the development of rhythm processing, its link to cognitive and motor processing and we will describe the extent to which our hypothesis that predictive processing is partly involved in the relation between rhythmic and various cognitive abilities is in line with extant research findings.



Rhythm processing and its development

Rhythm and meter are key components of music. According to Schulkind (1999) musical rhythm is defined as a serial pattern of variable tone durations in a melody that unfolds within a timing framework of a recurring pattern of beats, the meter. Meter organizes a series of beats into recurring patterns of stressed and unstressed beats. The beat (or tactus) is referred as one count of the meter and the most natural rate at which a listener might tap or clap to music. If you change the tempo of a rhythm (play a rhythm faster or slower), the relative proportions between the individual beats remain the same. Tempo is defined as the pace of music, or the rate at which beats unfold over time (McAuley, 2010).

In the literature we find several abilities that are described as rhythmic abilities, which are divided into rhythm perception and production abilities (Thackray, 1969; Bouwer et al., 2021). As perception abilities we count the ability to discriminate between rhythms and tempi, to memorize rhythms, or to detect the beat in a rhythmic sequence. Rhythm production abilities include tapping to a beat, reproduce rhythmic patterns, or movement to music (e.g., Thackray, 1969; Tierney and Kraus, 2015; Bouwer et al., 2021). Although studies found correlations between different rhythmic abilities, including correlations between rhythm perception and production abilities in adults (e.g., Keele et al., 1985; Fujii and Schlaug, 2013; Tierney and Kraus, 2015), no unitary rhythm ability could be identified. However, according to Tierney and Kraus (2015), rhythm memory and beat-based processing seem to be two central abilities that are dissociable from each other in adult samples. While rhythm memory is more dependent on auditory memory, beat-based processing requires the ability to detect regularities within a temporal sequence, which can be related to an underlying meter [Ozernov-Palchik and Patel, 2018; Note: Beat-based processing is not a uniform term. For the term “beat-based” we also find terms like “metrical” (Essens and Povel, 1985) or “metric simple” (e.g., Grahn and Brett, 2009) in the literature; in this article we stick to the term “beat-based processing”]. Here, we focus on rhythm processing in terms of beat-based processing as predictive processes can be assumed to be a central component of this ability, what we will illustrate in the following sections. Moreover, previous studies already indicated that this could be a bridging principle in the relation to cognitive-motor-abilities (Ozernov-Palchik and Patel, 2018).

Similar to the question of how many and what rhythmic abilities exactly exist, the development of rhythmic abilities in humans is not yet fully explored so that a detailed consideration of the development of rhythmic skills has not yet been done. However, there is a lot of literature on certain time periods of rhythmic development with a focus on infancy and childhood up to about 7 years of age. In infancy, motor control is still under development. Therefore, rhythm perception abilities are ahead of rhythm production abilities. At the perceptual level, first signs of rhythmic ability occur very early. Evidence has been found indicating that few days old newborns already show specific responses in the electroencephalogram (EEG) to changes in sound-durations, which are similar to those EEG-responses in adults suggesting that infants are sensitive to changes in sound durations (Kushnerenko et al., 2001). Moreover, it has been revealed that newborns can detect repetitive sound patterns (Stefanics et al., 2007) and that they are sensitive to omissions of the downbeat within presented sound sequences (Winkler et al., 2009). These findings indicate that the predispositions for more complex rhythmic abilities are already present in newborns. Further studies have shown that those precursor rhythmic abilities continue to develop within infancy. In a study by Phillips-Silver and Trainor (2005) it was demonstrated that infants’ encoding of a meter could be influenced by moving them, indicating that they can already distinguish between a double and a triple meter. Moreover, a recent EEG-study by Flaten et al. (2022) showed that 6-month-old infants can extract information about meter from auditorily presented stimuli and transfer it to an auditorily presented ambiguous rhythm. Additionally, results revealed that infants with musically experienced parents showed larger EEG amplitudes indicating that parental musical background influences music perception in infants. Similar results have been reported in a study by Cirelli et al. (2016) with 7- and 15-month-old infants. Their results revealed that infants’ music experience and parents’ musical background influenced EEG amplitudes corresponding to beat and meter. In sum, results of both studies suggest that already in early development individual differences in music experience and parental musical background affect rhythm processing and music processing in general.

As already mentioned, rhythm production abilities develop later from early childhood on. A study with 5- to 37-month-old children indicated that children’s spontaneous motor tempo (SMT) becomes faster with age, because they get better in the ability to make repeated, targeted movements. Additionally, it seems that the SMT is related to the step rate of their parents, suggesting that early rhythm is set by the vestibular stimulation from parental carrying (Rocha et al., 2021). In contrast to freely producing rhythms such as measured by the SMT, synchronizing movements to a rhythm is a more complex skill: During infancy, children are not able to fully synchronize their movements to a musical beat, although they move their arms and legs in response to music (Fujii et al., 2014) and can adapt their movements to tempo changes to some extent (Zentner and Eerola, 2010). A more recent study on children’s drumming revealed that synchronization abilities start to develop around the age of 2 years, but only in a tempo which is close to the children’s own spontaneous drumming tempo (Yu and Myowa, 2021). The ability to adapt to a slower tempo was only shown in older children from 30 months on. Overall, the study showed that synchronization abilities improved from 18 over 30 to 42 months of age. These results fit well to the results of previous studies, showing that synchronization abilities are still under development in early childhood (e.g., Drake et al., 2000; Provasi and Bobin-Bègue, 2003; McAuley et al., 2006; Kirschner and Tomasello, 2009). For example, the study of McAuley et al. (2006) revealed that children around the age of 2.5 years can manage to tap in synchrony with an isochronous (temporally equidistant) beat, which is close to their own spontaneous drumming tempo, but fail when they are asked to adapt their tapping to different tempi. In contrast, 4-year-old children performed significantly better in adjusting their tapping to different tempi. Further results of this study found in the appendix and reported by Repp and Su (2013) show that 4- and 5-year-olds are still not good at synchronization while 7-year-olds perform almost on an adult level. Similarly, Drake et al. (2000) reported that 4-year-olds already show the ability to synchronize to different tempi and stimuli but that this ability improves further with age.

Taken together, findings from the literature indicate that rhythmic abilities occur already early in life and develop during childhood. While newborn infants are already sensitive to sound durations and rhythmic variations, rhythm production abilities, and especially the ability to synchronize to a beat, which highly relies on beat-processing occurs earliest in young childhood at around 2 years and improves with age.



Rhythmic abilities and cognitive-motor abilities

Previous research showed that rhythmic abilities do not only develop rapidly during early development, but that they are also connected to the development of non-musical abilities such as in the cognitive and motor domain. In this section, we will address this research and focus on the relation between rhythmic abilities and three specific areas within cognitive-motor abilities: language ability, motor skills and executive functions. These relations serve as examples based on which we will develop our hypothesis on predictive processes as a bridge between rhythmic abilities and those three cognitive-motor areas. In the literature we find mainly correlative studies suggesting positive associations between measures of rhythmic abilities and cognitive-motor abilities: It has been shown that rhythmic abilities are associated with language related abilities such as reading, or precursors of reading ability (Anvari et al., 2002; Thomson et al., 2006; Thomson and Goswami, 2008; Huss et al., 2011; Moritz et al., 2013; Tierney and Kraus, 2013; Flaugnacco et al., 2014; Degé et al., 2015; Tierney et al., 2021; Bégel et al., 2022; for a review see, e.g., Ladányi et al., 2020), executive functions (Tierney and Kraus, 2013; Lesiuk, 2015; Slater et al., 2018), and motor abilities. The latter indicated by the finding that populations with motor disabilities show poorer rhythmic abilities than typical participants (Whitall et al., 2008; Grahn and Brett, 2009; Roche et al., 2016; Trainor et al., 2018). Moreover, there are also training studies suggesting causal relationships between rhythmic activities and language (Flaugnacco et al., 2015; Lê et al., 2020), rhythmic activities and executive functions (e.g., Frischen et al., 2019; Williams and Berthelsen, 2019), and rhythmic activities and gait in Parkinson’s disease (e.g., Thaut et al., 1996; for a review see Nombela et al., 2013). Theoretically, it would be plausible that such effects could also occur in the other direction, from the training of cognitive-motor skills to rhythmic skills. However, we do not know of any studies on this topic so far.

In the following, we will describe some of these studies on the relation between rhythmic abilities and the three non-musical areas of language ability, motor skills and executive functions in detail to analyse and show that one particular aspect of rhythmical experience, beat-based processing, is particularly related to these non-musical abilities.

A study conducted with infants underlined the strong link between musical rhythm and language processing. In a training study, Zhao and Kuhl (2016) presented short waltz-like musical pieces to 9-month-old infants in 12 training sessions to familiarize them to the temporal structure of a triple meter. The infants were tested before and after the training sessions with respect to their neural responses to violations of this temporal structure using musical and non-native syllable-like sequences. The authors found that infants in the music-intervention group showed a larger neural response to a violation of the triple meter in musical sequences and, crucially, also in the speech-like stimuli compared to infants in a control group who did not participate in the music intervention. The detection of the temporal structure of the musical pieces has thus generalized to the detection of a comparable sequence of speech-like stimuli.

Regarding older children, the study of Degé et al. (2015) found out that rhythm perception, and rhythm production tasks are related to measures of phonological awareness in pre-schoolers. Phonological awareness refers to the ability to recognise, analyse and manipulate sounds in oral language (Stahl and Murray, 1994; Lonigan, 2006) and is an important predictor of reading and writing abilities (e.g., Marx, 2007). In a correlational approach, they tested different measures of musical ability and phonological awareness while controlling for IQ and socioeconomic status in pre-schoolers. First, results showed that several musical abilities were related to measures of phonological awareness. However, after controlling for the first type of error, only the music production tasks related to rhythmic skills still showed a significant association with measures of phonological awareness. Flaugnacco et al. (2014) reported similar results in a sample of children diagnosed with dyslexia. Their findings showed that measures of rhythmic abilities (tapping to a metronome, rhythm reproduction, and meter perception) are related to reading skills. Additionally, in a following training study it has been shown that a rhythm intervention can improve reading abilities in children with dyslexia (Flaugnacco et al., 2015). Ozernov-Palchik et al. (2018) investigated the previously reported relation between rhythmic abilities and literacy skills in more detail and pursued the question whether there is a specific feature in rhythm that is especially linked to literacy skills. A specific characteristic of most rhythms is that they have a regular underlying structure of recurring beats, what they term as “beat-based.” Beat-based rhythms can be grouped into equal time units whereas in non-beat-based rhythms the beats cannot be grouped in equal time units. Since there is a regular underlying structure in beat-based rhythms, the occurring beats can be anticipated. In a correlational approach, the authors tested beat-based as well as non-beat-based rhythm perception in a sample of 5- to 6-year-old children and found relations between both the beat-based and the non-beat-based rhythm task and different early literacy skills. However, they found especially the beat-based task being a unique predictor of one measure of early literacy skills (letter-sound knowledge) above general cognitive abilities, phonological awareness, and non-beat-based processing.

Taken together, research on rhythmic abilities and language abilities shows significant associations that occur already in infancy and could be demonstrated in typically developing children and children with dyslexia even with a first indication of a causal link. Additionally, first evidence emerges that especially beat-based processing plays a significant role in the relation between rhythm abilities and language abilities.

Regarding the association between rhythm abilities and motor function, studies revealed that children and adults with motoric disorders show difficulties in rhythm processing as indicated through studies with children with Developmental Coordination Disorder (DCD; e.g., Whitall et al., 2008; Roche et al., 2016) as well as adults affected by Parkinson’s disease (PD, a neurodegenerative condition including symptoms of problems in walking and gait; Knutsson, 1972; Grahn and Brett, 2009; Nombela et al., 2013). Whitall et al. (2008) showed that children with a diagnosis of DCD have poor rhythmic skills. In their study they compared children diagnosed with DCD with gender and age-matched typical controls as well as with typical adults in a finger-tapping paradigm. The results demonstrated that children with DCD are broadly able to match their tapping to the different metronome tempi. However, children with DCD have particular problems to match the beat in slow tempi. Moreover, the tapping of the children with DCD was more variable compared to age-matched controls and adults. While adults mostly show to be a bit before the beat, children tend to tap behind the beat. The children with DCD, however, did not show any consistent relation with the beat. These results indicate that children with DCD have problems in identifying and anticipating the single beats within a rhythm sequence, so that they seem to have difficulties in beat-based processing. Similar results have been revealed from studies with older people diagnosed with PD indicating that people with PD have poorer rhythmic abilities compared to typical controls (e.g., Grahn and Brett, 2009; Hsu et al., 2022). For example, Grahn and Brett (2009) tested older people affected by PD and typical controls in a rhythm discrimination task similar to the task described in Ozernov-Palchik et al. (2018) consisting of two conditions: a beat-based and a non-beat-based condition. The results revealed that people diagnosed with PD do not show differences in both conditions of the task, while typical controls showed a better performance in the beat-based task compared to the non- beat-based task. Moreover, older adults affected by PD performed worse in the beat-based task compared to typical controls. The results indicate that people affected by PD also have problems in the detection and anticipation of the beat structure indicating problems in beat-based processing. In sum, the reported studies on the relation between rhythmic abilities and motor function also indicate that beat-based processing seems to be a fundamental ability which is linked to motor skills.

In addition to associations between rhythmic abilities and more specific non-musical abilities such as language and motor function, associations between rhythmic abilities and general cognitive abilities, such as executive functions, have also been revealed: Frischen et al. (2019) found out that a rhythm-based music intervention can enhance inhibition (a measure of executive functions) in pre-schoolers. In a randomized controlled training study, children from different kindergartens received a 6-months rhythm-based music intervention, a pitch-based music intervention, or a sports intervention three times a week. Before and after the intervention children’s executive functions were assessed. The results showed that only the rhythm group improved significantly from pre- to post-test in inhibition, suggesting that rhythm training can improve inhibition skills in young childhood. Further measures of executive functions (working memory, flexibility) were not significantly affected by any training. While this study suggests that rhythmic practice promotes inhibition, it leaves open which rhythmic abilities exactly were trained and how they are linked to inhibition. Related to this issue the study of Tierney and Kraus (2013) indicated that rhythm production ability, measured by tapping to a beat, was positively correlated with inhibition in adolescents. In this study, tapping performance was assessed in two conditions: tapping to the beat (paced condition) and tapping in silence (unpaced condition). Inhibition was measured with a test including an auditory and a visual condition. The results showed that tapping to the beat (paced condition) was positively correlated with both auditory as well as visual inhibition. However, the unpaced tapping condition was not correlated to inhibition in any way. Moreover, it has been found that less tapping variability was associated with better performance in the auditory and the visual inhibition task. These results have been confirmed in a following study with a similar design revealing that less variable drumming was positively associated with inhibition in young adults (Slater et al., 2018). Since tapping or drumming to a beat is highly dependent on beat-based processing, it seems that especially this rhythmic ability is of great importance in the relation to inhibition as one measure of executive functions, which is in line with the previously reported findings on language abilities and motor function. However, since the reported studies did not report on relations between beat-based processing and further executive functions apart from inhibition, it remains unclear whether there is a specific relation solely to inhibition or whether we can assume a relation between beat-based processing and executive functions in general.

Taken together, there is a substantial amount of literature suggesting correlations between rhythmic and cognitive-motor skills. In addition, there are individual studies that suggest causal relationships. Interestingly, studies on the relation between rhythmic abilities and non-musical abilities from all three reported areas suggest that the ability to extract regularities from rhythms, such as in beat-based processing (e.g., Ozernov-Palchik et al., 2018) is a highly relevant aspect of rhythmic experience that is connected to cognitive-motor abilities.



Processes involved in the association between rhythmic abilities and cognitive-motor abilities

Despite the reported findings indicating a close association between beat-based rhythm processing and cognitive-motor abilities, it is still unanswered how these rhythm processes possibly exert an effect on the above-mentioned non-musical abilities. We propose that one possible process involved in this relation could be the process of making predictions, which is a key process in beat-based rhythm processing and cognitive-motor processing as well.

The ability to recognize a beat-based rhythm requires that an internal representation or model of the rhythm with the corresponding beats has been generated. Such an internal representation is necessary as it provides the basis for anticipating the upcoming beats. Thus, the formation of expectations and the reduction of expectation errors represent fundamental processes in the perception and recognition of a rhythm. The rhythm in a piece of music “plays” with predictions to generate and convey tension and tension release through the violation and fulfilment of expectations in musical sequences. The predictive character of a rhythm also becomes particularly obvious when a rhythm is to be played or clapped synchronously. Imagine this process would be a reactive instead of anticipatory process, then one would always be a little behind the beat and a precise timing would not be possible. Thus, synchronous production of a rhythm is only possible because we are anticipating the beat we are about to produce. Therefore, prediction can be understood as an inherent component of perceiving and producing a rhythm.

However, prediction is not only a key process of beat-based rhythm processing but also a key process of human perception and cognition in general. Continuously making predictions is indispensable and vital for survival. Making predictions can be considered as a working principle that aims to constantly adapt mental representations of the environment to its requirements by making predictions and learning from prediction errors. This in turn leads to a minimizing of prediction errors and to an increase of successful interactions with an ever changing environment (see Köster et al., 2020). The origin of research on predictive processes can be traced back to basic motor learning principles as already described by Helmholtz (1867) or see (e.g., Schubotz, 2015) which have recently been transferred as a basic learning principle of the human brain (e.g., Friston, 2005, 2010). Viewed from this theoretical framework, predictive processes occur on various, hierarchically organized levels: from basic, often automatic motor responses to controlled, higher reasoning. Feedback about prediction errors is sent back to the levels in the hierarchy that are involved in the prediction process to adjust existing predictions and internal models. This can then lead to changes on the motor up to the cognitive level (see Köster et al., 2020). Thus, predictive processing is not a single cognitive ability, but a cross-domain working principle that encompasses perception, motor skills (action), and cognition.

Regarding predictive processes during development, previous research has mainly focused on such processes outside the domain of music or rhythm processing. Here, it has been demonstrated that from early infancy on, children have the strong motivation to detect regularities in their environment using statistical information in stimulus sequences from which they form predictions (Bulf et al., 2011). Such statistical information, e.g., specific frequencies, redundancies, or transitional probabilities of stimuli in a sequence can be found in almost all natural events in our auditory and visual environment and can be perceived without any instructions or feedback. Perceiving statistical information is considered a mandatory process of human information processing (e.g., Gómez, 2017) which allows the detection of patterns in structured inputs that can also serve as a basis for predicting subsequent events. Evidence of this mechanism was provided in the seminal work of Saffran et al. (1996) on the statistical learning of continuous speech patterns in 8-month-old infants, which led to an explosion of research on this topic. This body of research showed that infants and children recognize statistical information in a variety of sensory domains, not only in language and other auditory stimuli, but also in sequences of visual and haptic stimuli (e.g., Kirkham et al., 2007; Fassbender et al., 2014; Aslin, 2017).

Previous research on non-musical predictive processes during development is also based on the idea that children’s predictions are more and more controlled by their sensorimotor experiences. This basic idea originates in Piaget’s work on children’s sensorimotor development (Piaget, 1952), and has been convincingly confirmed by Nagai (2019) work on predictive learning. Nagai proposes two modules which represent the architecture of infant predictive learning. The first module comprises the sensorimotor system which has the role of executing actions, interacting with the environment, and recording the resulting sensory feedback from the environment. The second module represents the so-called predictor, which comprises the internal model of the sensorimotor system. The aim of the predictor is to accurately simulate the sensorimotor system by learning to minimize the so-called predictive error. Nagai assumes that an infant’s predictor needs to develop and constantly improves with increasing sensorimotor experience which is in agreement with the conception of so-called forward models of motor control in children and adults. These models also emphasize the extremely close connection between motor performance and prediction. Forward models are used by the Central Nervous System (CNS) to internally simulate the behavior of the motor system in planning, control and learning (Wolpert and Miall, 1996). When a motor signal from the CNS is sent to the periphery, a copy of this motor outflow (i.e., reference copy) is generated. This reference copy inputs to the internal model which can estimate the sensory consequences of the motor command, thus generating the predicted sensory feedback. This forward mechanism is used to anticipate the sensory effects of movement. Thus, the sensory consequences of self-generated movements can be accurately predicted. This mechanism clearly shows the high extent to which motor behavior and prediction are interwoven with each other. In our own research we could demonstrate how increasingly correct predictions in infancy correlate with the increase in infants’ motor experience (e.g., Schwarzer, 2014). The prediction of visual–spatial object relations was improved in infants with advanced crawling and manual object exploration skills, compared to infants with low motor skills. In particular, our results suggest that infants with different types of locomotion and manual object exploration experiences differ in their visual processes based on which they generate their visual–spatial predictions (Gerhard-Samunda et al., 2021; Kelch et al., 2021). It can therefore be stated that the developing motor system acts as a control mechanism which promotes correct predictions or reduces prediction errors. Motor experiences allow children to identify regularities in their environment based on which they generate internal models of their environment from which they form predictions leading to increasingly lower prediction errors.

Another line of research on the development of general predictive processes focuses on the idea that children base their predictions on their increasing prior knowledge. Stahl and Feigenson (2015), for example, demonstrated that 11-month-old infants responded to a violation of their expectations regarding their physical core knowledge, and thus showed that the infants had made a particular prediction based on that knowledge. A study by Senju et al. (2011) provided evidence that children’s predictions based on their own theory of mind enable them to attribute mental states to others. Thus, it is obvious that all the acquired knowledge of children forms an essential basis for their predictions. In addition, especially in older children, metacognitive knowledge, knowledge about one’s own cognitive processes, can also serve as a basis for improving predictions. It can be assumed that applying predictions to one’ s own thinking in the sense of comparing learning goals to what has been achieved can improve higher-level cognitive outcomes. It is thought that predictive internal representations of the future are constantly compared with the actual perceived outcome of internal mental and external events. In this respect, making predictions allows to learn from previous experiences, a process that can be applied to various domains.

Overall, it can be summarized that children’s general predictive processes continuously improve with age and are mainly based on the detection of regularities in terms of statistical information, sensorimotor experiences, and acquired knowledge from which they generate their predictions. This is in line with Köster et al. (2020) who argued that a predictive-processing framework may provide a unifying umbrella of these at first sight unrelated cognitive processes. They considered prediction of future events as a general, early learning goal which is coupled with the ongoing motivation to reduce experienced uncertainty and to extract predictive structure from physical and social events. So far, only little research exists on the development of predictive processes in rhythm processing. However, we assume that the regularities from which predictions are formed in the course of general cognitive development can also be used for the formation of predictions in the processing of rhythms. For example, Trainor et al. (2003) and Trainor (2012) could show that even infants detect deviations in regular sequences of tone lengths and thereby showed their recognition of the temporal statistic within a rhythmical stimulus sequence. Interestingly, Markova et al. (2019) provided evidence that infants can detect rhythmical information in social interactions such as affective touch or singing with adults. They assume that entrainment (the process when neural oscillations couple to an external rhythm) to these social rhythms underlies the formation of interpersonal synchrony and thus stimulates reciprocal interactions between infants and their caregivers (see also Pereira et al., 2019; Nguyen et al., 2021). With respect to the role of sensorimotor experiences in prediction processing, Phillips-Silver and Trainor (2005) impressively demonstrated that bouncing movements influenced the encoding of meters in infants indicating a close connection between sensorimotor stimulation and temporal processing. Regarding the impact of prior knowledge on rhythm-based predictions, Vuust and Witek (2014) showed that adults’ rhythmic predictions are inferred from their previous musical experience and described that the processing system is always in a relation between bottom-up and top-down processes. They provided evidence that, for example, during syncopation – a rhythmic structure that violates metric expectations – the listener’s previous musical training determined the accuracy of the participant’s predictions.

Thus, we assume that children apply their general drive to make predictions about rhythmic events as well, using similar cognitive processes as they do for events outside the music domain and hypothesize that predictive processing in the general cognitive domain and in the domain of processing rhythms develops along similar types of regularities. We also presume that predictive processes from the rhythmic and cognitive-motor domains can influence each other, as the basic striving to make predictions can be similarly manifested in both domains. Nevertheless, it could be speculated that at least for children relatively simple rhythms or meters are one of the best examples by which predictions and their confirmation can be experienced, which is why they could have a unique, prediction-stimulating effect.



The role of predictive processes in the relation between rhythm and cognitive-motor processing

As predictive processes are crucially involved in the domain of beat-based rhythm processing and cognitive and motor processing, we suppose that predictive processes could serve as mechanisms which could partly explain the association between rhythmic processing and non-musical cognitive-motor abilities. We believe that predictive processes in rhythm processing can stimulate similar processes in the cognitive-motor domain and thereby have the potential to build a bridge between the domains. In the following, we will describe such a potential bridge in more detail using findings from some of the previously mentioned studies. For example, the study by Zhao and Kuhl (2016) demonstrated that infants detected the metrical statistic in a musical piece and transferred it to the same metrical statistics, now however presented in speech-like stimuli and were able to make predictions on such a statistical regularity. These results demonstrate that already in infancy predictive processes based on the recognition of statistical regularities can be used from one into another domain. Moreover, we assume that prediction might be the process that builds the bridge between rhythm processing and linguistic abilities. In a study with pre-schoolers, Ozernov-Palchik et al. (2018) found out that especially the processing of beat-based rhythms is linked to precursors of reading abilities. Interestingly, Ozernov-Palchik and Patel (2018) describe that prediction is involved in beat-based processing and how this is linked to literacy abilities. They point out that beat-based rhythms consist of recurring temporal statistics that can be predicted and that also language, or literacy skills in specific, are based on predictive processes. While in beat-based rhythms, the process of prediction lies specifically in being able to predict future musical rhythmic events based on the rhythmic statistics that are emitted, in the case of literacy skills, the prediction process lies more in being able to make predictions about future linguistic material on the basis of the linguistic structure (e.g., phonological structure, syntactic structure). For example, through statistical learning, children gain knowledge about frequently occurring phonetic combinations and can make predictions about how words are put together from phonemes. The same applies to the translation of phonemes into graphemes: Through statistical learning, children gain knowledge about how phonemes are often transferred into graphemes. Based on this knowledge, they can make predictions about how words are going to be written down. Studies found that in children with developmental dyslexia predictive rhythm processing is disturbed, which is not only reflected in poor rhythm perception and production ability (e.g., Flaugnacco et al., 2014; Bégel et al., 2022) but also on a neural level: Children with developmental dyslexia show atypical neural rhythmic entrainment during beat perception and production (Colling et al., 2017). Thus, the results of the studies with typical developing children and with children with developmental dyslexia are in line with our hypothesis that prediction may be involved in the rhythmic-language relation and may build a bridge between the two abilities.

Also, studies that focused on the relation between rhythmic processing and motor abilities are in line with the idea that prediction could be a bridging process: In the previous section, we already explained the strong link between the development of the motor system and predictive processing. This strong link becomes also evident through the above-mentioned example of adults and children living with motor disabilities such as in DCD or PD. As reported above children with DCD and older adults suffering from PD both have particular problems in processing beat-based rhythms (Grahn and Brett, 2009; Roche et al., 2016), which – as already explained – heavily rely on predictive processes and especially when a rhythmic motor skill is required on generating effective forward models. For example, the study of Whitall et al. (2008) revealed that children with DCD have poorer tapping performance compared to typical children and adults. The finding that the tapping of children with DCD is more variable without a consistent relationship to the beat indicate that impaired forward models with correspondingly impaired prediction processes account for the more variable tapping behavior. Predictive processes are especially essential for motor control. Without an internal model of a planned motor action and the prediction of the outcome of a movement, it is not possible to adapt, or correct rapidly this movement sequence, if required (e.g., to correct tapping behavior when it is not perfectly matched to the beat, or when the beat is changing). In fact, it has already been proposed that children with DCD have problems in motor control due to impaired forward models and therefore impaired prediction of motor sequences. Interestingly, it has been found, that these impaired predictive processes in DCD are not only found in relation to motor function, but also in relation to other cognitive domains (Opitz et al., 2020). This finding supports the idea that predictive processing can function as a cross-domain mechanism that is relevant for several cognitive-motor tasks and can potentially provide a link between rhythm processing and cognitive-motor processing. Regarding children with DCD, it can be assumed that the weak tapping performance can be explained through a general impairment of predictive processes that influence both, the exact anticipation of the beats and the execution and adaptation of movements.

Lastly, predictive processes could serve as a linking process in the relation between rhythmic processing and inhibition (as one measure for executive functions). As reported above, the results by Frischen et al. (2019) demonstrated an enhancement in children’s inhibition skills after a rhythm training intervention and the results of Tierney and Kraus (2013) showed associations between beat-based processing and inhibition. As already mentioned, especially metacognitive knowledge or processes about one’s own cognitive functioning can also serve as a basis from which predictions can be made. It can be assumed that the predictive internal representations of the to be solved rhythm tasks (tapping/ clapping/ drumming along different beats) in the studies of Frischen et al. (2019) and Tierney and Kraus (2013) would stimulate other cognitive processes linked with prediction such as attention and cognitive control (including inhibition). These processes allow participants to constantly compare the actual perceived outcomes with the intended outcomes. Thus, we assume that predictive processes involved in rhythm processing do also stimulate other metacognitive processes which in turn have a facilitating effect on executive functions such as inhibition. This assumption goes well with the finding that children and adults with Attention Deficit Hyperactivity Disorder (ADHD) have problems in synchronizing movements to a beat (Puyjarinet et al., 2017). Since ADHD is associated with poor executive functions, this finding could probably highlight the association between predictive rhythm abilities and executive functions.

Taken together, these studies give a first indication that predictive processes could play a key role in the association between rhythm processing and cognitive-motor abilities. The fact that predictive processes are involved in various abilities across domains points in the direction that this process could serve as a cross-domain mechanism explaining the link between rhythm processing and cognitive-motor abilities. Moreover, the reported studies suggest that predictive processes in general play a key role during early learning and development as it is suggested by several researchers (e.g., Nagai, 2019; Köster et al., 2020). However, we are aware that our assumption is based on only a few studies, and that this idea should be investigated by empirical studies specifically designed for this purpose. Such studies need to assess rhythm processing as such, so that it is controlled to which extent predictive processes are stimulated. This component is missing in many previous studies. Moreover, the study of populations with atypical developmental (or developmental decline in late adulthood) could give more insights in these associations. Specifically, it could be interesting to further investigate the neural processes associated with predictive rhythm processing as demonstrated in children with dyslexia (Colling et al., 2017). Future results from studies with clinical samples showing atypical (or declining) development could provide information on whether the malfunction is only found in predictive rhythm processing or whether prediction is generally affected across domains (as it was addressed by Opitz et al. (2020) in children with DCD). Additionally, further experimental studies could focus on the causal links and investigate whether rhythm training can benefit predictive processes related to rhythm and further predictive processes in other domains. Also, it would be interesting to evaluate whether this also works the other way around (e.g., in how far a training in predictive processes within another domain also improves predictive processes related to musical rhythm).



Conclusion

With our article we developed and substantiated the hypothesis that predictive processes could be considered as a potential explanation for the link between rhythmic abilities, especially beat-based processing and various cognitive-motor abilities. Because predictive processes are a crucial element of beat-based rhythm processing as well as of cognitive-motor abilities, it is possible that prediction as a cross-domain working principle is a central mechanism to explain the connections between rhythmic abilities and cognitive-motor abilities found in several studies. Our analyses of existing findings on associations between rhythm and language, motor development and executive functions are in line with our assumption. Moreover, results from samples with atypical development indicate that a malfunction in predictive rhythm processing can be associated with significant limitations in cognitive-motor processing. To better investigate these relations, further empirical studies are needed that capture predictive processes while processing rhythms (e.g., through EEG) and cognitive-motor abilities. Randomized controlled studies can give further insights into potential causal relations. Furthermore, future studies could address the question of whether certain rhythms (e.g., highly familiar vs. unfamiliar) or certain meters (e.g., duple meter vs. triple meter) particularly stimulate predictive processes and, for example, examine the extent to which the complexity of a beat-based rhythm matters.
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Glossary

Beat (Tactus): One count of the meter, the most natural rate at which a listener might tap or clap to music.

Beat-based processing: The processing of beat-based stimuli; beat-based stimuli show a regular structure of reoccurring beats.

Childhood: The period from the fifth to the tenth year of life (Schwarzer and Jovanovic, 2015).

Early childhood: The period from the second to the fourth year of life (Schwarzer and Jovanovic, 2015).

Entrainment: A neural process; when neural oscillations couple to an external rhythm.

Infancy: The first year of a child’s life (Schwarzer and Jovanovic, 2015).

Newborns: The first two weeks of life (Schwarzer and Jovanovic, 2015).

Meter: Organizes a series of beats into recurring patterns of stressed and unstressed beats.

Rhythm: Serial pattern of variable tone durations in a melody that unfolds within a timing framework of a recurring pattern of beats.

Tempo: The pace of music, or the rate at which beats unfold over time.
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Humans have a flexible and accurate ability to coordinate their movement in time with external rhythms. However, it remains unclear when and how, during their development, human children acquire the ability to adjust tempo and control the timing of their movement toward others. A previous study suggested that such self-regulation of coordination develops at around 18 and 30 months after birth. In this study, we investigated the performance of 24-month-old children and compared their data with those of 18- and 30-month-olds provided in our previous study. In the joint-drumming task, each child was enticed to drum under four conditions [partner: mother or robot; speed: 400 or 600 ms inter-stimulus-interval (ISI)]. The most pivotal test condition was the 600 ms ISI speed condition (slower than children’s spontaneous motor tempo in these age groups). We found that from the age of 24 months, children try to slow down their drumming tempo toward the 600 ms ISI speed condition, regardless of the drumming partner. On the other hand, significant timing control toward the onset of the 600 ms ISI condition was observed from the age of 30 months. This implies that both motor and cognitive mechanisms are required for flexible tempo adjustment and accurate synchronization and that these develop gradually among 18-, 24-, and 30-month-olds.

KEYWORDS
 joint drumming, spontaneous motor tempo, tempo adjustment, synchronization, entrainment, inhibitory control, action prediction


Introduction

Humans have a flexible and accurate ability to coordinate their movement to match external rhythms. For example, while listening to music, we often produce finger/foot-taps to the music beat. When walking with another person, we tend to match our stride with others without attentive effort. Such an ability to coordinate one’s movement in time with external rhythms is known to be one of the most important social-cognitive abilities in humans, since it enables us to establish smooth social interaction, communication, and cooperation with others (McNeill, 1997).

When and how do infants coordinate their movements in time with their external rhythms? In infants under 2 years of age, spontaneous rhythmic engagement with music, also referred to as entrainment, has been observed in a musical context (e.g., Zentner and Eerola, 2010; Fujii et al., 2014; Rocha and Mareschal, 2017; Cirelli and Trehub, 2019). The infants in these studies mostly demonstrated bouts of repetitive movements using the limbs, torso, or head and some extent of tempo flexibility. Conversely, in children over 2 years of age, studies that investigated specific target movements, such as tapping or drumming behaviors, demonstrated that children begin to show persistent rhythmic movements and flexible and accurate coordination with auditory rhythms (e.g., Drake et al., 2000; Provasi and Bobin-Bègue, 2003) or to a drumming partner (e.g., Kirschner and Tomasello, 2009; Endedijk et al., 2015). These studies suggest that flexible tempo adjustment and accurate synchronization appear in children as young as 2.5 years. However, since there are few studies examining children that are both under and above 2 years in the same experimental conditions (but see Kragness et al., 2022), it is still unclear whether, and to what extent, children under 2 years have coordination abilities compared to older age groups.

Our previous study extended the testable minimum age by adapting a joint-drumming task from Kirschner and Tomasello (2009) as follows: (1) introducing a drumstick to be used for drumming, (2) setting the participants’ mother as a social partner, and (3) playing a well-known song (“Twinkle Twinkle Little Star”) during the test phase to elicit the participants’ repetitive drumming (see Yu and Myowa, 2021 for more detail). Those adaptations enabled us to examine 18-, 30-, and 42-month-old children’s abilities under the same experimental conditions. The results showed that tempo adjustment toward the 400 ms ISI condition, which is close to the spontaneous motor tempo (SMT) for these age groups (Provasi and Bobin-Bègue, 2003; Bobin-Bègue and Provasi, 2008; Rocha et al., 2021), was observed in children as young as 18 months old. In contrast, tempo adjustment and synchronization ability toward the 600 ms ISI condition were observed from the age of 30 months, regardless of the drumming partner (i.e., mother or robot). A subject’s SMT slows with age during childhood, and as the SMT in adults is approximately 600 ms (Fraisse, 1982; McAuley et al., 2006), movement coordination under the 600 ms ISI condition may be difficult for children. Overall, the findings suggest that flexible tempo adjustment and accurate synchronization develops between the ages of 18 and 30 months.

Flexible coordination is also necessary for turn-taking. Meyer et al. (2015) assessed the ability to predict others’ actions (action prediction) and control one’s own actions (inhibitory action control) in 30-month-old children in a turn-taking game. They demonstrated that action prediction was related to turn-timing variability (i.e., time interval between the last button press by the adult experimenter and the button press of the child), whereas inhibitory action control was related to turn-taking accuracy (i.e., a correct execution of button pressing in alternation between the adult partner and the child). This suggests that both motor and cognitive abilities play distinct roles in early joint action coordination.

Based on these findings, the current study aimed to reveal when children develop the ability of flexible tempo adjustment, as well as how motor development and cognitive ability to predict others’ actions affect development. We examined 24-month-olds under the joint-drumming task and compared their data with those of 18- and 30-month-olds from our previous study (Yu and Myowa, 2021). Regarding flexible tempo adjustment, we examined whether children’s drumming tempo significantly changed depending on the speed condition (400 or 600 ms ISI condition). For the children’s motor development, we examined their SMT from their free-drumming responses during the familiarization phase. Regarding the ability to predict others’ actions, we examined the children’s synchronization ability by performing Rayleigh’s test. We hypothesized the following: 1) a tempo adjustment toward a slower tempo than the children’s SMT will develop gradually in 18-, 24-, and 30-month-olds; 2) the ability to perform a flexible tempo adjustment will require a slowdown of the SMT; and 3) the ability to perform a flexible tempo adjustment will require accurate synchronization.



Materials and methods


Participants

Nineteen 24-month-old children participated in the experiment (12 girls and 7 boys; mean age = 24.21 months; range = 23.54 to 25.02 months). Three additional children were excluded from the analysis because of excessive fussiness. The children’s parents were asked to provide written informed consent before participation. The study protocol adhered to the Declaration of Helsinki and was approved by the ethics review board of the Kyoto University Unit for the Advanced Study of the Mind. Data for 18-month-olds (10 girls and 8 boys; mean age = 18.21 months; range = 17.52 to 18.74 months) and 30-month-olds (9 girls and 9 boys; mean age = 30.17 months; range = 28.60 to 31.89 months) were taken from our previous study (Yu and Myowa, 2021).



Apparatus and stimuli

We used the same apparatus and stimuli as in our previous study (Yu and Myowa, 2021). For the drumming behavior, two sets of toy drums (24.5 cm diameter, 12 cm high) and toy drumsticks (15 cm length) were used. A vibration sensor (Piezo film sensor) was attached beneath each drumming surface and a PC data logger (U3HV-LJ, LabJack Co.) was used to record the signals from both drums. A preprogrammed drumming robot was introduced to examine the partner’s effect (i.e., mother or robot). A digital video camera (HDR-CX670, SONY) was used to film the participants and their mothers throughout the experiment. For each trial, a speaker (Fostex PM0.1) played background music, namely the melody of “Twinkle Twinkle Little Star” and Audacity 2.4.2 was used to create versions of the two speed conditions (i.e., 400 and 600 ms ISI conditions). Sixty-four beats were presented regardless of the speed condition. Thus, the durations of the 400 and 600 ms ISI conditions were 25 s and 38 s, respectively.



Procedure

This study was conducted with the cooperation of the participants’ mothers. After receiving informed consent, the experimenter (author LY) explained further procedures to the mother, including the verbal instructions to be given to the child, depending on the condition. A practice for matching drumming in time with the presented music was also conducted. During this time, a research assistant (author KT) interacted with the child with a few toys and books, beside the parent and experimenter.

Following a brief warm-up period in the waiting area that contained the PC and monitors used in the study, the child and mother moved to the experimental space with the experimenter. The experimental space was separated from the waiting area using a curtain (Figure 1). The child and mother sat next to each other on a floor mat, and the experimenter sat in front of them on another floor mat. After the experimenter placed a drum on each floor mat and handed one drumstick to the child, a familiarization phase consisting of three sequences started as follows: (1) the child was encouraged to drum freely while the experimenter sat in front of the child; (2) the child and mother were allowed to drum freely while facing each other, each using one drum; and (3) the child was introduced to the drumming robot, named Shikaku-chan, and was allowed to drum freely with the robot or touch it. Each situation lasted no longer than 1 min to avoid the child’s loss of interest in drumming. No music was played throughout the familiarization phase.

[image: Figure 1]

FIGURE 1
 Waiting area (front) and experimental space (back) of this study.


Following the familiarization phase, the experimenter left the experimental space, drew the curtain, remained in the waiting area, and started the test phase. Each participant was tested under four conditions in a single day (partner: mother or robot; speed: 400 or 600 ms ISI). The order of speed and partner under the same speed condition was counterbalanced across participants. Each condition was repeated only once. The second trial was conducted only when the child did not drum at all in the first trial. Each trial started with verbal instructions provided by the child’s mother. In the mother condition, the mother said, “Shall we play the drum together now?” while sitting in front of the child. A few seconds later, the melody of “Twinkle Twinkle Little Star” was played, and the mother began drumming along with every beat of the music. In the robot condition, the mother said, “Can you drum with Shikaku-chan now?” while sitting beside the robot. A few seconds later, the robot began drumming and music was played to accompany the movement of the robot. In all conditions, the mother unconditionally praised the child after the trial ended. Between the conditions, the children were given stickers to play with for approximately 3 min.



Data analysis

To assess the children’s ability to make tempo adjustments, the median of inter-response-intervals (IRIs) was calculated for each trial. To test whether children changed the drumming tempo depending on the speed condition (400 or 600 ms ISI), the Kruskal–Wallis rank sum test was conducted for each age group in both mother and robot conditions. We calculated the median IRIs only when the trial included more than four repeated drumming hits (i.e., more than three IRIs), without unusually large IRIs. If we detected an unusually large IRI that exceeded 2 s, we checked the videos. We eliminated large IRIs if the child changed the drumming hand, took a break (i.e., hands free from drumming), or drummed without hitting the drum surface. As in our previous study, we checked the mothers’ drumming tempo for the mother condition. In the 24-month-old group, no data were excluded due to the mother’s too fast or too slow drumming tempo (±5% from the designated speed).

To measure the children’s SMT, the free-drumming responses during the familiarization phase were examined. The SMT of the 24-month-old group was extracted from the responses observed when the children drummed alone in front of the experimenter.

To assess the children’s ability to synchronize, Rayleigh’s test was performed for each trial. This tests the null hypothesis of circular uniformity. Rejection of the null hypothesis indicated that the children controlled their drumming at a specific timing in response to the onset of their partner’s drumming. We performed Rayleigh’s test only when the trial included more than 10 drumming hits (Zar, 2019). All statistical tests were conducted using R software (R Core Team, 2020).




Results


Tempo adjustment

To test whether the children showed different drumming responses depending on the speed condition (400 or 600 ms ISI), we examined the median IRIs of each age group in the mother and robot conditions, respectively. In the mother condition (Figure 2A), the three age groups showed marginal or significant differences in drumming tempo between the 400 and 600 ms ISI conditions (Kruskal–Wallis rank sum test: 18-month-olds, p = 0.057; 24-month-olds, p < 0.01; 30-month-olds, p < 0.001). In contrast, in the robot condition (Figure 2B), while both the 24- and 30-month-olds showed a significant difference in drumming tempo depending on the speed condition (p < 0.001), no significant difference was observed in the 18-month-olds (p = 0.683). As shown in Supplementary Data S1, we further examined whether the variability of the drumming tempo or drumming frequency changed depending on the speed condition.

[image: Figure 2]

FIGURE 2
 Median of inter-response intervals (IRIs) depending on the two speed conditions under (A), mother condition and (B), robot condition.




SMT and tempo adjustment

To test whether the children who shifted to slower SMT were better at tempo adjustment, the relationship between the children’s SMT and the median IRI was examined in each condition (Figure 3). In the 24- and 30-month-olds, a positive correlation was found in the 600 ms ISI condition in both the mother and robot conditions (mother condition: 24-month-olds, r(8) = 0.77, p < 0.01; 30-month-olds, r(11) = 0.70, p < 0.01; robot condition: 24-month-olds, r(4) = 0.82, p < 0.05; 30-month-olds, r(11) = 0.69, p < 0.01). On the other hand, in the 18-month-olds, a positive correlation was found in the 400 ms ISI condition when they drummed in the mother condition. In Supplementary Data S2, we show the changes in the children’s SMT, the variability of the SMT, and the total number of drumming hits used for the SMT measurements across the three age groups. We found no significant correlation between SMT variability and tempo adjustment ability in any of the three age groups across the four test conditions.

[image: Figure 3]

FIGURE 3
 Correlation between the children’s spontaneous motor tempo (SMT) and the median of inter-response-intervals (IRIs) during the four test conditions.




Synchronization and tempo adjustment

Table 1 shows the absolute number (n) and percentage (%) of children reaching significance in Rayleigh’s test (p < 0.05). The percentages were calculated as a ratio of the number of children who reached significance to the number of children tested. We found a developmental change in the absolute number of children who reached significance across the four conditions. In the 400 ms ISI condition, the number of children that reached significance tended to increase between the ages of 18 and 24 months. Conversely, in the 600 ms ISI condition, a prominent increase was observed between the ages of 24 and 30 months. These developmental trajectories were common in both the mother and robot conditions.



TABLE 1 Absolute number and percentage of children reaching significance in Rayleigh’s test.
[image: Table1]

To examine the relationship between the abilities of accurate synchronization and flexible tempo adjustment, we first categorized the children into two groups: (1) the synchronous group, which included the children who reached significance in Rayleigh’s test and showed a phase preference between −90° and + 90° (i.e., in-phase synchrony); (2) the “other” group, which included the rest of the children. We then compared the tempo adjustment abilities between the two groups under the same speed condition. In both 24- and 30-month-olds, we found a marginal difference in the tempo adjustment ability between the synchronous and other groups in the 600 ms ISI condition when drumming in the mother condition (Kruskal–Wallis rank sum test: 24-month-olds, p = 0.068; 30-month-olds, p = 0.056; Figure 4).

[image: Figure 4]

FIGURE 4
 Relationship between the abilities of synchronization and tempo adjustment.





Discussion

The current study aimed to clarify the developmental process of flexible and accurate rhythmic coordination by examining when and how tempo adjustment and synchronization develop between 18-, 24-, and 30-month-old children. The most pivotal test condition in the current joint-drumming task was the 600 ms ISI speed condition. To coordinate with the 600 ms ISI, the children needed to slow down and control the timing of their drumming because the SMT for children around the ages of our participants was close to the 400 ms ISI (see also Provasi and Bobin-Bègue, 2003; Bobin-Bègue and Provasi, 2008; Rocha et al., 2021). The analysis of tempo adjustment indicated that children from the age of 24 months were able to slow down their drumming toward the 600 ms ISI condition, regardless of drumming partner. On the other hand, the analysis of synchronization indicated that children from the age of 30 months were able to control the timing with the onset of their partner’s drumming in the 600 ms ISI condition. These findings suggest that flexible tempo adjustment and accurate synchronization abilities develop gradually among 18-, 24-, and 30-month-olds.

The relationship between the children’s SMT and their tempo adjustment abilities demonstrated a significant correlation in 24- and 30-month-olds. This finding suggests that, as the children shifted to slower SMT (i.e., close to 600 ms), they were better at tempo adjustment during the 600 ms ISI condition. This further suggests that flexible tempo adjustments toward slower tempo than one’s own SMT develops later than tempo adjustments toward faster tempo in children. Regarding the positive correlation observed in the 18-month-olds, we assumed this result to be a false positive, as a child who showed an SMT close to 600 ms produced a drumming tempo of approximately 600 ms during the 400 ms ISI speed condition.

As previous studies have reported (e.g., Provasi and Bobin-Bègue, 2003; Bobin-Bègue and Provasi, 2008), the current study found that inter-individual differences in the children’s SMT tended to increase among the 18-, 24-, and 30-month-olds. This may be due to the divergence of the individual differences in the children’s motor development as their SMT shifts toward 600 ms, which is the SMT of adults (Fraisse, 1982; McAuley et al., 2006). Interesting further investigations may include clarifying the biological foundations of SMT, if an SMT of approximately 600 ms is a universal in adults of all cultures.

Although it was a marginal effect, the relationship between synchronization and tempo adjustment demonstrated that the children’s ability to synchronize accurately might have facilitated their tempo adjustment, especially in the 600 ms ISI condition. In the literature on human adults, two processes for error correction—period and phase correction—are known to act jointly to sustain accurate synchronization (Repp, 2005). Accordingly, during development, it is plausible that children use their ability to predict others’ actions to synchronize their own movements with those of another (i.e., phase correction), and this inevitably results in accurate tempo adjustments (i.e., period correction).

Compared to the two older age groups, children aged 18 months showed difficulty in flexible tempo adjustment and accurate synchronization toward the 600 ms ISI condition. Moreover, they showed few drumming hits across the four conditions. Our post-hoc video analysis indicated that most of the 18-month-olds exhibited rhythmic movements other than drumming behavior, such as head bobbing, body swaying, or bouncing (see Supplementary Data S3). As previous studies have reported (e.g., Zentner and Eerola, 2010; Fujii et al., 2014; Rocha and Mareschal, 2017; Cirelli and Trehub, 2019), it is plausible that the 18-month-olds were showing spontaneous rhythmic engagement with the music rather than attending to the partner to drum together. However, from the age of 24 months, the proportion of children showing other rhythmic movements decreased, and these children demonstrated more drumming hits compared to those of 18-month-olds. This suggests that the inhibition of other rhythmic movements, as well as attentional shift toward the partner (i.e., joint attention, see Siposova and Carpenter, 2019 for a review), were necessary for the children to produce drumming behavior in the current task.

In summary, we found that flexible tempo adjustment and accurate synchronization abilities develop gradually among 18-, 24-, and 30-month-olds in the joint-drumming task. Moreover, the findings demonstrated that both children’s motor development and cognitive ability to predict others’ actions function jointly in the development of flexible coordination in early childhood.
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From early on, infants produce a variety of rhythmic behaviors—an ability that likely supports later social communication. However, it is unclear, how this rhythmic motor production changes with age. Here, we investigated the coupling between infants' arm movements across the first year of life in a social context of a rattle-shaking play with their mothers. Through longitudinal measurements at 4, 6, 9, and 12 months of age using wearable motion trackers placed on infants' arms, we show that infants (N = 40) are similarly motivated to attempt rattle-shaking across the first year of life. However, with age, they make more rattling movements with an increased frequency. Their left and right arm movements become more coupled during rattle-shaking, as shown by an increase in wavelet coherence. Infants produced more rattling movements when they were rattling alone than when their mothers were rattling or singing simultaneously. There were no differences between infants' individual and social rattling in between-arms coherence. Our results may help to understand rhythmic arm movements as precursors of motor social coordination.

KEYWORDS
 rhythm, motor development, infants, rhythmic arm movements, wearables, inertial motion units, wavelet coherence


1. Introduction

Humans have the ability to produce rhythmic actions and coordinate their movements to external rhythms. Generally, a rhythm can be defined as a sequence of short and repeated intervals, with regularities that allow us to build expectancies when the next beat arrives (Jones, 1976), or as a recurrent non-random temporal pattern of actions that may not be strictly regular (Jaffe et al., 2001). Previous studies suggest that infants have the innate ability to process rhythms, since already newborns can detect on a cortical level the violation of the beat of a rhythmic sound sequence (Winkler et al., 2009) and the onset and offset of sound trains and changes in the presentation rate (Háden et al., 2015). In addition, it was shown that beat perception abilities are culture-specific (Hannon and Trehub, 2005). Furthermore, behavioral experiments demonstrated that 2-month-olds could discriminate between different musical rhythm patterns (Demany et al., 1977), even when the beat difference was small (Baruch and Drake, 1997), whereas 5-month-olds discriminated between different temporal groupings of audio stimuli (Chang and Trehub, 1977). Thus, it seems that rhythm perception and processing occurs from early on and become more specialized with age.

Overall, the majority of previous research was focused on children's perception and processing of rhythms. In contrast, the production of rhythmic actions by infants and children has been far less investigated. So far, it is known that across early development, infants produce various rhythmic behaviors (e.g., kicking, rocking, waving) with a peak period of rhythmic hand-banging around 6–7 months of age (Thelen, 1979, 1981). The ability to keep a steady beat and produce a spontaneous motor tempo emerges earlier than the ability to synchronize to an external beat (Provasi and Bobin-Bègue, 2003; Zentner and Eerola, 2010; Provasi et al., 2014). Infants' spontaneous motor tempo during drumming was observed from 5 months of age. It is slower than the adult one and it becomes faster and more regular with age (Rocha et al., 2021a,b). However, it is unknown whether the production of rhythmic movements changes during interactions with social partners.

The social context seems to modulate infants' production of some motor actions but only at a later age. For example, bouncing and rocking were displayed by 18-month-olds more often in the absence of a social partner (in a condition where they were presented with a non-social visual animation). In younger infants, at 10 months of age, these behaviors were not modulated by the presence or absence of a social partner (Rocha and Mareschal, 2017). A similar pattern was observed by Rocha and collaborators (Rocha et al., 2021a) during the drumming task—infants spent a higher proportion of time in rhythmic movement during the non-social trials. The social context seems to also facilitate joint drumming synchronization in preschool children (Kirschner and Tomasello, 2009; Yu and Myowa, 2021). Children's ability to coordinate their rhythmic activities with a partner develops between 18 and 30 months of age and studies with 18-month-olds have shown the crucial, facilitating role of a social partner's actions as opposed to those of a robot (Yu and Myowa, 2021).

Studying infants' rhythmic actions in the context of social interactions could be key to better understand whether these rhythmic actions form a foundation for later social communication (Jaffe et al., 2001). Infants early on start to engage in proto-conversations with their caregivers, in which infants' movement patterns are very responsive to the time structure of their mothers' movements (Trevarthen, 1979). Communication with others and verbal dialogues are also rhythmic activities, where both timing and synchronization of own actions with the interlocutor's actions are crucial (Jaffe et al., 2001). Production of rhythmic movements—especially the ones that result in multimodal feedback such as drumming or rattling—may be an opportunity for infants to learn about contingencies between their actions and outcomes of those actions. Repetitive and recurrent movements are also an opportunity to practice specific types of limb movements and master their execution. Since motor coordination is another important aspect of dyadic interactions, it seems key to better understand its early precursors during rhythmic actions. Altogether, more studies are needed to describe the role of a social partner in rhythmic activities and how these rhythmic actions may form the foundation for later social communication (Jaffe et al., 2001).

In the present study, we investigated how infants' spontaneous rhythmic behavior in the social context of play changes in development. Our main goal was to study the developmental changes in motor coordination between arm movements during rattle-shaking. Furthermore, we also studied whether infants produce more rhythmic arm movements as they grow older and whether they do it at a higher frequency. Additionally, we explored the role of the social partner in infants' rattling. We studied the changes in rhythmic arm movements in a naturalistic set-up: mother-infant dyads were invited to play together in the lab. Their interactions were video-recorded, which enabled us to annotate, during which episodes infants were rattling alone and during which mothers were rattling or singing alongside each other. We have compared these categories in exploratory analyses to see whether there are potential differences between infants' individual and social rattling.

To this end, we first recorded infants' arm movements using wearable motion trackers (Inertial Motion Units, IMUs) in a rattle-shaking task during parent-infant interactions when infants were around 4, 6, 9 and 12 months of age. Secondly, we identified and manually annotated the episodes when infants were rattling to include only this type of activity in further analyses. Thirdly, we classified episodes of infant rattling into two categories: “Mother Not Providing Rhythm” in instances where the infant was rattling alone and “Mother Providing Rhythm” in instances where during the infant's rattling, the parent was providing them with auditory stimulation by rattling or singing. Fourthly, we calculated the number of rattle-shakes (i.e., infant arm movements with a rattle) in a data-driven way. This, in turn, allowed us to calculate the rattling frequency and the coordination between the movements of both arms. To assess the degree of coordination between the infants' two arms, we used wavelet coherence, which captures information on a range of constituent frequencies of the signals across the recorded interaction (e.g., Grinsted et al., 2004; Hale et al., 2020).

We hypothesized that (1) infants would be able to produce more rhythmic arm movements with age (Rocha et al., 2021a,b), (2) they would rattle at a higher frequency with age, and (3) their between-arms coordination (measured with wavelet coherence) would increase with age. The analyses regarding the effect of rattling alone vs. rattling with a mother were exploratory and we did not have any a priori hypotheses.



2. Methods


2.1. Participants

Participants were 40 Polish mother-infant dyads from an ongoing longitudinal study on infant limb movement during social interactions and language development. Participants were invited to the lab when the infants were around 4 (T1), 6 (T2), 9 (T3), and 12 (T4) months old. Six infants contributed data at all four time points, whereas 34 infants missed one visit (mostly due to Covid-19 related restrictions). Therefore, 20 infants contributed data at T1, T2 and T3, 9 at T2, T3, and T4, and 5 at T1, T3 and T4 (see Table 1 for an overview of sample characteristics). Participants were from predominantly middle-class families living in the Warsaw metropolitan area. The majority of mothers had completed higher education: 35 held a master's degree, 2 held a bachelor's and 2 completed high school (1 missing data). For their participation, infants received a diploma and a small gift (a baby book). The study received clearance from the Ethics Committee at the Institute of Psychology, Polish Academy of Sciences.


TABLE 1 Sample characteristics.
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2.2. Procedure

Infant-parent interactions were recorded in a laboratory room, in a carpeted play area. Upon the family's arrival, an experimenter explained the study protocol and obtained parental written consent. Once the infant was familiarized with the laboratory, the wearable motion trackers attached to elastic bands were put on the infants' and caregivers' bodies. Then, the infant-parent dyads took part in a series of interactive games with different sets of age-appropriate toys. There were 6–7 different tasks during each meeting, but here we report data only from the rattle-shaking task. In this task, which lasted approximately 5 min, the caregivers were instructed to play with their infants using the provided rattles in their preferred way. They were given two maracas rattles and two other rattles of different types (smaller and lighter barbell rattles at T1 and T2 and bigger teddybear rattles at T3 and T4, see Figure 1). At the beginning of each game, the caregivers were asked to clap several times to mark the start of the procedure to synchronize wearable sensors with video recordings. The infants' body position was not constrained and both the mother and the infant were free to move around the room. Therefore, the sitting arrangement varied between visits and could change during each visit. The most common body position at T3 and T4 was independent sitting, whereas for T1 and T2 was lying either in a prone or a supine position.


[image: Figure 1]
FIGURE 1
 Photos of the toys used in the rattle-shaking play at T1 and T2 (left), T3 and T4 (right). Signed permission of the caregiver was acquired for the publication of the images.




2.3. Equipment

Infants' and mothers' body movements were recorded at 60 Hz using wearable motion trackers (MTw Awinda, Xsens Technologies B.V.) connected wirelessly through an Awinda station receiver (Xsens Technologies B.V.) and synchronized in real-time with MT Manager Software (Xsens Technologies B.V.). Overall, 12 sensors were used (on the infant's arms, legs, head, and torso, see Figure 1; and on the caregiver's arms, head, and torso), but in this paper, we report data only from two sensors placed on infant's arms.

The interactions were recorded with three remote-controlled CCTV color cameras in HD quality. During the interaction, an experimenter operated the cameras (this included zooming in and out as well as moving them vertically and horizontally) to ensure that at least one camera captured the infant's behavior.



2.4. Manual annotation of rattling

In each video recording, the episodes when infants were rattling as well as mothers clapping for the purpose of synchronization of videos with wearable data were manually annotated by a trained coder in ELAN 6.3 (Sloetjes and Wittenburg, 2008; ELAN 6.3, 2022). Firstly, the onset and offset of each clap were identified in a frame-by-frame manner to precisely include the moment of acceleration before joining hands. Secondly, the onset and offset of each infant rattling episode were annotated. We defined a rattling episode as a period when an infant was holding at least one rattle and made at least one movement that produced the rattling noise. Instances of an infant generating the rattling sound unintentionally (e.g., while holding a rattle during crawling or throwing it) were not annotated. Each episode ended if (1) the infant dropped the rattle or (2) was holding the rattle but not making any arm movements. Periods when an infant did not wear motion trackers on both arms were not annotated and excluded from the analyses. Periods when the mother was moving infant's arms were not annotated. In the second pass of coding, each rattling episode was assigned to a category: either (1) Mother Not Providing Rhythm (infant's rattling alone while the mother was not providing an auditory rhythm) or (2) Mother Providing Rhythm (this included rattling at the same time as the mother was rattling, singing, or both simultaneously, and rattling directly after the mother had finished rattling or singing).

In total, 126 videos were annotated. Videos during which mothers did not clap were excluded from further analyses (N = 3, two at T1, one at T3) due to problems with synchronizing motion trackers' data with video recording. Similarly, videos during which the infant did not make any rattling movements were excluded from further analyses (N = 5, two at T1, two at T2, one at T3). In order to establish the inter-rater reliability, 26 randomly selected videos (20%) were annotated separately by two trained coders. Inter-rater reliability was performed in ELAN and estimated using Cohen's κ statistic, which takes into account chance agreement. The mean Cohen's κ for rattling episodes was 0.79, which can be interpreted as substantial agreement (Landis and Koch, 1977).



2.5. Data pre-processing

Acceleration data from sensors placed on both wrists of an infant were processed in Matlab (Mathworks, Inc., Natick, USA) using in-house scripts. First, missing samples were identified and interpolated using the interp1 function with cubic spline interpolation of the values at neighboring grid points. Then we collapsed the kinematic vectors obtained from the IMUs into a unique normalized dimension (a one-dimensional overall acceleration time series) as follows:
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where Acc is the normalized acceleration
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and ax, ay, and az are the kinematic acceleration vectors in x, y, and z dimensions respectively at each time point t. Next, data were smoothed using the medfilt1 function that applies a third-order median filter to remove one-point outliers by replacing each value with the median of three neighboring entries (see Supplementary Figure 1 for an example of the sensor time series).



2.6. Synchronization of sensor data and annotated videos

Video and sensor data for each infant and visit were later synchronized using the mothers' clapping (see Supplementary Section 2 for an example). To this end, a graphical user interface (GUI) loaded the sensor data to manually select the period when the clapping occurred (Supplementary Figures 1, 2). Then, we categorized the manually selected sensor periods from the GUI as “1” and “0”, where 1 indicated movements that were one standard deviation above the mean acceleration in that period and 0 otherwise. Next, the time series outside the selected clapping period was set to 0. Finally, we merged those automatically detected claps separated by 50 ms or less to avoid artifactual claps due to extremely short claps or claps close together. This process resulted in a time series that contained only the mothers' claps. In the next step, this was used to find the delay between the IMUs data and the manually coded video data. To find this delay, we used diagonal cross-recurrence quantification analysis (DCRP) (e.g., Richardson and Dale, 2005) using two different time windows (a shorter window of 6 s and a longer one of 15 s). We calculated the lag profile using a Matlab version of the R function drpdfromts (CRQA R-package) (Coco and Dale, 2014). Generally, the experimenter initiated video and sensor recordings closely in time, so the lag between them usually was not longer than 6 s. Initially, the algorithm estimated the delay using the 6 s time window and loaded a GUI plotting both the sensor data and the manually coded data (see Supplementary Figure 3). This process asked the user to visually inspect and validate the proper alignment of the data. In 7% of cases, the lag between sensor and video data was longer than 6 s. Therefore, in these cases, we repeated the previous step, using a 15 s-long time window. Again, the alignment was visually inspected. Further analyses were performed on the temporally aligned time series.



2.7. Wavelet coherence analysis of arm movements

Wavelet coherence (WC) is a relative measure of how well-correlated the power and phase of two signals are at a given frequency and time (Grinsted et al., 2004) and it is defined as the squared absolute value of the smoothed cross-wavelet spectrum normalized by the product of the smoothed individual wavelet power spectra, as follows:
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where Cx(a,b) and Cy(a,b) denote the continuous wavelet transforms of x and y (with x and y indicating time series of an infant's left and right arm movements) at scales a in frequency and positions b in time. The superscript * is the complex conjugate and S is a smoothing operator in time and scale. The dot in the denominator indicates a product between the individual wavelet spectra of both time series. Wavelet coherence has a value between 0 and 1, where 0 means that no coherence is present between signals and 1 means that both signals are fully coherent at any given time and frequency. Wavelet coherence closely resembles a traditional correlation coefficient, and it can be interpreted as a localized correlation coefficient in time-frequency space (Grinsted et al., 2004).

Here, we estimated the wavelet coherence between movements of both hands using the wcoherence function in Matlab. To this end, manually annotated episodes of rattling were used to estimate the average duration of each rattling episode and to segment the wearable data (see Figure 2A for an example and Figure 2C for its computed wavelet coherence spectra) and to identify the number of rattling movements using an in-house Matlab script. We estimated rattling movement events following the same approach we used to calculate the clapping events. We categorized the rattling periods as “1” and “0”, where 1 indicated movements that were one standard deviation above the mean acceleration and 0 otherwise. Then we merged those automatically detected movements separated by 50ms or less to avoid artifactual rattling events due to extremely short movements or movements close together. Next, the rattling frequency was calculated as the number of rattling movements divided by the total duration of rattling time derived from the video annotation data (see Table 2 for descriptives). In all but two visits, infant rattling was within the range of 0.5 and 2.5 Hz. Two visits (one at T2 and one at T4) that had the rattling frequency above 2.5 Hz were considered outliers and excluded from the analysis. Given the range of rattling frequencies (see (2) for descriptives), we calculated the average wavelet coherence coefficient within the range of 0.5 and 2.5 Hz for each visit.
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FIGURE 2
 Example of the time series created by joining together the rattling episodes of both arms using the manually annotated data (A). Panel (B) represents the randomized version of the rattling time series. Only the first 20 s are shown to ease representation. Panels (C,D) represent the wavelet coherence spectra of movements of both arms using the original rattling time series and the randomized version, respectively. Highlighted with a red rectangle are the areas where the average wavelet coherence was computed.



TABLE 2 Descriptive statistics at each time point.
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Finally, we conducted a control analysis by calculating wavelet coherence between the right and the left arm on the shuffled time-series data from each participant and comparing the mean coherence values of the shuffled data with the original data from all participants. The procedure was iterated 1000 times. This allowed us to show that the wavelet coherence between hand movements did not arise randomly (see Figure 2B for an example of the randomized time series and Figure 2D for its wavelet coherence spectra).

In addition, to investigate developmental changes in movements of a single hand we calculated the continuous wavelet transform spectra (see Supplementary Information 2).



2.8. Statistical analysis

First, to investigate the developmental changes in the number of rattling episodes, their mean duration, the number of rattling movements, the frequency of rattling and the between-hands coherence we ran General Estimating Equations (GEEs) with a Bonferroni correction for pairwise comparisons with age as a repeated measure (T1, T2, T3, T4). Second, to explore potential differences between infants' spontaneous and social rattling, we ran GEEs with age (T1, T2, T3, T4) and condition (Mother Not Providing Rhythm vs. Mother Providing Rhythm) as repeated measures. GEEs are particularly adequate for longitudinal data because they take into account the dependency and ordering of the data within subjects in repeated-measures designs. Data analysis was conducted in IBM SPSS Statistics 26, Figures 1–7 were created using (R Core Team, 2020) and RStudio, version 1.4.1106 (RStudio Team, 2020), and ggplot2 package (Wickham, 2016).

Finally, for control purposes, we run two control analyses. In the first one, we excluded infants who had the lowest numbers of rattling episodes (7 rattling episodes or less) to see whether the infrequent rattlers affected the pattern of results. The significance of all main effects remained unchanged apart from the effect of age on the number of rattling episodes (see Supplementary Information 1 for the full overview). In the second one, we have re-coded our video data to include only those rattling episodes during which infants consecutively performed at least 4 arm movements in a row that produced a rattling sound. Again, the significance of main effects remained unchanged apart from the effect of age on the average duration of a rattling episode (see Supplementary Information 3 for the full overview).




3. Results


3.1. Number of rattling episodes and the average duration of an episode

The number of rattling episodes (annotated periods when an infant was holding at least one rattle and made at least one movement that produced rattling noise) slightly increased with age [Wald χ2(3)= 10.448, p = 0.015, see Figure 3 and Table 2 for descriptive statistics] as the number of episodes increased between T1 and T4 (p = 0.026). There was also a main effect of age in the analysis of the average duration of a rattling episode [Wald χ2(3) = 38.450, p < 0.001, see Figure 3]. The duration was shorter at T1 than at T2, T3, and T4 (all ps < 0.001).
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FIGURE 3
 Violin plots showing the number of rattling episodes (left) and the average duration of rattling episode (right) across time points. Red diamonds indicate mean values. A single asterisk indicates significance at p < 0.05, two asterisks indicate p < 0.01, and three indicate p < 0.001.




3.2. Number of rattling movements

We predicted that infants would be able to produce more rhythmic arm movements with age. To test this hypothesis, we took the number of rattling movements detected automatically in the movement time series during annotated rattling episodes. The number of rattling movements increased with infants' age [Wald χ2(3) = 129.804, p < 0.001, see Figure 4], and pairwise comparisons showed that there were significantly fewer rattling movements at T1 than at T2 (p = 0.002), T3 (p < 0.001), and T4 (p < 0.001); and fewer at T2 than at T3 (p = 0.018) and T4 (p = 0.001). The difference between T3 and T4 was not significant (p = 0.465).


[image: Figure 4]
FIGURE 4
 Violin plots showing the number of rattling movements (left) and the rattling frequency (right) across time points. Red diamonds indicate mean values. A single asterisk indicates significance at p < 0.05, two asterisks indicate p < 0.01, and three indicate p < 0.001.




3.3. Rattling frequency

The rattling frequency (i.e., number of rattling movements divided by the total duration of rattling time) increased with infants' age [Wald χ2(3) = 20.498, p < 0.001, see Figure 4] and it was higher at T4 than at T1 (p = 0.007) and T2 (p < 0.001). The difference between T4 and T3 did not reach significance (p = 0.058).



3.4. Between-arms coherence

Average wavelet coherence increased with age [Wald χ2(3) = 49.795, p < 0.001, see Figure 5] between T2 and T3 (p < 0.001) and between T3 and T4 (p = 0.009). It was higher at T4 than at T1 (p = 0.001) or T2 (p < 0.001). The difference between T1 and T2 was not significant (p = 0.224), similarly there was no difference between T1 and T3 (p = 0.725).


[image: Figure 5]
FIGURE 5
 Violin plots showing the between-arms coherence. Red diamonds indicate mean values. Two asterisks indicate p < 0.01, and three indicate p < 0.001.




3.5. Mother providing vs. not providing rhythm

To explore whether there are any differences in the rhythmic movements that infants produce on their own without an external beat (Mother Not Providing Rhythm) and movements that they produce while being accompanied by their mother through rattling or singing (Mother Providing Rhythm), we have compared these two categories in additional analyses.


3.5.1. Number of rattling episodes and the average duration of an episode across categories

Overall, 69.44% of rattling episodes were classified as Mother Not Providing Rhythm and 30.55% as Mother Providing Rhythm. This proportion was similar across time points (Mother Not Providing Rhythm at T1: 71.03%, T2: 73.02%, T3: 68.92%, T4: 64.53%). Difference in the number of rattling episodes between categories was statistically significant [Wald χ2(1) = 30.249, p < 0.001, see Figure 6]. There was no main effect of age [Wald χ2(3) = 4.893, p = 0.180] and the interaction between age and condition was also not significant [Wald χ2(3) = 6.854, p = 0.077].


[image: Figure 6]
FIGURE 6
 Violin plots showing the number of rattling episodes (left) and the average duration of rattling episode (right) across time points and conditions: mother Not Providing Rhythm (blue) and Mother Providing Rhythm (orange). Red diamonds indicate mean values.


In the average duration of a rattling episode (see Figure 6), there was no effect of condition [Wald χ2(1) = 2.072, p = 0.150] and the age × condition interaction was also not significant [Wald χ2(3) = 2.077, p = 0.556]. There was, however, a main effect of age [Wald χ2(3) = 25.112, p < 0.001], as the average duration of a rattling episode was shorter at T1 than at T2 (p = 0.033), T3 (p < 0.001), and T4 (p = 0.001).



3.5.2. Number of rattling movements across categories

There were more rattling movements in the Mother Not Providing Rhythm category than in the Mother Providing Rhythm category [Wald χ2(1) = 17.880, p < 0.001, see Figure 7]. The number of rattling movements increased with infants' age [Wald χ2(3) = 100.117, p < 0.001] as it was higher at T4 than at T1 (p < 0.001) and T2 (p = 0.001); and higher at T3 than at T1 (p < 0.001) and T2 (p = 0.012), and higher at T2 than at T1 (p < 0.001). There was also a significant interaction effect of age × condition [Wald χ2(3) = 13.548, p = 0.004] as there were more rattling movements in the Mother Not Providing Rhythm condition than in the Mother Providing Rhythm condition at T2 (p = 0.013) and T3 (p = 0.003).


[image: Figure 7]
FIGURE 7
 Violin plot showing the number of rattling movements (A), the frequency of rattling (B), and the between-arms coherence (C) across time points and conditions: Mother Not Providing Rhythm (blue) and Mother Providing Rhythm (orange). Red diamonds indicate mean values, a single asterisk indicates significance at p < 0.05, and two asterisks indicate p < 0.01.




3.5.3. Rattling frequency across categories

In the rattling frequency (see Figure 7), there was no effect of condition [Wald χ2(1) = 3.578, p = 0.059] and the age × condition interaction was not significant [Wald χ2(3) = 1.860, p = 0.602]. There was a main effect of age [Wald χ2(3) = 25.168, p < 0.001] as the rattling frequency was higher at T4 than at T1 (p < 0.001), T2 (p < 0.001), and T3 (p = 0.021).



3.5.4. Between-arms coherence across categories

There was no difference in the average between-arms coherence across conditions [Wald χ2(1) = 0.608, p = 0.435, see Figure 7] and the interaction of age × condition was also not significant [Wald χ2(3) = 6.436, p = 0.092]. The average coherence increased with age [Wald χ2(3) = 38.427, p < 0.001] as it was higher at T4 than at T1 (p = 0.014) and T2 (p < 0.001); and higher at T3 than at T2 (p < 0.001).




3.6. Control comparisons with shuffled time series

To show that the wavelet coherence of between-arm movements did not arise randomly, we conducted a control analysis by calculating wavelet coherence between the right and the left arm on the shuffled time-series data from each participant and comparing the mean coherence values of the shuffled data with the original data from all participants. These comparisons showed that at T2 coordination between both arms is not different from noise [T2: t(32) = 0.043; p = 0.966]. For T1, T3, and T4 the coherence for observed data was significantly higher than their corresponding shuffled data [T1: t(25) = 2.555; p = 0.017; T3: t(36) = 5.800; p < 0.001; T4: t(20) = 6.904; p < 0.001]. The difference between observed and shuffled data at T1 was not significant in the control analysis with excluded infrequent rattlers (see Supplementary Analysis 1).




4. Discussion

Here we investigated how infants' spontaneous rhythmic behavior in the social context of play with rattles changes across the first year of life. Through precise longitudinal measurements using wearable motion trackers, we show that infants are highly motivated to produce rhythmic manual actions that generate multimodal feedback (rattle-shaking). The number of rattling episodes (periods when the infant was holding at least one rattle and made at least one movement that produced rattling noise) is similar across all visits, suggesting that infants are similarly motivated to attempt rattle-shaking. The mean duration of rattling episodes increases in subsequent months in comparison to the first visit at 4 months as infants' motor control and grasp strength increase. As infants grow older, they also make more rattling movements and their frequency of rattling increases. Furthermore, infants' arm movements become more coupled during rattle-shaking, as shown by the age-related increase in wavelet coherence - and this effect was consistent across control analyses with stricter inclusion criteria. In an additional analysis we also observed the developmental increase in power of wavelet spectra of movements of a single hand, with power being highest in the frequency range between 2 and 3 Hz consistently at all time points. This suggests that across the first year of life it is not the frequency of rattling that changes, but the organization of rhythmicity within the same frequency range. Finally, infants also produced more rattling movements (at the age of 6 and 9 months) when they were rattling alone compared to when mothers provided them with auditory stimulation of rattling or singing. This effect could reflect the caregivers approach to give their infants time for individual exploration of a new interesting objects (rattles) in a novel situation (laboratory). There were no differences between infants' rattling alone and infants' rattling with their mothers in the average between-arms coherence, rattling frequency, or average duration of rattling episode.

In our study, we investigated motor aspects of infants' rattle-shaking in the context of interactions with their mothers. Overall, our results suggest a developmental increase in arm movements during rattle-shaking play with a mother. Younger infants, at 4 and 6 months of age, seem to make fewer rhythmic arm movements which could be explained by their immature motor control (Goldfield, 1995). Motor control at the subcortical level of the central nervous system emerges and matures mainly during the first year of life, allowing for essential trunk stabilization and body positioning, a prerequisite for reaching and grasping arm movements (Westcott et al., 1997; Dusing and Harbourne, 2010; Kobesova and Kolar, 2014), both of which are necessary for the execution of rhythmic rattling. With emerging postural control, arms can also be less involved in stabilizing the body posture and used more in skilled manual reaching (Hadders-Algra, 2005). Our finding of an increase in the frequency of rattling in the second half of the first year of life suggests that older infants can execute rattling movements with more ease. This is in line with a previous study, which recently showed that infants' movements during drumming become faster and more regular with age (Rocha et al., 2021a). We also observed a developmental increase in the infants' between-arms coherence, which shows that arm movements become more coupled during rattle-shaking across the first year of life. On the one hand, this could be explained by the fact that older infants are able to play comfortably in a position and do not need one hand to support themselves while sitting or lying in a prone position. On the other hand, this could be related to an increase in the overall spontaneous rhythmicity of movement. As Hoehl et al. (2021) stated in their review, rhythmic synchronization is usually not limited to a movement of a single limb, but it diffuses throughout the body.

All in all, our results shed more light on the development of the infants' spontaneous rhythmic actions during play with the caregiver. We show that infants are motivated to play with rattles already at 4 months and they keep trying to produce rhythmic arm movements despite constraints related to their limited strength and ability to stay comfortably in a given body position. The number of rattling movements that they produce and the frequency of those movements increase across the first year of life. Similarly, the level of their between-arms coordination also increases with age.

Our findings on spontaneous rhythmic actions during early interactions are highly relevant to the understanding of early underpinnings of conversational skills. First, the motivation to keep producing spontaneous rhythmic movements that result in multimodal feedback may be beneficial for learning about the structure of early social interactions and proto-conversations. Interpersonal communication shows many rhythmic properties. Rhythmic patterns provide information necessary to predict and anticipate the other person's actions (Warner, 1992). Effective communication requires reciprocity, being responsive to the interlocutor (Sebanz et al., 2006) and becoming in-sync on many different levels (e.g., Feldman, 2007; Feldman et al., 2011; Dumas and Fairhurst, 2021). It also requires an understanding of timing to be able to participate in vocal turn-taking (e.g., Gratier et al., 2015). Second, infants' rhythmic movements are considered by parents as communicative signals. Caregivers respond to them frequently, especially when they co-occur with infants' signals from other modalities (vocalizations or gaze toward parents; Moreno-Núñez et al., 2021). Third, rhythmic arm movements are postulated to be the precursor of vocal-entangled gestures that accompany day-to-day adult communication (Pouw and Fuchs, 2022). As was shown in previous studies (Thelen, 1979; Locke et al., 1995; Ejiri, 1998; Ejiri and Masataka, 2001; Iverson and Fagan, 2004; Iverson and Wozniak, 2007; Burkhardt-Reed et al., 2021), rhythmic manual movements often co-occur with infants' vocalizations and this co-occurrence is observed at much earlier developmental stages than other types of gestures—such as pointing (emerging around 12 months of age; Colonnesi et al., 2010; Murillo et al., 2021) or iconic gestures (emerging around 26 months of age, Ozcaliskan and Goldin-Meadow, 2011). Thus, it seems that rhythmic arm movements that accompany vocal learning may serve as a precursor to the gesture-speech system (Iverson and Fagan, 2004; Pouw and Fuchs, 2022).

As rattling is a multimodal signal, it creates a unique opportunity to practice rhythmic arm movements and motor control with encouragement from the parent's side. Caregivers can facilitate infants' rattling by handing in the rattles but also by rattling in-sync or producing an external beat that infants can entrain to (singing or reciting nursery rhymes). This allows infants to practice coordinating their movements with the movements produced by the caregiver, yet these aspects of motor social coordination have been scarcely investigated in infancy (e.g., Scola et al., 2015). Overall, improvements in spontaneous rhythmic production, especially one that provides auditory feedback (such as rattling and drumming), may benefit social communication and in future studies, infants' and caregivers' rattling should be analyzed in the broader context of communicative behaviors.

This study was focused on how infants produce rattling-movements during play with their caregivers. Our set-up was aimed to give participating infant-mother dyads much freedom and to allow them to play in their preferred way. Therefore, we acknowledge several limitations resulting from this trade-off between a more naturalistic play set-up and controlled conditions. We have not controlled infant posture, and our results include rattling episodes produced across many varied body positions (e.g., lying prone and supine, sitting with and without support, standing) and even during locomotion (rattling while walking). Future studies should further investigate whether between-arms coherence during rhythmic actions is dependent on body positioning. Furthermore, mothers were instructed to play with their infants as they usually do, which means they displayed many different behaviors that may have affected infants' rattling on several levels. First, on a low level, caregivers differed in the structural support they offered to their infants (e.g., for wobbly sitters) and in the encouragement toward rattle-shaking (e.g., handing in a rattle when the infant could not reach for it independently). On a higher level, mothers differed in the prompts for joint-play (rattling together at the same time) and in the number of social cues such as singing or reciting baby rhymes. Our exploratory results do not show significant differences between infants' rattling alone and infants' rattling with their mothers in the average between-arms coherence, rattling frequency or average duration of a rattling episode. However, it may not be possible to fully isolate infants' spontaneous rattling activity from the early attempts at rhythmic coordination with a partner within our experimental set-up. Thus, future research is necessary to measure between-arms coherence by directly testing the same dyads with differing task instructions (asking parents to rattle simultaneously vs. not rattle at all).



5. Conclusions

In conclusion, our current findings characterize the longitudinal changes in infants' rhythmic arm movements during rattle-shaking play with their mothers. Infants are similarly motivated to attempt rattle-shaking across the first year of life, but with age, they make more rattling movements and their frequency of rattling increases. Their left and right arm movements become more coupled during rattle-shaking, as shown by the increase in wavelet coherence. Infants also produced more rattling movements and across more rattling episodes in their own rhythm than while being provided with auditory stimulation of mothers' rattling or singing. There were no differences between infants' rattling alone and infants' rattling with their mothers in the average between-arms coherence, rattling frequency or average duration of rattling episode. Our results might shed more light on how spontaneous rhythmic movements can act as precursors of motor social coordination.
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Neural entrainment is defined as the process whereby brain activity, and more specifically neuronal oscillations measured by EEG, synchronize with exogenous stimulus rhythms. Despite the importance that neural oscillations have assumed in recent years in the field of auditory neuroscience and speech perception, in human infants the oscillatory brain rhythms and their synchronization with complex auditory exogenous rhythms are still relatively unexplored. In the present study, we investigate infant neural entrainment to complex non-speech (musical) and speech rhythmic stimuli; we provide a developmental analysis to explore potential similarities and differences between infants’ and adults’ ability to entrain to the stimuli; and we analyze the associations between infants’ neural entrainment measures and the concurrent level of development. 25 8-month-old infants were included in the study. Their EEG signals were recorded while they passively listened to non-speech and speech rhythmic stimuli modulated at different rates. In addition, Bayley Scales were administered to all infants to assess their cognitive, language, and social-emotional development. Neural entrainment to the incoming rhythms was measured in the form of peaks emerging from the EEG spectrum at frequencies corresponding to the rhythm envelope. Analyses of the EEG spectrum revealed clear responses above the noise floor at frequencies corresponding to the rhythm envelope, suggesting that – similarly to adults – infants at 8 months of age were capable of entraining to the incoming complex auditory rhythms. Infants’ measures of neural entrainment were associated with concurrent measures of cognitive and social-emotional development.
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Introduction

When listening to music, most people spontaneously move or clap following the rhythm. This happens because we are sensitive to periodic metric pulses, referred to as beats. Interestingly, even young children and preverbal infants are sensitive to rhythm and are able to detect the beat in music (Phillips-Silver and Trainor, 2005; Winkler et al., 2009). In the first year of life, infants already display spontaneous engagement and increased rhythmic movements and vocalizations in response to music and rhythmic patterns, although these movements are still not yet temporally modulated by the beat (Zentner and Eerola, 2010; Fujii et al., 2014; Rocha and Mareschal, 2017). These skills typically develop during the second year of life, with children starting to exhibit some tempo flexibility and synchronization (Zentner and Eerola, 2010; Fujii et al., 2014; Yu and Myowa, 2021). Further improvements are seen at older ages (Kirschner and Tomasello, 2009; Yu and Myowa, 2021). In the present study, we investigate neural entrainment to complex musical and speech stimuli in a sample of 8-month-old infants, in order to explore whether infants at this young age are able to synchronize at the neural level with the beat/meter of the stimuli or at least with the perceptual elements detectable in the sound.

Increased evidence suggests that the capacity for behavioral rhythmic sensorimotor synchronization is supported by neural entrainment mechanisms, such as cortical oscillations at specific frequencies. Neural entrainment is defined as the process whereby brain activity, and more specifically neuronal oscillations measured by electroencephalography (EEG), synchronizes with external (exogenous) stimulus rhythms. In the auditory modality, neural entrainment has been mainly investigated in response to two types of dynamic and rhythmic stimuli: speech and music (e.g., Nozaradan et al., 2011, 2012, 2018; Ding and Simon, 2012; Nozaradan, 2014; Tierney and Kraus, 2015; Ding et al., 2016; Zhou et al., 2016; Stupacher et al., 2017; Tal et al., 2017; Lenc et al., 2018; Jin et al., 2020). In these studies, low-frequency (< 6 Hz) neural entrainment has been reliably observed for both physical and abstract properties of the stimuli, such as the rhythms of musical beats and some linguistic constituents. For example, in response to simple musical rhythms Nozaradan et al. (2011) recorded entrained responses both to the existing beat frequency and to an imaginary meter frequency. Similarly, in response to speech stimuli, neural entrainment is typically recorded not only to low-level linguistic units but also to phrasal and sentential units (Ding et al., 2016, 2017). These pieces of evidence suggest that low-frequency neural entrainment may play a role not only in tracking speech and rhythmic sounds but also in parsing their temporal structures and extracting high-level chunks (Jin et al., 2020). They also suggest that neural entrainment might not be exclusively stimulus-driven, but additionally includes the contribution of an internally generated (endogenous) oscillator synchronized to the exogenous stimulation (Tal et al., 2017) and with a functional role in its processing (Obleser and Kayser, 2019).

The use of periodic sequences of stimulation and the recording of Steady-State Evoked Potentials (SS-EPs) has several advantages for the study of early neurocognitive development in infancy, as recently argued by Kabdebon et al. (2022). For example, practical advantages are related to the possibility of using the continuous presentation of several stimuli in a relatively short recording session. Importantly, it offers an objective definition of the targeted responses: based on the frequency of the stimulation, SS-EPs are expected at a specific narrow frequency band (Zhou et al., 2016). Previous studies on newborns and infants applied frequency-tagging paradigms with periodic visual stimulation to investigate face and object processing (e.g., de Heering and Rossion, 2015; Peykarjou et al., 2017; Buiatti et al., 2019), and with rhythmic speech sounds to investigate the tracking of transitional probabilities in the context of artificial grammar learning (Kabdebon et al., 2015; Choi et al., 2020; Fló et al., 2022).

Despite the growing interest in this approach, the synchronization of EEG oscillations with complex auditory exogenous rhythms are still relatively unexplored in infants. Using the same paradigm and methodology proposed by Nozaradan et al. (2011), a recent study has measured infants’ neural entrainment to simple rhythmic patterns (i.e., tone sequences), showing SS-EPs at a frequency corresponding to both beat and meter in infants as young as age 7 months (Cirelli et al., 2016). This study additionally provided preliminary evidence that such neural responses can be influenced by infant individual differences and their early musical experiences. To our knowledge, this approach including a frequency-tagging paradigm has never been applied to complex musical/speech stimuli in infancy.

In the present study, we investigated neural entrainment to complex music and speech stimuli in a sample of 8-month-old infants. Two different music rhythm patterns and a nursery rhyme with a regular and rhythmic pattern were selected based on their temporal envelope and their frequency spectrum of acoustic energy. Neural entrainment to the incoming rhythms was measured in the form of SS-EPs at frequencies corresponding to the rhythm envelope. By means of this methodology, the present study has a threefold aim. First and foremost, we aimed to investigate whether infants’ neural entrainment, already reported for simple rhythmic stimuli (Cirelli et al., 2016), is also present in response to much more complex stimuli. Second, since these stimuli were never used before, we piloted the experiment on adults: here we provide a developmental analysis to explore potential similarities and differences between infants’ and adults’ ability to entrain to the stimuli. Third, we analyzed the associations between infants’ measures of neural entrainment and the concurrent level of linguistic, cognitive and social-emotional development. This last aim rises from recent theoretical frameworks proposing entrainment of neural oscillations to external rhythmic stimuli as one of the mechanisms underlying speech and language (a)typical development (Ladányi et al., 2020; Fiveash et al., 2021). We expect to see in infants at least some sort of initial capability to entrain to the incoming complex auditory music and speech rhythms, even with some differences with respect to adults (i.e., more robust entrainment in adults than infants). In order to quantify the individual degree of entrainment, for each stimulus, we selected frequencies of interest based on the frequency spectrum of the stimulus sound envelope. As described in detail in Figure 1, the selected peaks corresponded to the fastest elements detectable in each stimulus and to more abstract chunks, corresponding to the beat and the meter. Finally, we expect that individual differences in the ability to entrain to these rhythmic features could be related to the overall infant developmental level, and specifically to language skills.
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FIGURE 1
Graphical representation of the three sound stimuli: (A) African musical stimulus; (B) Tabla musical stimulus; (C) Speech stimulus. On the left, the three sound waveforms are reported (x-axis: time; y-axis: sound amplitude). On the right, the upper figures represent the rhythmic patterns, depicted in musical notation (A,B) or speech metric structure (C); the bottom figures represent the frequency spectrums of the stimulus sound envelopes (x-axis: frequency; y-axis: magnitude). In the frequency spectrums, peaks at frequencies corresponding to the rhythm envelope are reported in red, whereas peaks at frequencies not corresponding to the rhythm envelope, considered as noise floor, are reported in black. Frequencies corresponding to the rhythm envelope are represented on the left, coupled with the sound waveforms, and on the upper right, coupled with musical notation or speech metric structure. In detail, it can be noted that for the African musical stimulus (A) frequency 3.48 Hz (represented in blue) corresponds to the fastest element detectable in the stimulus (matching with the quaver), frequency 1.74 Hz (represented in green) corresponds to the beat (104 bpm, matching with the crotchet), frequency 0.87 Hz (represented in light blue) corresponds to a chunk of notes (matching with the minim); for the Tabla musical stimulus (B) frequency 6.72 Hz (represented in lilac) corresponds to the fastest element detectable in the stimulus (matching with the semiquaver), frequency 3.36 Hz (represented in blue) corresponds to a chunk of notes (matching with the quaver), frequency 1.68 Hz (represented in green) corresponds to the beat (101 bpm, matching with the crotchet); the speech stimulus (C) was recorded to match with the African musical stimulus, with the metronome used to keep the beat set at 104 bpm (corresponding to frequency 1.74 Hz, represented in green).




Materials and methods


Participants

Thirty-three families participated in this study. Infants were recruited at 6 months of age via local advertisements as part of a larger longitudinal study. The study was approved by the Medea Institute’s Scientific and Ethical Committees and all parents gave their written consent prior to testing. Infants were included if (1) both parents were Italian native speakers, (2) gestational age was ≥35 weeks and birth-weight was ≥2000 grams, (3) first-degree relatives had no certified diagnosis of intellectual deficiency or neurodevelopmental disorders. Data for this study were collected between 7 and 9 months of age. Since data from 8 children were rejected due to insufficient artifact-free trials in the EEG task, the final sample consisted of 25 infants (12 males; mean age = 8.00 months; in days, M = 240.16, SD = 19.13, min = 208, max = 279). Sample size was determined based on the previous SS-EP literature in similar populations (Kabdebon et al., 2015; Cirelli et al., 2016; Peykarjou et al., 2017; Choi et al., 2020; Fló et al., 2022). Information about parents’ and children’s daily exposure to music was collected, in order to better characterize the sample from this point of view. Mothers reported to spend on average 62.4 min per day (SD = 49.8) listening to music together with their child, while fathers reported to do it for 13.9 min on average per day (SD = 16.7). Moreover, 94.1% of the mothers and 62.5% of the fathers reported to be used to moving and “dancing” with their child following the rhythm of the music.

In addition to infants, a sample of 10 adults (8 females, mean age = 25.2 years; SD = 1.2; two left-handed) was recruited to provide a developmental comparison of neural entrainment between adults and infants.



Clinical assessment

The Bayley Scales of Infant and Toddler Development – Third Edition (Bayley, 2006) were used as neuropsychological assessment. For the purpose of this study, the Cognitive, Language, and Social-emotional scales were administered. Considering the age range of our interest, the Cognitive scale mainly investigates sensory-motor development and the ability to explore and manipulate objects; the Language scale investigates receptive communication skills, such as the infants’ pre-verbal behavior and verbal comprehension, and expressive skills, such as pre-verbal communication (e.g., babbling and gestures) and early speech. The Social-emotional questionnaire is filled out by the caregiver and investigates the child’s interest and responsiveness toward people, objects and sounds and their communicative behavior. Scaled scores (M = 10; SD = 3) were calculated based on age.



Electrophysiological recording


Stimuli

The stimuli consisted of three rhythmic patterns: two of them were instrumental music modulated at different rates and one was an Italian nursery rhyme with a regular and rhythmic pattern (mean length was 37.19 s, SD = 0.66). Figure 1 shows a graphical representation of the three different stimuli that were used.

The first music stimulus, henceforth called “African,” was created by extracting two meters of an African 4/4 rhythm (see Figure 1A), the average tempo was 104 beats per minute (bpm). Trials of approximately 37 s were created using Praat software package by repeating the extracted meters for eight times.

The second music stimulus, henceforth called “Tabla”, was created by extracting four meters of a Tabla composition (see Figure 1B), the rhythm was 2/4 and the average tempo was 101 bpm. The extracted segment was repeated 8 times in order to obtain the 37-s-long clip.

The “speech” stimulus was an eight-verse excerpt of an Italian nursery rhyme (“Girotondo di tutto il mondo,” Rodari, 1960). The rhyme was recorded by a native Italian female speaker; it was regularly spoken with exaggerated accents following a metronome set on 104 bpm in order to match the tempo of the first musical stimulus (African), see Figure 1C. The whole excerpt was repeated two times in order to obtain the 37-s-long clip.

Each 37-s-long trial was repeated 5 times in a pseudo-randomized order (no more than two trials of the same type appeared consecutively).

The temporal envelope of the three rhythm patterns was extracted using the Hilbert function implemented in MATLAB (Mathworks). A Fast Fourier Transform (FFT) was then applied in order to compute the frequency spectrum of acoustic energy. As represented in Figure 1, the frequency spectrum of acoustic energy varied across stimuli. For the African musical stimulus, frequencies of interest were: 3.48 Hz, corresponding to the fastest element detectable in the stimulus (matching with the quaver); 1.74 Hz, corresponding to the beat (104 bpm, matching with the crotchet); 0.87 Hz, corresponding to a chunk of notes (matching with the minim). For the Tabla musical stimulus, frequencies of interest were: 6.72 Hz, corresponding to the fastest element detectable in the stimulus (matching with the semiquaver); 3.36 Hz, corresponding to a chunk of notes (matching with the quaver); and 1.68 Hz, corresponds to the beat (101 bpm, matching with the crotchet). Finally, the speech stimulus was recorded with the beat set at 104 bpm, corresponding to frequency 1.74 Hz. Peaks at 0.87 Hz and 3.48 Hz were additionally selected as frequencies of interest to match this stimulus with the African musical stimulus.



Procedure

During EEG recording, infants were seated on their caregiver’s lap in a sound-attenuated and electrically shielded room and were entertained with silent toys. Both caregiver and the experimenter were given sound-isolating earphones which prevented them from hearing the auditory stimuli. In addition, the experimenter was instructed to make non-rhythmic movements while playing. The whole recording lasted approximately 10 min.



Data acquisition and analysis


Infants’ data

Electroencephalography (EEG) was recorded using a 60-channel HydroCel GSN net with an EGI recording system (Electric Geodesic, Inc.). Signals were recorded online with a sampling rate of 250 Hz, vertex as the online reference, and a 0.1–100 Hz online bandpass filter.

After recording, EEG data were exported to a MATLAB (Mathworks) compatible format and processed using EEGLAB (Delorme and Makeig, 2004) and the automated standardized pipeline MADE (Debnath et al., 2020). First, the 13 outermost channels were removed from analysis (Cantiani et al., 2016). Second, continuous EEG data were high-pass filtered at 0.5 Hz and low-pass filtered at 20 Hz. Third, bad channels were identified and removed using the EEGLAB plug-in FASTER (Nolan et al., 2010). As a fourth step, independent component analysis (ICA) was used to identify non-neural artifacts (e.g., ocular artifacts), and generic noise. As described in Debnath et al. (2020), the ICA procedure adopted in the MADE pipeline - including preparing a copy of the dataset by applying a 1 Hz high-pass filter, segmenting data into arbitrary 1-s epochs, removing noisy epochs, running ICA on the copied dataset and then copying ICA weights back to the original dataset - is an improved ICA decomposition that does not sacrifice low-frequency information or data that contain excessive noise. The Adjusted-ADJUST algorithm (Leach et al., 2020) was used to remove artifactual independent components (the average number of removed components was 5.16; SD = 3.13; range: 1–12). After ICA, data were epoched into 9-s segments starting from the onset of each stimulus, thus yielding 20 epochs for each stimulus. According to previous literature (Nozaradan et al., 2011; Cirelli et al., 2016), we removed the first second of each epoch to avoid the auditory evoked-potentials elicited by stimulus onset and because we expect entrainment to occur only after a few cycles of stimulation. Final epochs ranged then from + 1000 to + 9000 ms, with the baseline defined between 900 and 1000 ms. Residual artifacts were identified and treated as follows: epochs containing residual ocular artifacts (amplitude exceeding ±150 μV on frontal channels AF4, F2, Fz, Afz, F1, AF3) were removed, whereas all other non-ocular channels exceeding ±150 μV in a particular epoch were interpolated (within that particular epoch) using a spherical spline interpolation. Epochs with more than 10% of interpolated channels were rejected. Finally, data were re-referenced to the average of all the electrodes. Participants needed to have at least seven artifact-free epochs per stimulus to be included for analysis (excluded participants N = 8). The average number of artifact-free epochs per stimulus was: African (M = 15.56, SD = 2.68, range: 10–20), Tabla (M = 14.60, SD = 3.29, range: 9–20), Speech (M = 13.92, SD = 3.94, range: 7–20). A paired t-test revealed a significant difference in the number of artifact-free epochs for African vs. Speech [t(24) = 2.686, p = 0.013, FDR-adjusted p = 0.0390]. The average number of globally interpolated channels was 1.84 (SD = 0.89; range: 0–4).

Artifact-free trials were averaged and FFT was applied using Letswave6 (Mouraux and Iannetti, 2008). In order to remove the unrelated residual background noise, the magnitude of SS-EPs was calculated in relation to the amplitude of the frequency spectrum at surrounding bins. This was managed by extracting z-scores (i.e., the standard deviation relative to the distribution of the reference interval), considering neighboring bins from –0.15 to –0.09 Hz and +0.09 to +0.15 Hz around each frequency bin, corresponding to –5 to –3 and +3 to +5 bins around each frequency bin. Z-scores were applied instead of other baseline correction procedures (i.e., subtraction) because they are more easily interpretable (i.e., given the value it is possible to determine whether entrainment has occurred or not). As a further step, for each frequency peak of interest determined from the sound stimuli FFT (see section “Stimuli”), SS-EP magnitudes were extracted within a 0.2 Hz band centered on the frequency of interest (for example, for frequency 1.74, SS-EP magnitude was extracted considering the frequency range 1.64–1.84). In order to determine whether entrainment occurred or not at the specific frequencies of interest, we used two approaches. First, we interpreted z-scores as measures that include an estimate of the noise floor at the bins surrounding the frequency of interest (Peykarjou et al., 2017). Second, following Cirelli et al. (2016) we also calculated SS-EP magnitudes for frequencies that we did not expect to be relevant, based on the sound stimuli FFT. To select such frequencies for each sound stimulus, we computed the median between the first two frequency peaks of interest, and then computed the relative harmonics. Amplitudes at these peaks (three for each sound stimulus) are shown in Figure 1, and were considered as noise floor amplitudes. We believe that the results obtained applying this second method are even clearer and more interpretable than those obtained by the mere interpretation of z-scores, especially considering that the frequency stimulation with our stimuli cannot be as precise as the frequency stimulation with visual or less complex auditory stimuli.

SS-EP magnitudes computed for each channel were averaged in three clusters corresponding to left (channels AF3, F3, F5, FC5, F7, FT7), midline (channels F2, Fz, Afz, F1) and right (channels AF4, FT8, FC6, F8, F6, F4) frontal areas which were used in the analysis. Channels of interest were defined based on the previous ERP literature suggesting that frontal areas are involved in infants’ auditory processing (e.g., Choudhury and Benasich, 2011; Van Zuijen et al., 2012; Cantiani et al., 2016).



Adults’ data

The acquisition procedure was kept identical for adult participants, with the only difference concerning the use of 128-channel HydroCel GSN nets. Analytic procedures were also kept identical: the automated standardized pipeline MADE (Debnath et al., 2020) was used, since good performances of the included tools have been reported for adults as well (Leach et al., 2020). The only differences in the analytic procedures included: (1) no channels were removed from analysis a priori; (2) residual ocular artifacts were quantified as amplitude exceeding ±150 μV on frontal channels F10, AF8, AF4, FP2, FPZ, Afz, FP1, AF7.

The average number of adults’ artifact-free epochs per stimulus was: African (M = 18.10, SD = 3.31, range: 9–20), Tabla (M = 18.30, SD = 2.87, range: 11–20), Speech (M = 18.30, SD = 3.37, range: 9–20). No differences emerged between stimuli in the number of artifact-free epochs. The average number of globally interpolated channels was 7.10 (SD = 2.88; range: 1–10), whereas the average number of components removed following the ICA procedure was 31; SD = 7.75; range: 19–45.

Steady-state evoked potentials (SS-EP) magnitudes computed for each channel were averaged in three clusters corresponding to left (channels AF3, F3, F5, FC5, F7, FT7), midline (channels F2, Fz, Afz, F1) and right (channels AF4, FT8, FC6, F8, F6, F4) frontal areas which were used in the analysis.




Statistical analyses

Statistical analyses were run separately for infants’ and adults’ data. For each stimulus, we first ran a repeated measure ANOVA including noise (peaks of interests vs. noise floor), frequency (three levels for each stimulus), and laterality (left, midline, right) as within-subject factors. Greenhouse-Geisser-corrected p-values are reported when appropriate. Second, we ran paired-samples t-tests to compare SS-EP magnitudes at each of the frequencies contained in the sound stimulus and the most adjacent frequency not contained in the sound stimulus (noise floor): this follow-up analysis had the goal of identifying at which specific frequency entrainment occurred. Finally, for infants only, associations between SS-EP magnitudes at frequencies of interest significantly different from noise floor and concurrent measures of Cognitive, Language, and Socio-Emotional development were assessed using Pearson’s correlations. False discovery rate (FDR; Benjamini and Yekutieli, 2001) was applied to correct for multiple comparisons in the paired-samples t-tests (three comparisons for each stimulus) and Pearson’s correlations (twelve comparisons).





Results


Infants’ data

Group-level average SS-EPs for the three sound stimuli are shown in Figure 2. Descriptive statistics are reported in Table 1. SS-EP magnitudes significantly different from background noise are highlighted for both corrected (α < 0.005) and uncorrected (α < 0.05) thresholds.
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FIGURE 2
Group-level average SS-EPs for the three sound stimuli: (A) African musical stimulus; (B) Tabla musical stimulus; (C) Speech stimulus. On the left, butterfly plot of SS-EPs obtained applying the Signal-to-Noise correction (x-axis: frequency; y-axis: SS-EP magnitude). All EEG channels included in the clusters are plotted (Left: light blue lines, Midline: blue lines, Right: green lines). Peaks at frequencies corresponding to the rhythm envelope are highlighted in red, whereas peaks at frequencies not corresponding to the rhythm envelope, considered as noise floor, are highlighted in black. On the right, bar graphs (error bars indicate SEM) show the averaged SS-EP magnitude. Significant paired t-tests are indicated by black asterisks, whereas differences not surviving False discovery rate (FDR) correction are indicated by gray asterisks.



TABLE 1    Descriptive statistics: Mean (Standard Deviation) on SS-EP magnitudes for frequencies of interest vs. noise floor separated for sound stimuli and cluster of channels.
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The ANOVA carried out on the African musical stimulus revealed a main effect of noise, F(1,24) = 21.681, p < 0.001, ŋ2 = 0.475, a main effect of frequency, F(2,48) = 11.071, p < 0.001, ŋ2 = 0.316, and a significant interaction frequency × noise F(2,48) = 4.112, p = 0.035, ŋ2 = 0.146. Overall, as shown in Figure 2A, amplitudes relative to peaks of interest were higher than amplitudes relative to noise floor, and amplitudes were higher at higher frequencies than lower frequencies. Since we did not find any significant interactions including laterality, frequency, and noise, paired-samples t-tests were carried out to compare SS-EP magnitudes at each frequency of interest vs. noise floor averaging the three electrode clusters. Paired t-tests revealed that the difference between amplitudes in peaks of interests vs. noise floor was significant at the 3.48 Hz peak, t(24) = 3.610, p = 0.0030 (FDR-adjusted p-value), whereas the difference at the 1.74 Hz peak did not survive correction [t(24) = 2.148, p = 0.042, FDR-adjusted p = 0.0630]. These results suggest that infants reliably entrain to the fastest element detectable in the African stimulus (the quaver).

The ANOVA carried out the Tabla musical stimulus revealed a main effect of noise, F(1,24) = 17.533, p < 0.001, ŋ2 = 0.422, and a significant interaction of frequency × noise, F(2,48) = 6.240, p = 0.010, ŋ2 = 0.206. As shown in Figure 2B, paired t-tests averaging the three electrode clusters reveal that the difference between amplitudes in peaks of interests vs. noise floor was significant at the 3.36 Hz peak, t(24) = 3.356, p = 0.0039 (FDR-adjusted p-value) and at the 6.72 Hz peak, t(24) = 3.843, p = 0.0030 (FDR-adjusted p-value). These results suggest that infants reliably entrain to the fastest elements detectable in the tabla stimulus (the semiquaver and the quaver).

Finally, the ANOVA run on the Speech stimulus revealed only a main effect of noise F(1,24) = 6.478, p = 0.018, ŋ2 = 0.213 and a significant interaction frequency × laterality F(4,96) = 4.612, p = 0.006, ŋ2 = 0.139. Overall, as shown in Figure 2C, amplitudes relative to peaks of interest were higher than amplitude relative to noise floor. The interaction with laterality showed that at lower frequencies (e.g., 0.87 and 1.30 Hz) SS-EP magnitudes were higher at midline than at left, t(24) = -2.814, p = 0.010, whereas at higher frequency (e.g., 1.74 and 2.60 Hz) SS-EP magnitudes were higher at left than at right, t(24) = 2.414, p = 0.024. Since laterality affected SS-EP at frequencies of interest and at background noise similarly, paired t-tests were run averaging the three electrode clusters. They only reveal a difference between amplitudes in peaks of interest vs. noise floor at the 1.74 Hz peak, not surviving correction [t(24) = 2.342, p = 0.028, FDR-adjusted p = 0.0835]. These results suggest that infants show an overall effect of entrainment to the Speech stimulus, but they failed to reliably entrain to any specific frequencies.



Adults’ data

Descriptive statistics for SS-EP magnitudes in all the three topographical clusters included in the analyses are reported in Table 2. SS-EP magnitudes significantly different from background noise are highlighted for both corrected (α < 0.005) and uncorrected (α < 0.05) thresholds.


TABLE 2    Descriptive statistics for the adults’ data: Mean (Standard Deviation) on SS-EP magnitudes for frequencies of interest vs. noise floor separated for sound stimuli and cluster of channels.

[image: Table 2]

The ANOVA run on the African musical stimulus reveal a main effect of noise, F(1,9) = 7.419, p = 0.023, ŋ2 = 0.452, and a significant interaction frequency × noise F(2,18) = 4.252, p = 0.031, ŋ2 = 0.321. Overall, as shown in Figure 3A, amplitudes relative to peaks of interest were higher than amplitude relative to noise floor. Paired t-tests reveal that the difference between amplitudes in peaks of interests vs. noise floor was significant at the 1.74 Hz peak, t(9) = 3.101, p = 0.0381 (FDR adjusted p-value). These results suggest that adults reliably entrain to the beat of the African stimulus (the crotchet).
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FIGURE 3
Adults’ group-level average SS-EPs for the three sound stimuli: (A) African musical stimulus; (B) Tabla musical stimulus; (C) Speech stimulus. On the left, butterfly plot of SS-EPs obtained applying the Signal-to-Noise correction (x-axis: frequency; y-axis: SS-EP magnitude). All EEG channels included in the clusters are plotted (Left: light blue lines, Midline: blue lines, Right: green lines). Peaks at frequencies corresponding to the rhythm envelope are highlighted in red, whereas peaks at frequencies not corresponding to the rhythm envelope, considered as noise floor, are highlighted in black. On the right, bar graphs (error bars indicate SEM) show the averaged SS-EP magnitude. Significant paired t-tests are indicated by black asterisks, whereas differences not surviving False discovery rate (FDR) correction are indicated by gray asterisks.


The ANOVA run on the Tabla musical stimulus reveal no significant main effects or interactions. As shown in Figure 3B, paired t-tests reveal a significant difference between amplitudes in peaks of interests vs. noise floor at the 6.72 Hz peak, t(9) = 4.950, p = 0.0024 (FDR adjusted p-value). These results suggest that adults reliably entrain to the fastest element detectable in the tabla stimulus (the semiquaver).

The ANOVA run on the Speech stimulus reveal a main effect of noise, F(1,9) = 7.491, p = 0.023, ŋ2 = 0.454. Overall, as shown in Figure 3C, amplitudes relative to peaks of interest were higher than amplitude relative to noise floor. Paired t-tests only reveal a difference between amplitudes in peaks of interests vs. noise floor at the 3.48 Hz peak, t(9) = 2.333, p = 0.045, not surviving FDR correction (FDR adjusted p = 0.1095). These results suggest that – similarly to infants – adults show an overall effect of entrainment to the Speech stimulus, but they failed to reliably entrain to any specific frequencies.



Association with cognitive, language, and socio-emotional development

Associations between SS-EP magnitudes at frequencies of interest and concurrent measures of Cognitive, Language (combined measure including both expressive and receptive skills), and Socio-Emotional development were assessed using Pearson’s correlations. For each stimulus, we entered in the correlations SS-EP magnitudes at frequencies of interest that differ most from noise floor (i.e., 3.48 Hz for the African musical stimulus, 3.36 and 6.72 Hz for the Tabla musical stimulus, and 1.74 Hz for the Speech stimulus). Since basically no differences emerged concerning laterality, SS-EP magnitudes were averaged by topographical region.

Steady-state evoked potentials (SS-EP) magnitude for the Tabla musical stimulus at 3.36 Hz correlated with the Cognitive score, r(23) = 0.534, p = 0.0417 (FDR-adjusted p-value). Children with a greater SS-EP magnitude were characterized by higher cognitive scores. Additionally, SS-EP magnitude for the Speech stimulus at 1.74 Hz correlated with the Social-emotional score, r(20) = 0.604, p = 0.0417 (FDR-adjusted p-value). Children with a greater SS-EP magnitude were characterized by higher behaviors such as ease of calming, social responsiveness, and imitation play. Scatterplots are shown in Figure 4.
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FIGURE 4
Scatterplots of the significant correlations between SS-EP magnitude in the neural entrainment task and concurrent standardized measures of development: (A) SS-EP magnitude in the Tabla musical stimulus (at frequency peak 3.36 Hz) is plotted against the cognitive scaled score; (B) SS-EP magnitude in the Speech stimulus (at frequency peak 1.74 Hz) is plotted against the socio-emotional scaled score.





Discussion

The main aim of this study was to investigate low-frequency neural entrainment in response to complex rhythmic stimuli in a sample of 8-month-old infants. Replicating the methodology used by previous studies with simple beat stimuli (Nozaradan et al., 2011, 2012; Cirelli et al., 2016), we successfully showed some degree of neural entrainment in young infants even for much more complex rhythmic stimuli. As already mentioned, one of the advantages of using SS-EP recording is that it offers an objective definition of what to expect (Kabdebon et al., 2022). Here, based on the frequency of the presented auditory stimuli, we expected SS-EPs at very specific narrow frequency bands. Interestingly, we have shown that for all the stimuli our sample of infants, as a group, presented overall higher SS-EP magnitude for frequencies of interest (selected based on the stimulus envelope) than for “noise floor” frequencies. These results are in line with recent works computing cortical/neural tracking to complex and naturalistic continuous stimuli, such as sung nursery rhymes or infant/adult directed speech (Kalashnikova et al., 2018; Attaheri et al., 2022a,b; Menn et al., 2022). These studies provided evidence for low frequency cortical tracking of the stimulus envelope, already at 4 months of age.

For the two music stimuli we found robust entrainment at specific frequencies, whereas for the speech stimulus we only found an overall effect against “noise floor.” It should be noted that in our study the music stimuli, although complex, were much more rhythmic than the speech stimulus. As described in section “Stimuli,” the nursery rhyme was pronounced following the beat of a metronome (hearable in the stimulus) with exaggerated accents. However, despite our efforts to make the speech excerpt as rhythmic as possible, the rhythmic entrainment to the physical properties of this kind of stimulus was not robust, probably because even young infants tend to process the speech stimuli differently from non-speech rhythmic stimuli. Similarly, studies on behavioral rhythmic sensorimotor synchronization show that infants aged between 6 and 16 months engage significantly more with rhythmic movements to music and non-speech rhythmically regular sounds than to speech (Zentner and Eerola, 2010). Overall, we found no hemispheric differences in the magnitude of SS-EPs, with the only exception being the speech stimulus, for which we found slightly more left-lateralized SS-EPs at higher frequencies. This left lateralization restricted to the processing of speech stimuli is not unexpected (Dehaene-Lambertz, 2017), and we interpret this finding as further evidence of different neural mechanisms underlying speech and non-speech processing. It should be noted that we retained a smaller number of artifact-free epochs for the Speech stimulus with respect to the African musical stimulus in infants. We cannot exclude that the smaller number of trials might explain the absence of a robust entrainment at specific frequencies for this stimulus. However, since we found the same results in adults, where no between-stimulus difference in the number of accepted trials emerged, we can rule out this possibility.

When comparing infants’ neural entrainment with that of a small sample of adults using the identical experimental stimuli and analytic methods, we found very similar results in terms of SS-EP magnitudes and frequencies to which neural entrainment occurred, in line with recent neural tracking evidence revealing overall “more developmental similarities than developmental differences” between infants and adults in the entrainment to sung nursery rhymes (Attaheri et al., 2022b). For the African musical stimulus, we found robust neural entrainment for both infants and adults, although at different frequencies: whereas infants entrained at 3.48 Hz, corresponding to the faster perceived elements at the rhythmic level (i.e., the quaver, as shown in Figure 1A), adults entrained at 1.74 Hz, corresponding to the beat (i.e., a less perceptual and more « abstract » feature of the stimulus). For the Tabla musical stimulus, we found robust neural entrainment for both infants and adults at the 6.72 Hz frequency, corresponding to the faster perceived elements at the rhythmic level (i.e., the semiquaver, as shown in Figure 1B). Interestingly, for this stimulus, we additionally found that children entrained at frequency 3.36 Hz, corresponding to the quaver. It should be noted that for this sound stimulus this more “abstract” level was also somehow detectable at the perceptual level (i.e., given by the combination of cowbell and sleigh bells). For the Speech stimulus, we found that adults, similarly to infants, did not show robust entrainment for any frequencies (nor for the perceptual beat of the metronome nor for more « abstract » beats). Overall, these results suggest that both adults and infants exhibit neural synchronization and tempo flexibility. This is partially contrasting with evidence reporting that, behaviorally, these skills do not emerge until the second year of age (Zentner and Eerola, 2010; Fujii et al., 2014; Yu and Myowa, 2021) and suggests that neural responses might be more sensitive than behavioral measures at a younger age.

Our last aim concerned the association between individual differences in infants’ measures of neural entrainment and the concurrent level of linguistic, cognitive, and social-emotional development. Contrary to our expectations, supported by theoretical frameworks proposing entrainment of neural oscillations to external rhythmic stimuli as one of the factors underlying speech and language development (Ladányi et al., 2020; Fiveash et al., 2021), we did not find any association with language skills. It should be noted, however, that here we only considered concurrent and very early language skills. Further studies should investigate such an association in a longitudinal perspective. Interestingly, associations were indeed found between neural entrainment to non-speech rhythmic stimulus – and more specifically between the ability to synchronize at the more « abstract » level (i.e., frequency 3.36 Hz) in the Tabla stimulus – and overall cognitive development. Additionally, we found that responses to nursery rhymes spoken by an adult female in infant-directed speech were associated to social-emotional development. Although not conclusive and in need of replication in larger samples, these correlations provide some preliminary evidence on the role of neural entrainment in development and support its functional interpretation.

Overall, the present study is a starting point for further investigation on the role of rhythm perception/synchronization in infancy (with more sensitive measures than behavioral ones) on later speech and language (a)typical development (Ladányi et al., 2020; Fiveash et al., 2021). In future research, the methodology proposed here could be coupled with novel analytic approaches including neural/cortical tracking performed in the time domain and thus might add convergent pieces of information. Both of these approaches seem appropriate to be used with infants at familial risk for Developmental Language Disorder and Dyslexia (e.g., Cantiani et al., 2016, 2019), since recent theories suggest that individual differences in this phenomenon could be one factor leading to atypical development trajectories of language acquisition found in these disorders (e.g., Goswami, 2011; Molinaro et al., 2016; Di Liberto et al., 2018). Furthermore, such measures seem appropriate for the investigation of the effect of early music/rhythmic training in infancy (e.g., Zhao and Kuhl, 2016; Dondena et al., 2021) in typical and atypical populations.
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Combining frequency tagging with electroencephalography (EEG) provides excellent opportunities for developmental research and is increasingly employed as a powerful tool in cognitive neuroscience within the last decade. In particular, the visual oddball paradigm has been employed to elucidate face and object categorization and intermodal influences on visual perception. Still, EEG research with infants poses special challenges that require consideration and adaptations of analyses. These challenges include limits to attentional capacity, variation in looking times, and presence of artefacts in the EEG signal. Moreover, potential differences between age-groups must be carefully evaluated. This manuscript evaluates challenges theoretically and empirically by (1) a systematic review of frequency tagging studies employing the oddball paradigm and (2) combining and re-analyzing data from seven-month-old infants (N = 124, 59 females) collected in a categorization task with artifical, unfamiliar stimuli. Specifically, different criteria for sequence retention and selection of harmonics, the influence of bins considered for baseline correction and the relation between fast periodic visual stimulation (FPVS) responses and looking time are analyzed. Overall, evidence indicates that analysis decisions should be tailored based on age-group to optimally capture the observed signal. Recommendations for infant frequency tagging studies are developed to aid researchers in selecting appropriate stimulation and analysis strategies in future work.
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Introduction

Stimulating the brain rhythmically and measuring the resulting rhythmic changes of electrical activity on the scalp has been successfully employed in vision research for many decades (Adrian and Matthews, 1934; Adrian, 1944; Walter et al., 1946; Dawson, 1954). More recently, rhythmic stimulation has been applied in cognitive research and provided evidence for very fast face and object categorization in infants and adults (Liu-Shuang et al., 2014; de Heering and Rossion, 2015; Rossion et al., 2015; Peykarjou et al., 2017; Kabdebon et al., 2022). Due to its objectivity and high signal-to-noise ratio, this approach holds great potential for developmental cognitive neuroscience. In particular, the so-called fast periodic visual stimulation (FPVS) oddball paradigm (Heinrich et al., 2009; Liu-Shuang et al., 2014) embeds categorical changes at a slower frequency rate into a fast periodic stream of stimuli and thus allows for dissociating the rate of categorization from low-level changes within a single stimulation stream. This paper summarizes studies utilizing the approach, addresses its methodological strengths and challenges and systematically examines analysis decisions on response patterns to the visual FPVS oddball paradigm in infants.

In the past, inducing rhythmic responses through visual stimulation has been described in the frameworks of steady-state visual evoked potentials (SSVEPs; Regan, 1966, Norcia et al., 2015), fast periodic visual stimulation responses (FPVS; Liu-Shuang et al., 2014, Rossion et al., 2020), and frequency tagging (Tononi et al., 1998). Here, the term frequency tagging will be adopted as it captures the idea of associating a cognitive process with a frequency tag, and thus stresses an important advantage of the approach, the a priori defined dependent measure. Frequency tagging can be understood as the process of stimulating in a given frequency and analyzing EEG responses at the corresponding frequencies. To this purpose, the continuous EEG signal recorded in the time-domain is converted to the frequency domain via a fast Fourier Transformation (FFT). Thus, changes in amplitude over time are converted and represented as amplitude and phase across frequencies, allowing the researcher to track response strengths at stimulated frequencies.

The frequency tagging approach has recently been employed to measure face individuation and object categorization with great validity, objectivity, reliability and sensitivity (Stothart et al., 2017; Rossion et al., 2020; Peykarjou et al., under review1). It is objective in the sense that the response of interest is defined a priori by the input frequency f (fundamental frequency), and analysis are confined to the input frequency and its harmonics (nf). Satisfactory reliabilities of adult frequency-tagging responses in face individuation have recently been established (Dzhelyova et al., 2019; Stacchi et al., 2019), but reliability certainly depends on the specific stimuli and design as well as processing proficiency of participants. It is conceivable that more variable responses in less capable participants will lead to decreased reliability (see also Stacchi et al., 2019). There also is first evidence that frequency tagging responses are correlated with performance, e.g., decreased face individuation responses in prosopagnosia (Liu-Shuang et al., 2016). In addition, previous work has demonstrated high sensitivity of frequency tagging, requiring only a few minutes of stimulation to reliably differentiate responses from noise (Dzhelyova et al., 2019). Finally, flickering images are highly attractive for infants, thus eliciting prolonged looking and alertness, further enhancing the usability of this approach in development.

Thus, frequency tagging holds great potential for developmental cognitive neuroscience, and has been successfully employed in vision and development over decades. Since the 1970, it was leveraged to delineate the development of spectral sensitivity, acuity, contrast sensitivity and binocular interaction (Dobson, 1976; Sokol, 1978; Atkinson et al., 1979; Petrig et al., 1981). During the last years, frequency tagging has received surging interest and been applied in face and object categorization, intermodal perception, and attention (De Heering and Rossion, 2015; Peykarjou et al., 2017; Barry-Anwar et al., 2018; Christodoulou et al., 2018; Leleu et al., 2020; Rekow et al., 2021). The present study systematically evaluates design and analysis decisions to develop recommendations for future applications of this method.

First, methodological differences between infant and adult studies will be described, focusing on particulars of frequency tagging (Hoehl and Wahl, 2012, for more general discussions of infant EEG studies, see DeHaan, 2007). This part is supplemented by a systematic review of existing studies following the FPVS oddball approach. In the empirical part, the effects of methodological decisions will be assessed.


Methodological characteristics of frequency tagging employed with infants

A great advantage of EEG frequency tagging studies is that the same stimulation and dependent measures can be employed across age. As the frequency of interest is defined and embedded into the stimulation a priori by the researcher, responses at this precise frequency can be analyzed regardless of age-group or other sample characteristics. While one might adapt the speed of stimulation and thus the fundamental frequency for different samples, past research has employed the same speed for infants and adults and found that infants are capable of processing images at presentation times employed with adults, typically less than 170 ms per image. Anyhow, studies determining how infants respond to stimulation at different fundamental frequencies are lacking (see, for example, Gentile and Rossion, 2014; Retter et al., 2020, for evidence in adults) and would be very helpful for furthering our understanding of differences and commonalities in rhythmic responses throughout development.

While the general stimulation can thus be applied irrespective of age, some specifics require adaptation for infant participants. For example, infants’ attentional capacity is relatively short, which requires adapting the stimulation in terms of duration of flicker sequences, the number of sequences and, thus, the number of conditions that can be tested within-subjects. Moreover, the rather high amount of artefacts typically present in infant EEG requires careful handling. To provide an empirical overview of methodological decisions made in FPVS oddball studies with infants, a focused systematic review was conducted based on the search terms “infant” and “frequency tagging,” “SSVEPs” or “fast periodic visual stimulation” (see Figure 1).

[image: Figure 1]

FIGURE 1
 Flow diagram of study selection process for systematic review (Page et al., 2021).


The Psycinfo search was performed on March 23rd 2022 and supplemented with records identified by personal communication. All studies employing a visual FPVS oddball paradigm with infant participants (< 4 months of age) were included, yielding N = 11 records (see Table 1 for an overview of all included studies). All information was double-coded by the author and student assistants. The following information was extracted from included articles, separately for all groups tested: mean participant age, sample size, software and hardware employed, number of within-subject conditions, duration of sequences, number of sequences presented and kept, criteria for excluding sequences, methods employed for artifact detection, treatment of artefacts, number of harmonics analyzed, criteria for selection of harmonics, number of bins for baseline-correction, and response strength of significant responses (see Tables 1, 2).



TABLE 1 Design of studies included in the systematic review.
[image: Table1]



TABLE 2 Analysis decisions of studies included in the systematic review.
[image: Table2]

Due to infants’ limited attentional capacity, the duration of frequency tagging sequences is reduced compared to studies with older participants. The literature review (see Table 1) indicates that previous studies employed sequence durations of 15–30 s with infants, whereas 60 s are typical for adults (e.g., Liu-Shuang et al., 2014; Stothart et al., 2017; Stacchi et al., 2019). This adaptation allows researchers to provide more breaks, soothe infant participants if necessary, and redirect attention to the screen. However, by adapting the duration of sequences, the resulting frequency resolution is also changed as both are inversely related via the FFT (1/duration(s)). This leads to a lower frequency resolution when using shorter stimulation times with infants. Moreover, the duration of sequences is potentially related to signal strength at the tagged frequency for two reasons (e.g., Dzhelyova et al., 2019): First, increasing stimulation time may support perception of embedded rhythms, thus strengthening responses, and second, a higher frequency resolution may enhance the signal-to-noise ratio by confining the stimulated response to a narrow frequency bin relative to the broad-band EEG noise.

In addition to reducing stimulation time, infants’ attentional span also limits the number of conditions that can be tested within-subjects. Based on the systematic review, infants (0–11 months) on average watched M = 213.06 (SD = 89.51) seconds of stimulation, arranged into 1–3 conditions. Most common were sequence durations of 15–30 s, so that an overall average of M = 9.91 (SD = 3.60) sequences were presented. Considering that some sequences will need to be excluded during preprocessing (see below), in most cases, running two to three conditions within-subjects is feasible.

Another caveat posed by infants’ attentional limits is variable looking time. Infants cannot be instructed to attend to the screen and will thus engage and disengage in a variable pattern during frequency tagging sequences. In contrast, most adult studies employ an orthogonal task to control attention and keep it constant (Liu-Shuang et al., 2014; Stothart et al., 2017; Stacchi et al., 2019). When participants look away from the screen, this may reduce the response strength as, on the one hand, they do not observe the stimulation and, on the other hand, they likely produce motor artefacts. Faced with this problem, all infant studies define a minimal threshold for inclusion of sequences, mostly based on responses to the general visual stimulation, sometimes considering looking times and/or data quality criteria (see Table 1 for an overview of inclusion criteria). Determining a criterion for retention of sequences is critical. On the one hand, sequences that were not attended well should be excluded, as categorization responses cannot be measured validly. On the other hand, as much data as possible should be retained to remain representative of the original dataset.

As elaborately discussed elsewhere (DeHaan, 2007; Hoehl and Wahl, 2012), infant EEG is characterized by a high amount of artefacts. These can be due to movement, limited preparation time during capping (leading to higher impedances), sweating or biological processes (e.g., heartbeat or respiration). Artefacts impact frequency tagging responses differently than other dependent variables, such as event-related-potentials (ERPs), as they are distributed broadly but not necessarily evenly in the frequency spectrum. When the infant blinks, she will do so in a partly random fashion, thus contributing to a range of frequencies. This means that artefacts may distort amplitudes across ranges of frequencies rather than at specific frequencies.2 Analyses of responses spread across the frequency spectrum, such as ERPs, are heavily influenced by these artefacts. In contrast, frequency tagging is based on analyzing specific frequencies of interest, and while artefacts may influence amplitude at each specific frequency, they will exhibit a similar influence on surrounding frequency bins and can thus be controlled by baseline correction.

The artefacts distributed throughout the spectrum increase standard deviations (SDs) of amplitudes across frequencies. This increased SD of whole frequency ranges may diminish the strength of the baseline corrected signal compared to cleaner data collected with older participants. Therefore, artefacts will enhance variability of the signal across bins, likely diminishing the statistical significance of responses at frequencies of interest. However, they will not influence the tagged frequency specifically, providing one major strength of this approach.

Dealing with artefacts is a central aspect of EEG analysis. Similar to other EEG approaches, in the context of frequency tagging, artefacts can be identified visually or by algorithms. As can be seen in Table 2, previous studies treated artifacts most commonly by excluding data, interpolating channels, and applying an artifact blocking algorithm. Semi-automizing the detection and handling of artifacts seems an important venture for the near future to facilitate and objectify analysis.

To determine the strength of the response at the tagged frequency, amplitude at this frequency is compared to and corrected for amplitude at the surrounding bins (baseline correction). The systematic review indicates that 10 bins (5 on each side, excluding the immediately adjacent bins), corresponding to approx. + − 0.35 Hz, are employed most frequently. The number of bins taken into account is reduced relative to typical studies with adults (considering 20 bins, Liu-Shuang et al., 2014; Stacchi et al., 2019) due to the shorter duration of sequences and, in turn, lower frequency resolution. Thus, by reducing the number of bins, a similar frequency range is taken into account as in longer sequences.

Tagged responses are analyzed at the stimulation frequency (f) and its harmonics, multiple integers of the stimulation frequency (nf). Due to non-linear properties of the stimulation and brain processes, responses can be spread across the stimulation frequency and harmonics, and thus the signal needs to be aggregated to provide a balanced comparison of conditions (Norcia et al., 2015; Retter et al., 2021). The systematic review reveals that recent studies statistically evaluate the presence of harmonics and proceed by summing significant harmonics, consistent with current recommendations (Retter et al., 2021).

Previously, it has been demonstrated that the pattern of dominant harmonics (i.e., the harmonic in which the highest amplitude is elicited) is relatively stable in adult participants over the course of 2 months (Dzhelyova et al., 2019). Very little is known regarding potentially systematic relations of harmonics with age, and, more generally, the number of studies comparing responses across age are still limited. In studies on face categorization (De Heering and Rossion, 2015; Rossion et al., 2015), the number of harmonics was reduced in 4-to-6-month-old infants compared to adults. In infants, only the first harmonic (i.e., the stimulation frequency) reached significance, whereas harmonics 1 to 14 were significant in adults. In a study on categorization of animals and furniture items, the number of significant harmonics increased from one to three harmonics during infancy (four to 11 months), compared to significant harmonics 1 to 22 in adults (Peykarjou et al., under review see footnote 1). In a similar vein, a study on facial trustworthiness discrimination observed harmonics 2 to 7 to be significant in adults, whereas only two harmonics reached significance in six-month-old infants (Baccolo et al., in preparation see footnote3). Thus, though more systematic work is needed, it appears that responses are confined to fewer harmonics during infancy than in adulthood.

In general, whether and how many harmonics are elicited varies much between tasks and samples, and it is currently still unclear which factors drive these differences. Importantly, as harmonics may differ between conditions and samples, they need to be considered during analysis to provide an unbiased estimation of responses elicited. If harmonics are present, they can unequivocally be attributed to the stimulation, as no enhanced harmonic responses are elicited when there is no stimulation frequency f.4 Some frequency tagging papers have passed over the analysis of harmonics (e.g., Barry-Anwar et al., 2018; Bekhtereva et al., 2018), which may lead to biased results. There may be cases where the first harmonic does not reach significance (e.g., Peykarjou et al., 2022), so focusing exclusively on the first harmonic would lead to the erroneous conclusion that no frequency tagging response was observed. On the other hand, even if the fundamental frequency is present, when conditions vary regarding the recruitment of harmonics, employing only the first harmonic would bias comparisons of conditions. Thus, inspection and balanced inclusion of harmonics is recommended, for example by averaging across conditions and extracting significant harmonics based on this overall grand-average.

Another decision that is potentially influenced by age (or other sample characteristics) is selecting regions of interest (ROIs). Based on the existing evidence, it seems that general visual activation associated with the flicker stimulation can be recorded in infants and adults likewise over the medial occipital cortex, predominantly on electrode Oz and spreading to O1/O2 (e.g., Leleu et al., 2020; Rossion et al., 2020; Pauen and Peykarjou et al., under revision 5). This is independent of the type of visual stimuli employed, consistent with the assumption that this base response reflects general visual processing. Selecting appropriate ROIs for the specific cognitive processes involved in frequency tagging studies in an age-fair way is much more challenging. Drawing on the limited number of studies in which the same paradigm was conducted with infants and adults (Baccolo et al., in preparation see footnote 3; Peykarjou et al., under review see footnote 1; de Heering and Rossion, 2015; Rossion et al., 2015), it seems that categorization responses are often confined to smaller ROIs in infants than adults. Adult data may provide a reasonable starting point for determining the spatial layout of frequency tagging responses, but the response may be restricted to fewer electrodes early in development.

A final challenge in developmental frequency tagging studies pertains to the reliability of responses. First reports on reliability in frequency tagging with adults are highly promising, indicating that base and cognitive responses can be measured with high retest-reliability in adults (Dzhelyova et al., 2019). As low reliabilities may pose a challenge in ERP studies (Cassidy et al., 2012; Munsters et al., 2019), this finding is very promising and may provide a basis for individual diagnosis in frequency tagging. So far, there are no reports on reliability of frequency tagging in infants, but due to the limitations discussed already, it can be expected to be lower than in adults. Among other factors, reliability increased linearly with increasing stimulation time in adults (Dzhelyova et al., 2019), so the shorter stimulation time with infant samples may limit reliability.

To sum up, employing frequency tagging with infants holds great potential for cognitive research, but is associated with challenges regarding stimulation and analysis. The stimulation needs to be adjusted to accommodate infants’ attentional limits by decreasing duration of sequences and limiting the number of conditions. During analysis, artefacts need to be handled with care, and decisions on inclusion of harmonics and ROIs need to be made in an age-fair way.

In the following, the influence of analysis decisions on response strengths will be explored empirically, drawing upon a large dataset of categorization by seven-month-old infants in a simple oddball categorization task. The empirical part will focus on comparing different criteria for retaining sequences, evaluating the relation between looking time and EEG responses, the influence of the frequency range for baseline correction and the number of sequences per participants, as well as the influence of considering different numbers of harmonics.




Analyses of infant frequency tagging data


Stimuli and design

Infants were presented with sequences of artificial stimuli flickering at 6 Hz (6 items/s). At every fifth position, the type of stimulus changed, corresponding to 1.2 Hz (6/5 = 1.2, see Figure 2). Two types of stimuli were employed, red-orange/curvy shapes and blue-green/straight-edged shapes, with 10 individual exemplars of each type varying in size, color and number of pedals and parts (Pahnke, 2007; Ropeter and Pauen, 2013). Global luminance contrast did not differ across categories (p > 0.05). Pixel size of images was 545 (width) x 542 (height), corresponding to approximately 8 × 8 degrees of visual angle. Participants were compiled across two studies, so the maximum of sequences varied between 8 (Experiment 2) and 16 (Experiment 1).

[image: Figure 2]

FIGURE 2
 Schematic illustration of the stimuli and experimental paradigms. Ten different angular red-orange and round blue-green stimuli were employed, with contrasting categories differing in the shape of all parts (angular vs. round outlines) and colour spectrum. Phase-scrambled control images were created from original stimuli. In 20-s-sequences, images were presented by sinusoidal contrast modulation at a rate of 6 cycles per second = 6 Hz (1 cycle ≈ 170 ms). Angular red-orange stimuli (A) were presented as standards, with round blue-green stimuli presented as deviants at every 5th cycle (B; 6/5 Hz = 1.2 Hz).


Sequences were initiated manually when participants looked attentively at the screen and showed an artifact-free EEG signal. Each sequence started with a uniform grey background (random length, 5–6 s) while a short doorbell-sound was played to attract attention if necessary. Each sequence lasted 24 s, consisting of a fade-in of 2 s (contrast of images against the background increased gradually from 0 to 100%), a stimulation sequence of 20 s, and a fade-out of 2 s. Fade-in and fade-out phases served to avoid surprise reactions and blinks. Images changed size (+/− 5%) and were presented using a sinusoidal contrast-modulation function. Testing ended when participants became too inattentive or fussy.



Sample

A sample of N = 124 (mean age = 7 months, 14 days, SD = 9 days, 59 females) participants were aggregated across two studies. On average, participants participated in M = 6.91 sequences (SD = 2.60, range 1–14), of which M = 1.09 (SD = 1.43, range 0–6) were excluded due to bad data (see specifics in Recordings and Analyses). A data base of M = 5.82 sequences (SD = 2.94, range 1–12) was thus employed for all analyses. All data combined here was based on the same stimulation, a categorization task with artificial categories as described in the section on stimuli & design. The first study evaluated the impact of familiarization on categorization responses. Categorization in the frequency tagging paradigm was compared following three different familiarization conditions: an ERP familiarization with stimuli from the base category (10 different exemplars presented 5 times for 1 s each); familiarization to the base category with subsequent presentation of a stimulus from the contrasting category (10 different exemplars presented 5 times for 1 s each, one stimulus from contrasting category presented for 15 s), and no familiarization. A previous study indicated that categorization did not differ based on familiarization condition (Experiment 2 in Pauen and Peykarjou, under revision see footnote 5), so data from participants was collapsed here across familiarization conditions. In the second study, subjects participated twice (T1, T2) in the same categorization task with an interval of approximately 2 weeks (data partly reported in Exp. 1, Pauen and Peykarjou, under revision see footnote 5). Only data from T1 are included into the aggregated sample. 41 additional infants were tested but excluded due to excessive crying (Experiment 1 N = 2, Experiment 2 N = 2), fussiness (Experiment 1 N = 7, Experiment 2 N = 7), too many artefacts (Experiment 2 N = 18), or technical problems (Experiment 1 N = 2, Experiment 2 N = 3). In accordance with the terms provided by the local ethics committee of Heidelberg University that approved the general procedure, written informed consent was obtainted from caretakers.



Procedure

In a dimly lit and quiet room, infants sat on the lap of their caregivers with a computer monitor in front of them (looking distance of approx. 80 cm). Parents were asked not to interact with their infant during data collection. Infant behavior was recorded on video, and brain responses were registered using a BrainProducts actiCap (Gilching, Germany) with 32 active Ag-AgCl electrodes arranged according to the 10-10-system and a right mastoid reference.



Recordings and analyses

Sampling rate was set at 250 Hz and the EEG signal was amplified using BrainAmp. Impedances were considered acceptable if <20 kΩ. EEG processing steps was performed using Matlab 2012b (The Mathworks) and Letswave.6 Data was band-pass filtered at 0.1–100 Hz using a 4th order Butterworth filter and segmented for each sequence. Noisy channels were identified and pooled from surrounding channels (for a maximum of three channels) and a common average reference computation was applied to all channels.

Preprocessed data segments were cropped to an integer number of 6 Hz cycles beginning 5 s after onset of the sequence (after fade-in) until 20 s (120 cycles, 5,000 time bins in total = 20 s). Sequences were averaged per participant before a Fast Fourier Transform (FFT) was applied to these averaged segments to extract amplitude spectra for all channels (square root of sum of squares of the real and imaginary parts divided by the number of data points). By averaging prior to the FFT, the contribution of responses not in phase (predominantly noise) is reduced (Rossion et al., 2020). Frequency analysis yielded spectra with a high frequency resolution of 0.05 Hz (1/20s).

The utility of different criteria for retention of sequences was compared by evaluating the number of sequences and participants included by criterion, the relation of each criterion with looking time data and the resulting pattern of base and categorization data. Amplitude at the base frequency (6 Hz) and its harmonics represents the brain’s response to the general visual stimulation and has previously been used as an index of whether the infant paid attention to the screen (de Heering and Rossion, 2015; Peykarjou et al., 2017). However, as the base frequency is also a multiple integer of the categorization frequency (5*1.2 Hz), both general stimulation and categorization processes may contribute to it. Base rate criteria can be based on SNR or Z-scores and are generally evaluated on channels O1, O2, Oz at 6 and, in several studies, 12 Hz. Here, the following base rate criteria will be evaluated: On O1, O2 or Oz, for 6 or 12 Hz, at least 1 SNR > 1.5; 1, 2 or 3 SNR > 2; 1 Zscore > 2.33; 2 or 3 Z-scores > 1.64. All following steps employ the base rate criterion selected based on this comparison. EEG amplitude at the frequency of F/5 = 1.2 Hz and its harmonics (i.e., 2F/5 = 2.4 Hz, 3F/5 = 3.6 Hz…) served as an index for categorization. In accord with prior work and recommendations (e.g., Peykarjou et al., 2017; Retter et al., 2021), responses were summed across significant harmonics. The range of harmonics for quantification of responses was defined by extracting all harmonics above noise level at a p < 0.05threshold. This threshold was Bonferroni-corrected for the number of tests run, in this case three independent tests for electrodes O1, O2 and Oz. Harmonics 1–19 reached significance and were summed for the categorization response, and harmonics 1–5 for the base response.

Looking time was coded offline. Twenty percent of videos were independently double-coded by two student assistants to estimate reliability, which reached high levels, Cronbach’s alpha = 0.96. Based on these analyses, a base rate criterion was selected and employed for all subsequent analyses.

To measure the magnitude of activity at pre-defined bins of interest, baseline corrected amplitudes were computed by subtracting the average amplitude of surrounding bins. SNRs were computed by dividing the signal by the amplitude at the neighboring frequency bins and used to display response patterns. Similarly, Z-scores were calculated by subtracting the average baseline-corrected amplitude of surrounding bins from each bin and dividing this by the standard deviation (SD) of the surrounding bins. The number of bins employed for statistical analysis was compared for 10 and 20 bins (removing the 2 bins with highest and lowest amplitude), corresponding to a frequency range of + − 0.35 to + − 0.70 Hz (excluding the immediately adjacent bins). Based on these analyses, the number of bins included in all further analyses was selected.

As a next step, the number of sequences included was varied systematically from 1 to 9 to evaluate how base and categorization response strengths relate to the number of sequences. To explore the impact of considering harmonics on response strengths, the number of harmonics was then increased systematically from 1 to 29 for the categorization response (always excluding harmonics corresponding to the base frequency, i.e., 5, 10, 15, 20, 25), and from 1 to 10 for the base response. The resulting data pattern was compared to the analysis based on harmonics selected according to Z-scores. Based on prior work (Peykarjou et al., 2017) and visual inspection of grand averages, all analyses were focused on visual responses recorded at O1, O2, and Oz. For all comparisons of different approaches with approximately similar numbers of participants, Friedman tests, a non-parametric alternative for repeated-measures ANOVAs, were employed to test for statistical significance.



Results


Evaluating different criteria for retention of sequences

Sequence inclusion criteria were evaluated first by comparing the numbers of sequences and participants kept by criterion, and in a second step by examining the resulting pattern of base and categorization data and calculating the relation of responses with looking time data. An overview of the results can be found in Table 2.

Across all criteria for retaining sequences, the same harmonics were summed. Inspection of Bonferroni-corrected Z-scores revealed that a significant base response was obtained across harmonics 1 through 5 regardless of sequence retention criterion, while the 6th harmonic failed to reach significance. A significant categorization response was observed across harmonics 1–19, with the following exceptions: In the analysis on 3 channels with an SNR > 2 and 1 channel with Z > 2.33, the 18th harmonic failed to reach significance, and for 3 channels Z > 1.64, the 2nd harmonic failed to reach significance. Vice versa, the 21st harmonic reached significance only when considering 2 channels Z > 1.64. For consistency, the dominant pattern of significant harmonics 1–19 was included.

As revealed by Table 2, rates of sequence exclusion ranged from.06 to 2.86. On average, criteria which were focused on only one channel excluded less than one sequence per participant. Likewise, while participant exclusion rates ranged from 0 to 13.7%, no more than one participant was excluded when criteria focused on only one channel. In contrast, when 2 or 3 channels were considered, more than 1 sequence and up to 13.7% of participants were excluded.

Signal-to-noise-ratios (SNRs) of resulting response patterns varied only slightly across criteria. For the categorization response, variation of average SNRs was no more than 4%, and less than 5% for the base response. Regardless of which criterion was employed, a substantial but non-exhaustive correlation (r = 0.29–0.39) between the base rate response and looking times emerged.

Overall, sequence retention criteria varied regarding participant retention, but negligibly regarding response patterns. Thus, a more inclusive criterion seems desirable considering parsimony of data collection and representativeness of the obtained sample. Therefore, in accord with the majority of prior research as indicated by the systematic literature review (Table 1), SNR > 2 on at least one channel at 6 or 12 Hz was selected. All further analyses are based on sequences included according to this criterion.



Comparing the number of bins employed for baseline correction

Next, the number of bins employed during baseline correction was compared. In adults watching 60-s-sequences, typically 20 bins are employed (Stothart et al., 2017; Rossion et al., 2020), whereas in infant studies, mostly 10 bins are used (see Table 1). These two criteria were evaluated by comparing the resulting grand-average SNRs and the results pattern of individual participants. As evident from Figure 3, while the use of 20 bins results in visually higher baseline-corrected amplitudes at higher harmonics of the categorization frequency, it decreases the response at 1.2 Hz. This is most likely due to the steep amplitude curve at the very low spectrum, which unproportionally skews the baseline correction at 1.2 Hz. Statistical tests including all significant harmonics (i.e., 1–19 for the categorization response, 1–5 for the base response) did not indicate an effect of the number of bins considered, p < 0.05.However, a hypothesis-driven analysis on 1.2 Hz only revealed that the response at this frequency is indeed reduced when employing 10 bins, X2(123, N = 123) = 25.609, p < 0.001. Considering that measuring at the stimulation frequency 1.2 Hz is essential to this paradigm, employing 10 bins is recommended for studies using shorter presentation times (<= 30 s).
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FIGURE 3
 Grand-average frequency-spectrum responses. Base (6 + 12 Hz) and categorization (1.2, 2.4, 3.6… 10.8 Hz) responses are clearly visible and highly significant. The effect of the number of bins employed for baseline correction was evaluated by comparing signal-to-noise-ratios (SNRs) was compared across 10 (2–6) and 20 (2–12) bins. While employing a larger number of bins did not seem to affect responses at higher frequencies (from 6 Hz onwards) detrimentally, response strength was stronger when employing fewer bins at lower frequencies (below 6 Hz). Crucially, the effect seemed strongest at 1.2 Hz, corresponding to the stimulation frequency.




Systematically increasing the number of included sequences 1 to 9

The number of sequences included was increased systematically from 1 to 9. Naturally, the number of participants contributing to the analysis decreased with increasing numbers of required sequences. Thus, analysis was stopped at isequences = 9 as the number of participants providing larger numbers of sequences was too small (N < 10).

Regardless of the number of sequences considered, all analyses revealed significant responses, Zs > 11. Numerically, the base response was smaller when averaging across <4 sequences compared to higher numbers (Figure 4). As evident from Figure 5, the categorization response was numerically lower when averaging across 2–3 sequences. Importantly, responses were comparable when taking into account all children providing at least one sequence and higher sequence numbers. This descriptive analysis was not supplemented by inferential statistics as the number of subjects contributing to the different conditions varies substantially, violating assumptions of statistical tests.

[image: Figure 4]

FIGURE 4
 SNR of grand-average base responses summed across harmonics 1–5 and compared across numbers of sequences averaged. The respective N contributing to each analysis is specified per graph. Highly significant base responses were obtained in all analyses.


[image: Figure 5]

FIGURE 5
 SNR of grand-average categorization responses summed across harmonics 1–19 and compared across numbers of sequences averaged. The respective N contributing to each analysis is specified per graph. Highly significant categorization responses were obtained in all analyses.


Considering the problem of different sample sizes and the trade-off between numbers of sequences and participants who provide sufficient data to be included. In a control analysis with 20 participants who contributed 8 usable sequences, it was evident that increasing numbers of sequences per participant increase both base and categorization responses (Figures 6, 7). This was supported by statistical analyses which showed that the number of sequences included has a significant effect on response strength for the categorization response, X2(7, N = 20) = 17.951, p < 0.05. The effect on the base response strength was only marginal, X2(7, N = 20) = 12.651, p = 0.081. Bonferroni-corrected pairwise comparisons did not reach significance.

[image: Figure 6]

FIGURE 6
 SNR of grand-average base responses summed across harmonics 1–5 and compared across numbers of sequences averaged for a subsample of N = 20 who provided usable data for at least 8 sequences. Highly significant base responses were obtained in all analyses, with a tendency for increasing amplitude with number of sequences averaged.


[image: Figure 7]

FIGURE 7
 SNR of grand-average categorization responses summed across harmonics 1–19 and compared across numbers of sequences averaged for a subsample of N = 20 who provided usable data for at least 8 sequences. The respective N contributing to each analysis is specified per graph. Significant categorization responses were obtained in all analyses. Averaging across larger numbers of sequences increased response strengths.




Systematically increasing the number of harmonics considered

To evaluate the effect of including harmonics into response measurement, the number of harmonics was systematically increased from 1 to 10 for the base response (corresponding to frequencies 6, 12… 60) and from 1 to 29 for the categorization response (corresponding to frequencies 1.2, 2.4… 34.8, always excluding harmonics corresponding to the base frequency). In addition, a Z-score criterion was used to select the number of harmonics summed as in prior work (base: 1–5, categorization: 1–19).

As evident from Figure 8, lower base harmonics (1–3) contributed strongly to the summed responses, whereas including higher harmonics (particularly 7–10) descriptively reduced the SNR at the stimulated frequencies. However, estimation of SNR at the surrounding bins employed for baseline correction was also reduced by summing, so overall, including harmonics contributed to a cleaner estimation of base responses. In this case, the number of harmonics for summing obtained by the Z-score criterion, 1–5, provides an optimal balance between high responses at the stimulated frequencies and evenly distributed responses across the surrounding bins. Friedman tests confirmed that the number of harmonics influenced base response strength, X2(9, N = 123) = 182.889, p < 0.001. Post-hoc tests indicated that baseline-corrected amplitudes were significantly smaller when considering only the first harmonic (i.e., 6 Hz) compared to analyses including at least 3 harmonics, all ps < 0.05. No other comparison reached significance.

[image: Figure 8]

FIGURE 8
 SNR of base grand-average responses summed across increasing numbers of harmonics (considering only the 1st or up to harmonics 1–10). Highly significant responses were obtained in all analyses. The analysis on harmonics 1–5, marked by a black box, was indicated by the Z-score criterion.


For the categorization response, including harmonics generally led to an increase in SNR at the stimulated frequencies. As evident from Figure 9, while the categorization response was visible from the 1st harmonic, signal strength increased numerically until summation of harmonics 1–9 and stabilized from that point onward. Signal strength at the surrounding bins was not much influenced beyond harmonics 1–6. Here, including harmonics (at least up to the 9th) seems desirable for optimal signal estimation. The analysis based on the Z-score criterion (harmonics 1–19) does not seem to have an advantage in terms of signal at stimulated frequencies or surrounding bins compared to related harmonic ranges (e.g., 1 through 11–1 through 29). For the categorization response, Friedman tests also confirmed that the number of harmonics influenced response strengths, X2(9, N = 123) = 1295.21, p < 0.001. Post-hoc tests indicated that baseline-corrected amplitudes were significantly smaller when considering only the first two harmonics (i.e., 1.2 + 2.4 Hz) compared to analyses including at least 3 harmonics, all ps < 0.05. Moreover, analyses including at least 16 harmonics yielded higher amplitudes than those including up to 11 harmonics, all ps < 0.05.

[image: Figure 9]

FIGURE 9
 SNR of categorization grand-average responses summed across increasing numbers of harmonics (considering only the 1st or up to harmonics 1–29, always excluding harmonics corresponding to the frequency). Highly significant responses were obtained in all analyses. The analysis on harmonics 1–19, marked by a black box, was indicated by the Z-score criterion.






Discussion

Based on a systematic literature review and re-analyses of data on categorization in seven-month-old infants, this manuscript evaluates stimulation and analysis decisions of infant frequency tagging studies employing the FPVS oddball paradigm. In the following, current standards and future recommendations will be summarized.

A major challenge in developmental neuroscience is the limited attentional capacity of participants. Prior infant frequency studies following the FPVS oddball paradigm have faced this challenge by reducing sequence duration to 15–30 s. The longer the sequence, the more stimulation can be delivered, and the higher is the spectral resolution of resulting data. Thus, maximizing sequence duration is highly desirable. Given the apparent feasibility of 30-s-sequences, this duration is recommended for future studies.

Relatedly, the number of sequences that can be presented is limited by infants’ attentional capacities. The systematic literature review indicates that on average, about 9 sequences can be presented, so limiting the number of conditions to 2–3 within-subject factors seems reasonable. However, this number will need to be adjusted to the nature of the stimulation and the age of participants, with more engaging presentations (e.g., concurrent visual and auditory stimulation) and older participants being likely to provide more usable data.

Analyzing the effect of the number of sequences included may aid in determining minimum requirements for participant inclusion. Generally, this decision follows a trade-off: The more sequences are set as a requirement for participant retention, the more data is lost due to exclusion of participants. Indeed, increasing the number of required sequences from 1 to 9 led to exclusion of 113 participants. Most important is probably the effect of excluding all participants providing less than two usable sequences. This led to exclusion of 10 participants (8%). However, while the amount of data loss may be considered passable, excluding those participants decreased the categorization response numerically, reflecting the loss of meaningful data. One sequence in the FPVS oddball paradigm displayed at 6 Hz contains, depending on the precise duration, between 90 and 180 images (75–150 base stimuli, 15–30 stimuli from the contrasting category). In addition, generalization within and discrimination across categories is inherent within each sequence and reflected by the categorization response. This argues in favor of including all participants contributing at least one usable sequence to the analysis (or each condition).

Of all presented sequences, several might need to be excluded based on data quality and participant attention. The literature review indicated that data quality was mostly assessed by visual inspection, and data quality issues were treated mainly by exclusion of sequences or channel interpolation. It seems desirable to supplement visual inspection through more automated artifact detection approaches, to increase preprocessing accuracy, objectivity, and efficiency. Certainly this will be an important avenue for future studies.

Sequences with sufficient data quality still need to be screened for attention towards the presentation, as infant attention naturally fluctuates throughout the session. Different approaches have been employed for this step, based on looking times or base rate responses during a given sequence. Comparing such approaches in a re-analysis of a large data-set comprising N = 124 seven-month-olds reveals that sequence and participant retention rates are influenced by the criteria employed, whereas the resulting data pattern and the relations of base responses with looking time do not vary much. To maximize data retention and in accord with most prior studies, use of an SNR (>2) or Z-score (>2.33) criterion based on only one channel (O1, O2, or Oz) can thus be recommended.

Due to the shorter sequence duration employed with developmental populations, the frequency resolution of resulting data is decreased. This should be taken into consideration when estimating the signal at each bin and may be especially important in the low frequency spectrum, which is typically characterized by a larger amount of noise and distortions due to the FFT. Thus, employing a large range of bins for noise estimation, e.g., to determine Z-scores or SNRs, may disproportionately affect responses in the low spectrum, such as 1.2 Hz. This was reflected in the re-analysis reported here, which showed a decrease in response strength at lower frequencies (<6 Hz), but an increase of responses at higher frequencies (>6 Hz) when employing 20 bins for baseline correction. It is therefore recommended to employ a reduced frequency range (e.g., ~ + −0.35 Hz, corresponding to 10 bins) when stimulating for up to 30 s.

Two final decisions that should be made a priori regard the selection of harmonics for summing and electrodes for analysis. Due to the limited number of studies comparing infant responses in the same paradigm to that of older participants, recommendations are based only on anecdotal evidence at this point. It seems likely that responses can be confined to fewer harmonics and electrodes early in life than later on, so simply basing these decisions on adult data does not seem appropriate. Therefore, similar, a priori defined criteria should be employed to select electrodes and harmonics across age-groups. For harmonics, a selection based on Bonferroni-corrected significance levels of harmonics can be recommended (Retter et al., 2021). This selection seemed optimal in the analysis of base responses. In the analysis of categorization responses, while summing across several harmonics clearly had advantages in terms of signal strength at stimulated and surrounding frequencies, none of the analyses could be clearly favored, as the responses remained relatively stable from summing harmonics 1–11 onward. In such a case, considering Z-scores may provide an objective criterion for deciding which harmonics to include.

For electrodes, decisions are generally based more on theoretical accounts and prior studies but should be open to adjustments based on age-group. In any case, transparent and a priori selection is advisable, for example through preregistering analyses.


Limitations

Given the particularities of the approach, the systematic review was limited to studies employing the FPVS oddball paradigm with infants, so this overview and the recommendations derived are likewise limited. However, they may be useful for other developmental frequency tagging studies following related stimulation paradigms.

Moreover, the data re-analysis was based on only one age-group (seven-month-olds), and a categorization paradigm with artificial, unfamiliar stimuli that should not evoke much prior experience. Accordingly, categorization responses were elicited primarily in the occipital region. In prior studies using more familiar categories, responses were sometimes also recorded in the occipital region (Peykarjou et al., under review see footnote 1; Barry-Anwar et al., 2018), but in other cases at more parietal and/or temporal regions (de Heering and Rossion, 2015; Leleu et al., 2020). Future work should certainly test and generalize analysis recommendations to categorization tasks involving other regions of interest. Moreover, the categorization response elicited in the present study is much stronger than in most studies using familiar, natural categories (Baccolo et al., in preparation see footnote 3; De Heering and Rossion, 2015; Barry-Anwar et al., 2018; Leleu et al., 2020; Rekow et al., 2021). Upon investigating a subtler response, it seems likely that analysis decisions will carry even more weight than for the robust response observed in the current paradigm.

While these limitations may of course restrict generalizability, most analysis decisions evaluated here should in principle be independent of the specific age-group and stimuli presented. The increased noise level in the low frequency spectrum will be evident across infant samples of all research questions, arguing in favor of generally employing 10 bins for baseline correction. While sequence and participant retention rates will vary with age-group and stimulation, the general pattern of being more inclusive (and thus representative) when employing a base-rate criterion directed at only one occipital channel will likely be independent of these aspects.

In contrast, of course the response patterns resulting from different sequence inclusion criteria may vary. On the one hand, there is no indication to assume that being less inclusive (i.e., requiring base rate responses on more channels, or excluding participants providing less than one usable sequence) will lead to enhanced data cleanness. On the other hand, keeping more data will increase the representativeness of analyses for the tested sample. The observation that the number of sequences included did, overall, not change base or categorization data patterns much likely reflects the overall amount of data analyzed. It seems probable that the effects are less driven by the number of sequences per se but rather the overall amount of data (i.e., participants * sequences), which again argues for an inclusive criterion. However, his question should also be addressed in future studies, as it is likely not independent from study-specific factors.



Open questions and avenues

As we are beginning to systematically develop and evaluate developmental frequency tagging, some central aspects remain to be addressed in future work. First, as already mentioned in the Introduction, frequency sweeps testing the optimal flicker speed with infant participants are lacking. These would be highly desirable not only to optimize the stimulation of developmental frequency tagging, but also to further our understanding of the development of basic neural processes. For instance, certain frequency bands have been associated with particular cognitive functions (e.g., theta range: ~ 4 Hz in infants; learning; e.g., Begus et al., 2015, alpha range: ~ 6 Hz in infants; attention; e.g., Friese et al., 2013; Gulbinaite et al., 2019). Labeling frequency bands in a consistent way across development is challenging, and more basic research is needed to ascertain the relations between cognitive functions and given frequencies at different ages. Moreover, a systematic analysis of the assumption that stimulating at certain frequencies supports particular cognitive processes would require sampling a large range of frequencies. Inherently, stimulating at a given frequency also means presenting stimuli for a certain period of time, and changing presentation times may in itself alter cognitive processes. Therefore, systematically varying the speed of stimulation and associating it with response patterns and cognitive functions seems an important avenue for future work.

Moreover, to be able to apply frequency tagging more broadly, reliability of responses needs to be evaluated. The promising reliabilities obtained in adult face individuation studies (Dzhelyova et al., 2019; Stacchi et al., 2019) give rise to the hope that frequency tagging may provide a window into cognitive processes that is suited even for differential approaches and longitudinal research. Both within-and between-sessions reliability of base and categorization responses should be examined to ascertain the utility of the approach. While relatively long inter-session intervals (2–6 months) have been employed with adults, developmental progress makes it unlikely that responses will remain stable over such time-windows. However, frequency tagging seems to have the potential to provide reliable estimates of categorization, at least on the time-scale of a few weeks.

More broadly speaking, the paradigm holds potential for investigating cognitive processes beyond categorization. For example, it might be useful for investigating rule learning, the process of extracting and generalizing repetition-based, abstract patterns to new elements (Marcus et al., 1999). Moreover, it could be used concurrently (and even orthogonally) in other tasks to track attention, when a cognitive task is presented in the context of an object or background flickering at a given frequency. The relation between frequency tagging responses and attention has been broadly established in studies with adult participants (Morgan et al., 1996; Chen et al., 2003; Toffanin et al., 2009). Similarly, the relation of infant frequency tagging responses to overt and covert visual attention has been established previously (Christodoulou et al., 2018), but the approach has so far not been used as a control mechanism during an independent task. The dissociated and objective measure of the base rate response could become a valuable tool in developmental cognitive neuroscience.




Conclusion

Frequency tagging is a tool increasingly utilized in developmental cognitive neuroscience and has previously been employed to demonstrate fast and high-level face and object categorization in the first year of life (De Heering and Rossion, 2015; Kabdebon et al., 2022; Peykarjou et al., under review See footnote 1). Objectivity and a high signal-to-noise ratio are inherent to this approach, and its reliability and validity have been demonstrated in adult research. This paper has provided a systematic review of studies following the FPVS oddball paradigm and a re-analysis of a dataset comprising 124 seven-month-old infants to develop recommendations for future work following this approach. Future work should set a particular focus on automizing and objectifying artifact detection, assessing the reliability of infant frequency tagging responses, and systematically evaluating the development of infants’ response patterns across a range of frequencies. Together, these endeavors will serve to enhance the usefulness of frequency tagging for research on cognitive development, in basic functions such as categorization and beyond.
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Footnotes

1Peykarjou, S., Hoehl, S. and Pauen, S. (under review). The Development of Visual Categorization Based on High-Level Cues.

2Note that the only case of noise at one precise frequency bin concerns electrical line noise at 50 or 60 Hz depending on the region of recording. This precise frequency should therefore be excluded from analysis.

3Baccolo, E., Peykarjou, S., Quadrelli, E., Conte, S. and Macchi Cassia, V. (in preparation). Neural discrimination of facial cues to trustworthiness in adults and six-month-old infants as revealed by Fast Periodic Visual Stimulation.

4Of course, this assumes that adequate corrections for multiple tests across harmonics have been adopted.

5Pauen, S. and Peykarjou, S. (under revision). Infants’ Fast Neural Categorization of Artificial Objects: The impact of stimulus- and task- characteristics Developmental Psychology.

6https://nocions.github.io/letswave6/
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Introduction: The aim of this manuscript is twofold: first, to investigate the relationship between rhythmic, phonological and graphomotor skills in kindergarten children; and second, to evaluate the possible impact of rhythmic training on the two other skills.

Methods: To that end, we selected a sample of 78 children in Québec. Forty-two children received rhythmic training (experimental group) and 34 arts training (active control group) during the same period (10 weeks). Before and after training, children in both groups were assessed for general skills (forward and backward memory span, vocabulary, non-verbal ability), rhythmic skills (synchronization and discrimination tasks), literacy skills (phonological skills - syllable counting, syllable deletion, rhyme discrimination – and invented spelling skills) and graphomotor skills (legibility of letter writing, quality of copying of geometric shapes).

Results: Results showed correlations between the child’s rhythmic and literacy skills, as well as between rhythm synchronization and pen pressure. In addition, rhythmic training showed improvement in rhythmic abilities, but this did not transfer to literacy or graphomotor development (apart from a significant increase in the duration of pauses in both groups at post-test, with a larger improvement for the rhythm group).

Discussion: These results are discussed in terms of duration and intensity of learning, and they highlight the possible benefits of informal rhythm practices in the classroom.

KEYWORDS
 rhythm, literacy, spontaneous motor tempo, graphomotor abilities, kindergarten


Introduction

Rhythm, and especially the ability to be synchronized with one’s environment, is crucial for the sensory-motor, cognitive, emotional, and social development of young children (Feldman, 2007). Thus, children must be able to perceive the rhythms around them, produce rhythmic activities, and modify the rhythm of their activities in order to be in synchrony with the rhythm of their environment. The dynamic systems theory model (Jones, 1976; Jones and Boltz, 1989; Drake et al., 2000) explains how the subject’s selective attention works. Rhythmic sequences are broken down into different hierarchical levels of temporal regularity in relation to a preferred period of processing which is specific to each individual and acts as their reference period. The subject’s selective attention will spontaneously focus on events that occur during a period close to their reference period. On average, this reference period is 600 ms long in adults (Drake and Botte, 1993) and 400 ms long for children aged between 2 and 14 years (Provasi and Bobin-Bègue, 2003; Provasi et al., 2014). For children, this duration is accompanied by a time window of plus or minus 20% of its speed, meaning that they start to differentiate between two tempi once one is 20% faster or slower than the other. This 20% difference serves as the differentiation threshold between two tempi. It is thus more difficult for children to synchronize to a tempo of 600 ms +20% than to a tempo of 400 ms +20% (Provasi and Bobin-Bègue, 2003; Provasi et al., 2014). Similarly, in production, it is easier for children to synchronize to a 400 ms tempo than to a 600 ms tempo.

Furthermore, the ability to perceive and produce rhythmic patterns promotes fundamental human capacities that go beyond the strict rhythmic or musical field, including the coordination of action, and cognitive and language processing, specifically oral language skills (Tierney and Kraus, 2013). Thus, prosodic-level features such as speech rhythm and stress facilitate syllabic segmentation of the acoustic signal (Choi et al., 2005). Developmentally, speech rhythm is one of the first cues used by infants to segment the speech stream into words and word parts (Ramus et al., 2000) and parents naturally use emphatic stress and exaggerated rhythmic patterns when interacting with their infants.

Along those lines, a growing number of studies have examined the potential importance of rhythm perception and/or production in older children, between 2 and 5 years of age, and its relationship to reading skills. Working with American kindergarteners, Moritz et al. (2013) showed that performance in rhythm pattern copying marginally correlated to the ability to isolate initial phonemes, segment syllables, delete word and syllable parts from compound and multi-syllabic words, and segment sentences into words. In a beat synchronization task, Carr et al. (2014) demonstrated that American children between the ages of 3 and 4 who were unable to synchronize with an external auditory beat had poorer pre-literacy skills, specifically in phonological processing. More recently, Lundetræ and Thomson (2018) studied to what extent Norwegian first graders’ production of rhythm predicts reading and spelling difficulties. Significant group differences in emergent literacy skills and rhythmic tapping were found between children below and above the national threshold in word reading and spelling. More specifically, they were interested in whether students’ performance at the rhythm task at school entry served as a predictor of poor in word-reading and spelling abilities at the end of grade one. They found significant group differences in children’s ability to tap in time to an externally delivered beat, measured at school entry, when groups were defined upon whether children went on to score above or below the 20th percentile threshold in national assessment tests at the end of grade one. Taken together, these results demonstrate that rhythm production, perception and/or synchronization, and language skills are potentially interrelated and suggest the importance of temporal sensitivity for language learning in preschoolers. More specifically, it appears that rhythmic skills support speed naming of letters and phonological awareness (David et al., 2007), which are considered to be robust predictors of reading ability (Wolf and Bowers, 1999). Phonological awareness (PA) corresponds to the ability to manipulate speech sounds, phonemes, and syllables, and facilitates the decoding and the analysis of words during spelling (Bus and Van Ijzendoorn, 1999). This ability involves auditory processes for fine analysis of the temporal structure of sound patterns, which provides, for example, statistical clues to word boundaries (Culter, 2012). Phoneme distinctions may involve very fine temporal cues, such as distinguishing a /b/from a/p/ (Greenberg et al., 2006). Thus, as speech relies on fine temporal and rhythmic patterns, a body of evidence shows that rhythm mechanisms support PA. Rhythm skills could help children break down language chains into sublexical units, such as syllables, thus facilitating awareness of the phonological units of language (Goswami, 2011; Moritz et al., 2013).

Although much research has focused on the links between rhythmic and language abilities, much less has been devoted to the study of potential relationships between these rhythmic skills and handwriting skills. And yet, similarly to language and other complex human actions, handwriting is not just a succession of isolated acts, but rather an organized process, in which the time and the space of each motor unit (i.e., strokes, letters, and words) are contextually interdependent on one another within a larger unit (Van Galen and Teulings, 1983). Specifically, handwriting respects two principles based on rhythmic organization: the phenomena of homothety and isochrony (Lashley, 1951). Briefly, homotheticity states that the ratio between the durations of the motor events composing a writing movement remains unchanged even if the way in which the word is written is different (i.e., bigger, smaller, faster, or slower), and thus despite changes in overall duration. Isochrony, on the other hand, refers to the proportional relationship between the speed of execution of the movement and the length of its trajectory. In other words, depending on the size of the written output, the duration of execution of a movement remains stable; thus, writing speed adjusts proportionally to the size of the output. The typical example is a signature, which is always written at the same speed regardless of its size. In a study conducted on some 300 primary school children, Pagliarini et al. (2017) showed that these two principles of the rhythmic organization of handwriting are already present in children’s first handwriting productions, suggesting “that an internal representation of the rhythm of handwriting is available before the age in which handwriting is performed automatically” (p.1). These results suggest that, despite being a cultural acquisition, handwriting appears to be shaped by more general constraints on the temporal planning of movements and highlight the relationship with the rhythmic dimension that is present before handwriting movements become automatized (Evertz and Primus, 2017). Furthermore, Ben-Pazi et al. (2007) showed that rhythmic performance in a tapping task correlates with children’s handwriting quality. In this context, Véron-Delor et al. (2017) tested the hypothesis that rhythm can serve as an external cue that guides movement, through the natural and spontaneous tendency to synchronize with it (Bangert et al., 2006; Zatorre et al., 2007; Schaefer, 2014). In a child with severe writing difficulties, they show that playing rhythmic music in the background during a writing task significantly improved the duration, speed, and fluency of movement. However, apart from these few studies, and although it is known that there is a dynamic interaction between perception and action, both clearly involved in handwriting, the rhythmic dimension of writing has largely been neglected.

All of the above results are based on correlation analyses indicating links between rhythmic and literacy skills (language and/or handwriting skills). However, as correlation is not causality (Schellenberg, 2004; Chobert et al., 2014), one way to determine whether rhythm competence could mediate literacy skills is to conduct longitudinal studies that develop rhythmic skills and assess whether this development is accompanied by the development of literacy skills. Typically, in these kinds of studies, one group of children is trained in rhythmic skills, while the other group does something else, and the effect of these different practices on language and/or writing is measured before and after the training. Many studies have shown that musical training (i.e., instrumental practice, singing, pitch training) significantly improves language skills (e.g., pre-attentive perception, Frey et al., 2019; fluency, Zuk et al., 2014; novel word-learning and semantic associations, Dittinger et al., 2017) in children, showing beneficial transferrable effects of musical training. Of course, musical activities are usually based on rhythm, but training children solely on rhythmic aspects is less common. In Verney (2013)found that training in rhythmic activities led to increased PA, especially rhyme and syllable awareness. More recently, and in order to better understand the respective involvement of rhythm and pitch in the beneficial effects of musical learning on PA, Patscheke et al. (2018) randomly assigned preschoolers aged between 4 and 6 years old to a rhythm, pitch, or sport (control group) training group. The first two groups were trained three times a week during 20-min sessions over a period of 16 weeks. Results showed that only the pitch program improved PA abilities, even if the rhythm group also showed an increase which did not reach significance (when compared to the sports control group). Furthermore, rhythmic skills (as well as pitch perception) were not measured, which makes it impossible to know if the training worked well, and to know what the lack of improvement in language is related to.

Finally, this research also has educational and pedagogical implications. Indeed, most school-based learning is based on oral and written language skills, which must therefore be acquired as early as possible in education. Despite this, various surveys (e.g., PISA, OECD, 2019; PIRLS, Martin et al., 2017) have reported for several years that some children have early and persistent difficulties in processing language information and more specifically in identifying words all over the words, and notably for French speakers. These difficulties continue throughout schooling, showing that on average, 20% of adolescents have relatively significant reading difficulties in France for example. Thus, despite advances in scientific knowledge about learning psychology and pedagogy, teachers are still quite helpless to remedy students’ language difficulties (Frey and Sappey-Marinier, 2018). Faced with this observation, new alternatives appear indispensable, and an additional objective of this research is to propose a simple and playful approach for indirectly improving language and handwriting skills through rhythmic training.

Thus, the aim of this manuscript is twofold: first, to investigate the relationship between rhythmic, phonological, and graphomotor skills in 6-year-old children, and second, to evaluate the possible impact of rhythmic training on the other two skills. We hope to confirm correlations between rhythm and phonological skills and to observe understudied relationships between rhythm and handwriting skills. To achieve these objectives, we conducted a study on 78 children in Quebec. Rhythm skills were evaluated in both discrimination and synchronization tasks (Provasi et al., 2014). Phonological skills were classically assessed through syllable counting and deletion, rhyme discrimination, and initial phoneme identification tasks. We also set up an invented spelling task (Pulido and Morin, 2018), which is a way for children to explore the written code that involves variety of early literacy skills, such as alphabetic knowledge and phonological awareness in a more ecological way (Ouellette and Sénéchal, 2008). Finally, we examined the graphomotor component of handwriting (initiation and implementation of motor programs and neuromuscular execution) by evaluating the legibility of letter writing and their graphomotor characteristics, as well as the quality of the copying of geometrical shapes, on a digital tablet. These different skills were evaluated in pre- and post-tests, before and after 10 weeks of training, either in rhythm or in arts (active control group). We hypothesized that children trained in rhythm would not only improve their rhythmic skills, but also, through a transfer of learning effect, improve their literacy skills (phonological awareness and writing).



Materials and methods


Participants

Seventy-eight kindergartners from six classes across two schools in a middle town in Quebec, were involved in the experiment. Children whose teachers reported a learning disability were excluded from the analyses (2). Three classes were randomly assigned to the rhythm training (n = 42; 22 girls, mean age = 5 years 11 months, SD = 113 days), and the other three followed the arts training (n = 34; 17 girls, mean age = 5 years 10 months, SD = 129 days).

In Quebec, from the first year to 4 or 5 years of age, children mainly attend daycare centers where they are guided through playful activities to support their overall development (Ministère de la Famille, 2019). At age five, children can enter kindergarten, where they are offered informal or play-based activities. It aims to foster emerging literacy skills and children are expected to have phonological awareness skills and to be able to invent spelling by the end of kindergarten. None of them could read or write during the study.



Measures


Control measures

In order to ensure the homogeneity of the two groups prior to trainings on skills that could influence the development of the skills we have focused on in this research (specifically phonological awareness and invented spelling), we carried out three control tasks during pre-testing.

To control for the vocabulary ability of children, we used the Expressive vocabulary task from CELF-CDN-F (Wiig et al., 2009). The task consists of naming 27 pictures for a total score of 54 (2 points for each spontaneous response and 1 point for a response given after a cue). The reported interitem reliability of this task is 0.90.

Raven’s Standard color Progressive Matrices (Raven et al., 1998) were used to control for the non-verbal ability of children. In this task, children are shown a picture with a partial mask, and have to decide which of six pictures completes the pattern. There are 36 items, and each correct is scored 1 point. The reported interitem reliability of this task is 0.76.

Finally, to control for working memory ability, we used both the forward and backward digit span from the Wechsler Intelligence scale for children (WISC IV, Wechsler, 2005), in which children have to repeat, either in the original order or backward, series of orally presented numbers (8 maximum in the forward test, 7 maximum in the backward test, 1 point for a correct response, total score out of 15).



Main measures


Rhythm skills

Children were given both discrimination and synchronization tasks (Provasi et al., 2014).

The two first discrimination tasks differed in the inter-stimulus interval (ISI) used in the rhythmic sequence of the reference period, that is 400 ms and 600 ms (400 ms is close to the reference period for children, and 600 ms is the reference period for adults). Children heard a first sequence of 15 beeps, followed by a second sequence of 15 more beeps 1,500 ms later. The children had to say orally whether the two sequences heard were the same or not.

Each pair of sequences contained a target sequence (with an ISI of 400 ms or 600 ms respectively), and the second sequence presented with the same ISI as the target sequence (i.e., 400 or 600 ms) for 4 trials, or 10, 20, 30 and 40% faster than the target sequence for 8 trials (2 of each). The position of the target sequence in each pair, the order of the 12 trials, and the order of presentation of these 2 discrimination tasks (400 or 600 ms) were counterbalanced between the children. Since children’s reference period is close to 400 ms, it is more difficult for them to discriminate two tempi around 600 ms than two tempi around 400 ms. As the threshold of discrimination of tempi is situated around 20%, the most difficult discrimination task is therefore that at 600 ms −20%, and the score from this task was considered the relevant discrimination score.

The motor rhythm task was divided into 3 successive phases: a synchronized tapping phase with an auditory tempo and two spontaneous motor tempo (SMT) phases, one just before and the other just after the synchronization phase. During the two phases of SMT, the children had to type on the spacebar of a computer keyboard, as regularly as possible, for a total of 30 successive strikes. During 11 trials of the synchronization phase, the children had to press the spacebar on a computer keyboard at the same time as a beep. Eleven trials differed in the duration of the ISI, either equal to their SMT (0%), or 10, 20, 30, or 40% faster or slower than their SMT, and two trials had an ISI of 400 and of 600 ms. The order of the 11 ISI trials was balanced between subjects. Synchronization to 400 ms ISI and 600 ms ISI were always the two last trials of synchronization phase. For these tasks, as in Provasi et al. (2014), we calculated the mean and standard deviation of Inter-Tap Interval (ITI) for the pre-, the post-synchronization phases, and for the synchronization phase. Because the ISI of the synchronization phase was dependent on the child’s SMT, the data were normalized by dividing the mean ITI by the mean ITI obtained during the pre-synchronization SMT. In addition, we calculated an adjusted value of the Rayleigh score as explained in Appendix 1 by Provasi et al. (2014). A higher adjusted Rayleigh score indicates a larger variability in rhythmic movement. The lower the value of the corrected Rayleigh, the more the taps are adjusted to the rhythmic stimulation. Since the children’s SMT is close to 400 ms, it is more difficult for them to synchronize at a 600 ms ISI than at a 400 ms ISI. A Rayleigh score corrected to 600 ms is thus the most relevant measure of synchronization when examining a rhythmic learning effect.



Literacy skills

Literacy skills of the participants were assessed through phonological awareness and invented spelling tasks. Four tasks of the phonological awareness subtest of CELF-CDN-F (Wiig et al., 2009) were used, consisting, respectively, in (i) counting the number of syllables in six words (syllable counting/6); (ii) repeating a word after removing a target syllable (syllable deletion/8); (iii) saying if two target words rhyme (rhyme discrimination/8) (iv); listening to words and identifying their first phoneme (phoneme identification/8). We chose these four tasks among the 11 proposed as Pulido and Morin (2018) did because they are close to the phonological mechanisms involved in word writing. The reported interitem reliability of this test is.96.

In the invented spelling task (Pulido and Morin, 2018), children were told to do their best to try to write four bisyllabic words with a simple spelling (in French: “ami,” “piano,” “citron,” “café”), with the letters they know. For each sound written with an appropriate grapheme, they earned one point, for a total maximum score of 17.



Graphomotor skills

To assess graphomotor skills, children were instructed to perform the following four tasks:

• Copy three geometrical shapes: a square, a circle, and a triangle.

• Copy three cycloids clockwise and three cycloids counterclockwise.

• Copy six letters presented in lower script: a, m, u, l, p, and e. These letters were chosen because of their variety in terms of forms.

For this copy task, a still model was presented to the children which disappeared when the pen touched the screen.

• Write of their first name.1

For each production, a legibility score was given following the agreement of two trained coders: 1 for a legible production and 0 for an illegible production, following the criterion presented in Table 1.



TABLE 1 Criterium used to assess the legibility of the participant’s productions in graphomotor tasks.
[image: Table1]

These tasks were realized by writing or drawing on a digital tablet (Cintiq Creative Pen Display) connected to a Mac mini using Boot Camp. The Eye and Pen software (Alamargot et al., 2006) was used to present stimuli when necessary, and to record the graphomotor activity.

We thus collected different information about the kinematics of handwriting: (i) mean speed of the pen during production (in cm per second); (ii) mean pressure; (iii) number of pauses during production (threshold for the pause was set to 20 ms, considering the frequency of the digital tablet, cf. Alamargot and Morin (2015) for detailed explanations); and (iv) mean duration of pauses (in ms). For these four variables, we calculated an average value which concerns the drawing tasks (geometric and cycloid shapes) and the writing tasks (writing of isolated letters and writing of the first name).




Procedure

Each child was tested one time before the trainings and one time after. The tasks were performed face to face with one experimenter, in a quiet room, at school. The order of the tasks was: forward and backward digit, phonological awareness, Raven’s progressive matrices, expressive vocabulary (these four tasks were performed only in pre-testing), and rhythm and writing tasks. The whole experiment lasted about 30 min.



Trainings

Trainings were delivered to the children by their respective teachers, 5 min per day, 5 days per week, over a 10-week period, starting in February. This format was chosen to fit easily into students’ daily routines so as to minimize disruption and to encourage children’s involvement in the proposed activities (Harper and O’Brien, 2015). Although it is possible to observe improvements in cognitive abilities after music training in some studies, the frequency and duration of this training did not always influence the results among these studies (Sala and Gobet, 2020). However, in reading and writing, short, daily trainings are considered more effective than long, spaced-out interventions (Chapleau et al., 2020). Also, the effects of musical practice (neuroanatomical or functional changes) are observed when the practice is done a minimum of three times a week (Paquet, 2017).

Before the start of training, teachers received a half-day of instruction in which the interventions were explained to them, the tasks were demonstrated, and they practiced each task until they were completed correctly. During the 10-week training period, supervising researchers contacted all teachers once a week to ensure that there were no issues and to answer any questions. It was also ensured that both trainings involved the same level of child engagement. Finally, teachers were required to complete an intervention logbook, which ensured that the interventions were carried out accurately and involved the same level of child engagement in each condition.


Rhythm training

A typical rhythmic training session consisted of four different tasks (not necessarily in a fixed order), for a total of 5 min each day. The first task, “rhythmic vitamins,” consisted of repeating short rhythmic sequences using the fingers, hands, thighs, and feet (duration: 1 min). To do this, one-minute videos of pre-recorded sequences were projected to a screen in the classroom, visible to all children.

These pre-recorded sequences were produced by a researcher in the team, who holds a level II certification in the Orff Schulwerk approach (Orff Canada), using a progression adapted to the rhythmic abilities of young children. Teachers had 60 video clips that increased in difficulty over time. The video to be shown each day was pre-planned, for example “Week 1, Day 4,” but teachers could choose to redo the videos already used if they were not mastered by the whole class or most students. For example, one of the “easy” rhythmic patterns proposed at the beginning of the training was composed of 5 pulses (long, long, short, short, and long) and used only one body part, while a more complex pattern could be composed of 9 faster sounds with two alternating body parts (e.g., fingers and thighs), and could be proposed when children became more comfortable over the weeks.

The second task, “rhythmic vitamins on tape,” also involved repeating short rhythmic sequences on different body parts, but this time synchronizing with metric instrumental music. A series of 60 one-minute video clips of increasing difficulty were also provided to the teachers, and projected to the children each morning, using different musical styles (e.g., jazz, classical, and world music), different time signatures (e.g., 3/4, 2/4, 4/4, and 6/8), and different tempi (slow, medium, and fast). The addition of soundtracks allowed the children to synchronize to an external tempo while reproducing rhythms.

The third task, also one-minute in duration, involved moving in rhythm in the classroom while listening to a piece of music. Different instrumental soundtracks of various tempos, atmospheres, and styles were proposed for this musical synchronization activity.

Finally, the fourth task, which lasted 2 min, consisted of a game of moving to the beat. The task could either involve walking to the tempo of instrumental music for 2 min (with different instructions, such as imitating an animal), or inventing a movement to accompany the rhythm of the music. The task could also consist of following the tempo played by the teacher on the tambourine, who played regular fast, medium, or slow beats, without a musical soundtrack. These activities allowed for students to synchronize their body movements to a given metric. Materials for this rhythm training included an activity description guide, videos, and audio tapes.



Art training

For the duration of the project, the teachers had 60 digitized visual artworks (such as paintings and sculptures) according to a different theme each week (e.g., monochrome, portraits, landscapes, book illustrations, animals, graffiti, etc.). A typical art training session included five tasks for a total of 5 min each day. First, the teacher showed a reproduction of a visual artwork to children. Then, the first task was to produce, altogether, a human copy of the artwork in question. To that end, each child had to point the part of the work they wanted to reproduce, then position themself so as to represent this element in space. Each child took their turn to collectively reproduce the entire work (e.g., one child could make the beak of the eagle, the second its wings).

The second task was a static mime. The teacher asked the children, placed face to face, to choose a character or element of the artwork. They had to take its shape with their body and keep this pose for a few seconds without moving. The third task was to keep the posture chosen in the previous task and act out an emotion they felt while observing the item they chose, or an emotion they thought the object or character might feel (e.g., anger, joy, and sadness), without moving.

For the fourth task, they were asked to move through the space while keeping the emotion and character (or object) they had chosen.

Finally, the fifth task was an “imaginary object” game. The teacher mimed an object related to the artwork, which the children had to guess by miming different actions related to this object (e.g., pretending to shovel snow, make a snowball or a snowman, the object to be guessed being “snow”). Then, the children were placed in a circle, and the teacher passed the “object” to a child, who, in turn, would “mime” a movement with the object (e.g., making an angel in the snow), and then pass it to the child next to them.

If time allowed, a sixth task was proposed, where the children worked in pairs. One of them had to “draw” an excerpt from the artwork on the back of the other (with their finger). The peer then had to guess which part it was and point it out on the interactive whiteboard.

Materials for this art training included a guide to describe activities, 60 visual artworks with their description, and many suggestions of elements or emotions to exploit for each work, which did not limit the teacher and/or children in their choices. In the end, the visual arts condition was made up of activities of the same duration as the rhythm routines, so as to maintain equivalent lengths of intervention.





Data analysis

To better understand the relationships between rhythmic, graphomotor, and literacy skills prior to the training, we first pooled the pretest data independently of the training group (since the trainings had not yet begun at the time of the pretests), and performed Pearson’s correlations analysis between all the measures, taken two by two (bivariate correlations, with appropriate Bonferroni correction, Curtin and Schulz, 1998). Next, to ensure the homogeneity of the rhythm and art groups before trainings, Student’s t-tests were performed between the two groups (rhythm vs. art) on the three control measures (Vocabulary, Progressive matrices, and Span tasks). Finally, to evaluate training effects, we carried out ANOVA with moment (pre vs. post-test) as the within-factor, and groups (rhythm vs. art) as the between-factors. When they were significant, interactions were decomposed with Tukey HSD post-hoc, and when relevant, effect sizes were also reported: Cohen’s d (Cohen, 1988) for t-tests and eta-squared (η2) for ANOVA. These analyses were realized using the JASP Team (2022) software.




Results


Correlations at pre-test

To investigate the relationships between rhythmic, literacy, and graphomotor skills, we first set up a correlation analysis between all the measures collected pre-test, regardless of the group (rhythm and art), for all our participants. The analyses show a significant correlation between the rhythm discrimination score and both syllable counting (r = 0.240, p = 0.036) and phoneme identification performances (r = 0.367, p = 0.001). Thus, the better the child performs on the rhythm discrimination task, the better they will perform on the syllable counting task and the phoneme identification task.

Moreover, the rhythm synchronization score selected correlates negatively with the initial phoneme identification score (r = −0.281, p = 0.014). As a reminder, a low synchronization score (Rayleigh corrected to 600 ms) reflects good rhythm synchronization performances. Thus, the more synchronized the children were to the 600 ms auditory tempo, the higher their performance in initial phoneme identification.

Finally, the rhythm synchronization score correlates negatively with the pressure exerted on the pen during writing (r = − 0.355, p = 0.002) and drawing tasks (r = − 0.303, p = 0.008). The more synchronized the children were to the 600 ms auditory tempo, the more pressure they exerted on the pen during writing and drawing tasks.



Homogeneity of the rhythm and art groups before trainings

Results of Student’s t-tests (Table 2) showed no significant differences between the two groups on the three control measures (Vocabulary, t(74) = −0.24, ns, Progressive Matrices, t(74) = 0.47, ns, and Span tasks, t(74) = 0.19, ns), indicating that the 2 groups were well homogenized prior to trainings on these skills.



TABLE 2 Mean (SD) of the 3 control measures (vocabulary, progressive matrices, and span tasks) at pre-test, for the 2 groups (rhythm and art).
[image: Table2]



Training effects for rhythm measures

Before observing possible transfer effects from rhythmic learning to other non-rhythmic skills, we verified that the rhythmic interventions influenced rhythmic skills. Descriptive statistics (mean and standard deviation) for the two rhythm measures are presented in Table 3, for the pre-test and the post-test, in function of rhythm training and art training.



TABLE 3 Mean (SD) of the rhythm measures at pre and post-test and results from the ANOVA (F, p values and size effect) for the interaction between pre versus post-test moment and groups (rhythm vs. art).
[image: Table3]

Neither the rhythmic nor the visual art training improved the discrimination score, but synchronization score was significantly improved in the rhythm group (cf. Figure 1 below, post-hoc comparison: in the rhythm group: pre-test = 475.86; post-test = 428.36; p = 0.05).

[image: Figure 1]

FIGURE 1
 Training effect (difference between pre-test and post-test) for rhythm synchronization score (Rayleigh corrected to 600 ms) for art and rhythm groups.




Training effects for literacy measures

Descriptive statistics (mean and standard deviation) of the five literacy measures are presented in Table 4 for the pre-test and the post-test in function of rhythm training and art training.



TABLE 4 Mean (SD) of the literacy measures at pre and post-test, and results from the ANOVA (F, p values and size effect) for the interaction between pre- versus post-test moment and groups (rhythm vs. art).
[image: Table4]

Neither the rhythmic nor the art training improved the 5 measures of literacy.



Training effects for graphomotricity measures

Descriptive statistics (mean and standard deviation) of the five graphomotricity measures are presented in Table 5, for the pre-test and the post-test in function of rhythm training and art training.



TABLE 5 Mean (SD) of the graphomotricity measures at pre- and post-test, and results from the ANOVA (F, p values and size effect) for the interaction between pre- versus post-test moment and groups (rhythm vs. art).
[image: Table5]

The results were significant only for the duration of pauses in drawing, with a significantly greater duration of pauses in the rhythm group (cf. Figure 2 below, post-hoc comparison: in the rhythm group: pre-test = 27.18, post-test = 73.61 p = 0.008) as compared to the art group.

[image: Figure 2]

FIGURE 2
 Training effect (difference between pre-test and post-test) for duration of pauses in drawing for rhythm and art training.





Discussion

The purpose of this research was to investigate possible links between three skill areas: rhythm, literacy, and graphomotricity. To that end, children were evaluated on several tasks measuring those skills, and we looked for correlations between them. We then engaged one-half of students in daily rhythm training, and the other in arts training. We hypothesized that the rhythmic training would improve rhythmic skills, which would allow a transfer effect to phonological and graphomotor skills.

As expected, results showed positive correlations between rhythm discrimination measures and PA, specifically syllable counting and identification of the first phoneme tasks, and between synchronization measures (Rayleigh 600 ms – 20%) and identification of first phoneme. Our results confirm that kindergartners’ rhythmic abilities were strongly related to their PA (Moritz et al., 2013). Syllables are a very important element in language segmentation, specifically in French, which is a syllable-timed language (one characterized by the recurrence of a given element at regular intervals vs. stress-timed languages, in which the vowel is accented; Wenk and Wioland, 1982). Good rhythmic skills seem to underlie the ability to break language into syllables, and as previously noted, when children are learning to read, those who can easily segment and blend sounds are able to use this knowledge to read and spell. In contrast, our results did not show any correlation with the syllable deletion task. The scores for this task are very low and this can be explained by the fact that this task also involves working memory capacities, since it consists, in addition to cutting the word into syllables, of maintaining it in memory and removing the syllable “to be deleted” in order to reconstruct the new item by merging the remaining syllables. Some studies have shown that working memory accounts for the variance in some PA subtasks, and in our case, it would appear that 5-6-year-olds are not yet able to perform the task correctly (Oakhill and Kyle, 2000). Moreover, the fact that the rhythm discrimination task is correlated with two of the PA tasks, while the synchronization task is correlated with only one, is consistent with the results indicating that the rhythm perception task could be more related to phonological skills than motor production rhythm skills (Zhang et al., 2017). In line with recent results (Bonacina et al., 2020), showing that the ability to drum to a beat predicts rapid letter-naming abilities, whereas the ability to tap rhythmic patterns predicts PA, our results also highlight that rhythm is a multi-dimensional skill, and that more studies are needed to better specify which rhythmic component (perception, reproduction, synchronization, etc.) underlies which language component (phonological processing, letter processing, etc.), and how this might change with age.

The results of these correlation analyses also show a negative correlation between the 600 ms synchronization score and pen pressure during the writing and drawing tasks. Thus, the more synchronized the children were, the more pressure they exerted on the pen. As indicated in the introduction, some correlational, behavioral, and neuroimaging studies have already suggested relationships between motor skills and rhythmic abilities (Grahn and Brett, 2007; Monier and Droit-Volet, 2019). For example, Monier and Droit-Volet (2019) assessed 57 children aged 5 to 8 years using sensorimotor synchronization and continuation tasks. For both tasks, the stability of production and the ability to produce a new tempo (different from the preferred tempo) were correlated with fine motor skills. However, not many studies have examined at pen pressure, and thus the interpretation of our result is complex. On the one hand, we could have hypothesized a correlation in the opposite direction of the one observed, that is that better rhythmic skills would lead to a decrease in pen pressure. This would build on, for example, the work of Degé et al. (2020), in which 25 preschoolers were randomly assigned to music training (including rhythmic exercises, dance, and familiarization with pitch intervals) and sports training for 20 min, 3 times per week, for 14 weeks. Children in the music group showed better motor inhibition, suggesting that music/rhythmic training may contribute to the development of motor control. On the other hand, we know that at this age, children do not have fully mature graphomotor gestures (Vaivre-Douret et al., 2021) and it is possible that those who perform better on rhythmic aspects hold their pen better, and would thus present a more fluid and more constant tracing, with perhaps more pressure to exert better control on the pen. However, this should also result in a better legibility of the writing, which is not the case in our results.

Our results also show that after only 10 weeks of rhythm training, for 5 min a day each morning, children in the rhythm group improved significantly better on the synchronization task (Rayleigh 600 ms), which is not the case in the arts group. Even if the effect size is small, to our knowledge, this is the first time that improvements of rhythm abilities have been observed following such a short training period, and for training carried out in the school by the respective teachers of each class as a daily routine (even if in reality, the duration of the trainings was 7–8 min rather than 5). Indeed, in the few studies on rhythmic training, it is sometimes surprising to find that rhythmic skills were not measured (neither before nor after learning), but only trained, which limits the scope of the results and the interpretation of possible transfer effects to other skills (e.g., Patscheke et al., 2018). Moreover, trainings are usually performed by external professionals, such as researchers, research assistants, or musicians. While this perhaps guarantees a better implementation of the training program, it is also more expensive and limits the development of this kind of practice. In our case, we requested that the teachers realize the trainings themselves. The fact that the trainings took place in real everyday school situations increases the ecological validity of the research (Laurencelle, 2005). This significant improvement may also be related to the fact that the trainings involved the whole body, and not only the motor response of the hand, as is often the case in other studies. This finding falls within the field of embodied cognition (Barsalou, 2008; Kiefer and Trumpp, 2012) and corroborates the growing research showing the importance of the use of the whole body in learning. In education, musical practice and rhythmic activities are considered “multimodal” because they require the processing of visual, auditory, and motor information (Dormoy, 2019).

Nevertheless, our results do not show any specific improvement in the rhythmic group for either phonological awareness or graphomotor skills, except for an increase in the duration of pauses while drawing in the rhythm group. This result is probably related to the improvement in the Rayleigh score corrected to 600 ms in this rhythm group. Indeed, it can be assumed that the improvement in the prediction process brought about by the rhythmic training will be reflected in the ability to inhibit a motor behavior. The increase in the duration of pauses can be interpreted as a more controlled and better anticipated behavior, allowing for better preparation of the graphomotor gesture (Frischen et al., 2022).

Therefore, with the exception of this last small result, our study does not allow us to form a conclusion about transfer effects between rhythmic skills and other non-rhythmic/general skills. Several explanations can be offered to explain this lack of effect. First, as explained above, most studies showing links between rhythmic skills and other skills use only correlational and/or mediation analysis. In interventional studies involving rhythm, the results are mixed: some of them demonstrated positive impact of rhythmic training on phonological processing and reading (e.g., Huss et al., 2011; Rautenberg, 2015; Ozernov-Palchik et al., 2018), but not all studies have found such relations (Anvari et al., 2002). Thus, Gordon et al. (2015) demonstrated that the association between PA and rhythm in 6-year-olds was no longer significant after non-verbal IQ was partialled out. Patscheke et al. (2018) specifically trained 4 to 6-year-olds on either pitch or rhythm, and their results show that after the training phase, only the pitch program showed a positive effect on PA. Overall, results of longitudinal studies are not so consistent, and probably depend on many factors, such as the duration and content of the training, the tests used, and the age of the children. On this last point, we had chosen kindergarteners, for whom it seems that rhythmic training interventions are the most effective (Hierbert and Taylor 2000; Gordon et al., 2015; Ozernov-Palchik et al., 2018). Moreover, in some of these studies, the interventions involved both non-speech rhythm tasks (e.g., playing a musical instrument, hand clapping) and speech rhythm tasks (e.g., segmenting a word into syllables by hand clapping; Lê et al., 2020), whereas in our study, we only trained motor rhythmic skills. This may also explain in part why we did not observe significant improvement in literacy skills especially due to the rhythm training. Finally, the relationship between rhythm and literacy development has been repeatedly observed in children with learning disabilities (Wolff, 2002; Thomson and Goswami, 2008; Corriveau and Goswami, 2009; Huss et al., 2011; Habib et al., 2016; Lundetræ and Thomson, 2018), but only a handful of studies have been conducted in typically developing children (David et al., 2007; Zhang et al., 2017; Ozernov-Palchik et al., 2018). It is thus well-known that children with developmental dyslexia show an impairment of temporal processing; for example, they show greater variability when asked to tap along a metronome (Thomson and Goswami, 2008) and difficulties reproducing patterned rhythms of tones. Many studies showed a strong link between rhythm skills and phonological and reading abilities in this population, and a possible improvement of the latter skills through rhythmic and/or musical training. The lack of a transfer effect in our case could therefore be explained by a specific influence of rhythm on phonological skills in children with learning disabilities and/or a low level of PA, which was not the case for our study population.

In conclusion, our research shows that teachers can take advantage of a rhythmic learning program and introduce it into their daily routine in order to improve the rhythmic skills of their students. Even if our results did not show any particular improvement in non-rhythmic skills, such as phonological awareness or graphomotricity after this learning, other studies have been able to show such improvements, which may require longer training times or a focus on children struggling with language-based deficits such as developmental dyslexia to be seen. Our research thus indicates avenues for educational practice, in terms of non-verbal (rhythmic) intervention as a way to boost phonological awareness in children who struggle with reading.
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Snakes and primates have coexisted for thousands of years. Given that snakes are the first of the major primate predators, natural selection may have favored primates whose snake detection abilities allowed for better defensive behavior. Aligning with this idea, we recently provided evidence for an inborn mechanism anchored in the human brain that promptly detects snakes, based on their characteristic visual features. What are the critical visual features driving human neural responses to snakes is an unresolved issue. While their prototypical curvilinear coiled shape seems of major importance, it remains possible that the brain responds to a blend of other visual features. Coloration, in particular, might be of major importance, as it has been shown to act as a powerful aposematic signal. Here, we specifically examine whether color impacts snake-specific responses in the naive, immature infant brain. For this purpose, we recorded the brain activity of 6-to 11-month-old infants using electroencephalography (EEG), while they watched sequences of color or grayscale animal pictures flickering at a periodic rate. We showed that glancing at colored and grayscale snakes generated specific neural responses in the occipital region of the brain. Color did not exert a major influence on the infant brain response but strongly increased the attention devoted to the visual streams. Remarkably, age predicted the strength of the snake-specific response. These results highlight that the expression of the brain-anchored reaction to coiled snakes bears on the refinement of the visual system.

KEYWORDS
 infancy, snakes, steady-state visual evoked potential, color, EEG


Introduction

Snakes and primates have coexisted for thousands of years. Given that snakes are the first of the major primate predators (Isbell, 2009), natural selection may have favored primates with appropriate defensive behavior that increased their chances of survival. Such defensive behavior requires quick and efficient prior detection of the danger, and many studies have indeed demonstrated that human and non-human primates developed, accordingly, the propensity to rapidly detect snake-like visual cues. As a consequence, they detect snakes faster than non-snakes in a collection of pictures (Soares et al., 2014; Kawai and Koda, 2016). This predisposition is functional early in development, sensitive to snake characteristic features such as their coiled aspect, and subtended by a neurobiological substrate (Bertels et al., 2020), as evidenced notably by the existence of thalamic neurons in the macaque brain that selectively respond to snake pictures (Van Le et al., 2013).

Several studies support the idea of an inborn predisposition. As a matter of fact, human infants, who have no idea of how dangerous snakes can be and have never experienced these animals, are remarkable snake detectors, like their older peers and non-human primates (Deloache and Lobue, 2009; LoBue and DeLoache, 2010; Bertels et al., 2018). Recently, we provided electrophysiological evidence that glancing at snakes engenders specific occipital responses in the infant brain (Bertels et al., 2020). Indeed, we recorded the brain electrical activity of 7- to 10-month-olds when they watched a series of animal pictures flickering at 6 Hz. Depending on the sequences, snake, frog, or caterpillar images appeared every five images (i.e., at 1.2 Hz). We observed a snake-specific neural response at 1.2 Hz and its harmonics, which was larger in amplitude than that generated by frogs or caterpillars. These results support that humans are, very early on, equipped with a brain-anchored mechanism sensitive to snake prototypical features, functional from the first months of life and independent of any prior exposure to snakes.

What are the critical features driving that response to snakes in infants, and more generally in primates, is an unresolved issue. Their prototypical curvilinear coiled shape is of major importance (e.g., Lobue and Deloache, 2011; Van Strien et al., 2016; Gomes et al., 2018). Indeed, caterpillars, which are elongated as snakes, but not coiled, do not elicit any specific brain response in the occipital brain areas (Bertels et al., 2020). Nevertheless, it could still be that the infant brain responds to a mix of snake-like physical traits (Kawai, 2019), including their scale patterns (Isbell and Etting, 2017; Van Strien and Isbell, 2017), striking posture (Masataka et al., 2010) and coloration (Masataka et al., 2010; Hayakawa et al., 2011). These traits were mixed up in Bertels et al. (2020). In the present study, we aim at specifically examining whether, in human infants, color affects the neural response to coiled snakes.

Color information is a critical cue when processing natural scenes, for several reasons. When applied to images, color is not only capturing attention more than grayscale variations (Zhu et al., 2013) but it also facilitates their segmentation from the background (Delorme et al., 1999; Gegenfurtner and Rieger, 2000), eases discrimination between different categories of stimuli, and contributes to the generalization of variant exemplars of the same category (Or et al., 2019). Accordingly, the importance of color cues for recognition and categorization of natural scenes has already been demonstrated in adults (Gegenfurtner and Rieger, 2000; Oliva and Schyns, 2000; Goffaux et al., 2005). At a neural level, Goffaux et al. (2005) evidenced, for example, that chromatic information speeds up early scene categorization. More recently, Or et al. (2019) showed that color contributes to the rapid detection of faces among natural images, eliciting larger brain responses over occipitotemporal areas than grayscale face pictures.

Regarding snake detection, color information might be especially important. Although snakes do not share a single diagnostic color, their bright, conspicuous coloration could act as an aposematic signal, serving to repel predators and warn preys (Ruxton et al., 2004; Stevens and Ruxton, 2012; Souchet and Aubret, 2016; Prokop et al., 2018). Also, snakes’ coloration might, in conjunction with their diagnostic shape, act as a trigger for the rapid detection and the fear responses in primates (Souchet and Aubret, 2016). However, the exact contribution of color cues to snake detection is mixed. Although children detect aposematically colored snakes faster than cryptically colored snakes (Hayakawa et al., 2011; Fančovičová et al., 2020), their rapid detection also operates for grayscale pictures in children, adults, and monkeys (e.g., Shibasaki and Kawai, 2009; Masataka et al., 2010; Hayakawa et al., 2011; Lobue and Deloache, 2011; He et al., 2014). Color would therefore not be necessary for children to rapidly detect snakes. In infants, the question remains unsolved. As they are naïve subjects with immature visual systems and who have not yet learned to fear these reptiles, they could especially benefit from combined visual cues, including color, being indicative of danger.

The present study investigates whether color information contributes to the specific neural response to snakes in the infant brain, using fast periodic visual stimulation combined with electroencephalography, in trichromat infants, i.e., who discriminate colors in the green-red part of the spectrum. We first aimed at replicating Bertels et al.’s (2020) findings of a specific response to fleeting pictures of snakes in their natural background, in comparison to threat-irrelevant creatures. We then assessed how the colorful nature of the stimuli impacted these responses, and finally evaluated to what extent these responses develop with age.



Methods


Participants

Twenty-two full-term infants (6–11 months old; mean ± SD age, 271 ± 43 days; 9 males) with no known neurodevelopmental disorder were included in the study. Infants from the color group (n = 11) were presented with the color versions of the pictures, while those of the grayscale group (n = 11) were presented with their grayscale versions. Questions to the parents revealed they were not especially familiar with snakes or frogs. The parents gave informed consent prior to testing. The CUB Hôpital Erasme Ethics Committee approved the experimental protocol. The experiments were carried out in accordance with the approved guidelines and regulations.



Stimuli and procedure

Infants were presented with pictures of animals in their natural habitat, from various angles, as in Bertels et al. (2020) (see Figure 1). Infants viewed either color or grayscale versions of the pictures. Both sets were equalized in terms of luminance and contrast using Matlab (Mathworks, United States) and further resized to 200 × 200 pixels.
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FIGURE 1
 Schematic illustration of the experimental paradigm. Animal pictures were presented by sinusoidal contrast modulation at a rate of 6 per second (F = 6 Hz). Snake or frog pictures were presented every fifth stimulus (F = 6/5 = 1.2 Hz), in different trial sequences. Half of the infants were presented with color pictures, the other half with grayscale versions of the same pictures.


Snake and frog pictures (29 exemplars of each category) were taken from a set of pictures from LoBue and DeLoache (2008). Snakes were all depicted coiled, none in an attack posture. Frogs were used as non-snake control stimuli since they resemble snakes in texture, brightness, and color, and since they are as unfamiliar to infants as snakes are (Lobue and DeLoache, 2008). Other animal pictures were taken from a set of 130 pictures of 13 different species.1

Pictures were presented centrally on a 800 × 600 pixels resolution monitor, on a light grey background. Monitor refreshment rate was 60 Hz. Viewed from 40 cm of distance, images spanned a visual angle of ~13 × 13 degrees.

Visual stimulation was performed using the Psychtoolbox 3.0.9 software for Windows running on Matlab 7.6 (MathWorks Inc.). Images appeared on the screen within 24-s sequences, including a 2-s fade-in and a 2-s fade-out. There was a total of 144 different images per sequence. Each image lasted for 166.7 ms, yielding a presentation rate of 6 Hz (stimulation frequency). The intensity at every pixel was modulated by a squared-sine wave with null contrast at the beginning and end of stimulus presentation and reaching maximal contrast at 83.35 ms (see Figure 1).

Sequences were built as alternations of 4 non-frog non-snake animal pictures followed by 1 frog or snake picture, in frog and snake sequences, respectively. Half of the infants within each group started with a snake sequence. In this setting, the repetition rate of frog or snake images was therefore of 1.2 Hz (6 Hz/5), hereafter referred to as the category-selective frequency. Discrimination by the infant’s visual system of frogs or snakes would therefore lead to the identification, in the EEG spectrum, of a response at 1.2 Hz.

Infants were tested in a dimly lit and quiet room. They were sitting in a car seat, with a caregiver behind. The experimenter monitored their looking behavior with a webcam and started each sequence once the infant looked at the screen. Infants watched as many sequences as they could (M = 13, SD = 2.8, range = 9–17 in the color group; M = 8, SD = 2.72, range 5–12 in the grayscale group). Testing lasted 3–10 min.



Electroencephalography acquisition

Electroencephalography recordings were obtained using a 32-channel BioSemi Active2 system (Amsterdam, Netherlands), with electrodes including standard 10–20 system locations and 2 additional reference electrodes. Signal was recorded at 1024 Hz. The offset of each electrode was kept between ± 25 𝜇V by injecting each electrode with saline gel.

Triggers were used to indicate, at the beginning of each sequence, whether infants viewed a frog or a snake sequence. They were also sent at each image presentation, when its contrast was of 0%.



Electroencephalography pre-processing

To pre-process EEG signals, we used Letswave 62 running on MATLAB R2017a (Mathworks Inc.), and followed a standard procedure (e.g., Liu-Shuang et al., 2014).

Individual EEG signals were first band-pass filtered (0.1–100 Hz) and resampled to 250 Hz. Trials of 28 s were extracted from the continuous data, from 2 s before sequence onset to 2 s after sequence offset (see, e.g., de Heering and Rossion, 2015). Trials were further examined for possible channel artifacts. Noisy channels (maximum 3 per infant) were reconstructed by linear interpolation of 2 surrounding clean channels. This was done for six infants. EEG signals were then re-referenced to their common average, and trimmed to exclude the fade-in and fade-out. This resulted in 20-s stimulation sequences.

We then applied a Fast Fourier Transform (FFT) to these 20-s sequences (frequency resolution, 1/20s = 0.05 Hz). The Fourier coefficients of each sequence were further converted into signal-to-noise ratios (SNRs) by taking the ratio between the amplitude at a frequency bin of interest and the mean amplitude at the 12 surrounding frequency bins (6 on each side, excluding the immediately adjacent bins, see Peykarjou et al., 2017; Barry-Anwar et al., 2018).

Given that the infant brain should not synchronize to the stimulation frequency if they are not watching the pictures, sequences with an SNR below 2 at 6 Hz (stimulation frequency) at all the medial occipital electrodes (O1, O2, and Oz) were discarded (see de Heering and Rossion, 2015; Peykarjou et al., 2017; Bertels et al., 2020). This step led to rejecting 2.55 ± 2.36 (mean ± SD; range, 0–7) sequences per infant. The number of sequences kept in the frog (4.14 ± 1.75; range 1–8) and snake condition (3.95 ± 1.86; range 1–8) did not differ significantly (p > 0.40). The number of sequences retained was 87 for snake (55 color and 32 grayscale) and 91 for frog sequences (58 color and 33 grayscale). Four frog sequences (3 color and 1 grayscale) were also randomly discarded to ensure comparability of SNR measures between conditions.



Frequency domain analyses

Custom-made MATLAB scripts were used for the analyses. For each remaining sequence, corresponding Fourier coefficients were divided by a single normalization factor taken as the mean amplitude of the Fourier coefficients for frequencies within 0.6–1.8 Hz, a frequency range that surrounded the category-selective frequency (1.2 Hz). This procedure ensured all sequences were given about the same weight at 1.2 Hz, even when they contained excessive movement artifacts. To restore the usual units and scales of the Fourier coefficients, they were all multiplied by the median across sequences of the normalization factor. Raw amplitude spectra were obtained for each condition and electrode as the modulus of the averaged sequences of Fourier coefficients, at the subject level and the group level (averaging the 55 color sequences, and the 32 grayscale sequences, disregarding their origin in terms of participants’ identity). These raw spectra at each channel were further corrected by subtracting from the amplitude at each frequency bin, that averaged across the 12 surrounding bins (see Rekow et al., 2021; Supplementary Figure S1). In addition, raw amplitude spectra were converted to SNR responses as described above. SNR responses were further averaged across the 3 occipital electrodes (O1, O2, and Oz) where the responses were observed in Bertels et al. (2020).

In view of statistical appraisal, we also estimated Z-scores at the group and the individual level. Z-scores were obtained as the difference between amplitude at each frequency bin and mean amplitude at the 12 surrounding frequency bins (excluding the immediately adjacent bins, see below) divided by the standard deviation of the amplitude at these 12 surrounding bins. We hypothesized that stronger responses will be generated at 1.2 Hz and harmonics, for snake than frog pictures.



Statistics

We tested the statistical significance of responses at category-selective frequency (1.2 Hz) and harmonics under 12 Hz (i.e., 1.2, 2.4, 3.6, 4.8, 7.2, 8.4, 9.6, and 10.8 Hz, see Retter et al., 2021). The significance of category-selective responses in infants indeed never exceeds the first harmonics (Peykarjou, 2022). To do so, we used a statistical test akin to a permutation test (Nichols and Holmes, 2002). The test was applied to both group-and subject-level responses for frog and snake sequences separately. The null hypothesis under testing was that frog and snake stimuli would elicit responses of similar amplitude as non-frog non-snake stimuli, leading to a Z-score at 1.2 Hz (and harmonics) that does not depart significantly from values expected by chance. To test this hypothesis, we used a previously published test specifically designed to overcome the difficulty linked to the fact that a single Z-score was obtained for all participants’ data. The test was applied to amplitude at O1, Oz and O2, considered here as the channels of interest (Bertels et al., 2020). The starting point was to re-estimate the Z-scores at each tested frequency, averaged across the three occipital electrodes, based on sequences in which either the first or last cycle was removed. In that framework, a permutation distribution (1,000 permutations) for that Z-score was built from sequences trimmed in a way that randomizes the position of the frog or snake images while preserving synchrony in image presentation. Namely, for each permutation, we removed the data corresponding to the n first images and 5–n last images, n being a random integer between 0 and 4. With this approach, the phase-locking of possible responses specific to frog or snake images was disrupted. We considered the proportion of values in the permutation distribution that were above the observed value is a robust statistical estimate of response (and Z-score) significance.

When comparing the SNR between groups or conditions, it is generally statistically advantageous to consider the SNR response averaged across multiple harmonics. This approach is well grounded given that multiple harmonics do not have a direct meaning in terms of underlying pathophysiological processes (Heinrich, 2010; Norcia et al., 2015). In adults, a common approach is to consider all harmonics before the first non-significant one (e.g., Liu-Shuang et al., 2014). However, in infants, responses are usually confined to fewer harmonics (< 3, maximum 9, see Peykarjou, 2022, for a systematic review) that are not necessarily subsequent (e.g., Peykarjou et al., 2022). Therefore, in a second step, we considered the average of the responses across the successive harmonics of 1.2 Hz until the last significant response (i.e., until 7.2 Hz, see “Results” section). This selection of harmonics is warranted by the fact that considering non-significant harmonic responses has no detrimental effect on the quantification of the response (Rossion et al., 2020; Peykarjou et al., 2022).

To compare group-level responses between frog and snake sequences, separately at category-selective and stimulation (6 and 12 Hz) frequencies, we also used a statistical test akin to a permutation test (see above). In that test, the Z-scores were contrasted between conditions, and this contrast was compared to a permutation distribution (1,000 permutations) wherein the contrast value was obtained after having shuffled frog and snake sequences. The same procedure was used to compare group-level responses between colorful and grayscale sequences.

Finally, we used Spearman correlations to test the relationship between the infants’ age and their neural responses to snakes and frogs.




Results


Stimulation responses (6 and 12 Hz)

Grand-averaged SNR spectra performed on the selected sequences showed clear responses at the stimulation frequencies (6 and 12 Hz), which attested for the successful synchronization of the infants’ visual system to the fast presentation of animal pictures. For both snake and frog sequences, these responses were characterized by a medial occipital topography (mean SNRs over the occipital electrodes in the snake sequences at 6 and 12 Hz = 17.57 and 7.88, z-scores = 33.08 and 11.91; mean SNRs in the frog sequences = 19.08 and 11.74, z-scores = 40.37 and 24.81; see Figure 2A).
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FIGURE 2
 (A) Signal-to-noise ratio (SNR) spectra of category-selective and stimulation responses until 12 Hz, in the occipital region (data have been averaged across O1, Oz, and O2), and topographical maps of SNR over posterior scalp regions at stimulation frequencies, for snake and frog sequences (n = 87 and 91, respectively). The topographies at 6 and 12 Hz are shown on their individual maximal color scales. The asterisk indicates a significant discrimination response in the occipital region, of colorful snake pictures. (B) Topographical maps of SNR averaged on the first six harmonics of the category-selective response, for snake and frog sequences (upper and lower part, respectively).


The comparison between the z-scores associated with the occipital SNR values in snake and frog sequences at the stimulation frequencies did not reveal any significant difference (both p > 0.45).

Correlational analyses revealed no significant relationship between the infants’ age and the responses at the stimulation frequencies, neither for snake or frog sequences (at 6 Hz: rs = −0.003, p = 0.990 and rs = −0.163, p = 0.468; at 12 Hz: rs = 0.169, p = 0.451 and rs = −0.167, p = 0.459).



Category-selective responses (1.2 Hz and harmonics)

Significant responses to snake pictures were observed at 1.2, 3.6, and 7.2 Hz in the occipital region (mean SNRs = 3.04, 1.59 and 2.56; ps < 0.05, z-scores = 2.35, 2.23 and 3.40; see Figure 2A). The same was however not true for frog sequences, at any of the harmonics before 12 Hz (ps > 0.05; see Figure 2A). As a consequence, the averaged brain response across the first 6 harmonics (i.e., until the last significant harmonic for either frog or snake sequences; see Methods) revealed a significant brain signal, in the occipital region, in response to snake (SNR = 1.78, p < 0.001; see Figure 2B) but not frog pictures (SNR = 0.91, p > 0.70; see Figure 2B). Importantly, the z-score associated with the SNR value in the occipital region averaged across the first 6 harmonics was significantly higher for snakes compared to frogs (p < 0.01).

These results thus replicate Bertels et al. (2020)‘s findings of a specific response in the infant brain to pictures of snakes in their natural background, in comparison to similarly colorful and unfamiliar but threat-irrelevant animals.

We estimated the correlations between the infants’ age and the category-selective response averaged on the first six harmonics, for snake and frog sequences (see Figure 3). These analyses revealed that the older the infant, the higher the response to snakes (rs = 0.426, p = 0.048). This association was not significant for frog sequences (rs = −0.124, p = 0.583).
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FIGURE 3
 Associations between infants’ age and SNR values averaged on the first six harmonics of the category-selective response, for snake and frog sequences. Red dots refer to infants in the color group, grey dots refer to infants in the grayscale group.




Effect of color on category-selective responses

We further analyzed data separately for the color and grayscale infant groups to examine the role of color on the snake responses.

Analyses of colorful snake sequences revealed significant brain responses at 1.2 and 7.2 Hz (mean occipital SNRs = 3.39 and 2.10; ps < 0.03, z-scores = 3.69 and 2.02; see Figure 4A), and a significant averaged response across the first 6 harmonics (SNR = 1.74, p < 0.001; see Figure 4B). Grayscale snake sequences led to a similar pattern with significant occipital responses observed at 3.6 and 7.2 Hz (mean SNRs = 1.57 and 1.98; ps < 0.03, z-scores = 2.11 and 2.01; see Figure 4A), as well as a significant averaged response across the first 6 harmonics (SNR = 1.32, p < 0.05; see Figure 4B).
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FIGURE 4
 (A) Signal-to-noise ratio (SNR) spectra of category-selective and stimulation responses until 12 Hz, in the occipital region (data have been averaged across O1, Oz, and O2), and topographical maps of SNR over posterior scalp regions at significant category-selective frequencies, for colorful and grayscale snake sequences (n = 55 and 32, respectively). The topographies at the harmonics are shown on their individual maximal color scales. The asterisk indicates a significant discrimination response in the occipital region, of colorful and grayscale snake pictures. (B) Topographical maps of SNR averaged on the first six harmonics of the category-selective response, for colorful and grayscale snake sequences (upper and lower part, respectively).


To quantify differences between colorful and grayscale snake-specific responses, we compared the z-scores associated with the occipital SNR values in colorful and grayscale snake sequences. As the number of snake sequences considered in each group differed (55 in the color vs. 32 in the grayscale group), we randomly discarded 23 colorful sequences to ensure comparability of SNR measures between conditions. Analyses were run on 20 random selections of sequences to ensure the observed pattern did not depend on the selection of colorful sequences. No significant difference emerged between SNR values averaged across the first six harmonics, nor at 3.6 and 7.2 Hz (ps > 0.10). Comparisons at 1.2 Hz revealed higher responses to colorful than to grayscale snake pictures but the significance of that difference depended on the selection of sequences, with about half the selections leading to a significant difference.

Associations between age and category-selective responses—though positive—did not reach significance when considering separately colorful and grayscale snake sequences (rs = 0.405, p = 0.216 and rs = 0.337, p = 0.311; see Figure 3).

Of note, no significant frog-selective responses were observed, either in the color or in the grayscale group (ps > 0.05; see Supplementary Figure S2). No association was observed between the infants’ age and the non-significant category-selective responses to colorful or grayscale frogs (both rs < −0.10, p > 0.80).




Discussion

Humans are remarkable snake detectors, and this ability would have evolved from the vital need to react adequately in the presence of these ancient, major predators. We recently demonstrated that this evolved predisposition to rapidly detect snakes is brain-anchored and already effective in infants (Bertels et al., 2020). As a matter of fact, snake pictures elicited specific neural responses in the infant occipital brain regions compared to similarly unfamiliar and elongated but uncoiled animals. However, in Bertels et al. (2020) the coiled shape of snakes was blended with other possibly critical visual features, notably their coloration. Yet, coloration has been shown to contribute to the rapid processing of faces and natural scenes (Goffaux et al., 2005; Or et al., 2019), and acts as a powerful aposematic signal (Stevens and Ruxton, 2012). Here, we aimed at clarifying the role of color information in the infants’ brain responses to snakes by contrasting the effects of colorful vs. grayscale images.

While we replicated Bertels et al. (2020)‘s findings of a selective neural response to snakes, the results do not provide convincing evidence that color information plays a critical role in this response. As a matter of fact, snake-specific responses were not only observed when snakes were depicted in color, but also when grayscale versions of these reptiles were presented to the infants. These results further support that the shape of snakes is a crucial factor in their rapid detection (Lobue and Deloache, 2011). They mirror previous findings in children, adults, and non-human primates that color is not necessary to detect snakes faster than non-snake controls (Shibasaki and Kawai, 2009; Masataka et al., 2010; Hayakawa et al., 2011; Lobue and Deloache, 2011; Kawai and Koda, 2016). Using neurophysiological measures, our results extend these findings to human infants below 1 year of age.

In our study, responses were however stronger—though not significantly so—when infants were exposed to colorful rather than grayscale snakes. Color information could therefore contribute, albeit slightly, to the rapid categorization of snakes, as it does for faces that are also highly relevant stimuli for the survival of the species (Or et al., 2019). This observation echoes recent findings that trichromat humans—as are most representatives of our species by 3 months (Teller, 1998)—outperform dichromats in detecting predators (Pessoa et al., 2014; de Moraes et al., 2021). These findings have been taken as evidence in favor of the trichromatic advantage for predator detection hypothesis (Pessoa et al., 2014) according to which trichromatic color vision evolved in humans and closely related primates due to its evolutionary advantage in detecting predators. In this view, predation pressure, as well as the urge to detect food (Sumner and Mollon, 2003) and mate (Changizi et al., 2006), acted as selective factors to favor trichromacy in humans and Old World monkeys. This hypothesis and its supporting evidence further emphasize the role that color, and color vision more generally, plays in predator detection.

Color does not have a decisive influence on the detection of frogs either. As a matter of fact, we did not observe any frog-selective response whether frogs were presented in color or in black and white. Of note, the absence of a significant response to colorful frogs contrasts with previous findings by Bertels et al. (2020). Yet the number of participants and frog sequences included in both studies is comparable (n = 22 vs. 26, and n = 91 vs. 109). We hypothesize this result to rise from the fact that the neural responses to frogs are less robust than those to snakes, in infants.

While color only slightly influenced snake detection in our study, and had no effect on neural responses to frogs and other animals, it nevertheless largely impacted the overall amount of attention that infants devoted to flickering stimuli. In fact, infants attentively looked at almost twice as many colored sequences as grayscale ones. This result is in line with studies showing that color stimuli grab more attention than grayscale stimuli (Zhu et al., 2013) and that, from 4 months of age, infants prefer colorful to grayscale exemplars of the same stimuli (Spears, 1966). Color also eases figure-ground segmentation (Delorme et al., 1999; Gegenfurtner and Rieger, 2000), which probably made our pictures more interesting to look at when presented in their color than grayscale versions.

Remarkably, the neural categorical responses to colorful and grayscale snakes increased with age during the second half of the first year, with older infants showing stronger responses to snakes. This finding could be attributed to the general maturation of the visual system. Indeed, even though infants discriminate black-and-white patterns from their first days of life (Fantz and Miranda, 1975), detect complex visual stimuli such as animal or human faces in grayscale image arrays already at 3 months (Simpson et al., 2019), and have an advanced perception of color (Skelton et al., 2022) and visual acuity close to adult levels at 8 months (Courage and Adams, 1990), visual discrimination takes years to refine (Skelton et al., 2022). Obviously, infants also gained more experience during that period, notably with animals, being progressively able to recognize them and discriminate between species. However, if the growing experience was the main cause for that increased response to snakes, we should have observed a similar increase in the brain responses to frogs, which we did not. Rather, there seems to be a specific development in the ability to detect snakes, although throughout the age range tested infants remain naïve about their potential danger. We would therefore argue that the observed improvement in the ability to detect snakes between 6 and 11 months of age relates to the specific development of the visual system with respect to evolutionary-relevant shapes embedded in complex backgrounds, rather than to increased experience with animals, in general.

Overall, this study reveals that color information is not necessary for infants to swiftly detect snakes in natural scenes. Together with previous studies on infants and older individuals, it corroborates that the coiled shape of snakes is the critical feature driving fast response to snakes in primates. It also provides evidence that snake-specific neural responses increase as the visual system matures. Future studies should investigate larger age ranges, from birth on, and explore, using stimuli adapted to the infants’ visual abilities (e.g., contrasting stimuli with saturated colors and a background mask), how these responses evolve with developing visual systems, growing life experience, accumulated learning and possible fear experience.
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