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Background

Accurate diagnosis of bone metastasis status of prostate cancer (PCa) is becoming increasingly more important in guiding local and systemic treatment. Positron emission tomography/computed tomography (PET/CT) and magnetic resonance imaging (MRI) have increasingly been utilized globally to assess the bone metastases in PCa. Our meta-analysis was a high-volume series in which the utility of PET/CT with different radioligands was compared to MRI with different parameters in this setting.



Materials and Methods

Three databases, including Medline, Embase, and Cochrane Library, were searched to retrieve original trials from their inception to August 31, 2019 according to the Preferred Reporting Items for Systematic Review and Meta-analysis (PRISMA) statement. The methodological quality of the included studies was assessed by two independent investigators utilizing Quality Assessment of Diagnostic Accuracy Studies (QUADAS-2). A Bayesian network meta-analysis was performed using an arm-based model. Absolute sensitivity and specificity, relative sensitivity and specificity, diagnostic odds ratio (DOR), and superiority index, and their associated 95% confidence intervals (CI) were used to assess the diagnostic value.



Results

Forty-five studies with 2,843 patients and 4,263 lesions were identified. Network meta-analysis reveals that 68Ga-labeled prostate membrane antigen (68Ga-PSMA) PET/CT has the highest superiority index (7.30) with the sensitivity of 0.91 and specificity of 0.99, followed by 18F-NaF, 11C-choline, 18F-choline, 18F-fludeoxyglucose (FDG), and 18F-fluciclovine PET/CT. The use of high magnetic field strength, multisequence, diffusion-weighted imaging (DWI), and more imaging planes will increase the diagnostic value of MRI for the detection of bone metastasis in prostate cancer patients. Where available, 3.0-T high-quality MRI approaches 68Ga-PSMA PET/CT was performed in the detection of bone metastasis on patient-based level (sensitivity, 0.94 vs. 0.91; specificity, 0.94 vs. 0.96; superiority index, 4.43 vs. 4.56).



Conclusions

68Ga-PSMA PET/CT is recommended for the diagnosis of bone metastasis in prostate cancer patients. Where available, 3.0-T high-quality MRI approaches 68Ga-PSMA PET/CT should be performed in the detection of bone metastasis.





Keywords: prostate cancer, bone metastasis, diagnostic study, network meta-analysis, MRI, PET/CT



1 Introduction

Prostate cancer (PCa) is the second most frequently diagnosed cancer and the fifth leading cause of cancer death in men according to global cancer statistics in 2018 (1). Although the 5-year survival rate is fairly high, the common cause of death is bone metastasis (2–5), which is the second most site of metastases in PCa (6, 7). Patients with an early diagnosis of localized disease may benefit from radical localized curative treatment (8), but patients who suffer from bone metastasis may be only eligible for hormone therapy or chemotherapy (9, 10). Hence, assessment of bone metastasis status, especially the early detection, is an important issue in the management of PCa. To follow and quantify the metastasis extent, which is an independent prognostic factor (11), the use of non-invasive imaging modalities is essential (12).

For decades, European and US guidelines recommend bone scintigraphy (BS) for bone metastasis diagnosis, which, if necessary, can be complemented by targeted X-rays (TXR) (13, 14). This BS/TXR association is imperfect, which strikingly lacks diagnostic specificity (15, 16), although the use of single-photon emission computed tomography (SPECT) improves the resolution (8, 17). Equivocal imaging results of BS are required to be determined by the additional use of magnetic resonance imaging (MRI); however, this multiple approach can add to the cost and become inconvenient for patients (18). The accuracy of MRI to detect bone metastasis has been highlighted for almost 30 years, and the superiority than BS has also been repeatedly suggested (18–21). A meta-analysis conducted by Woo et al. demonstrated the excellent diagnostic performance of MRI for the detection of bone metastasis in PCa (22). The development of new technology, such as diffusion-weighted imaging (DWI) (23), and the application of whole-body MRI (WB-MRI) may further expand the potential of MRI (20, 24, 25). However, the use of MRI for one-step cancer tumor–node–metastasis (TMN) staging is often presented as not feasible due to costs and the limited study validating this modality (26).

In recent years, positron emission tomography/computed tomography (PET/CT) has emerged as a promising molecular imaging tool in the diagnosis, staging, restaging, and therapeutic evaluation of several malignancies, as PET provides metabolic information and morphological imaging techniques offer anatomical data (27, 28). 18F-fluorodeoxyglucose (18F-FDG) is the most widely used PET-imaging agent in oncology detection; however, the low glycolytic rate of most skeletal metastases in PCa and the influence of bladder activity limit the sensitivity for clinical detection (7). The European Nuclear Medical Association recommended PET/CT in their guidelines for bone imaging in 2015 (29), which can show areas of altered osteogenic activity by using 18F-sodium fluoride (18F-NaF), a bone-specific radiotracer (30). Additionally, 11C- or 18F-choline are designed to target tumor cells directly (31), and the European Association of Urology (EAU) once suggested referring patients for 11C- or 18F-choline PET/CT when the prostate-specific antigen (PSA) increases >1 ng/ml, and the result is expected to change patient management (32). Over the last 5 years, 68Ga-labeled prostate-specific membrane antigen (68Ga-PSMA) PET/CT has gained widespread use to assess PCa (33, 34), which could identify metastatic lesions in lymph node, bone, and soft tissue at low PSA levels (33–35). Therefore, 68Ga-PSMA PET/CT is regarded as a more specific modality for diagnosing osseous metastases in PCa (36).

Despite the increasing numbers of studies regarding PET/CT and MRI in the diagnosis procedure for bone metastases in PCa, the effectiveness of these two modalities still remains no consensus. Zhou et al. (37) compared PET/CT and MRI; the final conclusion was very general because of the limitation of traditional meta-methods, which could not directly compare the PET/CT using different radioligands and MRI with different parameters. Recently, Nyaga et al. (38) developed a Bayesian network meta-analysis using an arm-based model based on the assumption that the missing arms occur at random. This method has been applied in several studies (39, 40) because it could allow analysis of the variability in the accuracy of multiple tests within and between studies simultaneously (41).

The arm-based model is more appealing than traditional meta-analysis and the contrast-based model since the former not only permits more straightforward interpretation of the parameters, making use of all available data and yielding shorter credible intervals, but also provides more natural variance–covariance matrix structures. We adopted this model, which makes our results more convincing.

Thus, the primary aim of our meta-analysis is to compare the diagnostic accuracy of PET/CT and MRI in detecting bone metastases in PCa on a per-patient and per-lesion basis, respectively. Additionally, thanks to the establishment of the network meta-analysis, a direct comparison is performed between PET/CT with different radioligands and MRI with different magnet field strengths, coverage, and parameters to provide better evidence-based advice to physicians. The hypothesis is that the multiparametric MRI equipped with high magnet field strength is an appropriate modality for the diagnosis of bone metastasis in PCa.



2 Materials and Methods


2.1 Protocol and Guidance

This network meta-analysis was conducted in accordance with the Preferred Reporting Items for a Systematic Review and Meta-analysis of Diagnostic Test Accuracy Studies (PRISMA-DTA) (42) statement and PRISMA (PROSPERO registration number CRD42020148865).



2.2 Inclusion Criteria

The included studies should meet all of the following inclusion criteria: clinical trials evaluating the diagnostic value of PET/CT or/and MRI for bone metastasis in prostate cancer patients; articles published providing data to calculate diagnostic parameters, including true positive (TP), false positive (FP), false negative (FN), and true negative (TN); and studies having a conclusive anatomical or morphological verification standard to prove or disprove the imaging study result, such as pathological examination or clinical confirmation.



2.3 Exclusion Criteria

We excluded studies if they were commentaries, letters, case reports, reviews or non-full-text studies; if all the participants were prostate patients with bone metastasis; and if they lack of the conclusive anatomical or morphological verification standard to prove or disprove the imaging study result, such as pathological examination or clinical confirmation.



2.4 Outcomes

The outcomes are the absolute sensitivity and specificity, relative sensitivity and specificity, diagnostic odds ratio (DOR), and superiority index of PET/CT with numerous tracers and MRI with different parameters for the diagnosis of bone metastasis in prostate cancer patients. Supplementary Table S1 shows the definition of these outcomes.



2.5 Search Strategy

Three databases, including Medline, Embase, and Cochrane Library, were searched to retrieve original trials from their inception to August 31, 2019. We also searched ClinicalTrials.gov and the World Health Organization International Clinical Trials Registry Platform to identify ongoing or unpublished eligible trials. To maximize the search for relevant articles, a manual search of the references listed in all included trials and systematic reviews was performed to retrieve any relevant articles that were not listed in the databases. Supplementary Table S2 shows the search strategy.



2.6 Study Selection

After removal of duplicates, two investigators performed a blind systematic screening for all titles and abstracts in duplicate. Then, the full texts of the remainders were downloaded to confirm their eligibility based on the above criteria. To maximize the sensitivity of the screen, disagreements at the title and abstract stages were resolved by automatic inclusion, whereas discrepancies at the full-text stage were resolved by consensus with input from a senior third investigator.



2.7 Data Collection Process

Two independent investigators used a predesigned Microsoft Excel spreadsheet (Version 2013, Microsoft, Redmond, WA, USA) to extract basic information from the included studies. The diagnostic data (TPs, FPs, FNs, and TNs) were extracted or calculated using the following methods, which are presented in Supplementary Table S3. The spreadsheets were combined, and each investigator checked a random selection of the other’s entries for quality control. Any discrepancies were resolved by consensus.



2.8 Quality Assessment of Included Studies

The methodological quality of the included studies was assessed by two independent investigators utilizing Quality Assessment of Diagnostic Accuracy Studies (QUADAS-2) tool, which comprised of four key domains (patient selection, index test, reference standard, and flow and timing). Detailed information is shown in Supplementary Table S4.



2.9 Data Synthesis

A Bayesian network meta-analysis using an arm-based model, developed by Nyaga et al., was performed by running three chains in parallel until there is convergence. We used absolute sensitivity and specificity, relative sensitivity and specificity, DOR, and superiority index and their associated 95% confidence intervals (CI) to assess the diagnostic value of PET/CT and MRI. To assess the relative performance of diagnostic tests, the definitions of superior, inferior, equal, and not comparable were drawn. A diagnostic test, which is pairwise superior to a relatively large number of other tests and pairwise inferior to relatively few other tests, should have a high superiority value and be ranked higher than those tests that do not perform as well. In this network meta-analysis, superiority index was pooled to quantify rank probabilities of a PET/CT and MRI. All network meta-analyses were performed using R (v3.4.3; Comprehensive R Archive Network). Supplementary Table S5 shows the main information of implementation process, software’s packages, and models.


2.9.1 Subgroup Analyses

For different tracers of PET/CT, we performed several subgroup analyses according to clinical settings of prostate cancer (new diagnoses, mixed, and treated), number of patients (<50 and ≥50), patient age (60–70 and > 70), continent of origin (Europe and others), study design (prospective and retrospective), and methods of imaging analyses (visual and semiquantitative evaluation). For the parameters of MRI, we performed several subgroup analyses according to magnetic field strength (1.5 and 3.0 T), the number of sequences (single sequences, or ≥ multisequences), whether using DWI or not, number of imaging planes (1 or ≥2), and MRI coverage (pelvis skeleton, axial skeleton, or whole-body skeleton).



2.9.2 Sensitivity Analyses

The sensitivity analyses were performed by deleting studies involving only one diagnostic test for detecting bone metastasis, studies with low a QUADAS-2 score, studies with the maximum cases, studies with the minimum cases, and studies published before 2010.




2.10 Patient and Public Involvement

No patients were involved in setting the research question or the outcome measures, nor were they involved in developing plans for design or implementation of the study. No patients were asked to advise on interpretation or writing up of results. There are no plans to disseminate the results of the research to study participants or the relevant patient community. It was not evaluated whether the studies included in the review had any patient involvement.




3 Results


3.1 Eligible Studies and Study Characteristics

We initially identified 24,491 records and included 45 eligible studies (8, 43–86) in the final network meta-analysis (Figure 1). The studies comprised 2,843 participants (4,263 lesions), with 978 bone metastasis patients (2,186 lesions), and a total of 32 studies assessed the diagnostic value of PET/CT and 21 studies for MRI. Table 1 shows the main characteristics of the included studies. Supplementary Tables S6, S7 show the main technical parameters of MRI and PET/CT, respectively. Supplementary Tables S8, 9 show the diagnostic data of each included studies on patient- and lesion-based level, respectively. Supplementary Table S10 shows the quality assessment of the included studies. Four (8.9%), 11 (24.4%), 18 (40.0%), 11 (4.5%), and 1 (2.2%) studies scored 11, 10, 9, 8, and 7, respectively.




Figure 1 | Selection flow chart for studies included in the network meta-analysis.




Table 1 | Main characteristics of the included studies.





3.2 Diagnostic Value of PET/CT on Per-Patient Analysis

Regarding the tracers of the included studies, nine used 18F-NaF, seven selected 18F-choline, seven applied 11C-choline, five used 68Ga-PSMA, three selected 18F-FDG, and two applied 18F-FACBC. As shown in Figure 2, 18F-NaF PET/CT has the highest sensitivity of 0.95 (95% CI, 0.91–0.99), followed closely by 68Ga-PSMA and 18F-choline PET/CT; 68Ga-PSMA PET/CT has the highest specificity of 0.99 (95% CI, 0.94-1.04), followed closely by 11C-choline and 18F-choline PET/CT. Network meta-analysis demonstrated that 68Ga-PSMA PET/CT has the highest diagnostic value with the highest superiority index of 7.30 (95% CI, 0.60–11.00), followed closely by 18F-NaF (3.33; 95% CI, 0.20–9.00), 11C-choline, 18F-choline, 18F-FACBC, and 18F-FDG PET/CT (Table 2).




Figure 2 | Network meta-analysis results including sensitivity, specificity, and superiority index values of PET/CT with six commonly used tracers for the detection of bone metastasis in prostate cancer patients. Sensitivity, specificity, and superiority index are reported as mean (range) unless otherwise indicated. PET/CT, positron emission tomography/computed tomography; NaF, sodium fluoride; PSMA, prostate membrane antigen; FDG, fludeoxyglucose; FACBC, fluciclovine.




Table 2 | The network meta-analysis results of PET/CT with different tracers to detect bone metastasis in PCa.




3.2.1 Sensitivity Analysis

The sensitivity analyses were performed by deleting studies involving only one diagnostic test for detecting bone metastasis, studies with low QUADAS-2 score, studies with the maximum cases, studies with the minimum cases, and studies published before 2010, and the results were stable (Supplementary Tables S11–S15).



3.2.2 Subgroup Analysis

The subgroup analyses were performed according to clinical settings of prostate cancer (newly diagnoses, mixed, and treated), number of patients (<50 and ≥50), patient age (60–70 and >70), continent of origin (Europe and others), study design (prospective and retrospective), and methods of imaging analyses (visual and semiquantitative evaluation), and the results were stable (Supplementary Tables S16–S21).




3.3 Diagnostic Value of MRI on Per-Patient Analysis


3.3.1 Magnetic Field Strength of MRI

The pooled sensitivity and specificity of 1.5-T MRI were 0.82 (95% CI, 0.73–0.91) and 0.92 (95% CI, 0.87–0.97), respectively, while the pooled sensitivity and specificity of 3.0-T MRI were 0.89 (95% CI, 0.80–0.98) and 0.88 (95% CI, 0.79–0.97). Network meta-analysis demonstrated that 68Ga-PSMA PET/CT had the highest diagnostic value with the highest superiority index, followed closely by 18F-NaF PET/CT, 3.0-T MRI [1.76, (95% CI, 0.09–9.00)], 11C-choline PET/CT, 18F-choline PET/CT, and 1.5-T MRI [0.77, (95% CI, 0.09–5.00)] (Supplementary Table S22 and Figure 3).




Figure 3 | Network meta-analysis results including sensitivity, specificity, and superiority index values of PET/CT with four commonly used tracers and MRI with numerous characteristics for the detection of bone metastasis. Sensitivity, specificity, and superiority index are reported as mean (range) unless otherwise indicated. PET/CT, positron emission tomography/computed tomography; NaF, sodium fluoride; PSMA, prostate membrane antigen; DWI, diffusion-weighted imaging.





3.3.2 Sequence of MRI

The pooled sensitivity and specificity of multisequence MRI were 0.91 (95% CI, 0.87–0.95) and 0.93 (95% CI, 0.90–0.96), while the pooled sensitivity and specificity of single-sequence MRI were 0.64 (95% CI, 0.48–0.80) and 0.89 (95% CI, 0.76–1.02), respectively. Network meta-analysis demonstrated that 68Ga-PSMA PET/CT had the highest diagnostic value with the highest superiority index, followed closely by 18F-NaF PET/CT, multisequence MRI [2.04, (95% CI, 0.14–7.00)], 11C-choline PET/CT, 18F-choline PET/CT, and single-sequence MRI [0.36, (95% CI, 0.09–1.02)] (Supplementary Table S23 and Figure 3).



3.3.3 Whether DWI Was Used

The pooled sensitivity and specificity of DWI MRI were 0.94 (95% CI, 0.89–0.99) and 0.93 (95% CI 0.88–0.98), while the pooled sensitivity and specificity of no-DWI MRI were 0.86 (95% CI, 0.71–1.01) and 0.86 (95% CI, 0.74–0.98), respectively. Network meta-analysis demonstrated that 68Ga-PSMA PET/CT had the highest diagnostic value with the highest superiority index, followed closely by DWI MRI [3.63, (95% CI 0.14–9.00)], 18F-NaF PET/CT, no-DWI MRI [1.44, (95% CI, 0.09–9.00)], 11C-choline PET/CT, and 18F-choline PET/CT (Supplementary Table S24 and Figure 3).



3.3.4 Imaging Plane of MRI

The pooled sensitivity and specificity of ≥2 imaging planes MRI were 0.95 (95% CI, 0.90–1.00) and 0.93 (95% CI, 0.89–0.97), while the pooled sensitivity and specificity of 1 imaging plane MRI were 0.75 (95% CI, 0.69–0.81) and 0.92 (95% CI, 0.86–0.98), respectively. Network meta-analysis revealed that 68Ga-PSMA PET/CT had the highest diagnostic value with the highest superiority index, followed closely by two or more imaging planes MRI [4.27, (95% CI, 0.20–9.00)], 18F-NaF PET/CT, 11C-choline PET/CT, 18F-choline PET/CT, and one imaging plane MRI [0.25, (95% CI, 0.09–1.00)] (Supplemental Table S25 and Figure 3).



3.3.5 MRI Coverage

The pooled results demonstrated that axial skeleton or whole-body skeleton MRI had similar sensitivity of 0.84 vs. 0.82 and specificity of 0.93 vs. 0.94, compared with pelvis MRI. Network meta-analysis demonstrated that 68Ga-PSMA PET/CT had the highest diagnostic value with the highest superiority index, followed closely by 18F-NaF PET/CT, 11C-choline PET/CT, pelvis skeleton MRI, 18F-choline PET/CT, and axial skeleton or whole-body skeleton MRI (Supplementary Table S26 and Figure 3).



3.3.6 Sensitivity Analysis

In five subgroup analyses above, we performed sensitivity analysis by deleting studies involving only one test for detecting bone metastasis, which show the similar results (Supplementary Tables S27–S31).




3.4 Diagnostic Value of High-Quality MRI vs. PET/CT on Per-Patient Analysis

In order to achieve the highest accuracy of MRI, we define a high-quality MRI which is referred to the MRI equipped with multisequence, DWI used, and ≥2 imaging planes. High-quality MRI (1.5-T) has a sensitivity of 0.96 (95% CI, 0.90–1.02) and a specificity of 0.90 (95% CI, 0.81–0.99), while 3.0-T high-quality MRI has a sensitivity of 0.94 (95% CI, 0.86–1.02) and a specificity of 0.94 (95% CI, 0.86–1.02), respectively. Network meta-analysis demonstrates that 68Ga-PSMA PET/CT has the highest diagnostic value with the highest superiority index [4.56, (95% CI, 0.11–11.00)], followed closely by 3.0-T high-quality MRI [4.43, (95% CI, 0.14–11.00)], 1.5-T high-quality MRI [3.38, (95% CI, 0.11–9.00)], 18F-NaF PET/CT, 11C-choline PET/CT, and 18F-choline PET/CT (Table 3). The sensitivity analyses were performed by deleting studies involving only one test for detecting bone metastasis, and the results were stable (Supplemental Table S32 and Figure 4).


Table 3 | PET/CT with different tracers and high-quality MRI to detect bone metastasis in PCa.






Figure 4 | Network meta-analysis results including sensitivity, specificity, and superiority index values of PET/CT with four commonly used tracers and high-quality MRI for the detection of bone metastasis in prostate cancer patients. Sensitivity, specificity, and superiority index are reported as mean (range) unless otherwise indicated. PET/CT, positron emission tomography/computed tomography; NaF, sodium fluoride; PSMA, prostate membrane antigen; DWI diffusion-weighted imaging; *high-quality MRI was referred to the MRI equipped with multi-sequence, DWI used, and ≥2 imaging planes.





3.5 Diagnostic Value of PET/CT vs. MRI on Per-Lesion Analysis

Regarding the tracers of the included studies, three studies used 18F-NaF, four selected 18F-choline, two applied 11C-choline, and one selected 68Ga-PSMA PET/CT. Only five studies reported MRI data. The pooled results demonstrated that 11C-choline PET/CT had the highest sensitivity of 0.84 (95% CI, 0.70–0.98), and 18F-choline PET/CT has the highest specificity of 0.91 (95% CI, 0.83–0.99). Network meta-analysis revealed that 11C-choline PET/CT had the highest diagnostic value with the highest superiority index, followed closely by 68Ga-PSMA PET/CT, 18F-choline PET/CT, MRI, and 18F-NaF PET/CT (Supplementary eTable 33). Subgroup analysis based on the analysis of high-quality MRI (only 1.5-T, insufficient data for 3.0-T high-quality MRI) showed similar results (Supplementary Table S34).




4 Discussion

“In the current meta-analysis, we compared the diagnostic accuracy of MRI and PET/CT for the detection of bone metastasis in PCa. On patient-based level, network meta-analysis reveals that for numerous tracers, 68Ga-PSMA PET/CT has the highest superiority index, followed by 18F-NaF, 11C-choline, 18F-choline, 18F-FDG, and 18F-fluciclovine PET/CT; for the parameters of MRI, higher magnetic field strength, multisequence, more imaging planes, and MRI with DWI will increase the diagnostic value for bone metastasis in prostate cancer patients. Where available, 3.0-T high-quality MRI approaches 68Ga-PSMA PET/CT was performed in the detection of bone metastasis (sensitivity, 0.94 vs. 0.91; specificity, 0.94 vs. 0.96; superiority index, 4.43 vs. 4.56).

Given this hybrid method, as PET provides metabolic information and morphological imaging techniques offer anatomical data (27, 28, 87, 88), a more accurate delineation of bone metastases is allowed. As well-known, the radioactive tracer is one of the most important cores of nuclear medicine imaging. Antoch et al. (28) demonstrated that the selection of the appropriate radioligands could increase accuracy when detecting micrometastases. Hence, we conducted the analysis based on the several popular tracers and found that 68Ga-PSMA PET/CT possessed the highest diagnostic value [superiority index, 7.30 (95% CI, 0.60–11.00)]. Pyka et al. (89) performed a retrospective study and showed a higher sensitivity and specificity of 68Ga-PSMA PET/CT (100% and 100%) when compared to BS. Uslu-Besli et al. (86) conducted a cohort study of 28 patients and demonstrated that 68Ga-PSMA PET/CT changed management of seven patients by confirming the presence of bone metastasis, which was overlooked by BS in three patients and by excluding the false negative lesions on BS in four patients. Through binding to PSMA, a transmembrane protein expressed predominantly in prostate cells and especially in prostate cancer cells, 68Ga-PSMA leads to the internalization and accumulation in primary and metastatic cancer lesions (90), which is proven to have the higher yield of positive scans than obtained with other tracers at a low PSA level (91, 92). However, the half-life and yield of 68Ga significantly limited the ability 68Ga-PSMA to meet the demand for imaging in PCa. To this regard, 18F-PSMA was considered as the ideal PET/CT tracer (93), but we were not able to analyze it because of the insufficient study.

Although the recommendation of the use of 18F-NaF PET/CT in PCa was refrained in guidelines, it is routinely used worldwide (94, 95). Our results showed that 18F-NaF PET/CT had the highest sensitivity (0.95) but relative low specificity (0.88). The uptake of 18F-NaF, a bone-specific imaging radiotracer, is correlated to the blood flow and, especially, to the activity of local osteoblasts (30, 96–98), and the study by the National Oncologic PET Registry (NOPR) showed that the intended managements in approximately 44–53% of prostate cancer patients had been significantly impacted by the application of 18F-Na PET/CT (99, 100). However, 18F-NaF has the same shortcoming as the other bone-seeking agents, such as 99m-technetium used in BS, leading to confusion between benign lesion and metastases, and which creates more false positives and causes lower specificity (78, 101). Choline is an essential component of the phospholipids, whose increase is associated with the high proliferation of prostate cancer cells, and both 11C-Choline and 18F-choline have been investigated in particular for the detection of relapse and metastasis of PCa (102–104). Our results demonstrated that the urinary excretion of 18F-choline was slightly higher than 11C-Choline (superiority index, 1.92 vs. 1.71), which may affect the interpretation of findings in the pelvis and cause lower accuracy (105, 106). Additionally, our study validated that 11C-Choline PET/CT processed the highest sensitivity–specificity and superiority index on the per-lesion basis (preformed in a situation of the lack the data of 68GA-PMSA PET/CT). The commonly used tracer 18F-FDG appears to be less useful in PCa because of the low avidity of most prostate cancer cells and urinary activity (107). Osseous metastases in PCa are typically osteoblastic (7, 108), while 18F-FDG are more sensitive in osteolytic lesions than in osteogenic lesions (72).

According to different factors (magnetic field strength, coverage, sequence used, the participation of DWI, and the number of imaging planes), MRI was grouped and directly compared to PET/CT using four commonly used radioligands (68Ga-PSMA, 18F-NaF, 11C-choline, and 18F-choline). 68Ga-PSMA PET/CT was still predominating, which was followed by the MRI equipped with better options. It is possible for MRI to detect metastasis lesion at an early stage owing to the high soft-tissue resolution (109–111). Meanwhile, numerous clinical advantages of 3.0-T MRI over 1.5-T have been demonstrated (112), which was also confirmed in our analysis (sensitivity, 0.89 vs. 0.82; specificity, 0.88 vs. 0.92; superiority index, 1.76 vs. 0.77). However, Woo et al. (22) reported that there existed no significant heterogeneity among different magnetic field strength. Recently, DWI is of increasing interest for the detection of primary or metastatic cancers (113, 114), benefiting from the ability to differentiate malignant from benign prostatic tissues according to different water diffusivity (68). Our analysis, according to whether DWI was involved, indicated the usefulness of DWI in the evaluation of bone metastases in PCa (sensitivity, 0.94 vs. 0.86; specificity, 0.93 vs. 0.86; superiority index, 3.63 vs. 1.44). A previous meta-analysis reported similar results that of improved diagnostic performance for identifying tumor foci in PCa due to the useful complement from DWI (115). Barchetti et al. (68) also revealed that conventional imaging, including T1-weighted (T1W), T1-weighted images (T2W), and short tau inversion recovery (STIR) sequence, may improve the specificity of DWI in detecting bone metastases. Regarding the coverage of MRI, whether a dedicated axial skeleton or whole-body MRI was utilized or only covered the pelvis, the results showed a similar performance (sensitivity, 0.44 vs. 0.82; specificity, 0.94 vs. 0.93). Although it is necessary to assess the extent of extra-prostatic extension, which is an independent prognostic factor (11), the possibility of distant bone metastasis without pelvic or lumbar spinal involvement is negligible (44, 116). The motion-related signal intensity also decreases, leading to the failure in depicting lesions in ribs, sternum, and scapula (117, 118), and the increased cost and acquisition time remain obstacles to the use of WB-MRI. However, the application of wider coverage enables the detection of extra-skeletal involvement, including lymph nodes (119, 120), allows their monitoring under therapy, and helps to assess the efficacy of many new drugs in advanced PCa (121–123). Additionally, the use of more imaging planes and sequences to determine bone metastases can achieve better diagnostic accuracy, attributed to the acquisition of more information. These analyses proved that the optimization of MRI parameters could significantly improve the diagnostic ability of bone metastasis in PCa.

The highlight of the current meta-analysis was to directly compare the high-quality MRI (multisequence, DWI involved, more imaging planes) with PET/CT using four commonly used tracers. The results showed that although the 3.0-T high-quality MRI did not surpass the 68Ga-PSMA PET/CT at the patient-based level, the diagnostic ability was very close (sensitivity, 0.94 vs. 0.91; specificity, 0.94 vs. 0.96; superiority index, 4.43 vs. 4.56). In recent decades, MRI and PET/CT compete for the single-step whole-body technique for assessing metastases and imaging of response to treatment in solid cancers. Lecouvet et al. (44) demonstrated that MRI was a highly sensitive and specific one-step modality to diagnose bone metastases in patients with high-risk PCa and leads to changes in treatment strategy in 22% of patients. Echmann et al. (43) proved the similarly high accuracy of 11C-Choline PET/CT and 1.5-T multiparametric WB-MRI, while Conde-Moreno et al. (124) found a significantly lower ability of DWI WB-MRI for detecting bone metastasis in recurrent PCa. Although previous studies have yielded inconsistent conclusions, our results demonstrated that 3.0-T multiparametric WB-MRI has a comparable high sensitivity, specificity, and superiority index at the patient-based level, following the 68Ga-PSMA PET/CT. Nevertheless, multiparametric WB-MRI seems to fulfill the requirements of no ionizing radiation and no intravenous injection of isotopes or any contrast medium, and it is also adept at depicting all metastatic bone lesions. T1W imaging can describe the infiltration of the bone marrow, T2W imaging has also been the mainstay of MRI due to its high tissue contrast resolution, while DWI can help discover the areas of increased cellularity and highly vascularized structures (71, 125, 126). Additionally, the efforts for standardization of prostate MRI acquisition and reporting (127, 128), including MR Prostate Imaging Reporting and Data System (PI-RADS) (129) and the Prostate Diagnostic Imaging Consensus Meeting (PREDICT) (130), have further contributed to the use and emphasized the importance of interpreting MRI in the context of clinical features.


4.1 Strengths and Limitations

The arm-based model is more appealing than traditional meta-analysis and the contrast-based model since the former not only permits more straightforward interpretation of the parameters, making use of all available data and yielding shorter credible intervals but also provides more natural variance–covariance matrix structures. We adopted this model, which makes our results more convincing.

We adopted numerous statistical indicators including absolute sensitivity and specificity, relative sensitivity and specificity, diagnostic odds ratio (DOR), and superiority index to compare the diagnostic value of PET/CT and MRI with different parameter systematically. It is still a challenge to rank competing diagnostic tests especially when a test does not outperform the others on both sensitivity and specificity. DOR is commonly used in traditional meta-analysis, but it cannot distinguish between tests with high sensitivity but low specificity or vice versa. Deutsch et al. (131) introduced a superiority index to quantify the superiority of a diagnostic test. The superiority index is designed to consider the joint performance of the assessment measures. Corresponding weight is given to diagnostic tests based on their performance.

Our network meta-analysis included a total of 45 studies involving 2,843 patients and 4,263 lesions, which, to our knowledge, is the largest among similar studies. While the data in our study can be used to demonstrate numerical superiority of one imaging modality in terms of sensitivity, specificity, etc., they are even richer in that these variables can be compared across all nine imaging modalities simultaneously to assess their relative accuracy. Using this large amount of diagnostic data, we compared these imaging modalities at patient- and lesion-based level. Furthermore, a series of subgroup analyses were conducted to explore the potential influencing factors. Other subgroup analysis suggested a similar direction and magnitude of effect for studies investigating diagnostic value. We also performed sensitivity analyses by removing studies involving only one diagnostic test to confirm the stability of our results. Our results provide a comprehensive overview of the existing evidence on the imaging diagnosis of bone metastasis and have implications for clinicians, researchers, radiologists, and guideline committees. While many oncologists already consider PET/CT as the preferred method for detecting bone metastasis, however, this study provide formal quantification of the relative value of MRI.

This study is not without weakness. The first limitation was the lack of a well-accepted reference standard; all included studies used best value comparator (BVC) or predominantly BVC as the reference standard, which is according to a combination of clinical, laboratory, imaging, and follow-up studies (22). Although it is a more accurate reference standard to obtain pathological results by biopsy or surgery when determining bone metastasis, it is neither feasible nor ethical to conduct such further examinations solely. Second, patients were categorized at diagnosis to low or high risk based on clinical characteristics, such as PSA, Gleason score at biopsy, and clinical stage. It should be taken into account the potential value of the respective modalities according to the cancer grade and stage. For example, several studies reported that PSA values is strictly correlated with 11C-choline PET/CT sensitivity (102, 132). Hence, the specific imaging strategies should be adopted for PCa with different risk (133–135). Unfortunately, due to insufficient raw data, we are unable to do more subgroup analysis. Additionally, the same limitation made a comparison based on different metastatic sites difficult to accomplish. It is challenging for both PET/CT and MRI to diagnose rib metastases due to thoracic respiratory movements (103, 136–138), and further research on the diagnostic efficacy of different imaging modalities on thoracic sites will be interesting. Third, several other imaging modalities, such as BS, X-ray, BS/TXR, CT, PET, SPECT/CT, and especially, PET/MRI, a potentially disruptive technology synergizing PET and MRI, are also commonly used to assess bone metastasis. However, the purpose of this study was only to compare PET/CT and MRI in detecting bone metastasis in PCa; hence, caution is needed in applying our results to routine clinical practice. Fourth, studies assessing cost effectiveness should be performed to assist in making the clinical decision. In our study, insufficient data prevented us from assessing the economic effectiveness and social benefits systematically.




5 Conclusion

This systematic review and network meta-analysis of diagnostic tests, which included 45 studies involving 2,843 patients and 4,263 lesions, indicates that 68Ga-PSMA PET/CT is recommended for the diagnosis of bone metastasis in prostate cancer patients. Where available, 3.0-T high-quality MRI approaches 68Ga-PSMA PET/CT should be performed the detection of bone metastasis.
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Background

Small cell lung cancer (SCLC) is an aggressive malignancy characterized by initial chemosensitivity followed by resistance and rapid progression. Presently, there are no predictive biomarkers that can accurately guide the use of systemic therapy in SCLC patients. This study explores the role of radiomic features from both within and around the tumor lesion on pretreatment CT scans to a) prognosticate overall survival (OS) and b) predict response to chemotherapy.



Methods

One hundred fifty-three SCLC patients who had received chemotherapy were included. Lung tumors were contoured by an expert reader. The patients were divided randomly into approximately equally sized training (Str = 77) and test sets (Ste = 76). Textural descriptors were extracted from the nodule (intratumoral) and parenchymal regions surrounding the nodule (peritumoral). The clinical endpoints of this study were OS, progression-free survival (PFS), and best objective response to chemotherapy. Patients with complete or partial response were defined as “responders,” and those with stable or progression of disease were defined as “non-responders.” The radiomic risk score (RRS) was generated by using the least absolute shrinkage and selection operator (LASSO) with the Cox regression model. Patients were classified into the high-risk or low-risk groups based on the median of RRS. Association of the radiomic signature with OS was evaluated on Str and then tested on Ste. The features identified by LASSO were then used to train a linear discriminant analysis (LDA) classifier (MRad) to predict response to chemotherapy. A prognostic nomogram (NRad+Clin) was also developed on Str by combining clinical and prognostic radiomic features and validated on Ste. The Kaplan–Meier survival analysis and log-rank statistical tests were performed to assess the discriminative ability of the features. The discrimination performance of the NRad+Clin was assessed by Harrell’s C-index. To estimate the clinical utility of the nomogram, decision curve analysis (DCA) was performed by calculating the net benefits for a range of threshold probabilities in predicting which high-risk patients should receive more aggressive treatment as compared with the low-risk patients.



Results

A univariable Cox regression analysis indicated that RRS was significantly associated with OS in Str (HR: 1.53; 95% CI, [1.1–2.2; p = 0.021]; C-index = 0.72) and Ste (HR: 1.4, [1.1–1.82], p = 0.0127; C-index = 0.69). The RRS was also significantly associated with PFS in Str (HR: 1.89, [1.4–4.61], p = 0.047; C-index = 0.7) and Ste (HR: 1.641, [1.1–2.77], p = 0.04; C-index = 0.67). MRad was able to predict response to chemotherapy with an area under the receiver operating characteristic curve (AUC) of 0.76 ± 0.03 within Str and 0.72 within Ste. Predictors, including the RRS, gender, age, stage, and smoking status, were used in the prognostic nomogram. The discrimination ability of the NRad+Clin model on Str and Ste was C-index [95% CI]: 0.68 [0.66–0.71] and 0.67 [0.63–0.69], respectively. DCA indicated that the NRad+Clin model was clinically useful.



Conclusions

Radiomic features extracted within and around the lung tumor on CT images were both prognostic of OS and predictive of response to chemotherapy in SCLC patients.
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1 Introduction

Lung cancer remains the leading cause of cancer-related mortality worldwide. Traditionally, primary lung cancers have been divided into non-small cell lung cancer (NSCLC) and small cell lung cancer (SCLC), with majority of them (85%) being of the NSCLC subtype (1). SCLC is an aggressive neuroendocrine (NE) malignancy that accounts for 13% to 15% of all lung cancers and is strongly associated with smoking. Besides Tumor-Node-Metastasis (TNM) staging, SCLC can be classified into limited-stage disease (LS-SCLC—tumor confined to single radiation port with or without loco-regional adenopathy) and extensive-stage disease (ES-SCLC—tumor not confined to single radiation port) (2). This two-stage system has therapeutic and prognostic implications with 5-year relative survival rates of 31% for LS-SCLC and 2% for ES-SCLC (3).

The current treatment modalities for SCLC include systemic chemotherapy, immunotherapy, thoracic radiation, and prophylactic cranial irradiation, depending on the tumor stage. While SCLC is very responsive to initial treatment, most patients develop early resistance to conventional therapies, show rapid progression, and relapse with decreased sensitivity to further pharmacological treatment (4, 5); and fewer than 10% patients enjoy long-term survival (6–8). There has been little improvement in outcome over the past few decades with the addition of immunotherapy to chemotherapy in an unselected patient population, and thus, platinum-based chemotherapy remains the mainstay of systemic treatment (9). While younger age, good performance status (PS), normal creatinine level, and normal lactate dehydrogenase (LDH) are favorable prognostic factors (10), there are no reliable predictive biomarkers that can identify SCLC patients who will benefit from cytotoxic chemotherapy or patients at a high risk of relapse, although recently it has been shown that patients with wild-type retinoblastoma gene are chemotherapy-refractory (11).

CT is a routinely used clinical diagnostic tool for tumor staging and monitoring treatment response. The common presentation of SCLC on a CT scan is a centrally located large parenchymal mass or a mediastinal mass involving at least one hilum. In recent years, computational imaging approaches such as “radiomics” (12) can provide a more detailed feature-based characterization of the disease than possible by visual examination. Radiomics-based biomarkers have been shown to be prognostically useful in different types of therapies for various cancers, including NSCLC (13–16). However, there are no data regarding the role of radiomics in predicting response to chemotherapy or prognosticating outcome for SCLC.

In this study, we sought to identify chemotherapy response as well as prognostic biomarkers for overall survival (OS) and progression-free survival (PFS) in SCLC patients treated with chemotherapy by interrogating the tumor and tumor microenvironment on CT imaging. We hypothesize that quantitative subvisual phenotypic differences in SCLC tumors on CT imaging can be characterized non-invasively to develop predictive and prognostic biomarker signatures to improve decision support in SCLC treatment. With the use of a cohort of 153 patients with SCLC, 77 were used for training the classifier and constructing a radiomic risk score (RRS), whereas the remaining 76 were used for the test set. The choice of an equal split of training and test sets has been employed in previous approaches involving radiomics (14, 15, 17). In addition, a novel prognostic nomogram was constructed by integrating RRS and clinical biomarkers, and its performance for predicting high-risk patients was evaluated by the decision curve analysis (DCA) model.



2 Materials and Methods


2.1 Datasets and Patient Selection

This study was conducted in full accordance with the Health Insurance Portability and Accountability Act (HIPAA) regulations after approval from the Institutional Review Board (IRB) at Case Western Reserve University (Cleveland, OH), and the IRB waived the requirements for informed consent of all patients because of the retrospective, non-interventional, and non-therapeutic nature of this study. A total of 305 consecutive patients with LS-SCLC or ES-SCLC treated with platinum-based chemotherapy from April 2004 to March 2018 in University Hospitals Cleveland Medical Center (UHCMC) were identified. All patients that met the following criteria were included: a) availability of pathological confirmation of SCLC, b) presence of diagnostic thoracic CT scan in axial view, and c) presence of a solitary pulmonary nodule/mass. To this cohort of 180 patients, the exclusion criteria were applied to remove scans with CT artifacts and poor image quality not suitable for feature extraction. The final cohort had 153 patients. The training set imbalance has been discussed extensively as an issue in training machine classifiers. To reduce the possible impact of imbalanced data on the machine classifier, the patients were randomly divided into an equal number for training set (Str) that consisted of 77 patients (age: 39–87 years) and a test set (Ste) of 76 patients (age: 47–90 years). Patient selection and overall experimental design for this study are shown in Figure 1.




Figure 1 | Patient selection and overall experimental design for this study.



The non-contrast CT scan images were acquired from all participants at baseline before initiation of chemotherapy from Siemens, GE Medical Systems, Philips, or Toshiba machine utilizing a tube voltage of 100 to 120 kVp. The median time between cancer diagnosis and CT scan acquisition was 10.4 days, and that between diagnosis and first-line therapy was 33.5 days (range: 2–220 days). The dataset also had images acquired from multiple reconstruction kernels. It is known that the different slice thickness and reconstruction kernels of the CT image acquisition affect radiomic feature expression and measurements (18). Therefore, precaution was taken to sample cases from both Str and Ste. The slice thickness ranged from 1 to 5 mm (mean = 2.82 mm, SD = 0.71 mm), and the pixel sizes ranged from 0.42 × 0.42 mm to 0.97 × 0.97 mm with an average size of 0.73 × 0.73 mm. Table 1 shows CT acquisition parameters involving all scanner types, slice thicknesses, kVp, and reconstruction kernels for both the training and test sets.


Table 1 | CT image acquisition parameter distribution over the training set and test set.





2.2 Clinical Endpoints

The primary endpoints of this study were response to chemotherapy, OS, and PFS. The OS was measured from the date of diagnosis to the date of death and censored at the date of last follow-up for survivors. PFS was defined as the length of time during the treatment that a patient survives with cancer but without evidence of disease progression or death, whichever occurred earlier. The objective response to chemotherapy was evaluated based on RECIST 1.1. The target lesions were evaluated to assess response, and the following definitions were used: complete response (CR), i.e., the disappearance of all the lesions; partial response (PR), i.e., ≥30% decrease in the sum of the longest diameters of target lesions compared with baseline; progressive disease (PD), i.e., at least 20% increase in the sum of the longest diameters of target lesions with an absolute increase of ≥5 mm; and stable disease (SD), i.e., neither PR nor PD (19). For our study, patients with CR or PR were classified as “responders,” and those with SD or PD were classified as “non-responders.”



2.3 Tumor Segmentation

The tumor was identified by a two-board-certified cardiothoracic radiologist (PR) with 20 years of experience and Reader 2 (VV, a physician with 2 years of experience in cardiothoracic radiology research), blinded to each other; and the region of interest (ROI) was manually segmented across all the 2D CT slices of the nodule via a hand-annotation tool in axial view on 3D-Slicer software. The radiologist was blinded to clinical data and given the option to vary the window and level setting within the software to efficiently annotate the nodule. The segmented nodules were used to extract the intratumoral texture and shape features. The intratumoral mask was then dilated out to a 20-mm peritumoral radius. The definition of the extent of the peritumoral zone was based on a previous publication (20), which showed that patients with SCLC exhibit a tendency to develop peritumoral edema to a region of 20-mm extent around the tumor. Peritumoral masks were inspected manually and adjusted to include only lung tissue when masks extended into chest wall soft tissues.



2.4 Radiomic Feature Extraction

For a given tumor, 2D manual segmentations were assessed in a slice-by-slice basis to pick all representative slices that had the tumor. Since there was an unequal slice spacing (ranging from 1 to 5 mm), 2D radiomic analysis provides for a more consistent approach as compared with 3D analysis, which in turn would have been impacted by the non-uniform z-axis slice spacing. From these slices, 2D texture features were extracted from the intratumoral and peritumoral regions on a per-pixel basis. Within the intratumoral and peritumoral regions, a total of 99 2D radiomic texture descriptors were extracted. These descriptors consisted of features that were selected to capture textural structure of intra- and peritumoral regions. In this study, we extracted 13 Haralick features from gray-level co-occurrence matrix (GLCM) that can extract textural pattern and show variation in tumor microarchitecture, heterogeneity, and local appearance of nodules. In addition, we extracted 25 Laws, 25 Laws–Laplacian, and 48 Gabor features from intra- and peritumoral regions. Laws and Laws–Laplacian are filter-based descriptors that capture combinations of five textural patterns, such as levels (L), edges (E), spots (S), waves (W), and/or ripples (R). The Gabor filter bank was used to capture texture responses at six different spatial frequencies (f = 0, 2, 4, 8, 16, or 32) within the image at eight directional orientations (θ = 0, π/8, π/4, 3π/8, π/2, 5π/8, 3π/4, and 7π/8). A total of 24 shape features were also automatically extracted from the annotated nodules and investigated in the study. Shape features are used to describe the 3D geometrical composition of the segmented nodule structure including size (volume and diameter) and shape measures (sphericity, compactness, and radial distance). First-order statistics (mean, median, standard deviation, skewness, and kurtosis) for each descriptor were computed within the tumor and peritumoral region, resulting in 495 statistical features per region. Each feature was normalized to a mean of zero and standard deviation of 1 across patients before feature selection. All shape and texture features were extracted using an in-house software that was developed on MATLAB 2018 platform (MathWorks Inc., Natick, MA), an approach very similar to implementations of radiomic features like CERR and PyRadiomics (21, 22). To mitigate the effect of different acquisition parameters, only features that were stable in the context of the test–retest RIDER lung CT dataset (23) were selected for more analysis.



2.5 Statistical Analysis


2.5.1 Feature Selection

To avoid overfitting due to high complexity of features, least absolute shrinkage and selection operator (LASSO) Cox regression model was used to identify the most prognostic features to OS from highly stable features in Str. LASSO iteratively shrinks the feature coefficient estimates toward zero and involves identification of an optimal tuning parameter lambda (λ) via a 100 cross-validation setup. The process that is only run on the training set allows for identification of only those features with non-zero coefficients.



2.5.2 Radiomic Risk Score Generation

The RRS signature was built based on linear combination of non-zero coefficients-selected features. The association of the RRS with OS was first assessed in Str and then validated in Ste by using the Kaplan–Meier survival analysis. According to the rad-score threshold identified by the median of RRS, patients were classified into the high-risk or low-risk categories.



2.5.3 Prognostic Analysis

OS and PFS for univariate analysis were estimated by the Kaplan–Meier method. The multivariable survival analysis with RRS and clinicopathologic biomarker was also employed. A DCA was also used to determine the clinical utility of the RRS in predicting OS by evaluating the net benefit of high-risk patients receiving treatment at different threshold probabilities (24). Net benefit was defined as the summation of benefits minus loss results (false-positive findings) weighted by a factor related to the relative harm of not identifying a high-risk patient who might have low OS versus the relative harm of subjecting a lower-risk patient to more aggressive therapy, when the more intense therapy was not needed.

In addition, a nomogram (NRad+Clin) was constructed as an individualized OS prediction model in Str. Predictors, including the RRS and clinical parameters like gender, age, stage, and smoking status, were added to the prognostic nomogram. The prognostic performance of NRad+Clin was estimated in Str and then evaluated in Ste. The consistency between the actual and predicted probabilities survival was evaluated by a calibration plot.



2.5.4 Classification

A linear discriminant analysis (LDA) classifier (MRad) was trained with the same set of features identified by LASSO. Within Str, the LDA classifier was trained over 100 iterations of threefold cross-validation. The classifier was finally locked down and then evaluated for prediction of response on Ste. The ability to identify response was primarily assessed by an area under the receiver operating characteristic (ROC) curve (AUC).



2.5.5 Implementation and Statistical Test

The “glmnet” package in R was used for executing the LASSO algorithm. Analysis of OS and PFS outcomes was utilized with survival methods, primarily Cox regression. The model was included indicators for the categorical low- and high-risk OS from RRS along with clinical factors. The survival probabilities of patients classified as low or high risk based on RRS was estimated and illustrated by the Kaplan–Meier curves, and relative HRs with 95% CIs were calculated using the Wald test and the G-rho rank test, in R, version 3.6.3. Survival differences were compared by the log-rank test. A multivariable Cox PH model was used to investigate the independent prognostic effect of the RRS model in comparison with clinical variables, and the likelihood ratio test was applied to confirm the independent prognostic effect of each variable.

The final selection of the model for the nomogram was conducted using a backward step-down selection process based on the Akaike information criterion (25), while internal validation was conducted through 1,000 bootstrap resamples. Harrell’s concordance index (C-index), a quantitative measurement of the performance of the nomogram, was used to assess the discriminative ability of the model in survival analysis. The nomogram and calibration plots were constructed using the “rms” and “SvyNom” packages.

A heatmap dendrogram was used to display unsupervised hierarchal clustering using the radiomic texture features. A consensus clustering approach was also used to determine the number and affiliation of possible clusters within all the patient studies. Nodules belonging to different clusters may have minimal correlation, while nodules within a cluster are likely to have a high intra-class correlation.

Accuracy, precision, sensitivity, specificity, and kappa agreement between the predicted response of classifier and actual response were also computed at the optimal operating point of the ROC curve, while the operating point was defined as the threshold that maximized overall accuracy.

Differences between clinical categories were assessed using Fisher’s exact test, while a two-sided Wilcoxon test was used for continuous variables. For continuous variables, the interquartile range (IQR), a measure of statistical dispersion, was also reported. IQR was calculated as the difference between the 75th and 25th percentiles.





3 Results


3.1 Patient Analysis

A total of 153 patients with SCLC were included for analysis with a median age of 66 years (34−90), with 72.8% men, median OS of 9.37, and median PFS of 8.35 months. All patients with LS or ES were treated with platinum-based chemotherapy. Of these, 86% patients had extensive-stage disease, and 14% were of limited stage. No statistically significant difference was found in baseline clinical characteristics between responders and non-responders, chemotherapy agents (carboplatin and cisplatin), or time between CT acquisition and first-line chemotherapy. Chemotherapy response was achieved in 100 (66%) patients, who were labeled as responders (R), and the remaining 53 (34%) were labeled as non-responders (NR). All clinical characteristics are listed in Table 2.


Table 2 | Demographics and clinical characteristics for patients, categorized by training and test sets.





3.2 Radiomic Features From Pretreatment CT Scans Were Associated With Overall Survival in Small Cell Lung Cancer

The median OS was 8.27 months (IQR = 12.55, [10.10–16.40]). A univariable Cox regression analysis in training set identified that OS was not significantly different for gender (male vs. female; HR: 0.78 [0.48–1.25]; p = 0.3; C-index = 0.52 [0.45–0.58]) or race (HR: 0.86 [0.53–1.4]; p = 0.54; C-index = 0.51 [0.44–0.57]) but was significantly different for clinical stage (LS vs. ES; HR: 1.4 [1.3–1.7]; p = 0.0002; C-index = 0.58 [0.52–0.6]). Especially, patients with brain metastasis demonstrated poorer survival, but in our dataset, this finding was not significantly associated with OS (HR: 0.52; [0.27–0.98]; p = 0.069; C-index = 0.57). Figures 2A–C illustrate the Kaplan–Meier curves for different clinical factors.




Figure 2 | (A–C) Kaplan–Meier survival curves for gender, race, and clinical stage on the training set. ES, extensive stage; LS, limited stage. (D) Waterfall plot of the length of overall survival (OS) based on radiomic risk score (RRS); higher risk score is associated with lower OS. (E) Kaplan–Meier survival curves based on the training set and (F) test set. A significant association of the radiomic risk score with the OS is shown in the training set and test set.



The radiomic score was calculated as a linear combination of the six selected features weighted by their respective coefficients. These features were identified as entropy of intratumoral Haralick feature, median of intratumoral Laws texture feature, peritumoral laws texture feature, intratumoral low-frequency Gabor feature, and peritumoral high-frequency Gabor feature. The optimum cutoff value (the median) for the RRS was found to be 0.17, and patients were stratified into high- and low-risk groups based on this value (Figure 2D). A univariable Cox regression analysis developed using textural features indicated that RRS was significantly associated with OS in Str (HR: 1.53 [1.1–2.2]; p = 0.021; C-index = 0.72 [0.63–0.81]) and Ste (HR: 1.4 [1.1–1.82]; p = 0.0127; C-index = 0.69 [0.60–0.77]). The corresponding Kaplan–Meier survival curves showed a significant difference in OS between patients with low and high RRS (p-value <0.05). The Kaplan–Meier survival curves for Str and Ste are shown in Figures 2E, F, respectively.

A multivariable Cox regression analysis identified the RRS and cancer staging (limited or extensive stage) as two major risk factors in OS for patients in Str (RRS: HR = 2.1 [1.53–2.85], p = 0.0076; clinical stage: HR = 1.66 [1.01, 2.7], p = 0.048; race: HR = 0.37 [0.12, 1.1], p = 0.071; and age: HR = 1.04 [0.99–1.09], p = 0.071; C-index = 0.75 [0.68–0.81]) and Ste (RRS: HR = 1.9 [1.23–2.2], p = 0.0012; clinical stage: HR = 1.61 [1.2–2.17], p = 0.041; race: HR = 0.86 [0.52–1.42], p = 0.56; and age: HR = 1.01 [0.99–1.03], p = 0.22; C-index = 0.71 [0.64–0.77]).



3.3 Integrating Clinical Parameters With Radiomic Features From Pretreatment CT Scans for Prediction of Overall Survival in Small Cell Lung Cancer

The C-index for NRad+Clin to predict OS in Str was 0.68 [0.66–0.69]. In Ste, the C-index was 0.67 [0.63–0.68], a value that was greater than that of the conventional clinical-based model (0.54 [0.52–0.56]; p = 0.0024) and RRS alone (0.62 [0.60–0.64]; p = 0.041). The nomogram and the corresponding calibration curve are illustrated in Figures 3A, B, respectively. The calibration plot demonstrates an optimal consistency between NRad+Clin predicted and actual observed OS in Ste.




Figure 3 | (A) Integrated clinical and radiomic nomogram (NRad+Clin) for small cell lung cancer (SCLC) patients treated with systemic chemotherapy estimating the probability of surviving for 4 years. Instructions for reading the nomogram: locate the risk score on the risk score axis. Draw a line straight up to the Points axis to determine how many points toward the predicted probability of a 4-year overall survival (OS) that the patient receives for radiomic risk score level. Repeat this process for the other predictors, each time drawing a line straight up to the Points axis. Sum the points achieved for each predictor and locate this sum on the Total Points axis. Draw a line straight down to the 4-year Survival axis to determine the patient’s probability of surviving for 4 years. Variables with the greatest discriminatory value are those with the widest point range in the nomogram. Sample data from one patient is shown (tan arrows and ovals). (B) Calibration curve for 4-year survival. The x-axis shows the nomogram predicted probability, while the y-axis gives the actual 4-year survival as estimated by the Kaplan–Meier method. The dotted line represents an ideal agreement between actual and predicted probabilities of 4-year survival. The solid line represents NRad+Clin nomogram, and the vertical bars represent 95% CIs. Dots correspond to apparent predictive accuracy.



Moreover, Figure 4 shows a DCA for three models (clinical model, radiomic model, and integrated Rad+Clin model). As can be seen, the Rad+Clin model had the highest net benefit in predicting which high-risk patients should receive more aggressive treatment as compared with the low-risk patients. The Rad+Clin model yielded a greater net benefit compared with the “treat-all” or “treat-none” strategies.




Figure 4 | Decision curve analysis (DCA) for each model (clinical model, radiomic model, and integrated Rad+Clin model). The integrated Rad+Clin model had the highest net benefit in predicting which high-risk patients should receive more aggressive treatment, as compared with radiomic model, a clinical model, and simple strategies such as to treat all patients or no patients. This analysis was performed across the full range of threshold probabilities at which a patient would be selected to undergo follow-up imaging.





3.4 Radiomic Features From Pretreatment CT Scans Were Associated With Progression-Free Survival in Small Cell Lung Cancer

The median PFS was 7.57 months (IQR = 12.2, [9.68–17.36]). A univariable Cox regression analysis in training set indicated that RRS generated for OS was also significantly associated with PFS in Str (HR = 1.89 [1.4–4.61], p = 0.047; C-index = 0.7 [0.61–0.78]) and Ste (HR = 1.64 [1.1–2.77], p = 0.04; C-index = 0.67 [0.60–0.74]). A multivariable Cox regression analysis identified the RRS and cancer staging as two major risk factors in PFS for patients in Str (RRS: HR = 1.8 [1.48–2.23], p = 0.0082; clinical stage: HR = 1.35 [1.08, 1.78], p = 0.033; C-index = 0.72 [0.64–0.79]) and Ste (RRS: HR = 1.61 [1.13, 1.96], p = 0.0046; clinical stage: HR = 1.37 [1.1, 2.01], p = 0.039; C-index = 0.70 [0.62–0.78]).



3.5 Radiomic Features From Pretreatment CT Scans Predict Response to Chemotherapy in Small Cell Lung Cancer

Figure 5A shows distinct response associated clusters obtained via consensus clustering performed on a combination of features that were found to be discriminating between responders and non-responders. The two clusters had a preponderance of responders (67%) and non-responders (75%). The radiomic heatmap in Figure 5B shows an association between the radiomic features and chemotherapy response for all the patients included in this study.




Figure 5 | (A) Consensus clustering using radiomic features. The two clusters had a preponderance of responders (67%) and non-responders (75%). (B) The radiomic heatmap shows an association between the radiomic features and chemotherapy response for patients in the training and test sets.



MRad was able to predict response to chemotherapy with an AUC of 0.76 [0.75–0.79] within Str and a corresponding AUC of 0.72, an accuracy of 0.74, a precision of 0.62 (p < 0.05), a specificity of 0.85, a sensitivity of 0.75, and kappa agreement of 0.56 within Ste.

Figures 6A, B illustrate the discriminability of the intratumoral Haralick entropy and peritumoral Gabor feature for representative non-responder and responder SCLC patients before chemotherapy on the baseline CT scan. There appears to be a higher textural pattern disorder or heterogeneity within and around lesions on CT images before treatment in non-responder patients as compared with responders. This trend is also reflected in the box-and-whisker plots of the Haralick entropy and Gabor texture, illustrated in Figure 6C.




Figure 6 | (A) Segmented tumor regions and heatmap of intratumoral Haralick (entropy) feature in the pretreatment CT scans for representative non-responder and responder patients. (B) Segmented tumor regions and heatmap of peritumoral Gabor feature in the pretreatment CT scans for representative non-responder and responder patients. The middle column is a magnified view of tumor anatomy in both Figures 5A, B, and the right column is a color heatmap. (C) Box-and-whisker plots for four features that best distinguish chemotherapy response.






4 Discussion

SCLC is an aggressive NE tumor of the lung, which arises from bronchial mucosa and shares many morphologic features of NE tumors (26). Chemotherapy remains the backbone of systemic treatment in SCLC. Even though most patients respond to initial treatment, relapse is inevitable, and a subset of patients are chemoresistant. Historically, SCLC was considered as a homogenous disease, and there is now preclinical evidence of inter-tumor heterogeneity with distinct molecular subtypes. Also, recent studies have demonstrated that switching of subtype within the tumor could be a reason for chemotherapeutic resistance (27–30). Currently, there are no clinically validated predictive biomarkers to select a subpopulation of patients with primary chemoresistance and/or early recurrence.

In this study, we presented novel, computer-extracted, quantitative texture features from within and around the tumor lesion from baseline CT scans that are predictive of chemoresistance and prognostic of OS, independent of clinicopathologic factors. Following additional multi-site validation, these non-invasive radiomic biomarkers can be used to predict chemoresistance upfront and orient patients to clinical trials targeting unique therapeutic vulnerabilities to improve clinical outcomes. The primary goal of this study was to determine whether a durable prediction of response to chemotherapy is possible by using radiomic texture patterns within and outside the SCLC tumor on baseline CT scans. We developed a novel RRS derived from computerized texture features from pretreatment CT that was shown to be prognostic of OS and PFS and predictive to chemotherapy response. Additionally, we presented a novel prognostic nomogram (NRad+Clin) that combines radiomic features with clinicopathologic parameters to predict OS.

In this study, we found that the entropy of the intratumoral Haralick feature as well as the median of the intratumoral Laws texture feature had a higher expression in non-responders compared with the responders. These features can capture intratumoral heterogeneity of the tumor (15). High expression of pretreatment serum vascular endothelial growth factor (VEGF) is an important regulator of angiogenesis and vascular permeability in the cell and is known to be associated with poor response to treatment and unfavorable survival in patients with SCLC treated with chemotherapy (31). CD56 is another neural cell adhesion molecule (NCAM) expressed on the cells of tumors of NE origin including SCLC. The overexpression of CD56 is associated with lower OS in SCLC since it inhibits tubulin polymerization and microtubule assembly, causing healthy cell death (32). In addition, increased expression of metalloproteinases (MMPs) is associated with poor prognosis. While we did not explicitly confirm this association, it may be that the overexpression of intratumoral Haralick and Laws features reflect the overexpression of VEGF and CD56 inside a tumor, which in turn are associated with poor OS and response to chemotherapy. Another reason could also be that certain high-risk radiomic features might be reflective of tumor hypoxia. Histological examination of SCLC biopsies showed that at least half of all newly diagnosed SCLC patients have tumor hypoxia (33), which promotes tumor proliferation, increases the metastatic potential, and confers resistance to therapy (34). Also, hypoxic regions of the tumor are relatively devoid of blood vessels, making it difficult for drugs to diffuse and reach to the tumor bed.

Our experiment showed that the peritumoral Laws texture feature had higher expression in non-responders compared with the responders and associated with lower OS. Our findings could provide new insight into tumor microenvironment biology, while its appearance on radiographic imaging may be explained as follows. SCLC can be classified into NE‐high and NE‐low tumors, based on a different immunogenic expression. NE‐high is defined as a cold or “immune desert” phenotype, based on low levels of immune cell expression, whereas NE‐low is defined as a “hot” or “immune oasis” phenotype associated with increased immunogenicity (35, 36). This extrapolates to better therapy response in NE‐low SCLC as compared with NE-high SCLC patients (37, 38). The differences observed in the expression of peritumoral Laws texture features between responders and non-responders could be related to differential expression of immune cells around the tumor.

Our result showed that the RRS and cancer staging (limited or extensive stage) were only two major risk factors in predicting OS in both training (RRS: HR = 2.1, [1.53, 2.85], p = 0.0076; clinical stage: HR = 1.66, [1.01, 2.7], p = 0.048; race: HR = 0.37, [0.12, 1.1], p = 0.071; and age: HR = 1.04, [0.99, 1.09], p = 0.071; C-index = 0.75) and test sets (RRS: HR = 1.9, [1.23, 2.2], p = 0.0012; clinical stage: HR = 1.61, [1.2, 2.17], p = 0.041; race: HR, 0.86, 95% CI: [0.52, 1.42], p = 0.56; and age: HR, 1.01, 95% CI: [0.99, 1.03], p = 0.22; C-index = 0.71). Moreover, RRS and cancer staging were also two major risk factors in predicting PFS in training (RRS: HR = 1.8, [1.48, 2.23], p = 0.0082; clinical stage: HR = 1.35, [1.08, 1.78], p = 0.033; C-index = 0.72) and test sets (RRS: HR = 1.61, [1.13, 1.96], p = 0.0046; clinical stage: HR = 1.37, [1.1, 2.01], p = 0.039; C-index = 0.70). In addition, while radiomic features were associated with response to chemotherapy, the clinical biomarkers (age, sex, and tumor stage) were not able to predict response to chemotherapy.

Finally, we presented a nomogram that integrated RRS with clinical biomarkers (NRad+Clin) to further improve its prognostic accuracy. The NRad+Clin exhibited the highest C-index value in both training and test cohorts as compared with the clinical or radiomic models alone. We also evaluated NRad+Clin by DCA and calculated the net benefit of our model. The decision curve indicated that NRad+Clin had the highest overall net benefit in predicting high-risk patients for receiving more aggressive treatment than the clinicopathologic measurements across all threshold probability values. With the capability to assess prognosis and response to therapy upfront, the oncologist can be assisted with decision making to estimate therapeutic outcomes for a given patient to reduce ineffective treatments and/or associated toxicity.

To the best of our knowledge, this study is the first to explore the relationship of radiomic features with chemotherapy response and OS in SCLC patients. The convergence of these areas provides a new radiomic model that could yield effective non-invasive prediction of treatment response without sacrificing transparency of biological rationale.

We acknowledge that our study did have its limitations. The cohort sizes for both training and test are relatively small; however, given the relatively low incidence of SCLC as compared with other lung cancer subtypes, the number of patients in the historic studies has been small as well. We also studied a single institution, which may affect the results. Additionally, a couple of recent studies have rigorously and quantitatively investigated the influence of convolution kernels, reconstruction algorithms, and slice thickness on radiomic features for characterization of lung nodules on CT. In the present study, we did not explicitly consider the influence of these parameters on the extracted texture features but randomly distributed the cases with different image acquisition parameters between training and test sets to account for variability. Since features pertaining to radiographic images reflect hallmarks of tumor biology and not drug/agent specific, we expect that the predictive aspects of these features will remain broadly similar across different chemotherapeutic agents. We hope to address in future studies the rigorous morphologic and molecular underpinning of the radiomic findings that were shown in this study.



5 Conclusion

In conclusion, our results suggest that radiomic texture features from baseline CT scans of SCLC patients can predict resistance to platinum-based chemotherapy. Our study highlights that these radiomic features are also associated with OS in patients with SCLC, and we presented an integrated nomogram that can estimate the survival probability based on the RRS and clinical biomarkers.
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Objective

To evaluate the prediction performance of 18F-PSMA-1007 PET/CT and clinicopathologic characteristics on prostate cancer (PCa) risk stratification and distant metastatic prediction.



Materials and Methods

A retrospective analysis was performed on 101 consecutively patients with biopsy or radical prostatectomy proved PCa who underwent 18F-PSMA-1007 PET/CT. The semi-quantitative analysis provided minimum, maximum and mean standardized uptake (SUVmin, SUVmax and SUVmean) of PCa. Association between clinicopathologic characteristics (total prostate-specific antigen, tPSA and Gleason Score, GS) and PET/CT indexes were analyzed. The diagnostic performance of distant metastatic on PET/CT parameters, tPSA and GS was evaluated using logistic regression analyses. A path analysis was conducted to evaluate the mediating effect of tPSA level on the relation between semi-quantitative parameters of primary tumors and metastatic lesions.



Results

The PET/CT parameters were all higher in high risk stratification subgroups (tPSA>20 ng/mL, GS ≥ 8, and tPSA>20 ng/mL and/or GS ≥ 8, respectively) with high sensitivity (86.89%, 90.16% and 83.61%, respectively). The SUVmax, tPSA and GS could effectively predict distant metastatic with high sensitivity of SUVmax (90.50%) compared with tPSA (57.14%) and GS (55.61%). With a cutoff value of 29.01ng/mL for tPSA, the detection rate of distant metastasis between low and high prediction tPSA group had statistical differences (50.00% vs. 76.60%, respectively; P = 0.006) which was not found on guideline tPSA level (P>0.05). 6/15 (40%) patients tPSA between 20ng/mL to 29.01ng/mL without distant metastases may change the risk stratification. Finally, tPSA had a partial mediating effect on SUVmax of primary tumors and metastases lesions.



Conclusion

The 18F-PSMA-1007 PET/CT SUVmax has a higher sensitivity and can be an “imaging biomarker” for primary PCa risk stratification. The prediction tPSA level (29.01 ng/mL) is more conducive to the assessment of distant metastasis and avoid unnecessary biopsy.
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Introduction

Prostate cancer (PCa) is the highest malignant male tumor and one of the leading causes of mortality among men worldwide (1, 2). The biological behaviors of PCa malignancy are largely heterogeneous, directly impacting prognostic grouping, and treatment options (3). In addition, assessments of the distant metastatic status for PCa patients have recently received increasing attention due to the heightening mortality rate (4, 5). Therefore, the precise systemic staging of primary PCa risk stratification before treatment plays a crucial role in designing the management strategy for the individualized treatment option. According to both American Urological Association (AUA) and the European Association of Urology (EAU) guidelines, patients with total prostate-specific antigen (tPSA) > 20 ng/mL and/or Gleason Score ≥ 8 are high-risk, the probability of distant metastasis and mortality will increase significantly and may not suitable for active surveillance programs, radical prostatectomy or radiotherapy treatment (6–8). However, tPSA is organ-specific but not tumor-specific, the biological behaviors of prostate malignancy are largely heterogeneous, and the specificity of the ability of tPSA to reflect distant metastasis remains debatable (6). Using tPSA as the only indicator for risk stratification discrimination and distant metastases prediction may causing in large numbers of unnecessary prostate biopsies (9–12). Also, elderly patients with severe comorbidities or undergoing anticoagulation therapy may not be the optimal candidates for biopsies and may cause adverse effects and higher costs (10). In these cases, it is urgent to find objective and accurate imaging biomarker for risk stratification classification with noninvasive approach based on imaging analysis.

The prostate-specific membrane antigen (PSMA) is a type II transmembrane glycoprotein that is primary expressed in prostatic tissues, and its expression correlated with the degree of malignancy and further increases in metastatic (13, 14). The ability of PSMA to easily penetrate tissues and diffuse with solid tumor lesions can reflect the statuses of metastasis (3, 15, 16). Prior studies show that PSMA PET/CT is superior to conventional imaging methods for lymph node metastatic detection, and that the pre-treatment tPSA level and Gleason Score are associated with the PSMA uptake in primary PCa (17, 18). Furthermore, the Maximum Standardized Uptake Value (SUVmax) is the most commonly used semi-quantitative parameter in PET/CT and prior studies has already used to assess the degree of malignancy of PCa and predict extended pelvic lymph node metastases in intermediate to high-risk PCa patients by 68Ga-PSMA-11 or 68Ga-PSMA-617 (19). 18F-PSMA-1007 is advantaged by its higher spatial resolution images and non-urinary excretion that reduces urinary clearance, this approach bears a great potential to facilitate the detection of primary PCa and metastatic lesions (20, 21). However, to our knowledge, no prior studies have employed 18F-PSMA-1007 PET/CT to evaluate the diagnostic performance in risk stratification and distant metastases prediction in primary PCa.

The present study aims to retrospective investigated the role of 18F-PSMA-1007 PET/CT semi-quantitative parameters correlation among newly diagnosed PCa imaging, tPSA levels and Gleason Score, and to evaluate the prediction performance of 18F-PSMA-1007 PET/CT and clinicopathologic characteristics on PCa risk stratification and distant metastatic prediction.



Materials and Methods


Patients

The study has been approved by the institutional review board (No. 2019LSYZD-J1-H) and was conducted in accordance with the Declaration of Helsinki. All subjects signed an informed consent form. We performed retrospective analysis for 101 patients with primary PCa confirmed by biopsy or radical prostatectomy between September 2020 and May 2021. All participants included in the data analysis were evaluated by 18F-PSMA-1007 PET/CT and had tPSA value measured within 4 weeks prior to the 18F-PSMA-1007 PET/CT imaging. Diagnosis of PCa proven through histological examination served as reference for the PET imaging analyses (18). Patients were excluded from analysis if they 1) had received local or systemic treatment, 2) lacked histological examination proven diagnosis or tPSA value, 3) had incomplete imaging data. The flowchart of patient enrollment is provided in Figure 1.




Figure 1 | Flowchart of the PCa patient’s cohort.





18F-PSMA-1007 Acquisition and Imaging Analysis

All 18F-PSMA-1007 PET/CT data was acquired on a PET/CT scanner (Gemini 64TF, Philips, Netherlands) at a single location. Radiolabeling was performed using a fully automated radiopharmaceutical synthesis device based on a modular concept (MINItrace, GE Healthcare, USA). Over 99% radiochemical purification yield 18F-PSMA was obtained and examined by both radio-thin layer chromatography (TLC) and high-performance liquid chromatography (HPLC) analysis. Patients received intravenous injection of 18F-PSMA-1007 (3.7 MBq/kg body weight), and completed PET and CT scans 90 minutes after the injection. Low-dose CT scans from head to the proximal thighs (pitch 0.8 mm, 60 mA, 140 kV [peak], tube single turn rotation time 1.0 s and 5-mm slice thickness) for PET attenuation were acquired (pitch 0.8 mm, automatic mA, 140 kV [peak] and 512 × 512 matrix). Whole-body PET scans were performed in three-dimensional mode (emission time: 90 s per bed position, scanned at a total of 7-10 beds).

All 18F-PSMA-1007 PET/CT images were analyzed using Fusion Viewer software in the Extended Brilliance Workstation (EBW, Philips, Netherlands). Two experienced nuclear medicine specialists jointly interpreted all 18F-PSMA-1007 PET/CT scans, and performed comprehensive analysis of available clinical data. Consensuses were achieved through discussion when conclusions between the two specialists were discordant. The PET indexes (including SUVmin, SUVmax and SUVmean) of the primary PCa was calculated automatically with a manually adapted isocontour threshold centered on lesions with focally increased uptake corresponding to the tumor site verified by TRUS biopsy or radical prostatectomy (17). The PET indexes values were also calculated for metastases lesions. The positive lesion was defined by an uptake higher than the local background and not associated with physiologic uptake per the guideline of the Society of Nuclear Medicine and Molecular Imaging and the European Association of Nuclear Medicine (22, 23). The identified metastases were also consistent with PCa lesions pathologic tracer accumulation (6, 22, 23). The PET/CT distant metastasis positive lesions were also composite validated by other imaging approaches (bone scan and MR) as a reference, and the patients were followed for tPSA measurements, imaging follow-up (PET/CT, bone scan and MR), disease management as the metastatic definition reference (24, 25). PET/CT scan findings was classified as (a) primary tumor, and (b) distance metastasis (abdominal lymph nodes, bone and internal organs) (Figure 2).




Figure 2 | In the first patient (A), 18F-PSMA-1007 PET/CT results show primary prostate cancer on whole-body maximum intensity projection (MIP) image (left). Axial PET image (right up) and axial fused image (right bottom) show primary tumor in the right prostate cancer lobe. In the second patient (B), 18F-PSMA-1007 PET/CT results show primary prostate cancer and tailbone metastasis on MIP image (left).





Statistical Analysis

Descriptive statistics was used to display patient data as median, mean, standard deviation range or percentages, where applicable. Correlation among PET/CT indexes (including SUVmin, SUVmax and SUVmean) and variables were evaluated with Spearman’s rank correlation coefficient. Wilcoxon- Mann‐Whitney U test was used to test the subgroups (tPSA > 20 ng/mL vs tPSA ≤ 20 ng/mL; Gleason Score ≥ 8 vs Gleason Score<8; High-risk vs Low-Intermediate risk) PET indexes differences. The risk stratification discrimination of PET/CT indexes and distant metastases status prediction combined PET/CT indexes with clinicopathologic characteristics were all assessed using receiver operating characteristic (ROC) curve analysis. The PET/CT parameters and clinicopathologic characteristics were used to construct logistic regression prediction model of metastasis findings on 18F-PSMA-1007. The metastasis diagnostic efficiency of the model was evaluated by ROC curve and the best threshold of tPSA and PET/CT indexes performance was based on Youden index. Statistical significance of the association between positive/negative metastasis findings on 18F-PSMA-1007 and clinicopathologic characteristics was assessed with chi-squared test. The path analyses to examine the potential mediating role of tPSA level on PET/CT index across different metastatic statuses. A significance level of α = 0.05 (two-tailed) was applied. Statistical analyses were performed using IBM SPSS Statistics version 13.0, GraphPad Prism software, version 8.4 and MedCalc version 19.0.




Results

Demographic information and clinical characteristics of the participants were summarized in Table 1. A total of 208 lesions were identified using 18F-PSMA-1007 PET/CT, including 101 primary prostate tumors and 107 distant metastases lesions. The median SUVmax of all primary PCa lesions was 26.00 (range: 5.95-101.89), which was significantly higher than that of the metastasis’s lesions (median SUVmax: 16.90, range: 5.44-150.24). Comparing the subgroup with tPSA > 20 ng/mL and that with tPSA ≤ 20 ng/mL, Gleason Score ≥ 8 and that with Gleason Score < 8, and high risk and that with low-intermediate risk, the PET/CT semi-quantitative parameters (SUVmin, SUVmax and SUVmean) of the first group were all higher than that of the second group in Table 2. The PET/CT indexes were all significantly correlated with the tPSA (rs = 0.405, 0.380, 0.418, respectively, P < 0.001), Gleason Score (rs = 0.407, 0.339, 0.387, respectively, P <.001) and risk stratification (rs = 0.432, 0.354, 0.430, respectively, P <.001).


Table 1 | Demographic and clinical characteristics of the 101 study participants.




Table 2 | 18F-PSMA-1007 PET/CT parameters of different tPSA, Gleason Score and risk stratification subgroups.



To be specific, risk stratification model for PCa was constructed based on semi-quantitative parameters. Area under the ROC curve (AUC) was analyzed with 0.692 (95% CI: 0.593 - 0.780) with sensitivity 86.89% and specificity 55.00% for the SUVmin model (Cut-off value 6.56), 0.684 (95% CI: 0.584 - 0.773) with 90.16% and 47.50% for the SUVmax model (Cut-off value 31.19) and 0.706 (95% CI: 0.607 - 0.792) with 83.61% and 55.00% for the SUVmean model (Cut-off value 10.22) (Figure 3A). This study also tests the potential value of 18F-PSMA-1007 PET/CT in predicting the risk of PCa metastasis. The AUC, sensitivity and specificity of SUVmin, SUVmax, SUVmean, tPSA and Gleason Score were measured respectively. The AUC results were 0.602 (95% CI: 0.500 - 0.698) with sensitivity 85.71% and specificity 39.47% for the SUVmin model (Cut-off value 3.35, P >.05); AUC 0.645 (95% CI: 0.543 - 0.738) with sensitivity 90.50% and specificity 34.22% for the SUVmax model (Cut-off value 13.76, P <.05), AUC 0.619 (95% CI: 0.517 - 0.714) with sensitivity 93.71% and specificity 31.63% for the SUVmean model (Cut-off value 13.76, P <.05), AUC 0.656 (95% CI: 0.555-0.748) sensitivity with 57.14% and specificity 73.68% for the tPSA model (Cut-off value 29.01, P <.05) and AUC 0.709 (95% CI: 0.610 - 0.795) with sensitivity 55.61% and specificity 81.64% for the Gleason Score model (Cut-off value 8, P <.05) (Figure 3B).




Figure 3 | (A) Receiver operating characteristic (ROC) curve of the 18F-PSMA-1007 PET/CT indexes for prostate cancer risk stratification; (B) Receiver operating characteristic (ROC) curve of the 18F- PSMA-1007 PET/CT prostate cancer metastasis risk prediction.



To further evaluate the diagnostic strength of PET/CT indexes (SUVmax and SUVmean), tPSA level and Gleason Score for metastasis, SUVmax, SUVmean, tPSA (tPSA low: ≤20 ng/mL and tPSA high: > 20 ng/mL) and Gleason Score (low-intermediate: <8 and high: ≥ 8) were entered as independent variables in a logistics regression. The metastasis status was entered as a binary outcome variable. As shown in Table 3, the logistic regression found the SUVmax, tPSA level (high or low) and Gleason Score (low-intermediate risk or high-risk) were independent predictors for metastasis status. We also applied multivariate logistic regression for metastasis diagnosis. The SUVmax and Gleason Score (low-intermediate risk or high-risk) were stable for metastasis status prediction (OR 1.081, P = .040; OR 2.602, P = .042, respectively). The tPSA level (high or low) had no significant difference in multivariate logistic regression results. Details can be found in Supplementary Materials.


Table 3 | Logistic analyses of factors predicting prostate cancer metastasis.



We further analyzed the correlation between tPSA level (tPSA low and tPSA high), Gleason Score (low-intermediate and high), SUVmax and positive distant metastasis findings on 18F-PSMA-1007 PET/CT. The detection rate of distant metastasis was lower in the low-PSA compared with that in the high PSA group with no significance difference (52.63% vs. 69.84%, respectively; P >.05; Figure 4A). The detection rate of distant metastasis was lower in the low-intermediate Gleason Score group than in the high Gleason Score group (44.73% vs. 73.02%, respectively; P = .004; Figure 4B). We next sought to determine the tPSA level for optimal predicting the metastasis findings based on prior ROC curve. Basing on the cutoff value of 29.01 ng/mL for the prediction tPSA level, we categorized patients into a low prediction tPSA (tPSA ≤ 29.01 ng/mL) group and a high prediction tPSA group (tPSA>29.01 ng/mL). The detection rate of distant metastasis was lower in the low prediction tPSA compared with that in the high prediction tPSA group with statistical significance difference (50.00% vs. 76.60%, respectively; P = .006; Figure 4C). When applied the optimal prediction value of SUVmax (13.76), the high prediction SUVmax had higher detection rate for distant metastasis (47.39% vs.73.02%, respectively; P <.05; Figure 4D). In order to better prove the benefit from predicting PSA levels for risk stratification, we retrospectively analyzed primary PCa patients with tPSA between 20ng/mL to 29.01ng/mL. The 18F-PSMA-1007 PET/CT results of PCa patients found that 6 out of 15 (40%) did not have distant metastases.




Figure 4 | Correlation between (A) tPSA level (tPSA high: >20 ng/mL vs tPSA low: ≤20 ng/mL), (B) Gleason Score (low-intermediate: <8 vs high: ≥8), (C) Prediction tPSA level (tPSA<29.01 ng/mL vs tPSA ≥ 29.01 ng/mL) and (D) Prediction SUVmax (SUVmax ≤ 13.76 vs SUVmax>13.76) for positive distant metastasis findings on 18F PSMA-1007 PET/CT. tPSA, total PSA; PCa, prostate cancer.



To better identify the association between prediction tPSA value and SUVmax, we divided PCa patients into six subgroups based on their tPSA level (i.e., tPSA ≤ 29.01 ng/mL, tPSA>29.01 ng/mL) and metastasis staging (i.e., primary prostate tissue without metastasis, primary prostate tissue with metastasis, and primary PCa metastasis focis). ANOVA analysis found that SUVmax was significantly different among the high prediction tPSA subgroups (P = .001) but not within the low prediction tPSA subgroups (P >.05). Post-hoc analysis showed that, among the high prediction tPSA subgroups, only the primary prostate tissue with metastasis group and the primary PCa metastasis foci group demonstrated significantly different SUVmax level (P <.001) (Figure 5).




Figure 5 | Comparison of 18F-PSMA-1007 SUVmax uptake in primary prostate tissue without metastasis (dark yellow violin box), primary prostate tissue with metastasis (pink violin box) and primary prostate cancer metastasis tissues (light yellow violin box) in tPSA ≤ 29.01 (A) and tPSA>29.01 (B) tPSA, total PSA; PCa, prostate cancer. ***P < 0.05, NS, No statistical difference.



To evaluate the mediation role of tPSA level on SUVmax, we constructed a path analysis model by including SUVmax of primary PCa lesions as the predictor, tPSA level as the mediator, and SUVmax of metastasis foci as the outcome. A positive correlation was found between the primary PCa SUVmax and metastasis foci SUVmax (P <.001). tPSA was found to have a partial mediating effect between the SUVmax values of primary tumors and metastases lesions (P < .05) (Figure 6).




Figure 6 | Mediating effect model between primary prostate cancer SUVmax and Metastatic focis. tPSA, total PSA; PCa, prostate cancer.





Discussion

The present study analyzed the application value of 18F-PSMA-1007 PET/CT to detect risk stratification discrimination and distant metastases prediction in primary PCa. The SUVmax can be used as an “imaging biomarker” for distant metastasis risk prediction in primary PCa. Higher tPSA levels may be more likely to benefit from PET/CT detection of distant metastases. The SUVmax can effectively identify PCa heterogeneity of the primary tumor and metastasis lesions. Reference to the prediction tPSA level (29.01 ng/mL) can at least be a partial but important contribution to risk stratification and avoiding unnecessary invasive examinations. The tPSA has a partial mediating effect between the primary tumor and metastases lesions.

PSMA overexpression in primary PCa was correlated with advanced tumor malignant status with higher tPSA level and Gleason Score (15). Prior studies have shown the SUVmax of 68Ga-PSMA PET/CT associated with tPSA and Gleason Score (3, 17, 26). This study investigated the use of semi-quantitative parameters to determine the risk stratification, similarly correlation was also found between 18F-PSMA -1007 PET/CT parameters with both tPSA and Gleason Score. For PCa risk stratification, the SUVmin, SUVmax and SUVmean can accurately identify high tPSA level (tPSA > 20), high Gleason Score (≥ 8) and high-risk (tPSA > 20 or/and Gleason Score ≥ 8) primary PCa patients The ROC curve analysis indicated that these three semi-quantitative parameters have high sensitivity (86.89%, 90.16% and 83.61%, respectively) to screen out all PCa patients for high risk prediction and may satisficed clinical needs.

PCa metastasis risk prediction included both intra-pelvic and distant metastases, however, the treatment options of different location metastases may be quite different (7, 8). Series studies have demonstrated that PSMA PET/CT is more efficient than traditional imaging methods for detecting distant metastases in primary PCa patients and reflect the malignancy and staging PCa, preventing patients from undergoing repeated inspections and invasive biopsy (27–32). Our study explored the prediction value of the distant metastatic risk of primary PCa with 18F-PSMA -1007 PET/CT. The distant metastatic risk prediction model constructed by SUVmax, tPSA and Gleason Score can be used as independent factors of distant metastatic assessment. In the process of visual assessment, there is heterogeneity and false positive rate of lesions in distant location outside the prostate. When pathological results are not available, it may affect the choice of treatment. According to our results, SUVmax with an optimal value 13.76 has a higher sensitivity 90.50% compared with both tPSA (57.14%) and Gleason Score (55.61%), the positive detection rate will increase significantly, which may provide a reference for the diagnosis of distant metastasis. We also analyzed the correlation between distant metastases status and high-risk factors (tPSA, Gleason Score and SUVmax). Similar with previous results, the detection rate of distant metastasis increases with primary tumor malignancy and the tPSA level (33, 34). 18F-PSMA -1007 PET/CT positive distant metastasis PCa patients had a higher Gleason Score and SUVmax with statistical difference compared with PET/CT negative patients.

Prior studies using a tPSA cutoff value of 30 ng/ml in groups of men showed diagnose performance for primary PCa ranging from 90% to 95.7% (10). Among those who were not diagnosed with malignant PCa through biopsy, bone scan still detected positive metastases. The current study further found that the detection rate of distant metastasis was lower in the low prediction tPSA compared with that in the high prediction tPSA group, and higher detection rate compared with former tPSA (73.68% vs 69.84%). Furthermore, patients with tPSA between 20ng/mL to 29.01ng/mL, the 18F-PSMA-1007 PET/CT results found that 6 out of 15 (40%) did not have distant metastases. Based on the original guidelines may lead to unnecessary biopsy in some patients and the prediction tPSA level an at least be a partial but important contribution to risk stratification and avoiding unnecessary biopsy.

To understand how tPSA level may help differentiate the primary tumor from the distant metastasis, we grouped the PCa patients based on their prediction tPSA level. The SUVmax difference between primary tumors and metastatic lesions in metastatic PCa patients with a high prediction tPSA level (> 29.01ng/mL). Primary PCa can be a heterogeneous multifocal tumor, and may lead to metastatic lesions with varying characteristics (35–40). This finding may further reflect the specificity of the source of distant metastases and prostate characteristics at different tPSA levels. Considering the potential value of tPSA and SUVmax and the differential performance of these two indicators in the primary tumors and metastatic lesions, we recommended that when the patient’s tPSA is higher than the prediction level, the patients might be benefit from 18F-PSMA -1007 PET/CT scan for distant metastasis detection.

Our study was limited by the retrospective data collection and a relatively small sample size. Future work in this area should consider combining PET/CT imaging findings with pathological results of distant metastatic lesions to improve overall diagnostic accuracy. In addition, benign hyperplasia and inflammation may interfere with the SUVmax measurements of PCa. Methods to improve the accuracy of SUVmax measurement may help increase detection specificity. We also plan to implement the analytic approach for sites of metastases in larger datasets currently being collected in the lab with the hope of the association between sites of metastases and tPSA level.

In summary, 18F-PSMA-1007 PET/CT is of good application value in the risk stratification and distant metastatic of primary PCa. When tPSA is higher than the prediction level, the probability of distant metastasis will increase. The newly tPSA prediction level may change the risk stratification and patient’s treatment options.
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Background

MicroRNAs (miRs) have been shown to be closely associated with the occurrence and development of tumors and to have potential as diagnostic and therapeutic targets. The detection of miRs by noninvasive imaging technology is crucial for deeply understanding their biological functions. Our aim was to develop a novel miR-21-responsive gene reporter system for magnetic resonance imaging (MRI) visualization of the miR-21 dynamics in neuroblastoma.



Methods

The reporter gene ferritin heavy chain (FTH1) was modified by the addition of 3 copies of the sequence completely complementary to miR-21 (3xC_miR-21) to its 3’-untranslated region (3’ UTR) and transduced into SK-N-SH cells to obtain SK-N-SH/FTH1-3xC_miR-21 cells. Then, the antagomiR-21 was delivered into cells by graphene oxide functionalized with polyethylene glycol and dendrimer. Before and after antagomiR-21 delivery, FTH1 expression, MRI contrast and intracellular iron uptake were assayed in vitro and in vivo.



Results

In the SK-N-SH/FTH1-3xC_miR-21 cells, FTH1 expression was in an “off” state due to the combination of intratumoral miR-21 with the 3’ UTR of the reporter gene. AntagomiR-21 delivered into the cells bound to miR-21 and thereby released it from the 3’ UTR of the reporter gene, thus “switching on” FTH1 expression in a dose-dependent manner. This phenomenon resulted in intracellular iron accumulation and allowed MRI detection in vitro and in vivo.



Conclusion

MRI based on the miR-21-responsive gene reporter may be a potential method for visualization of the endogenous miR-21 activity in neuroblastoma and its response to gene therapy.





Keywords: microRNA-21, reporter gene, ferritin heavy chain, magnetic resonance imaging, neuroblastoma



Introduction

MicroRNAs (miRs) are endogenous single-stranded small-molecule RNAs that are approximately 20-25 nucleotides long, do not encode proteins, and have a variety of important regulatory functions in cells (1). miRs can target and bind the 3’-untranslated regions (3’ UTRs) of specific messenger RNAs (mRNAs) and induce their translational repression or degradation, thereby decreasing the expression of proteins encoded by the targeted mRNAs. This novel mode of post-transcriptional gene regulation plays an important role in extensive biological processes, such as cell growth, differentiation, apoptosis, tumorigenicity and chemoresistance (2, 3).

Since the first report of the role of miRs in oncogenesis (4), many miRs involved in cancer development have been identified. Among these, some function as onco-miRs by promoting tumor proliferation and angiogenesis, while some are associated with tumor inhibition (5–7). The different functions of these miRs may be related to the type and stage of cancer development. Currently, the expression profiles of miRs and their potential targets have been widely studied in breast (8), lung (9), prostate (10), colon (11), gastric (12) and ovarian (13) cancer. Among various cancer-associated miRs, miR-21 has attracted substantial attention as a potential diagnostic and therapeutic cancer target since it has been reported to be the only carcinogenic miR that is overexpressed in several types of solid tumors, including neuroblastoma, glioblastoma, breast cancer, colorectal cancer and prostate cancer (4, 8, 10, 11, 14). On the other hand, a chemically modified antisense RNA oligonucleotide has been used to target and repress the activity of miR-21, thereby inhibiting tumor development (15, 16).

Considering the potential of miR to serve as a diagnostic and therapeutic biomarker in cancer, investigations of the biological properties and expression patterns of miRs are crucial. The conventional methods for detecting endogenous miRs include northern blotting (17), quantitative reverse-transcriptase polymerase chain reaction (qRT-PCR) (9), small RNA sequencing (18) and microarray (19). However, these methods require cell lysis and are not suitable for detecting miR expression in living cells. Therefore, the development of noninvasive methods is imperative for elucidating the expression and regulation of miRs in vivo.

At present, several noninvasive imaging techniques, such as optical imaging, radionuclide imaging and magnetic resonance imaging (MRI), have been applied to detect biological processes in vivo at the cellular or molecular level (20, 21). Of these imaging methods, MRI is thought to be ideal due to its advantages, including deep tissue penetration, high tissue resolution, repeatable examination and nonrequirement for radiation. Molecular MRI usually relies on a reporter gene, which can be integrated into the cellular genome and allows for the long-term monitoring of biological events. Among various MRI reporter genes, ferritin heavy chain 1 (FTH1) has attracted substantial attention because its expression can induce the effective cellular uptake of endogenous iron, which leads to sensitive MRI signal contrast (22–28). In our previous studies, we successfully monitored mesenchymal stem cells with FTH1-based MRI in vitro and in vivo (24, 29). Considering the advantages of FTH1 as an endogenous reporter gene, it is worth investigating the feasibility of FTH1-based MRI to visualize miR activities, and this method could serve as a noninvasive imaging modality for miR detection.

In this study, we designed a novel miR-21-responsive FTH1 expression system in which the reporter gene FTH1 was modified by the addition of 3 copies of the sequence completely complementary to miR-21 (3xC_miR-21) to its 3’ UTR. When the reporter gene system was transduced into neuroblastoma cells, in which miR-21 functions as an oncogenic biomarker, its expression was expected to be switched “off” due to the combination of intratumoral miR-21 with the 3’ UTR of the reporter gene. An exogenous antisense oligonucleotide (antagomiR-21) was then delivered into the cells and expected to bind with miR-21 in a competing manner, thereby releasing miR-21 from the FTH1 3’ UTR and switching “on” the reporter gene expression (Figure 1). With the reporter gene system, we aimed to provide a noninvasive and efficient imaging modality for visualizing the activity of miR-21 and its response to gene therapy.




Figure 1 | Schematic illustration of the miR-21-responsive FTH1 gene reporter system. The reporter gene FTH1 is modified by the addition of 3 copies of the sequence completely complementary to miR-21 (3xC_miR-21) to its 3’-untranslated region (3’ UTR). In the presence of miR-21, FTH1 expression is switched “off” due to the combination of miR-21 with the 3’ UTR of the reporter gene. Once an exogenous antisense oligonucleotide (antagomiR-21) is administered, it binds to miR-21 in a competitive manner and releases miR-21 from the 3’ UTR of FTH1, thereby switching “on” reporter gene expression.





Materials and Methods


Construction of the miR-21-Responsive FTH1 Expression Vector

The cDNA of human FTH1 (Gene ID: 2495) was obtained via polymerase chain reaction (PCR) amplification using the following primers: forward, AACCGTCAGATCGCACCGGTGCCACCATGACGACCGCGTCCACCTC and reverse, TCCTTGTAGTCCATGAATTCGCTTTCATTATCACTGTCTC. The synthesized FTH1 cDNA was subcloned into the EcoR I and Sma I restriction endonuclease sites of the plasmid pLVX-mCMV-ZsGreen1-Puro to obtain the recombinant plasmid vector pLVX-mCMV-ZsGreen1-Puro-FTH1 (pLV-FTH1). Then, the DNA oligonucleotides containing 3xC_miR-21 (sense 5’ GTAGCTTATCAGACTGATGTTGATAGTAGTAGCTTATCAGACTGATGTTGATAGTAGTAGCTTATCAGACTGATGTTGA 3’; antisense 5’ TCAACATCAGTCTGATAAGCTACTACTATCAACATCAGTCTGATAAGCTACTACTATCAACATCAGTCTGATAAGCTAC 3’) were synthesized and ligated into pLV-FTH1 to yield the final lentiviral vector plasmid containing 3xC_miR-21 (pLV-FTH1-3xC_miR-21). After verification by PCR analysis and DNA sequencing, the plasmid pLV-FTH1-3xC_miR-21 was cotransfected together with psPAX2 and pMD2.G into 293 T packaging cells (Invitrogen, Carlsbad, CA, USA) to produce the lentivirus containing FTH1-3xC_miR-21.



Cell Culture and Establishment of Stable Transgenic Cells

The wild-type human neuroblastoma cell line (SK-N-SH/WT) was provided by the Chongqing Institute of Pediatric Medicine Research and cultured in Dulbecco’s modified Eagle’s medium (DMEM; Gibco, Grand Island, NY, USA) containing 10% fetal bovine serum (FBS; Gibco, Grand Island, NY, USA) and 0.5% streptomycin at 37°C in a moist environment containing 5% CO2. According to the lentivirus transfection protocol, cells at 30-40% confluence were transfected with the FTH1-3xC_miR-21 lentivirus and screened with 10 μg/ml puromycin. Finally, the surviving clones were isolated and named SK-N-SH/FTH1-3xC_miR-21 cells, with SK-N-SH/WT cells and SK-N-SH/FTH1 (without 3xC_miR-21) cells serving as controls.



Assessment of Cell Growth

To investigate the effect of gene transduction on cell viability, cell growth was assayed by Cell Counting Kit-8 (CCK-8) colorimetry (Beyotime, Nanjing, Jiangsu, China). SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 cells were cultured in 96-well plates for 72 h, and the relative changes in the three cell lines were determined.



AntagomiR-21 Transfection Into Cells

The antisense RNA oligonucleotide, antagomiR-21, was provided by GenePharma, Shanghai, China. The sequence of antagomiR-21 was as follows: 5′-GUCAACAUCAGUCUG AUA AGCUA-3.

For improvement of the transfection efficiency of antagomiR-21, graphene oxide (GO) modified with polyethylene glycol (PEG) and polyamidoamine dendrimer (GO-PEG-dendrimer) was used as gene delivery carrier. GO was synthesized by previously reported methods (30–35), and the detailed protocol for synthesizing GO-PEG-dendrimer and its characterization are shown in the Supplementary Material.

The efficiency of the GO-PEG-dendrimer to deliver antagomiR-21 could be affected by the GO/PEG ratio. Too little GO could reduce its capacity of combining with antagomir-21 and lead to a low transducing efficiency, while too little PEG could decrease the biocompatibility which also result a low transducing efficiency. To obtain the optimal structure of GO-PEG-dendrimer for efficiently delivering anagomiR-21 into SK-N-SH cells, we compared the transducing efficiency of the GO-PEG-dendrimer complex at various GO/PEG ratios. The GO-PEG-dendrimer at GO/PEG molar ratios of 5:1, 1:5 and 1:1 was mixed with 30 pmol of anagomiR-21 modified by the fluorescence dye Cy3 (anagomiR-21-Cy3) to prepare GO-PEG-dendrimer/anagomiR-21-Cy3 complexes. Then, 2 μL of siRNA-Mate (GenePharma, Shanghai, China), a commonly used small-molecule RNA transfection agent, was mixed with 30 pmol of antagomiR-21-Cy3 to obtain the siRNA-Mate/antagomiR-21-Cy3 complex as a control. The obtained complexes were incubated with SK-N-SH cells for 6 h, washed 3 times, fixed with 4% formaldehyde and stained with 4’,6-diamidino-2-phenylindole (DAPI). Fluorescence images were obtained by a fluorescence microscope (Nikon A1R, Tokyo, Japan).

A CCK-8 assay was used to compare the cytotoxicity of the GO-PEG-dendrimer complexes and siRNA-Mate. SK-N-SH cells were divided into two groups, cultured in 96-well plates at a density of 6 × 103 cells per well, and cocultured with the GO-PEG-dendrimer (GO/PEG ratio 1:1) or siRNA-Mate at equal concentrations for 72 h. Then, the absorbance was measured every 12 h after the addition of CCK-8 reagent.



Western Blot and qRT-PCR Assays

FTH1 expression in SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 cells was detected by qRT-PCR. Briefly, total RNA was extracted using a TaKaRa MiniBEST Universal RNA Extraction Kit (TaKaRa®, Kyoto, Japan) and then reverse transcribed into cDNA using HiScript®II Q RT SuperMix (Vazyme, Nanjing, China) for qPCR, which was carried out using AceQ® qPCR SYBR Green Master Mix (Vazyme) on an AB Step One plus Real Time PCR System (Applied Biosystems AB, Waltham Mass, USA). GAPDH expression served as the quantitative internal control for FTH1, and each experiment was performed in triplicate. The primers for GAPDH and FTH1 detection were as follows: GAPDH-F AGAAGGCTGGGGCTCATTTG and GAPDH-R AGGGGCCATCCACAGTCTTC; FTH1-F GGAATTCATGACGACCGCGTCCAC and FTH1-R CCCCGGGAGCTTTCATTATCACTGTCTCCC.

Simultaneously, proteins were extracted from the three cell lines and prepared for Western blot (WB) analysis. Briefly, the cells were cleaved in cleavage buffer (Sigma, St. Louis, Missouri, USA) containing protease inhibitors, phosphatase inhibitors and 100 mM benzene sulfonyl fluoride, and the total protein concentration in the sample was determined by the BCA method. Thirty micrograms of protein from each sample was then added to a 12% sodium dodecyl sulfate-polyacrylamide gel and transferred onto a polyvinylidene fluoride (PVDF) membrane (Bio-Rad, California, USA). For detection of FTH1, the membrane was blocked with 5% bovine serum albumin (BSA; Beyotime) for 1 h and then incubated with a primary antibody that specifically recognized FTH1 (rabbit anti-FTH1, 1:1000; Abcam, Cambridge, England) or GAPDH (rabbit anti-FTH1, Abcam) overnight at 4°C. The membrane was then washed with Tris-buffered saline containing Tween-20 and incubated with a secondary antibody (goat anti-rabbit IgG, 1:5000; Sigma) for 2 h. The protein bands were observed using an enhanced chemiluminescence kit (Sigma). The relative expression of FTH1 in SK-N-SH/FTH1-3C×_miR-21 cells was normalized to that of GAPDH, and semiquantitative analysis was carried out based on the band strength.

For determination of the correlation between FTH1 expression and the amount of antagomiR-21, SK-N-SH/FTH1-3×C_miR-21 cells transfected with antagomiR-21 at different concentrations (0, 10, 10, 20, 30, 40, 40, 50, or 60 nmol/L) were cultured for 24 h, and cellular proteins were collected and prepared for WB analysis.



MRI of Cell Pellets

To assess the effect of FTH1 expression on cellular iron transfer, we cultured SK-N-SH/FTH1-3C×_miR-21 cells in medium containing 500 μmol/L ferric ammonium citrate (FAC; Sigma) and then transfected them with antagomiR-21 at the same concentration gradient as that used for the WB experiment. After 24 h, all the treated cells were washed thoroughly with phosphate-buffered saline (PBS) to remove the free FAC, digested with ethylenediaminetetraacetic acid (EDTA), suspended in PBS, and then transferred into a 0.6-mL Eppendorf tube to prepare the cell phantom for MRI in vitro. The cellular phantom was imaged using a 7.0 T MR scanner (Bruker, Karlsruhe, Germany). The spin echo (SE) T2 weighted imaging (T2WI) parameters were as follows: time of repetition (TR), 2,500 ms; time of echo (TE), 35 ms; field of view (FOV), 120 mm×120 mm; slice thickness, 1 mm; slice interval, 0.1 mm. The parameters for the multiecho sequence were as follows: TR, 2,000 ms; TE, 8~200 ms with a step size of 8 ms (25-point T2 mapping); other parameters, including the FOV, matrix and slice thickness, matched those used for T2WI imaging. T2 maps were obtained by image postprocessing, and the R2 value was measured.

To evaluate FTH1 expression and its effect on iron transfer in groups of cells treated with or without antagomir-21, SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 cells were cultured with antagomir-21 at the optimal concentration and 500 μmol/L FAC for 24 h. Before and after antagomiR-21 treatment, the three cell lines were subjected to MRI examination.



Intracellular Iron Detection and Quantification

Prussian blue staining and transmission electron microscopy (TEM) were performed to detect intracellular iron accumulation. SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 cells transfected with or without antagomir-21 were cultured together with 500 μmol/L FAC for 24 h. Then, the cells were harvested and subjected to Prussian blue staining and TEM examination according to our previous protocols (24). The intracellular accumulation of iron was observed under a light microscope (Nikon, Tokyo, Japan) or an H-7500 transmission electron microscope (Hitachi, Tokyo, Japan). For quantification of the intracellular iron content, 1×106 cells per group were prepared according to the previous protocols (36). The iron concentration was measured using an atomic absorption spectrophotometer (Huaguang HG-960 2A, Shenyang, China). Each sample was measured 3 times. The concentration values are presented in units of pg/cell.



In Vivo Experiments

The experimental animals were purchased from the Department of Medical Experimental Animals of Chongqing Medical University and raised at the Experimental Animal Center of our hospital. All animal protocols used in this study were reviewed and approved by the Animal Care and Use Committee of Chongqing Medical University, and the experimental procedures were performed in accordance with the National Institutes of Health guidelines. All efforts were made to minimize animal suffering.

The nude mice were divided into the following 3 groups: SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3C×_miR-21. A total of 2 ×106 cells were inoculated subcutaneously into the right flanks of nude mice in each of the three groups to establish the transplanted tumor model of neuroblastoma. To enhance iron recruitment into cell xenografts, the animals were treated with FAC at a dose of 5 mg/L via their drinking water. When the tumors reached approximately 300 mm3 in size, the GO-PEG dendrimer/antagomiR-21 complex was administered via caudal vein injection at an antagomiR-21 dose of 30 nmol/g according to the manufacturer’s instructions. Before and 24 h after antagomiR-21 treatment, the animals were anesthetized and subjected to MRI examination. A 7.0 T MRI scanner was applied, and MR images were obtained by using the T2WI and multiecho sequences. The T2WI scanning parameters were as follows: TR, 2,500 ms; TE, 35 ms. The multiecho parameters were as follows: TR, 2,000 ms; TE, 8~200 ms with a step size of 8 ms (25-point T2 mapping); matrix, 380×300; FOV, 160 mm; and slice thickness, 1.2 mm. The R2 value was measured on T2 maps obtained by image postprocessing.

Immediately after MRI, the animals were sacrificed, and the masses were removed for histological examination. Prussian blue staining was also performed to detect iron accumulation in the tumors. In addition, the intratumoral iron content was quantified according to the protocols used for intracellular iron quantification and are presented in units of mg/g.



Statistical Analysis

All data are expressed as the mean ± standard deviation. Statistical Package for the Social Sciences version 13.0 (SPSS Inc., Chicago, IL, USA) was used for the statistical analyses. One-way analysis of variance and the least significant difference method were used to compare differences among the groups. P values less than 0.05 were considered statistically significant.




Results


The miR-21-Responsive FTH1 Reporter Gene System and Its Effect on Cell Viability

The miR-21-responsive FTH1 gene reporter system, namely, FTH1-3×C_miR-21, which contained 3 copies of a sequence completely complementary to miR-21 at the 3’ UTR of the FTH1 gene, was successfully constructed. This reporter gene system was transduced into SK-N-SH cells, and SK-N-SH/FTH1-3×C_miR-21 cells were established.

To verify the activity of the reporter gene system, we evaluated FTH1 expression in the SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 cells by qRT-PCR and WB. The qRT-PCR results showed that the mRNA expression levels of the FTH1 gene in the SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 groups were similar and both were significantly higher than that in SK-N-SH/WT group (P < 0.0001). The WB results showed that the protein level of FTH1 was increased significantly (P <0.0001) in the SK-N-SH/FTH1 group but not altered significantly in the SK-N-SH/FTH1-3×C_miR-21 group compared with the SK-N-SH/WT group (Figures 2A, B). These results indicated that miR-21 inhibited FTH1 expression at the post-transcriptional level.




Figure 2 | FTH1 expression and its effect on viability in the three groups of cells. The qRT-PCR results (A) showed that the mRNA expression levels of the FTH1 gene in the SK-N-SH/FTH1 and SK-N-SH/FTH1-3 × C_miR-21 groups was similar, and both groups had significantly higher levels than the SK-N-SH/WT group. The WB results (B) showed that compared with the SK-N-SH/WT group, the SK-N-SH/FTH1 group showed significantly increased FTH1 expression at the protein level, while the SK-N-SH/FTH1-3×C_miR-21 group did not show alterations in FTH1 expression. No morphological changes were observed among the SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 cells (C). The CCK-8 results revealed no difference in cell viability among the three groups (D). Three independent experiments were performed. **** indicates P < 0.0001.



To assess the safety of the reporter gene system, cell viability was evaluated. Morphologically, no changes were observed among the SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 cells (Figure 2C). The CCK-8 assay results also showed no significant differences in cell proliferation among the three groups (Figure 2D).



Gene Transfection Efficiency and Cytotoxicity of the GO-PEG Dendrimer

Immunofluorescence staining and fluorescence intensity quantification showed that the GO-PEG dendrimer with various GO/PEG ratios differentially introduced antagomir-21 into cells. Among the three structures with GO/PEG ratios of 1:5, 1:1 and 5:1, the GO-PEG dendrimer with a GO/PEG ratio of 1:1 was the most efficient and was more efficient than the commonly used transfection reagent siRNA-Mate (Figures 3A, B).




Figure 3 | Transfection efficiency and cytotoxicity of the GO-PEG-dendrimer. Both the immunofluorescence staining (A) and fluorescence intensity quantification (B) results show that among the three GO-PEG-dendrimer structures with different GO/PEG ratios, the structure with a GO/PEG ratio of 1:1 had the highest transfection efficiency and was more efficient than the commonly used transfection reagent siRNA-Mate. The other two structures with GO/PEG ratios of 5:1 and 1:5 had transfection efficiencies that were similar to that of the siRNA-Mate. The CCK-8 assay (C) showed that the GO-PEG-dendrimer was much less cytotoxic than siRNA-Mate during the 72 h of coculture with SK-N-SH cells.



To study the cytotoxicity of the GO-PEG-dendrimer, we evaluated the survival rate of SK-N-SH cells. As shown in Figure 3C, the cytotoxicity of the GO-PEG-dendrimer was much lower than that of siRNA-Mate, indicating that GO-PEG-dendrimer is safe as a gene delivery vector.



Dose-Dependent FTH1 Expression Regulated by AntagomiR-21

To investigate the ability of antagomiR-21 to knock down miR-21 and reverse FTH1 expression in SK-N-SH/FTH1-3×C_miR-21 cells, we carried out WB to evaluate FTH1 expression in the cells treated with different concentrations of antagomir-21. AntagomiR-21 delivery into cells reversed FTH1 expression in a dose-dependent manner. In the absence of antagomiR-21, no obvious FTH1 expression was detected in the SK-N-SH/FTH1-3×C_miR-21 cells in which miR-21 suppressed the reporter gene by binding with the completely complimentary sequence of 3×C_miR-21. After transfection with antagomir-21, FTH1 expression increased gradually as the antagomir-21 concentration increased, peaking at 40 nmol/L antagomir-21, and then slightly decreased as the antagomiR-21 continuously increased (Figures 4A, B). The cellular MRI T2WI and R2 measurements of cells treated with different concentrations of antagomiR-21 were consistent with the WB results (Figures 4C–E).




Figure 4 | Regulation of FTH1 expression by antagomiR-21. WB (A) and gray-scale (B) results show that the delivery of antagomiR-21 into cells reversed FTH1 expression in a dose-dependent manner. In the absence of antagomiR-21, no obvious FTH1 expression was detected in SK-N-SH/FTH1-3 × PT cells in which miR-21 suppressed the reporter gene by binding with the completely complimentary sequence of 3×C_miR-21. After transfection with antagomir-21, the expression of FTH1 increased gradually as the antagomir-21 concentration increased, peaking at 40 nmol/L, and then slightly decreased as the antagomiR-21 concentration continuously increased. The cellular MRI T2WI (C), T2 map (D) and R2 measurements (E) in cells treated with different concentrations of antagomiR-21 were consistent with the WB results.





Cellular MRI Contrast Produced by the Regulatory Expression of FTH1

The expression of FTH1 may increase the ability of cells to internalize and store iron ions, thereby decreasing the MRI signal. To assess the feasibility of using MRI to detect miR-21 activity regulated by antagomiR-21, we first determined the optimal concentration (40 nmol/L) at which antagomiR-21 induced the most obvious MRI signal change. Then, MRI was performed in 3 groups of cells treated with the optimal concentration of antagomiR-21: SK-N-SH/WT, SK-N-SH/FTH1 and SK-N-SH/FTH1-3×C_miR-21 cells. A significant signal reduction was observed in only the SK-N-SH/FTH1-3×C_miR-21 cells after antagomiR-21 transfection compared with the signal prior to antagomiR-21 treatment (P<0.05). There were no changes in the MRI signals change before and after antagomiR-21 treatment in the other two groups of cells (Figures 5A, B).




Figure 5 | Cellular MRI and intracellular iron detection. MRI imaging shows a significant T2WI signal reduction (A) and R2 value increase (B) in the SK-N-SH/FTH1-3×C_miR-21 cells after antagomiR-21 transfection compared with that prior to antagomiR-21 treatment. In the SK-N-SH/WT and SK-N-SH/FTH1 cells, however, there were no differences in the MRI signals or R2 values before and after antagomiR-21 treatment. The Prussian blue staining (C) and TEM (D) results revealed that before antagomiR-21 transfection, large amounts of iron particles were detected in the cytoplasm of only SK-N-SH/FTH1 cells, while iron accumulation was not observed in SK-N-SH/WT or SK-N-SH/FTH1-3×C_miR-21 cells. After antagomiR-21 treatment, SK-N-SH/FTH1-3×C_miR-21 cells exhibited obvious iron accumulation compared with that prior to antagomiR-21 treatment. In the other two groups of cells, however, there was almost no change in the iron accumulation before and after antagomiR-21 treatment. Further iron content quantification (E) shows the same results as observed in Prussian blue staining and TEM. Three independent experiments were performed. * indicates P < 0.05.



The Prussian blue staining and TEM results were consistent with the MRI findings. Before transfection of antagomir-21, large amounts of iron particles were detected in the cytoplasms of only SK-N-SH/FTH1 cells, while no iron accumulation was observed in SK-N-SH/WT or SK-N-SH/FTH1-3×C_miR-21 cells. After antagomiR-21 treatment, SK-N-SH/FTH1-3×C_miR-21 cells exhibited obvious iron accumulation compared with that prior to antagomiR-21 treatment. In the other two groups of cells, however, there was no change in iron accumulation before and after antagomiR-21 treatment (Figures 5C, D). Quantification of the intracellular iron content (Figure 5E) showed that the iron content in the SK-N-SH/FTH1-3×C_miR-21 cells was 0.96 ± 0.17 pg/cell after antagomiR-21 treatment, significantly higher than that before antagomiR-21 treatment (0.12 ± 0.02 pg/cell) (P <0.05). There was no difference of iron content before and after antagomiR-21 treatment in the other two groups.

The above results suggest that miR-21 in SK-N-SH/FTH1-3×C_miR-21 cells can be inhibited by antagomiR-21 and reboot the expression of FTH1, thereby resulting in intracellular iron accumulation. This process can be detected by MRI signal changes.



In Vivo MRI of AntigomiR-21 Delivery

Animal tumor models of three SK-N-SH cell lines were successfully established. Before administration of the GO-PEG-dendrimer/antagomiR-21 complex, the MRI signal was obviously decreased and the R2 value was significantly increased in the SK-N-SH/FTH1 group (P<0.05) compared with the SK-N-SH/WT group, while those in the SK-N-SH/FTH1-3×C_miR-21 group did not differ from those in the SK-N-SH/WT group. After treatment with the complex, the SK-N-SH/FTH1-3×C_miR-21 group showed a significantly decreased MRI signal and increased R2 value compared with those prior to treatment (P<0.05). In the other two groups, the MRI signals and R2 values did not differ before and after antagomiR-21 treatment (Figures 6A, B).




Figure 6 | MRI and iron detection in xenografts before and after antagomiR-21 administration. Before antagomiR-21 administration, the MRI signal in the SK-N-SH/FTH1 group was obviously decreased and the R2 value was significantly increased compared with those in the SK-N-SH/WT group, but these values in the SK-N-SH/FTH1-3×C_miR-21 group did not differ from those in the SK-N-SH/WT group. After treatment with the antagomiR-21, the SK-N-SH/FTH1-3×C_miR-21 group showed a significantly decreased MRI signal and increased R2 value compared with those prior to treatment. In the other two groups, the MRI signals and R2 values did not differ before and after antagomiR-21 treatment (A, B). The Prussian blue staining (C) and intratumoral iron content quantification (D) results match the MRI results. Intratumoral iron accumulation was significantly increased after antagomiR-21 treatment in only the SK-N-SH/FTH1-3×C_miR-21 group. Three independent experiments were performed. * indicates P < 0.05.



Further intratumoral iron detection and quantification matched the MRI results. Intratumoral iron content was significantly increased after antagomiR-21 treatment in only the SK-N-SH/FTH1-3×C_miR-21 group compared with that prior to treatment (Figures 6C, D).




Discussion

Increasing evidence has demonstrated that miRs are involved in tumorigenesis and tumor progression in vitro and in vivo, which provides a new pathway for exploring the potential of miRs as biomarkers for tumor diagnosis and/or therapy (2, 3, 15, 37). In this study, we designed a novel gene reporter system which contained three copies of the sequence completely complimentary to miR-21 in the 3’ UTR of FTH1 for the MRI visualization of miR-21 in neuroblastoma. The results showed that the miR-21-responsive reporter gene was sensitively regulated by miR-21 in neuroblastoma cells. Compared with the regular FTH1 reporter gene, the miR-21-responsive reporter gene was “switched off” by the combination of intratumoral miR-21 and the 3’ UTR of FTH1. AntagomiR-21 induced exogenously “switched on” FTH1 expression in the cells by binding to miR-21 and thereby promoting its release from the FTH1 3’ UTR. FTH1 expression induced a sufficient amount of intracellular iron accumulation for visualization by MRI in vitro and in vivo. In addition, the reporter gene expression reversed by antagomiR-21 was dose-dependent, suggesting that miR-21 activity can be quantified by MRI. To the best of our knowledge, this is the first report of using an MRI-based gene reporter system to study miR-21 activity in tumors. Our research provides a potential noninvasive imaging method for evaluating miR-21 as a diagnostic or therapeutic target.

Recently, optical imaging techniques based on luciferase or bioluminescent reporter genes have been applied in the miR research field and been shown to serve as noninvasive methods for detecting and quantifying miRs in vivo. Ko et al. (38) developed a reporter gene system, CMV/Gluc/3×PT-miR-124, and transduced it into stem cells, and the results showed miR-124a-dependent Gluc reporter expression during neural differentiation. Kim et al. (39) utilized a CMV/Gluc-3xPT_miR221 reporter system to image miR-221 in papillary thyroid carcinoma and showed that Gluc activity was regulated according to the miR-221 levels in vitro and in vivo. These optical imaging reporter gene systems have greatly expanded our understanding of miR activities in vivo. However, optical imaging modalities can be used only for studies in small animals or surface tissues due to their poor tissue penetration, which has limited their clinical application. In the present study, we utilized MRI to detect miR-21 activity and achieved results consistent with those of optical imaging studies. In addition, compared with optical imaging, MRI can better penetrate deep tissue, which may make it more applicable in the miR imaging research field and more feasible for clinical translation.

Employing antisense oligonucleotides to antagonize the functions of target miRs in vivo has been proposed as a potential gene therapy for various diseases (40–42). This therapeutic strategy, however, has largely been impeded due to the lack of effective gene delivery carriers. In this study, we constructed a polyamidoamine dendrimer and PEG-functionalized GO conjugate for the delivery of antagomiR-21 into SK-N-SH cells. The efficiency of the GO-PEG-dendrimer to deliver antagomiR-21 was affected by the GO/PEG ratio. Among the three GO/PEG ratio groups, the GO-PEG dendrimer with a GO/PEG ratio of 1:1 delivered antagomiR-21 more efficiently than the commonly used transfection agent siRNA-Mate. The other two structures, which had GO/PEG ratios of 5:1 and 1:5, had delivery efficiencies that were similar to that of siRNA-Mate. We speculate that the decreased transfection efficiency of the GO-PEG-dendrimer with a GO/PEG ratio of 5:1 was due to the decreased biocompatibility of GO-PEG dendrimers. The lower transfection efficiency of the GO-PEG-dendrimer with a GO/PEG ratio of 1:5 may be explained by the reduced capacity of the GO to combine with antagomir-21. Based on the optimal GO/PEG ratio, we further compared the cytotoxicities of GO-PEG-dendrimer and siRNA-Mate. The cell viability of the SK-N-SH cells transfected with the GO-PEG-dendrimer was higher than that of the cells transfected with siRNA-Mate during 72 h of continuous culture, suggesting that the GO-PEG-dendrimer is a safe gene delivery vector. In addition, the in vitro and in vivo experiments revealed that the antagomiR-21 delivered by the GO-PEG-dendrimer definitely induced FTH1 expression by antagonizing miR-21, thereby indirectly confirming the GO-PEG-dendrimer efficiency as a gene delivery vector.

Although the miR-21-responsive FTH1 gene reporter system was proven to have potential for the MRI assessment of miR-21 function in tumor cells, there are several drawbacks in this study. First, the reporter gene system was transduced into the tumor cells in advance to evaluate the activity of miR-21, and this method is limited to experimental studies and is not feasible for clinical applications. To use this gene reporter system to detect intracellular miR-21 for diagnostic purposes in humans, the system should be delivered into tumor cells by an efficient gene carrier to examine the results in real time. Second, to increase reporter gene expression-induced intracellular iron uptake to a level that is sufficient to generate MRI contrast in vivo, exogenous iron was administered to the animal at a certain concentration. At present, it could be difficult to produce an obvious MRI signal change depending merely on endogenous iron recruitment. With the development of MRI equipment and technology, we believe that the endogenous iron concentration would provide enough the intracellular iron accumulation for MRI contrast production, which are needed to explore in further studies. Third, the MRI examination was performed only once after antagomir-21 delivery in vivo in consideration of animal welfare and fast tumor necrotization. A more suitable tumor xenograft model should be established to allow MRI examinations at more time points, which may enable a longitudinal MRI monitoring study of miR functions.



Conclusion

In summary, we developed a novel miR-21-responsive gene reporter system for the MRI visualization of miR-21 dynamics in neuroblastoma. In the presence of active miR-21 in tumor cells, the reporter gene expression was in an “off” state due to the specific combination of miR-21 with 3 copies of completely complimentary sequences (3xC_miR-21) at the 3’ UTR of the reporter gene. The exogenous delivery of antagomiR-21 into the cells by the GO-PEG-dendrimer switched “on” the reporter gene expression because miR-21 bound with antagomiR-21 in a competitive manner and was thus released from the FTH1 3’ UTR. Reporter gene expression resulted in intracellular iron accumulation, thereby allowing MRI visualization. This study provides a noninvasive and feasible imaging method for the detection of miR-21, which is regarded as a potential diagnostic and/or therapeutic target in tumors.
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Trastuzumab is a monoclonal antibody targeting human epidermal growth factor 2 (HER2), which has been successfully used in the treatment of patients with breast cancer and gastric cancer; however, problems concerning its cardiotoxicity, drug resistance, and unpredictable efficacy still remain. Herein, we constructed novel organic dopamine–melanin nanoparticles (dMNs) as a carrier and then surface-loaded them with trastuzumab to construct a multifunctional nanoprobe named Her-PEG-dMNPs. We used micro-PET/CT and PET/MRI multimodality imaging to evaluate the retention effect of the nanoprobe in HER2 expression in gastric cancer patient-derived xenograft (PDX) mice models after labeling of the radionuclides 64Cu or 124I and MRI contrast agent Mn2+. The nanoprobes can specifically target the HER2-expressing SKOV-3 cells in vitro (3.61 ± 0.74 vs. 1.24 ± 0.43 for 2 h, P = 0.002). In vivo, micro-PET/CT and PET/MRI showed that the 124I-labeled nanoprobe had greater contrast and retention effect in PDX models than unloaded dMNPs as carrier (1.63 ± 0.07 vs. 0.90 ± 0.04 at 24 h, P = 0.002), a similarity found in 64Cu-labeled Her-PEG-dMNPs. Because 124I has a longer half-life and matches the pharmacokinetics of the nanoparticles, we focused on the further evaluation of 124I-Her-PEG-dMNPs. Furthermore, immunohistochemistry staining confirmed the overexpression of HER2 in the animal model. This study developed and validated novel HER2-specific multimodality imaging nanoprobes for quantifying HER2 expression in mice. Through the strong retention effect of the tumor site, it can be used for the promotion of monoclonal antibody treatment effect and process monitoring.
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Introduction

Human epidermal growth factor was discovered in 1962, while structurally related receptors were discovered in 1978 (1). As for the HER family, it is mainly composed of four receptors, HER1, HER2, HER3, and HER4, which can interact with each other in regulating different biological behaviors such as cell proliferation, differentiation, and survival. Human epidermal growth factor 2 (HER2) is a transmembrane glycoprotein, also known as CERBB-2 and ERbb2, which promotes malignant biological behaviors such as cell proliferation and migration through the formation of homologous or heterologous dimers with family members (2). Amplification of the HER gene and overexpression of its products were found for the first time in breast cancer (3, 4). Positive HER2 expression was found in 15%–20% of breast cancers, which had a high degree of malignancy and poor prognosis (4). HER2 is an ideal molecular target for cancer, highly expressed in a variety of cancer cells, such as colorectal cancer, ovarian cancer, prostate cancer, bladder cancer, and lung cancer, especially gastric and esophageal cancer (3–6).

According to “Cancer Statistics, 2020”, there were approximately 19.3 million new cancer cases and 10.0 million cancer deaths in the world (7). Gastric cancer has been one of the leading causes of common cancer and cancer-related deaths. Trastuzumab (Herceptin), a recombinant humanized IgG monoclonal antibody, binds to the extracellular domain IV of HER2 for antitumor activity and was approved by the US Food and Drug Administration as first-line treatment of advanced HER2-positive gastric cancer (8). HER2 was overexpressed in 7%–34% of gastric cancer patients and has been demonstrated to increase overall survival in locally advanced or metastatic gastric cancer (9, 10). At present, many researchers have reported 68Ga, 18F, 89Zr, 64Cu, and other positron nuclide-labeled PET molecular probes targeting HER2, for example, monoclonal antibody fragments, affibody, and nanobody (11–16). Preliminary clinical trials have been conducted studying 64Cu/89Zr-trastuzumab, 89Zr-pertuzumab, 68Ga-nanobody, and so on (14, 17–19). However, some probes still have problems such as drug resistance and toxic side effects (17, 20). In addition, intratumoral heterogeneity and small biopsy tumor samples may not represent HER2 expression across the tumor or metastatic tumor lesions (6, 21). Therefore, a more accurate, non-invasive HER2 status assessment is needed to help guide physicians to tailor treatment for each patient, monitor HER2-targeted therapy responses, and identify those patients who develop resistance.

Multimodal tumor molecular imaging is a hot spot in medical imaging research. By constructing specific molecular probes for tumor cell surface receptors and combining the functions of different imaging contrast agents to provide multiple imaging effects, collaborative imaging that cannot be matched by single imaging can be obtained, which has a good clinical application prospect in the early diagnosis of diseases. In view of the problems existing in the application of trastuzumab, nanomedicine based on molecular imaging can provide a direction for solving such concerns. The hydrodynamic properties of antibodies will be changed by combining monoclonal antibodies with high-quality nanoparticles, which can improve the tumor uptake and retention rate and reduce heart toxicity (22, 23). On the other hand, the nanoprobe can load highly sensitive imaging molecules to achieve multimodality imaging function, which can be used to monitor the treatment process in real time and adjust the individualized treatment plan. This is also a major trend of precision medicine in the future (23). Nanoparticle-based probes enable non-invasive imaging of proteolytic activity for cancer diagnosis. However, there are also some toxic problems in the application of nanoparticles. The exogenous inorganic nanoparticles not only provide a strong contrast, but also have high sensitization and high toxicity and are difficult to remove in vivo, which cannot be ignored (24–26). The emergence of organic nanoparticles based on endogenous biological materials increases the application scope and safety of nanotechnology and has been widely studied in the field of molecular imaging (26, 27).

Melanin is a ubiquitous, amorphous, and irregular biopolymer, which is widely distributed in almost all living organisms and has many unique functions (28, 29). Dopamine–melanin nanoparticles (dMNPs) consist of naturally producing dopamine with good biocompatibility and biodegradability (30). It retains many characteristics of melanin and can directly complex with various metal ions without chelating agents, which significantly simplifies the preparation process and reduces the heterogeneity of the nanoparticles. dMNPs have been demonstrated to be used for tumor multimodality imaging, such as photoacoustic imaging (PAI), positron emission tomography (PET), and magnetic resonance imaging (MRI) (27, 31). This study reports the characterization, quality control, and micro-PET/CT and PET/MRI multimodality imaging evaluation of a novel nanoprobe—(124I/64Cu, Mn)-Her-PEG-dMNPs—and applied this probe in gastric cancer patient-derived xenograft (PDX) models. The results indicate that the novel nanoprobe Mn-Her-PEG-dMNP has a good retention effect on tumors and has great potential in the treatment of gastric cancer.



Materials and Methods


Materials

Dopamine hydrochloride, MnCl2, and ammonia aqueous solution were obtained from Sigma-Aldrich (St. Louis, MO, USA). Amine-mPEG5000 (mPEG5000–NH2, 5,000 Da) was acquired from Aladdin (Shanghai, China). Herceptin was obtained from Roche Pharmaceuticals (Shanghai, China) Ltd. 2-Mercaptoethanol was purchased from Sinopharm Chemical Reagent Co. Ltd. For the cell experiments, Dulbecco’s modified Eagle’s medium (DMEM) and fetal bovine serum (FBS) were purchased from Gibco (USA); penicillin–streptomycin mixture double and anti-0.25% trypsin (including EDTA) were purchased from Invitrogen (USA). In the experiment, high nuclear pure simple 124I was prepared by 124Te solid target of HM-20 cyclotron at the Nuclear Medicine Department of Peking University Cancer Hospital. The nuclide was purified by 124I special purification device and collected in 0.02 M NaOH solution (radioactive concentration 148 MBq/ml). The positron nuclide 64Cu was prepared by bombarding a 64Ni solid target with a medical cyclotron at the Nuclear Medicine Department of Peking University Cancer Hospital with 3.7 MBq/μl in 0.01 M HCl solution (32).



Synthesis and Modification of dMNPs

Dopamine–melanin nanoparticles were prepared according to the methods reported in previous literature (30). Briefly, ammonia aqueous solution (0.3 ml, NH4OH, 28%–30%) was mixed with ethanol (4 ml) and deionized water (9 ml) under mild stirring at 40°C for 30 min. Fifty milligrams of dopamine hydrochloride was dissolved in water (1 ml), then injected into the above mixture solution, and stirred for 48 h. The color of this solution changes from light yellow to dark brown. The bright black solution was then centrifuged with a centrifugal filter (Amicon centrifugal filter device, MWCO = 50 kDa) and washed several times to remove the unpolymerized dopamine–melanin molecules. The reaction solution was taken and diluted to 5 ml ultrapure water by ultrasonication for 5 min, and the reaction system pH = 9 was adjusted by NH4OH (25%–28%). Then, the solution was slowly dripped into the reaction bottle containing 25 mg diamino polyethylene glycol (NH2–PEG5000–NH2) and stirred at room temperature for 12 h. The unreacted NH2–PEG5000–NH2 was removed by a 50-kDa ultrafiltration centrifuge to obtain NH2–PEG-dMNPs.



Preparation of the Her-PEG-dMNPs and Mn-Her-PEG-dMNPs

The amino-sulfhydryl cross-linking agent Sulfo-SMCC was used as a linker in the combination of Herceptin-SH and NH2–PEG-dMNPs. Five milligrams of NH2–PEG-dMNPs (0.5 × 10−4 mM) was fully dispersed in 1 ml phosphate buffered solution (PBS), and excess amino-sulfhydryl cross-linking agent Sulfo-SMCC (5 µM) was stirred at room temperature for 2 h. Then, the unreacted Sulfo-SMCC was separated by the PD-10 column. The reaction solution was concentrated to 0.6 ml by ultrafiltration and slowly added to Herceptin-SH (0.33 × 10−4 mM). After reacting for 2 h at room temperature with stirring, the unreacted sulfhydryl–Herceptin was removed using a PD-10 column (GE Healthcare, USA) with an eluent of PBS (pH = 7.4) and lyophilized to obtain a purified Her-PEG-dMNP. Two milligrams of Her-PEG-dMNPs and MnCl2 (10 × 10−3 mM) were fully dispersed in 1 ml deionized water and stirred at room temperature for 2 h. The Mn-Her-PEG-dMNPs were obtained by centrifugation with an ultrafiltration centrifuge tube (MWCO = 10 kDa).



Characterization

The morphology of Her-PEG-dMNPs was characterized by using a JEM-2100F transmission electron microscope with an accelerating voltage of 200 kV, and the sample was made by using a film of copper mesh. Dynamic light scattering (DLS) was used to detect the hydrodynamic diameter of the dMNPs, PEG-dMNPs, and Her-PEG-dMNPs with a laser light-scattering spectrometer (SLS-5022F, Germany) 1H-NMR spectra of dMNPs and PEG-dMNPs were detected by a 600-MHz NMR (Bruker) spectrometer with D2O as the solvent.



Cytotoxicity Assay

The viability and proliferation of HeLa and HepG2 cells were evaluated by a standard 3-(4,5-dimethylthiazol2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay. Typically, HeLa and HepG2 cells were incubated in the culture medium at 37°C in an atmosphere of 5% CO2 and 95% air for 24 h. Then, the medium was removed. The cells were incubated in cultured medium containing Her-PEG-dMNPs and Mn-Her-PEG-dMNPs with different concentrations of 0.125, 0.25, 0.5, 1, and 2 mg/ml for 24 h and washed with the medium twice. The MTT solution (20 µl, 0.5 mg/ml) was added to each well, and the cells were incubated for 4 h without light at 37°C. After removal of the supernatant, the residues were lysed with 150 µl of dimethyl sulfoxide (DMSO). Finally, the light absorption (OD) values were measured at 490 nm with a microplate reader. The untreated cells were processed analogously, and their OD values were used as the reference to calculate 100% cellular viability.



Radiosynthesis and Quality Control of the Radiotracer

64Cu was diluted with hydrochloric acid (0.01 M, 300 µl), then a small amount of sodium acetate (0.1 mol/L) was added to adjust the pH to 5.5, and then Her-PEG-dMNP (2 mg/ml) was added and incubated at 40°C for 1 h. When the reaction was over, saturated EDTA solution (0.05 M) was added and mixed with the reaction liquid. 64Cu-Her-PEG-dMNP was purified using PD-10 column in PBS (pH = 7.4). 124I can label Her-PEG-dMNPs in situ using N-bromosuccinimide as the oxidant. The 124I buffer was diluted with PB solution (0.1 M, 500 µl) before being added to the Mn-Her-PEG-MNPs. Then, 20 µl N-bromosuccinimide (NBS, 5.6 mM) was added to the above solution for 1 min. The radiolabeled reaction was then ended and the 124I-Her-PEG-dMNP was achieved via the PD-10 column in PBS buffer, and radio-TLC was used to detect the radiolabeling rate of the 124I-Her-PEG-dMNPs with acetone as the developer. The stability of the 64Cu-HER-PEG-dMNPs and 124I-Her-PEG-dMNPs in vitro was measured by incubations in PBS (pH = 7.4) and 5% HSA solution. Radio-TLC was used to analyze the radiochemical purity of the 124I/64Cu-Her-PEG-dMNPs at different time points.



In-Vitro Cell Uptake

One day before the study, human ovarian carcinoma SKOV-3 cells were seeded in 24-well plates at an average of 1 × 105 cells per well and incubated overnight in 1 ml of DMEM medium. Prior to the study, the cells were washed twice with 1 ml of cold PBS, and after the culture solution was aspirated in each well, the cells were re-incubated with 500 μl of serum-free medium for 2 h at 37°C. Then, four wells in every dish were divided into one group. A total of 37 kBq of 124I/64Cu-Her-PEG-dMNPs in 500 µl serum-free medium was added to each well, and the cells were cultured at 37°C with 5% CO2. To assess the specific targeting ability of 124I/64Cu-Her-PEG-dMNPs for targeting HER2, three groups of SKOV-3 cells (n = 4) were co-incubated with 124I/64Cu-HER-PEG-dMNPs and 20 µg of Her-PEG-dMNPs. After co-incubation with the radiotracer for 10, 30, 60, and 120 min, the cell culture media of each group was sequentially aspirated, and the cells were rinsed three times with 1 ml of cold PBS and lysed with 500 µl of 0.5 M NaOH. Cell lysates in each well were then collected and counted by a γ-counter.



Subcutaneous Tumor Models

All animal procedures were performed in accordance with the Guidelines for the Care and Use of Laboratory Animals of Peking University (Beijing, China), and experiments were approved by the Animal Ethics Committee of the National Regulation of China for the Care and Use of Laboratory Animals and in compliance with the guidelines established by Peking University Cancer Hospital Animal Care and Use Committee. The PDX models were constructed as in reference (11). Fresh tumor tissue mass derived from patients was inoculated into the right groin area of NOD-SCID mice, and the tumor tissue was removed when the tumor grew to 1 cm in diameter. The tissue blocks were cut into 0.05 cm * 0.05 cm * 0.05 cm for subculture.



Pharmacokinetics Studies

Healthy KM mice (18–20 g) were used to conduct the pharmacokinetics study. Mice were sealed off 3 days in advance with 0.5% potassium iodide (KI), and 124I-Her-PEG-dMNP (3.7 MBq) was intravenously injected into each mouse (n = 5) at set intervals (1, 3, 5, 10, 15, 30, 60, and 120 min and 4, 8, 24, 48, and 72 h). Then, 64Cu-Her-PEG-dMNP also was intravenously injected into each mouse (n = 5) at set intervals (1, 3, 5, 10, 15, 30, 60, and 120 min and 4, 8, 24, and 48 h) and into the blood through the orbital vein. The blood samples were weighed before counting using a γ-counter. The results were calculated as the percentage of injected dose per gram (%ID/g, mean ± SD), and the parameters of the pharmacokinetics were analyzed using the GraphPad Prism software.



Micro-PET/CT Imaging Studies in PDX NOD-SCID Mice

Micro-PET/CT imaging studies were conducted by using PDX model NOD-SCID mice with a micro-PET/CT system (Super Nova PET/CT, PINGSENG, Shanghai, China). Tumor-bearing NOD-SCID mice were injected in situ with 124I-Her-PEG-dMNPs and 124I-PEG-dMNPs (1.11 MBq). Anesthesia for the animals was performed using a PINGSENG isoflurane gas anesthesia system. Axial and coronal PET/CT images of the tumor were collected at 2, 24, 48, and 72 h. The mice were anesthetized with isoflurane before imaging, and anesthesia was maintained during imaging (volume coefficient 1%). Micro-PET images were acquired for 15 min and reconstructed with attenuation correction based on the CT data (CT–AC reconstruction). Regions of interest (ROIs) were drawn on the CT images and further mapped on PET. The experiments were repeated three times at each time point.



PET/MRI of the Mn-Her-PEG-dMNPs

For in-vivo MRI, PDX model NOD-SCID mice (n = 3) were first anesthetized by intraperitoneal injection of 4% chloral hydrate solution (50 mg/kg), when the tumors reached approximately 0.8 cm, followed by in-situ injection of Mn-Her-PEG-dMNPs (0.125 mM, 30 µl/mouse). Axial images of tumor locations were collected at 2, 24, and 72 h, using a clinical 1.5-T magnetic resonance scanner (Siemens) with animal microcoils. The MRI sequence was as follows: TR, 531 ms; TE, 9.1 ms; flip angle, 30°; FOV, 160 × 100 mm2; matrix, 256 × 256; and slice thickness, 3 mm. The analysis of the PET/MRI signal in the tumor images was conducted with the 3D Slicer software.



Immunohistochemistry of PDX Tumor Tissues

Mice were sacrificed after the last imaging point, and then the tumor tissue was immediately removed and fixed in formalin. For immunohistochemical staining, sections of PDX tumor tissue were placed in a beaker containing citrate antigenic repair solution. Intermittent heating was performed three times with microwaves. Then, the tissue was treated with 10% goat serum at 37°C for 30 min. After being rinsed three times with PBS, the samples were incubated overnight with anti-HER2 antibody (1:300) at 4°C, and then sections were incubated with biotinylated goat anti-rabbit (HRP) antibody (1:1,000) at 37°C for 30 min. The sections were then stained with DAB substrate kit and hematoxylin and differentiated with 0.25% hydrochloric alcohol. Sections were dehydrated and sealed with neutral gum and photographed for analysis.




Results


Synthesis and Characterization of the HER-PEG-dMNPs

Scheme 1 shows the reaction flowchart of the Her-PEG-dMNP imaging probe. Typical scanning electron microscopy (SEM) and transmission electron microscopy (TEM) imaging showed that the synthesized dMNPs and Her-PEG-DMNPs had clear structures and uniform and regular shapes and sizes (Figures 1A, B). As shown in Figures 1C, D and Figure S1, the hydrodynamic particle size of dMNPs is about 62.25 ± 6.12 nm, and PEG-dMNP was 101.28 ± 13.63 nm, which was slightly higher than before. To construct a targeted probe for tumors with high HER2 expression, trastuzumab with an active sulfhydryl group was bound to the surface of the nanoparticles by electrophilic substitution, and the size of Her-PEG-dMNPs increased to 148.16 ± 20.04 nm. The 1H-NMR spectra of PEG-dMNPs in D2O showed an emerging peak at 3.5 ppm, which represented the –OCH2CH2O– group of the PEG molecule (Figures 1E, F). In addition, both Her-PEG-dMNPs and Mn-Her-PEG-dMNPs showed high biocompatibility and low cytotoxicity in HepG2 and HeLa cells after being cultured for 24 h (compared with the non-toxic control). The results showed that the cell survival rate was above 95% when the concentration of both probes reached 2 mg/ml (Figures 2A, B).




Scheme 1 | Synthesis and characterization of 124I/64Cu-Mn-Her-PEG-MNPs. 124I, 64Cu, and Mn2+were used to construct a tumor special nanoprobe for MRI/PET imaging of the gastric cancer PDX model. All the numerical data are presented as mean ± SD. *P < 0.05; **P < 0.01; ***P < 0.001 by two-way ANOVA. The symbols **, *** indicates statistically significant, very statistically significant, and the expanded form of ns indicates no statistically significant.






Figure 1 | Characterization of the nanoprobe. (A) SEM of dMNPs with a scale bar = 1 µm, and Her-PEG-dMNPs (reduction) with a scale bar = 200 nm. (B) TEM of dMNPs and Her-PEG-dMNPs (reduction) with scale bars = 1 µm and 200 nm. Hydrodynamic size distribution graphs of PWS-dMNP (C) and Her-PEG-dMNPs (D). (E) 1H-NMR spectra of PWS-MNP and (F) PEG-dMNPs in D2O.






Figure 2 | MTT assay using HeLa and HepG2 cells with (A) Her-PEG-dMNP and (B) Mn-Her-PEG-dMNP concentrations of 0.125, 0.25, 0.5, 1, and 2 mg/ml after incubation at 37°C. (C) Radio-TLC chromatogram of 124I-Her-PEG-dMNPs. (D) The in-vitro stability of 124I-labeled Her-PEG-dMNPs in PBS (pH = 7.4) and 5% HSA. (E) In-vitro cell uptake of 124I-Her-PEG-dMNPs in SKOV-3 cells. (F) Blood radioactivity profile of 124I-Her-PEG-dMNPs. Data were expressed as mean ± SEM. All the numerical data are presented as mean ± SD. *P < 0.05; **P < 0.01; ***P < 0.001 by two-way ANOVA. The symbols ** indicates statistically significant.





Radiosynthesis and Quality Control of the Nanoprobe

The radiochemical yield of 64Cu-Her-PEG-dMNPs was 85.1%–89.6% and the specific activity was 4.77–8.25 Bq/mg, while 124I-Her-PEG-dMNPs had a radiochemical yield of 90%–93% and a specific activity of 7.98–13.30 MBq/mg. The final purity of both radiotracers was >98% (Figure 2C and Figure S2). The in-vitro stability of 64Cu/124I-Her-PEG-dMNPs in PBS and 5% HSA was evaluated by radio-TLC. The PBS (pH = 7.4) and 5% HSA had more than 89% radioactive purity at 96 h (Figure 2D and Figure S2).



In-Vitro Cell Experiments

The cell uptake of 124I-Her-PEG-dMNPs in HER2-expressed human ovarian carcinoma SKOV-3 cell showed a higher uptake than that of 64Cu-Her-PEG-dMNPs in cells at 10 min, 30 min, and 1 h incubation time periods (Figure 2E and Figure S2). For SKOV-3 cells, the uptake of 124I-Her-PEG-dMNPs reached 0.65% ± 0.31%, 1.56% ± 0.81%, and 3.61% ± 0.74% of the collected count to the total added count (% AD/105 cells) at 30, 60, and 120 min, while the uptake of 64Cu-Her-PEG-dMNPs was 1.55% ± 1.29%, 2.43% ± 0.51%, and 4.03% ± 0.55% AD/105 cells, respectively. After blocking with the precursor, the uptake of 124I-Her-PEG-dMNPs at 60 and 120 min was significantly reduced (1.56 ± 0.81 vs. 0.72 ± 0.06 at 1 h, P = 0.008; 3.61 ± 0.74 vs. 1.24 ± 0.43 for 2 h, P = 0.002) (Figure 2E). The uptake of 64Cu-Her-PEG-dMNPs was significantly reduced at 1 and 2 h (2.43 ± 0.51 vs. 1.65 ± 0.41 for 1 h, P = 0.002; 4.03 ± 0.55 vs. 1.00 ± 0.12 for 2 h, P = 0.001) (Figure S2). These results suggest that 124I/64Cu-Her-PEG-dMNPs have specific targeting ability against HER2-expressed tumor cells.



Pharmacokinetics of 124I/64Cu-Her-PEG-dMNPs in KM Mice

The profile of radioactivity in the blood after tail injection of 124I/64Cu-Her-PEG-dMNPs in KM healthy mice was delineated using GraphPad Prism software (Figure 2F and Figure S2). Circulating pharmacokinetics of 124I/64Cu-Her-PEG-dMNPs were evaluated using a two-compartment model. The data represent mean values, representing the percentage (ID%/g) of normal (n = 5) KM mice per gram of blood injection dose. The model parameters were obtained by fitting the relationship between the percentage of injected dose per gram of blood (ID%/g) and post-injection time into the following equation: Ct (%ID/g) = SpanFast * exp(αt) + SpanSlow * exp(βt), where SpanFast and SpanSlow are the y-intercepts of the model, and α and β are the fast and slow rate constants, expressed as the reciprocal of the time axis. In this model, the equations of 124I/64Cu-Her-PEG-dMNPs in KM mice were as follows: Ct (%ID/g) = 4.507 + 406.566 * exp(−17.81t) + 319.96 * exp(−0.384t); Ct (%ID/g) = 2.588 + 207.73 * exp(−0.466t) + 52.48 * exp(−0.053t). The half-life of 124I/64Cu-Her-PEG-dMNP distribution stage was 1.485 and 0.03892 h, respectively, while the elimination stage was 12.87 and 1.803 h, respectively.



The Construction of the PDX Model and Immunohistochemistry Staining

All animal experiments were performed in accordance with the guidelines of the Animal Care and Use Committee of Peking University (Ethics Approval License: 2015KT08). HER2-positive patient-derived xenograft (PDX) models were built for multimodality imaging. When the tumor volume reached 0.5–1.0 cm in diameter, mice were randomly assigned. The represented immunohistochemistry results showed that the PDX tumor tissues exhibited high HER2 expression (Figure 4C).



Micro-PET/CT Imaging Studies in the PDX Nude Mice

We first used micro-PET/CT imaging to observe the accumulation of two radioactive tracers in HER2 highly expressing gastric cancer PDX model tumor site with 124I/64Cu-Her-PEG-dMNPs. In recent years, studies have shown that nanoprobes will be rapidly removed after in-vivo injection by human phagocytes, and their targeting function is also affected by the inevitable formation of protein crown. In-situ tumor injection, to some extent, can avoid such effects. The images of delayed acquisition are shown in Figure 3A and Figure S3. Both 124I and 64Cu showed excellent retention effects in the PDX model (n = 3) by in-situ injection compared with the control of the non-targeted molecular probe. ROI-based micro-PET/CT quantification analysis of those probes is shown in Figures 3B, C. The maximum standardized uptake values (SUVmaxs) of the liver were 0.24 ± 0.03, 0.42 ± 0.01, 0.38 ± 0.06, and 0.11 ± 0.01 at 2, 24, 48, and 72 h of 124I-Her-PEG-dMNPs, compared with the SUVmaxs of 0.87 ± 0.17, 1.47 ± 0.05, 1.72 ± 0.15, and 1.05 ± 0.05 at 2, 24, 48, and 72 h of 124I-PEGdMNPs (Figure 3D). The SUVmaxs of tumor sites were 3.01 ± 0.59, 1.63 ± 0.07, 1.19 ± 0.06, and 1.04 ± 0.06 of 124I-Her-PEG-dMNPs, compared with the SUVs of 2.86 ± 0.52, 0.90 ± 0.04, 0.45 ± 0.16, and 0.07 ± 0.01 of 124I-PEG-dMNPs (Figure 3E). The retention effect on the tumor was significantly different, indicating that the probe had good specificity for HER2-positive PDX tumor tissues. These results showed that the majority of 124I/64Cu-Her-PEG-dMNPs remained in the tumor at 2 h after injection, and a little part was distributed to the liver over time. The probe uptake was low in the liver and gradually decreased after 48 h, which was significantly different from the control group (124I-PEG-dMNPs).




Figure 3 | (A) Micro-PET/CT imaging of 124I-Her-PEG-dMNPs and 124I-PEG-dMNPs in the gastric cancer PDX model at 2, 24, 48, and 72 h post-injection (the white arrows depicted the tumors; L, liver; T, tumor). (B, C) The SUVmax of the organs in the PDX model based on semiquantification of ROIs. The SUVmax of the liver (D) and tumor (E) based on micro-PET/CT imaging of ROI. The data were expressed as SUVmax ± SEM. All the numerical data are presented as mean ± SD. *P < 0.05; **P < 0.01; ***P < 0.001 by two-way ANOVA. The symbols **, *** indicates statistically significant, very statistically significant.





PET/MR Imaging and Analysis

Manganese (Mn) as a natural cell component has good biosafety and can be used in cellular and mitochondrial functions to avoid long-term side effects (33). Mn2+ saturation can increase the T1-weighted relaxation rate and reduce the dosage of the contrast agent (34). (124I, Mn)-Her-PEG-dMNPs can be used for long-term multimodal imaging monitoring over the course of treatment. Therefore, we attempted to use PET/MRI dual enhancement imaging to monitor the high tumor uptake and retention of (124I, Mn)-Her-PEG-dMNPs. The gastric cancer PDX tumor-bearing mice were used for imaging monitoring (n = 3). There were significant PET/MRI signals in the tumor site at 2 h after injection of the nanoprobe, and the signals were not concentrated in the liver or other phagocytic organs at 2, 24, and 72 h (Figure 4A). The T1-weighted MR signal of the tumor site slightly declined after 72 h, but the PET signal also showed strong retention at the tumor site.




Figure 4 | (A) T1-weighted MR axial images of gastric cancer PDX model at 2, 24, and 72 h post-injection Mn-Her-PEG-dMNPs (tumor site enveloped by a red dotted line). (B) The radioactivity distribution of PET/MRI assessed by the T/NT ratios of SUVmax and MR signal changed over time at the tumor site as determined using the ROI. (C) Immunohistochemical staining for gastric cancer PDX model tumor tissues. Scale bar = 100 µm.



Statistical analysis of the SUVmax and MR signals in the tumor site showed that the tumor/non-tumor (T/NT) values of the two signals decreased slowly (Figure 4B). However, the SUVmax signal and the MR signal in the liver were almost not significantly increased, which was basically consistent with the PET/MR images, indicating the strong retention effect of probes in the tumor site. This study truly realized the practical value of the theranostic functions of (124I, Mn)-Her-PEG-dMNPs.




Discussion

With a half-life of 12.7 h, 64Cu is considered suitable for PET and tumor radionuclide therapy and can be used to radiologically label various peptides and other biologically related small molecules, monoclonal antibodies, proteins, and nanoparticles (35). With a longer half-life of 100.8 h, 124I is suitable for in-vivo monitoring of drugs with long circulation (36). 64Cu can label Her-PEG-dMNPs efficiently by adsorption alone. The classic iodine-labeled method with NBS was used as an oxidant to oxidize the active dihydroxyindole/indolequinone ring of Her-PEG-dMNPs for electrophilic substitution reaction labeling of 124I. In the field of animal models, the PDX model is a new generation of tumor model, which was established by inoculating tumor tissue of surgical resection patients into immunodeficient mice. This model retains the histological and genetic characteristics of primary tumors and maintains the heterogeneity of the tumors of patients. The pharmacodynamic results are highly correlated with clinical practice. In this study, we synthesized and characterized a novel 124I/64Cu-Mn-Her-PEG-dMNP nanoprobe and further applied it to the micro-PET/CT and PET/MR imaging in HER2 highly expressing gastric cancer PDX model.

Trastuzumab has been successfully applied in the treatment of HER2 highly expressing gastric cancer, but its potential cardiotoxicity and drug resistance limit its clinical use (10). We have tentatively designed a novel nanoprobe to be coupled with trastuzumab to solve these problems. This nanoprobe fused active targeting and passive targeting, which can greatly improve the targeting efficiency and retention time in the tumor site and reduce the biological half-life of monoclonal antibodies. In addition, the melanin nanoparticles used in this study have photothermal treatment functions, and they can also label therapeutic nuclides to construct integrated theranostics probes to reduce drug resistance during long-term treatment.

The dMNPs were synthesized by the oxidation and self-polymerization of dopamine in a simple method. We selected radionuclide 124I and 64Cu to construct a micro-PET/CT imaging nanoprobe for matching the pharmacokinetic distribution of Her-PEG-dMNPs in vivo. Melanin has a strong chelating property for a variety of metal ions, including Cu2+, Fe3+, and Mn2+. The melanin nanoparticles can perform metal adsorption and nuclide labeling without the introduction of chelating groups, which greatly simplifies the preparation process and reduces the possible probe heterogeneity. Mn2+ is a trace element in the human body and can be fully metabolized in living organisms (33). In contrast, although Gd3+ has a higher T1-weighted MR relaxation rate than Mn2+, its potential brain toxicity remains an important issue (37).

In this study, the labeling and purification process of 124I-Her-PEG-dMNPs took only 5 min with 98% radiochemical yield, suggesting a more convenient labeling synthesis with higher yield. However, the labeling and purification process of 64Cu-Her-PEG-dMNPs took 1 h, and the average labeling rate was lower than 124I-Her-PEG-dMNPs. After 96 h of incubation, the average radiochemical yield reached 89% of 124I-Her-PEG-dMNPs and 64Cu-Her-PEG-dMNPs, which proved that both radioactive probes have good stability in vitro. In the cell uptake experiment, the uptake of 124I/64Cu-Her-PEG-dMNPs in SKOV-3 cells, which have high HER2 expression, could be blocked by excessive Her-PEG-dMNPs. While both probes showed preliminary specificity for HER2 in SKOV-3 cells, 124I-Her-PEG-dMNPs showed superior contrast due to better matching of full-length antibody pharmacokinetics, which has better application prospects. The micro-PET/CT and PET/MRI of different nanoprobes indicate that the 124I-Her-PEG-dMNP probe has high specificity for the PDX model and also conforms to the EPR effect of nanoparticles (38). In MRI imaging, the magnetic resonance signal of the tumor site was significantly enhanced with the passage of time, which proved that Mn-Her-PEG-dMNPs had a good contrast effect. At present, the clinical application of MRI-targeted contrast agents have been rarely reported, which is related to the poor sensitivity of traditional contrast agents, and only excessive contrast agent injection can obtain the enhancement effect of image visibility. The new multimodal imaging probe constructed in this study was based on the high drug loading rate of nanoparticles, which significantly improved the load of the MRI contrast agent, and was expected to provide guidance for further development of magnetic resonance-targeted contrast agents.



Conclusions

We developed novel nanoprobes targeting a HER2 expression gastric cancer PDX model with micro-PET/CT and PET/MRI imaging to improve the retention time of monoclonal antibodies in tumor sites, reduce cardiac toxicity, and monitor the therapeutic effect in real time through multimodal imaging. Then, the safety of the nanoprobes was verified by cytotoxicity characterization, and its specificity and metabolism were evaluated by in-vitro cell uptake and pharmacokinetics. These results support the possibility of using the nanoprobe for the diagnosis of theranostics in gastric cancer.
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Background

Microvascular invasion (MVI) has been shown to be closely associated with postoperative recurrence and metastasis in patients with intrahepatic cholangiocarcinoma (ICC). We aimed to develop a radiomics prediction model based on contrast-enhanced CT (CECT) to distinguish MVI in patients with mass-forming ICC.



Methods

157 patients were included and randomly divided into training (n=110) and test (n=47) datasets. Radiomic signatures were built based on the recursive feature elimination support vector machine (Rfe-SVM) algorithm. Significant clinical-radiologic factors were screened, and a clinical model was built by multivariate logistic regression. A nomogram was developed by integrating radiomics signature and the significant clinical risk factors.



Results

The portal phase image radiomics signature with 6 features was constructed and provided an area under the receiver operating characteristic curve (AUC) of 0.804 in the training and 0.769 in the test datasets. Three significant predictors, including satellite nodules (odds ratio [OR]=13.73), arterial hypo-enhancement (OR=4.31), and tumor contour (OR=4.99), were identified by multivariate analysis. The clinical model using these predictors exhibited an AUC of 0.822 in the training and 0.756 in the test datasets. The nomogram combining significant clinical factors and radiomics signature achieved satisfactory prediction efficacy, showing an AUC of 0.886 in the training and 0.80 in the test datasets.



Conclusions

Both CECT radiomics analysis and radiologic factors have the potential for MVI prediction in mass-forming ICC patients. The nomogram can further improve the prediction efficacy.





Keywords: intrahepatic cholangiocarcinoma, microvascular invasion, radiomics, computed tomography, nomogram



Introduction

Intrahepatic cholangiocarcinoma (ICC) arises from the epithelial cells of the intrahepatic bile ducts and is the second leading primary liver malignancy (1). ICC can be classified into intraductal, periductal infiltrative, and mass-forming types with macroscopic growth classification. The mass-forming ICC is the most predominant type, accounting for 80% to 90% of all ICC cases (2, 3). According to statistics, the incidence and mortality of ICC are continuously increasing worldwide over the years (4, 5). Surgery is the mainstay of therapy for localized, resectable ICC; Nevertheless, the prognosis remains unsatisfactory, with 5-year overall survival ranging from 15% to 23% (6, 7). High rates of recurrence and metastasis following resection are the leading causes of poor prognosis. In fact, recurrence is estimated to occur in 45% to 70% of patients with ICC (7–10).

Studies have revealed that microvascular invasion (MVI) is a considerable poor-prognostic factor in ICC. MVI has been shown to be closely associated with postoperative recurrence and metastasis (11–13). Tsukamoto et al. (14) reported that the absence of MVI and lymph node metastasis were the only two independent factors for recurrence-free survival over 5 years after liver resection for ICC. Hu et al. (15) showed that ICC patients with MVI exhibited enhanced aggressive behavior with a higher incidence of adjacent tissue infiltration, organ invasion, and satellite lesions; In addition, patients with MVI had a significantly worse disease-free survival (DFS) than patients without MVI. Moreover, Ercolani et al. (16) demonstrated that patients without MVI significantly experienced favorable median overall survival (OS) time than those patients with MVI in all types of cholangiocarcinoma. In contrast to macrovascular invasion, which can be evaluated by radiologic images, MVI can only be detected by postoperative pathological examination, limiting its value in the clinical setting. Recently, some studies have been performed to identify preoperative predictive markers for ICC patients with MVI. Laboratory parameters, including routine blood tests, liver function, and cancer biomarkers such as ALT, AFP, CA-199, have been screened and defined as predictive indicators (17, 18). However, despite the relative ease of obtaining these data, some parameters are controversial and have to be systematically evaluated in clinical practice. Radiological characteristics, such as tumor morphology, arterial phase enhancement pattern, tumor diameter, and apparent diffusion coefficient (ADC) values, were associated with MVI in ICC patients (18, 19). However, imaging features were assessed subjectively and may lead to interobserver variability.

Radiomics, an omics-based approach allowing for the extraction of quantitative features from raw medical images, has been used to perform objective and quantitative analysis of tumor heterogeneity and cancer phenotype (20). Radiomics has been widely utilized in predicting MVI for patients with hepatocellular carcinoma (HCC), and its feasibility and potential benefits have been proved (21–23). However, few studies have evaluated the prediction value of radiomics for ICC. Zhou et al. (24) exacted features from MRI images and a fusion radiomics signature comprising seven features was established for MVI prediction in ICC patients with an area under the receiver operating characteristic curve (AUC) of 0.85. Contrast-enhanced CT (CECT) is the most common imaging modality for diagnosis and assessment of ICC; however, there are currently no studies that evaluated the radiomics analysis of CECT for MVI prediction in patients with ICC.

Therefore, we aimed to verify whether radiomics analysis based on CECT could be useful to predict MVI in mass-forming ICC. Additionally, clinical-radiologic predictors were also evaluated and compared with radiomics analysis.



Materials and Methods


Patient Characteristics

182 patients with pathologic diagnosis of ICC after hepatectomy were retrospectively identified in our hospital from March 2013 to May 2021. Inclusion criteria were as follows: (1) Malignancies were classified as mass-forming ICC; (2) CECT scans performed within two weeks before surgery; (3) MVI status was described on pathology reports. Exclusion criteria were: (1) Pathology-confirmed malignancies were mixed, periductal infiltrative or intraductal growing types of ICC; (2) prior intervention or partial hepatectomy; (3) Lack of contrast-enhanced CT scans or insufficient image quality; (4) Grossly tumor thrombus in the portal vein or bile duct tumor thrombosis. The detailed selection process is described in Figure 1. Of the 182 screened patients,157 patients were finally enrolled and randomly assigned to a training dataset (n=110) and a test dataset (n=47), with a split ratio of 7:3. The Ethics committee of our hospital approved the present retrospective study.




Figure 1 | Flow chart of patients recruitment in this study.





Clinical Characteristics and Radiological Evaluation

Demographic covariates were collected and compared between the MVI group and non-MVI group both in training and test datasets, including age, sex, hepatitis B immunology, platelet count (PLT), serum albumin (ALB), serum direct bilirubin (DB), serum total bilirubin (TB), γ-glutamyl transpeptidase (GGT), alkaline phosphatase (ALP), serum alanine aminotransferase (ALT), aspartate aminotransferase (AST), international normalized ratio (INR), prothrombin time (PT), carcinoembryonic antigen (CEA), Carbohydrate antigen199 (CA-199). Radiological features, including the number of segments involved, satellite nodules, lymph node status, intrahepatic duct dilatation, tumor contour, arterial rim enhancement, arterial hypo-enhancement, intratumor vascularity, hepatic capsular retraction, were blindly evaluated and recorded by two readers. The detail of radiological evaluation and our protocol for CECT scan acquisition is described in the Supplementary Presentation.



Histology

All resected specimens were examined and cross-checked by at least two senior pathologists. Seven tissues were harvested and examined for MVI diagnosis from the resected specimen, including the central and four sides of tumor tissues and two adjacent non-carcinoma tissues. MVI was defined as the invasion of tumor emboli into a vascular space that only can be detected on microscopy (25).



Radiomic Feature Extraction

The radiomics workflow is depicted in Figure 2. Region of interests (ROIs) of the whole tumor was contoured on arterial and portal venous phase of CT images using ITK-SNAP software (The specific ROIs segmentation was shown in the Supplementary Presentation). The Pyradiomics toolkit was used to extract features from each three-dimensional ROI (26). For each phase, 1130 radiomics features were extracted, including 18 first-order features, 14 shape features, 75 textural features, 279 Laplacian of Gaussian features (sigma=3.0,4.0,5.0), and 744 wavelet features. In total, 2260 features derived from arterial and portal phases were obtained for each patient. The parameter setting for radiomics features extraction and the detailed radiomics features is depicted in the Supplementary Presentation and Supplementary Table.




Figure 2 | Workflow for the radiomics process. After CT images were acquired, segmentation of the tumor was performed. The extracted radiomics features include first-order, shape, Laplacian of Gaussian, texture, and wavelet features. A four-step approach was performed for feature dimension reduction. Intra- and inter-class correlation coefficient (ICC) was used to evaluate the reproductivity of features. Values lower than 0.8 were eliminated. Student’s t-test or Mann–Whitney-U test was performed to find the differential radiomics features. A heatmap shows the Pearson correlation coefficients matrix among radiomics features. Rfe-SVM was applied to develop the radiomics signature. A nomogram was constructed by integrating independent radiological predictors and portal phase image radiomics signature. The nomogram and radiologic model’s discriminative ability were compared with the ROC curve analysis and quantified by the AUC. The calibration curve demonstrated good agreement between the actual and nomogram predicted probabilities.





Radiomics Signature Construction

Before feature dimension reduction, values of radiomics features were transformed to a normal distribution by the z-score method. Then, feature dimension reduction and selection were performed in a four-step approach. Firstly, the intra- and inter-class correlation coefficient was used to evaluate the repeatability of radiomics features between the intra- and inter-observer. Features with intraclass and interclass correlation coefficients lower than 0.80 were eliminated. The specific process was described in the Supplementary Presentation. Secondly, Mann–Whitney-U test or Student’s t-test was applied to find the differential radiomics features with effects of p < 0.05 were considered statistically significant. Thirdly, Pearson correlation coefficient > 0.75 was used as a cutoff to eliminate the highly correlated features. Lastly, a recursive feature elimination support vector machine (Rfe-SVM) method was performed to construct the radiomics signature. The formula of the radiomics signature was displayed in the Supplementary Presentation.

According to the process set up above, three radiomics signatures were developed based on features exacted from the arterial phase, portal phase, and pooling features of the two phases. Receiver operating characteristic (ROC) analysis was performed to assess the three signatures’ predictive capability.



Development of the Clinical Model and the Nomogram

For constructing the clinical model, univariate analysis was applied to identify independent risk factors (including clinical characteristics and CECT radiological features) between the MVI and the non-MVI groups. The multivariate logistic model was built with significant factors (p<0.05) from the univariate analysis as inputs. Odds ratios (OR) and their 95% confidence intervals (CI) were used to express the estimate relative risk. The clinical-radiomics nomogram was built using the optimal radiomics signature and independent clinical-radiologic risk factors in the clinical model. Variance inflation factor (VIF) coefficients were examined to check the collinearity. Comparison of the ROC curves among nomogram model, radiomics signature, and clinical model was performed by using DeLong’s test. A calibration curve was plotted to evaluate the calibration of the nomogram.



Statistical Analysis

The Chi-square test or Fisher exact test was used for categorical variables comparison. For continuous variables, Student’s t-test or Mann-Whitney U test was used. We considered p < 0.05 (two-tailed) as statistically significant. Statistical analysis was conducted with SPSS (v. 26.0), R software (v. 3.6.1), and Python (v. 3.9.2).




Results


Patient Characteristics

The baseline clinical-radiological characteristics are demonstrated in Table 1. The incidence of MVI between the training and test datasets shows no statistical difference (48/110 vs. 20/47, p=0.900). Patients with MVI were associated with larger tumor size, more liver segments invasion, and blurry or infiltrative tumor contour, which was confirmed in the training and test datasets. Significant differences were found in terms of age, PLT, satellite nodules, lymph node metastasis and arterial hypo-enhancement in the training dataset but not validated in the test dataset. Other baseline variables did not differ between the training and test datasets.


Table 1 | Baseline characteristics of patients.





Radiomics Signature Construction

A total of 1130 radiomics features were identified from each imaging phase. For features identified from the arterial phase image, 319 features were excluded with intraclass and interclass correlation coefficients lower than 0.8 (Figure S1). Then, 811 features were subjected to statistical hypothesis testing with Student’s t-test or Mann–Whitney-U test; 276 features were found significantly different between the MVI positive and non-MVI groups. Pearson correlation analysis found 254 features were highly correlated (correlation coefficient > 0.75) and were eliminated. Only 22 features were kept and subjected to Ref-SVM. Finally, 5 features were selected, and the arterial phase image radiomics signature was built.

The portal phase image radiomics signature with 6 features and fusion radiomics signature with 12 features were built with a similar process. The specific flow and the selected features of three radiomic signatures were shown in the Figure S2 and Table 2. The arterial phase image radiomics signature, portal phase image radiomics signature, and fusion radiomics signature showed good discriminative abilities for MVI prediction, with AUCs of 0.776 (95% CI 0.688–0.863), 0.804 (95% CI 0.723–0.885), and 0.779 (95% CI 0.692–0.865) in the training dataset, and AUCs of 0.726 (95% CI 0.581–0.871), 0.769 (95% CI 0.630–0.908), and 0.763 (95% CI 0.627–0.898), in the test dataset (Figure 3). The portal phase image radiomics signature achieved slightly better predictive performance than the other two radiomics signatures, but no statistical differences were found.


Table 2 | The list of selected features in three radiomics signatures.






Figure 3 | Predictive performance of radiomic signatures for microvascular invasion. ROC curves of radiomic signatures in the training dataset (A). ROC curves of radiomic signatures in the test dataset (B).



Compared to non-MVI group, the MVI positive group had a significantly higher portal phase image Rad-score [median (IQR)] in the training dataset [0.549 (-0.302∼1.244) vs −0.916 (-1.829∼-0.050), P < 0.001]. Consistent results were obtained in the test dataset [1.151 (-0.075∼1.855) vs −0.505 (-1.032∼0.511), P=0.003] (Figure S3).



Development of the Radiologic Model and Nomogram

Among all baseline variables, three significant predictors including satellite nodules [OR=13.73 (3.14–59.93), P<0.001], arterial hypo-enhancement [OR=4.31 (1.55–11.94), P=0.005], and tumor contour [OR=4.99 (1.76–14.18), P=0.003] were identified in the training dataset by univariate analysis and further confirmed in multivariate analysis (Table 3). The radiologic model developed with the three independent risk factors exhibited AUC of 0.822 (95% CI: 0.741–0.903) and 0.756 (95% CI: 0.616–0.895) in the training and test datasets.


Table 3 | Univariate and multivariate analyses of risk factors for MVI.



We generated the nomogram using the independent predictors in the radiologic model and portal phase image radiomics signature with logistic regression (Figure 4). The VIFs for satellite nodules, arterial hypo-enhancement, tumor contour, and portal phase image radiomics signature were less than 10 (satellite nodules: 1.11; arterial hypo-enhancement: 1.14; tumor contour: 1.02; radiomics signature: 1.03), suggesting no collinearity between these variables. The nomogram demonstrated satisfactory prediction efficacy, with an AUC of 0.886 (95% CI: 0.823–0.949) and 0.80 (95% CI: 0.675–0.925) in the training and test datasets. The specific performances of nomogram are shown in Table 4. In the training dataset, the nomogram achieved higher AUC than the radiologic model (P =0.011) and portal phase image signature (P = 0.019) (Figure 5A). However, there were no statistical differences in the test dataset (nomogram vs radiologic model, portal phase image radiomics signature; P = 0.322, P = 0.642, respectively) (Figure 5B).




Figure 4 | The radiomics nomogram was developed by incorporating the portal phase image radiomics signature, satellite nodules, arterial hypo-enhancement, and tumor contour. *p < 0.05; **p < 0.01.




Table 4 | Performance of nomogram for MVI prediction.






Figure 5 | Assessing the discriminative performance of the nomogram and comparison with other predictive models. The nomogram showed a significantly higher discriminative power than the radiomics signature and the radiologic model for the prediction of microvascular invasion in the training dataset (A), but did not differ in the test dataset (B). The calibration plots demonstrate that the nomogram-predicted probabilities were consistent with actual MVI incidence in the training (C) and test (D) datasets.



The calibration plots (Figures 5C, D) were consistent between the nomogram prediction and the actual observed probability. Decision curve analysis (Figure S4) revealed that the nomogram achieved highest net benefit compared with the radiologic model and radiomics signature. The Hosmer-Lemeshow test showed no significant both in the training (p=0.206) and test datasets (p=0.529), indicating the nomogram was well fitted. A representative case showing the discriminative ability of the nomogram is depicted in Figure S5.




Discussion

With increasing recognition of MVI and its prognostic value after hepatectomy, preoperative MVI prediction has become a research hotspot in recent years. In fact, MVI status has been considered as an important event for preoperative surgical decision-making in China. Some studies recommend that anatomical liver resection or wide resection margin is a priority for HCC patients with MVI (27–30). In ICC patients, many studies suggested that a wide surgical margin may lead to favorable survival benefits (7, 31–33). Hu et al. (32) reported that very early recurrence (defined as recurrence within 6 months) after ICC hepatectomy mostly occurred in the surgical margin site. We think that MVI plays an important role in early recurrence after ICC hepatectomy, because MVI generally occurs on the tumor edges. Furthermore, Shao et al. (34) demonstrated that the distance of MVI from the tumor was associated with survival and recurrence in ICC patients, and it seemed that there was an incremental worsening DFS and OS as distance increased.

In this study, the radiomics approach and conventional clinical-radiologic method were used and compared to predict the presence of MVI in ICC patients. The two achieved comparable performance in the prediction of MVI. Furthermore, the nomogram combined radiomics signature and significant radiological factors achieved satisfactory discriminative ability, shown by an AUC of 0.886 in the training dataset and 0.80 in the test dataset. The radiomics features selected in this study were mainly wavelet transformation features consistent with other studies for MVI prediction (21, 22, 24). Among the six features in portal phase image signature, skewness measures the asymmetry of the gray level values distribution. Three GLCM features reflect the linear relation of gray level values or the local image homogeneity. GLSZM size zone nonuniformity reflects the image variability of size zone volumes. NGTDM strength is a measure of the primitives in an image. The wavelet transformation of raw images can further reflect more accurate spatial changes across multiple dimensions (26). Features included in this study varied from Zhou’s result (24), which may be attributed to the different image modalities analyzed.

From the comparison results of baseline characteristics, we found that the number of liver segments invaded, tumor size, tumor contour, age, PLT, satellite nodules, lymph node metastasis, arterial hypo-enhancement showed a significant difference between the MVI group and non-MVI group in the training dataset. However, only tumor contour, satellite nodules, and arterial hypo-enhancement were selected as significant risk factors by multiple regression. Tumor morphology is a key feature for MVI prediction both in HCC and ICC. It seems that MVI-negative patients are inclined to have a well-defined, spherical, oval tumor contour, whereas those with MVI tend to show irregular, blurry or infiltrative contours (18, 19, 35, 36). Our results are in agreement with these reports. In terms of satellite nodules, micro-metastases invade into the portal venous system and subsequently spread to the tumor-bearing portal territories and eventually develop into microsatellite nodules (37, 38). Such a mechanism has long been accepted as the main cause of intrahepatic metastasis and postoperative recurrence (39, 40). Satellite nodules are common in ICC patients, and the incidence is reported as high as 30% (41–43). The enhancement pattern of the mass-forming ICC in the hepatic arterial phase of CECT could be classified into three types: the hypo-enhancement, the rim-enhancement, and the hyper-enhancement (44). Several studies suggest that the different enhancement patterns of mass-forming ICC show varied prognosis, and the hypo-enhancement is often associated with worse survival (44–46). Yugawa et al. (47) reported that among the three enhancement patterns, the lowest tumor microvessel density was found in the hypo-enhancement ICC and was often accompanied by larger tumor size, more frequent microvascular invasion, and a higher rate of intrahepatic and lymph node metastasis.

Our study has some limitations. Due to the highly aggressive behavior of ICC, only a low number of patients admitted to our hospital have the chance for surgical resection, thus leading to limited sample size in our study. Secondly, retrospective nature of the study may introduce inevitable selection bias. Thirdly, this is a single-center study with internal validation was performed and in the absence of external validation. Therefore, further refinements with prospective multicenter studies are needed to check out our results.



Conclusion

The findings in this study verified that both radiomics analysis and radiologic factors have the potential for MVI prediction in mass-forming ICC patients. The advantage of radiomics is that it can detect microscopic structures and quantitatively measure the microscopic changes in tissue caused by disease. The radiologic method was convenient and fast and also demonstrated good diagnostic efficacy. The combined nomogram, which integrated radiologic factors and radiomics signature, further improved the predictive performance for MVI diagnosis.
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Objective

To develop an accurate and rapid computed tomography (CT)-based interpretable AI system for the diagnosis of lung diseases.



Background

Most existing AI systems only focus on viral pneumonia (e.g., COVID-19), specifically, ignoring other similar lung diseases: e.g., bacterial pneumonia (BP), which should also be detected during CT screening. In this paper, we propose a unified sequence-based pneumonia classification network, called SLP-Net, which utilizes consecutiveness information for the differential diagnosis of viral pneumonia (VP), BP, and normal control cases from chest CT volumes.



Methods

Considering consecutive images of a CT volume as a time sequence input, compared with previous 2D slice-based or 3D volume-based methods, our SLP-Net can effectively use the spatial information and does not need a large amount of training data to avoid overfitting. Specifically, sequential convolutional neural networks (CNNs) with multi-scale receptive fields are first utilized to extract a set of higher-level representations, which are then fed into a convolutional long short-term memory (ConvLSTM) module to construct axial dimensional feature maps. A novel adaptive-weighted cross-entropy loss (ACE) is introduced to optimize the output of the SLP-Net with a view to ensuring that as many valid features from the previous images as possible are encoded into the later CT image. In addition, we employ sequence attention maps for auxiliary classification to enhance the confidence level of the results and produce a case-level prediction.



Results

For evaluation, we constructed a dataset of 258 chest CT volumes with 153 VP, 42 BP, and 63 normal control cases, for a total of 43,421 slices. We implemented a comprehensive comparison between our SLP-Net and several state-of-the-art methods across the dataset. Our proposed method obtained significant performance without a large amount of data, outperformed other slice-based and volume-based approaches. The superior evaluation performance achieved in the classification experiments demonstrated the ability of our model in the differential diagnosis of VP, BP and normal cases.





Keywords: deep learning, CT, CNN, ConvLSTM, lung diseases



1 Introduction

COVID-19, the latest in viral pneumonia diseases, is an acute respiratory syndrome that has spread rapidly around the world since the end of 2019, having a devastating effect on the health and well-being of the global population (1, 2). To diagnose viral pneumonia (limited to COVID-19 in our work), reverse transcription-polymerase chain reaction (RT-PCR) has widely been accepted as the gold standard. However, shortages of equipment and strict requirements for testing environments limit the rapid and accurate screening of suspected subjects. Furthermore, RT-PCR testing is also reported to suffer from a high false-negative rate (3), with a low sensitivity of only 71%. In clinical practice, radiological imaging techniques, e.g., X-rays and computed tomography (CT), have also been demonstrated to be effective in diagnosis, and also follow-up assessment and evaluation of disease evolution (4, 5). CT is the most widely used imaging technique, due to its high resolution and three-dimensional (3D) view, and its relatively high detection sensitivity of around 98% (6). For example, the study (5) found that the dynamic lesion process of viral pneumonia (from ground-glass opacity in the early stage to pulmonary consolidation in the late stage) can be observed in CT scans, and its CT manifestations have been emphasized.

Bacterial and viral pathogens are the two leading causes of pneumonia, but require very different forms of management (7). Bacterial pneumonia requires urgent referral for immediate antibiotic treatment, while viral pneumonia is treated with supportive care. Therefore, accurate classification of different types of pneumonia is imperative for timely diagnosis and treatment. However, the imaging features of viral and bacterial infections are not often compared, and the only imaging feature that was significantly different between the viral and bacterial lung infection was the frequency of diffuse airspace disease (8). In the case of a typical viral pneumonia, in clinical practice, it is difficult to accurately differentiate viral pneumonia from bacterial pneumonia. See Figure 1 as an example. In clinical practice, especially in primary medical institutions, the consistency of imaging diagnosis of pneumonia pathogens is poor (9–11). Moreover, it is time consuming for radiologists to read CT volumes that contain hundreds of 2D slices. As such, it is of great practical significance to quickly and accurately identify pathogens to guide individualized anti-infectious treatment and minimize and delay the occurrence of drug resistance.




Figure 1 | Example axial CT slices of viral pneumonia (A), bacterial pneumonia (B). Accurate classification of different types of pneumonia is imperative for timely diagnosis and treatment. However, viral pneumonia and bacterial pneumonia display similar appearances in a CT image, which makes it difficult to accurately differentiate a patient with viral pneumonia from a case of bacterial pneumonia.



As an emerging technology in medical image analysis, artificial intelligence (AI) has been widely employed for lesion segmentation, and for clinical assessment and diagnosis of lung-related diseases via radiological imaging (12, 13). Recently, many novel AI techniques for viral pneumonia have been presented (1). For instance, Ouyang et al. (14) proposed a dual-sampling attention network for the differential diagnosis of COVID-19 from Community Acquired Pneumonia (CAP) (14, 15), and Fan et al. (16) introduced an automatic COVID-19 lung infection lesion segmentation method using a deep network. These works are useful for detecting and controlling of the spread of COVID-19. However, there are very few studies on differentiating COVID-19 from other etiological pneumonias, despite success in using deep learning (DL) approaches to discriminate bacterial and viral pneumonias in pediatric chest radiographs (17, 18).1

Further, most existing works make use of 2D CT slices, and the lack of continuity information makes it impossible to capture the true spatial distribution of the lesion in the lungs. To this end, some recent studies have attempted to use entire 3D volumes to train a 3D classification or segmentation model directly (14, 19) ,achieving a slightly better performance than the approaches based on 2D slices. However, these 3D volume based approaches greatly increase the computational load, and require much more powerful and expensive hardware configurations. Additionally, 3D volumes may contain large portions of redundant information, which leads to great difficulty in accurately identifying small lesions. The imaging appearance of viral and bacterial lung infection has considerable similarity, and that, in any individual case, the viral pneumonia cannot reliably be distinguished from bacterial infections (8, 20). For example, viral pneumonia and bacterial pneumonia have some image features in common, such as ground glass opacities and interstitial changes in the peripheral zone of lungs, and accompanied by partial consolidation. The only imaging feature that was significantly different between the viral and bacterial lung infection was the frequency of diffuse airspace disease (8). Precise characterization of the spatial morphology of the infected regional lesions is essential to distinguish the two infection types by CT imaging.

In this paper, we treat the spatially continuous 2D CT slices as a time sequence and proposed a unified sequence-based pneumonia classification network (SLP-Net) for differentiating viral pneumonia (VP) from bacterial pneumonia (BP) and normal control cases. Our network comprises a CNN encoder and the ConvLSTM module, and sequence attention maps are used for auxiliary classification. As stated above, the precise characterization of the lesion is the key to distinguish the different pneumonia types. The combination of these components ensures the model pay more attention to spatial morphology of the lesion during the decision making. Specifically, the encoder with multi-scale receptive fields is first used to extract local representations of the sequence. Then we apply the ConvLSTM to acquire spatial information of these sequence features, modeling the distribution of the lesion. To optimize the SLP-Net, we introduce a novel adaptive-weighted cross-entropy (ACE) loss, with a view to ensuring that as many valid features from the previous images as possible are encoded into the subsequent CT image. Given the fact that the final diagnosis conclusion needs to be made for each patient, case-based prediction rather than a slice- or sequence-based prediction is more valuable. To obtain case-based prediction, in addition to the classification result of the sequence, we also use sequence attention maps to aid the case-level classification, aiming to enhance the confidence of the results. We collect a dataset of 258 chest CT volumes (153 VP, 42 BP, and 63 normal control cases). The experimental results show that the proposed SLP-Net achieves an accurate classification performance of viral pneumonia, bacterial pneumonia, and normal control, which could benefit the large-scale screening and control of viral pneumonia, and also enable efficient treatment for different types of pneumonia.

We organize the remainder of this paper as follows. In Section 2, the existing methods of AI-enpowered viral pneumonia analysis are briefly reviewed. In Section 3 we give detailed descriptions of collected datasets. Section 4 introduces the proposed SLP-Net. In Section 5, we present the experimental results and discuss the effectiveness, robustness, and efficiency of the SLP-Net. Section 6 concludes the paper and indicates directions for future work.



2 Related Work

AI-based medical image analysis plays an essential role in the global fight against COVID-19, and a considerable number of approaches have been proposed in the past five months. This body of work on COVID-19 has focused primarily on two problems: lesion segmentation (16, 21, 22), and automated screening (23–31). For example (16), recently introduced a parallel partial decoder to aggregate high-level features, using an implicit reverse attention and explicit edge-attention to model boundaries and enhance representations so as to identify infected regions from 2D chest CT slices. To alleviate the shortage of labeled data, a semi-supervised segmentation framework based on a randomly selected propagation strategy was applied by (21). They proposed a relational approach, in which a non-local neural network module was introduced to efficiently learn both visual and geometric relationships among all convolutional features.

However, automated viral pneumonia (e.g., COVID-19) screening has attracted even more attention. For instance (32), introduced a COVID-19 detection method with multi-task DL approaches, using an inception residual recurrent convolutional neural network (CNN) with transfer learning. Their detection model achieved 84.67% accuracy from X-ray images (33). proposed a deep features fusion and ranking technique to detect COVID-19 in its early phase. They employed a pre-trained CNN structure to obtain a set of features, which were subsequently fused and evaluated with a support vector machine (SVM) classifier. In the classification task of COVID-19 and no COVID-19, their proposed method obtained 98.27% accuracy on their own dataset (34). applied a modified residual network, called DeepPneumonia, based on ResNet50 for slice-level classification, and could discriminate the COVID-19 patients from the bacteria pneumonia patients with an AUC of 0.95 (23). built multiple deep convolutional neural models for classifying chest X-ray images into normal and COVID-19 cases, which obtained 96.1% accuracy (35). proposed a unified latent representation to explore multiple features describing CT images from different views, a method that can completely encode information from different features aspects and is endowed with a promising class structure for separability. Performance in diagnosis for COVID-19 and community-acquired pneumonia (CAP) is 95.5% in terms of accuarcy. An infection size-aware random forest method was introduced by (15) for the differentiation of COVID-19 from CAP, in which patients were automatically categorized into groups with different extensions of infected lesion sizes, followed by generation of random forests with each group for classification. The method achieved an accuracy of 89.4% in discriminating COVID-19 from CAP.

However, all of the above mentioned works are based on 2D images, the spatial correlation between consecutive CT scans is neglected by most slice-based methods, despite this being essential for the screening of lung diseases. A variety of volume-based methods have been proposed in an attempt to address this deficiency (19). proposed an attention-based deep 3D multi-instance learning method to screen COVID-19 from 3D chest CT sacns, using a weakly supervised learning framework that incorporates an attention mechanism into deep multi-instance learning, achieving an accuracy of 97.9% (14). proposed a 3D CNN to diagnose COVID-19 from CAP, in which a novel online attention module is combined with a dual-sampling strategy. The online attention module focuses on the infected regions when making diagnostic decisions. The dual-sampling strategy mitigates the imbalanced distribution in the sizes of infected regions between COVID-19 and CAP. Their method was evaluated in private dataset and achieved an accuracy of 87.5%. These 3D volume based approaches greatly increase the computational load, and require much more powerful and expensive hardware configurations. Additionally, 3D volumes may contain large portions of redundant information, which leads to great difficulty in accurately identifying small lesions. Overall, 2D slice based methods cannot take advantage of spatial continuity information and 3D volume based methods require much more expensive hardware configurations. In order to take advantage of the complementary information of 2D slices and 3D volumes, we treat the spatially continuous 2D CT slices as a time sequence, and divide the volume into multiple different temporal sequences of consecutive slices as the input.



3 Materials and Methods


3.1 Materials

A total of 258 subjects were enrolled into this study, with 258 CT volumes, corresponding to 43,421 slices. Of the 258 subjects, 42 patients were confirmed positive for BP by clinical diagnosis (age: 59.5 ± 27.2; male/female: 36/6), 153 patients were positive for VP, confirmed by RT-PCR (age: 52.3 ± 12.7; male/female: 68/85), and 63 were control subjects (age: 35.8 ± 11.7; male/female: 33/30). The CT volumes of normal and VP patients were captured between January 29, 2020 and February 18, 2020, and the BP data was collected between January 2, 2019 and February 19, 2020. There is no statistically significant difference between the ages of the VP and BP subjects (P = >0.05), but both groups are significantly older than patients in the normal group (P < 0.001). CT examinations of all the enrolled patients were performed on a ScintCare CT16 (Minfound Inc, China) with standard chest imaging protocols. All the patients underwent CT scans during the end-inspiration without the administration of contrast material. Related parameters for chest CT scanning were listed as follows: field of view (FOV), 360 mm; tube voltage, 120 kV; tube current, 240 mA; helical mode; slice thickness, 5 mm; pitch, 1.5; collimation 16 × 1.2 mm; gantry rotation speed, 0.5 s/r; matrix, 512 × 512; software version, syngo CT 2014A; mediastinal window: window width of 350 HU, with a window level of 40 HU; and lung window: window width of 1,300 HU, with a window level of −500 HU.

CT volumes were retrospectively collected according to the history of laboratory investigations (e.g., sputum culture and reverse transcription-polymerase chain reaction), which we can generate the case-level labels. Meanwhile, professional radiologists (from the Hwa Mei Hospital, University of Chinese Academy of Sciences, Ningbo, China.) picked out the slice containing the infected region in each volume for the subsequent automatic generation of sequence labels: each volume was be divided into overlapping sequences containing n slices, with k overlapping slices between two sequences. If a sequence from VP volume contains the infected slice(s), the label for that sequence is 1; if it is from BP volume and contains infected slice(s), the label is 2; the label from normal volume is 0. It is worth noting that k and n are both hyperparameters, and in Sensitivities to Hyperparameters we discuss how to choose the values of these, as well as their impact on the classification results.

The sequences generated from the volume of VP and BP were not used for training if they did not contain any slices with lesion regions. If all normal slices from patients are used for training instead of excluding them, it will increase the proportion of normal control samples in the training set.The data imbalance may cause the model to over-fit the normal samples and tend to predict the samples with the lesion as normal. To avoid this, we exclude the normal slice from patients. For training and evaluation of the proposed method, as shown in Table 1, we split 258 volumes into 168 volumes (95 VP, 30 BP, and 43 normal controls) for training and 90 (58 VP, 12 BP, and 20 normal controls) volumes for testing.


Table 1 | Characteristics of training and testing CT dataset for identifying viral pneumonia (VP) from bacterial pneumonia (BP) and normal controls.





3.2 Proposed Method

The architecture of our SLP-Net is shown in Figure 2, which consists of two main components: sequence CNNs, and ConvLSTM. The sequence CNNs with multi-scale receptive fields are employed to extract more discriminative high-level features from the CT sequence, while the ConvLSTM captures the axial dimensional dynamics of features. In addition, a sequence attention map is utilized as an auxiliary means to integrate the output of the network and obtain prediction results with a higher level of confidence. Finally, an adaptive-weighted cross-entropy (ACE) loss is used to optimize the whole model.




Figure 2 | Flowchart of our whole system for differentiating between viral pneumonia and bacterial pneumonia in a chest CT volume. Each volume is divided into overlapping sequences containing n slices during the training phase, such that the overlapping slices between two sequences are k. When predicting each volume during the testing phase, in addition to using the model to obtain the classification results of the sequence, we also introduce sequence attention maps for auxiliary classification to enhance the confidence level of the results. GT, ground truth; ACE, adaptive-weighted cross-entropy loss; FC, fully connected layer.




3.2.1 Sequence CNN With Multi-Scale Receptive Fields

A typical CNN model consists of a stack of convolution layers, interleaved with non-linear downsampling operations (e.g., max pooling) and point-wise nonlinearities (e.g., ReLU). The residual shortcut used in ResNet can reduce the over-fitting of the model, so that the depth of the network can be greater and achieve better performance. Taking into consideration the problems of overfitting and parameter cost, we employed ResNet (36) as our encoder backbone. The first four feature-extracting blocks are retained, without the average-pooling layer and the fully-connected layers.

Since VP and BP reveal similar appearances in CT images, we aim to obtain more discriminative features by employing multi-scale information, in order to distinguish them more accurately. Unlike most existing methods (37–39) that improve multi-scale ability by utilizing features with different resolutions, we apply a recently proposed multi-scale receptive fields technique (40) to enhance representation ability at a more granular level. Specifically, we apply a modified bottleneck with multi-scale ability, the Res2Net module, to replace a group of 3 × 3 filters used in the original bottleneck block of ResNet. As shown in Figure 3, after the 1 × 1 convolution, feature maps are split into s feature map subsets, denoted by xi. Then, apart from x1, each xi goes through a corresponding 3 × 3 convolutional operator, denoted by Ki(·), where yi is the output of Ki(·). The output of Ki–1(·)is added to xi, then sent to the next group of filters Ki(·). Thus, yi can be defined as follows:

 


In order to better integrate the information from different scales, all outputs yi, where i ∈{1,2, …, s}, are concatenated and passed through a 1×1 convolution. Such splitting and concatenation strategies can force the convolution to process features more efficiently. Note that each 3×3 convolution operation Ki(·)receives information from all the feature splits {xj, j ≤ i}. Each time xj performs a 3×3 convolution, the size of the receptive field will increase. Due to the combinatorial effect, the output of the Res2Net block contains different combinations of receptive field sizes/scales.





Figure 3 | A Res2Net module is utilized to extract more discriminative features.





3.2.2 ConvLSTM With ACE Loss

Although the conventional fully-connected LSTM (FC-LSTM) can handle sequences of any length and capture long-term dependencies (41), it contains too much redundancy for spatial data, which is a critical problem for image sequences. Inspired by video object detection (42), we apply ConvLSTM (43) to process the feature sequences from the encoder.

As the convolutional counterpart of the FC-LSTM, the ConvLSTM introduces the convolution operation into the input-to-state and state-to-state transitions. The ConvLSTM can model axial dimensional dependencies while preserving spatial information. As with the FC-LSTM, the ConvLSTM unit (see Figure 4) includes an input gate it, a memory cell Ct, a forget gate ft and an output gate ot. The memory cell Ct, acting as an accumulator of the state information, is accessed, updated and cleared through self-parameterized controlling gates: it, ot, and ft. If the input gate is switched on, the new data is accumulated into the memory cell once an input arrives. Similarly, the past cell status Ct–1 will be forgotten if the forget gate ft is activated. The output gate ot further controls whether the latest memory cell’s value Ct will be transmitted to the final state Ht. With the above definitions, the ConvLSTM can be formulated as follows:

 


where ‘*’ denotes the convolution operator, ‘°’ denotes the Hadamard product, and σ is the sigmoid activation function. Xt and ℋt are the input and output of the ConvLSTM at time step t (t indicates the tth frame in a CT image sequence, and slices will be referred to as frames in the sequel.), and it, ft, and ot indicate the input, forget and output gates, respectively. bi, bf, and bo are the bias of the input gate, forget gate, and output gate. A memory cell Ct stores the historical information. All the gates i, f, o, memory cell C, hidden state ℋ and the learnable weights W are 3D tensors. Input sequences 𝒳 are fed into a ConvLSTM block, which captures the long and short-term memory of sequences and contains both axial dimensional information, for use in implicitly learning axial dimensional dynamics and efficiently fusing axial dimensional features.





Figure 4 | ConvLSTM is utilized to implicitly learn axial dimensional dynamics and efficiently fuse axial dimensional features.




We define Lt as the output of the ConvLSTM layer at time step t. The output of the ConvLSTM layer is fed to the fully-connected (FC) layers, which transform the features into a space that makes the output easier to classify. The outputs of the FC layers are defined as Ot at time step t. Ideally, the longer the image sequence, and the more classification information ConvLSTM processes, the higher the confidence of classification. From this perspective, it is sufficient to use the output of the final time step for classification without further processing. However, in practice, due to differences in the distribution of lesions on different slices, there may be some useful information that has not been accumulated in the memory cell. In order to enchance the memory ablity of ConvLSTM for CT sequence at different slices and ensure that as much valid information from the previous slices as possible are encoded, we propose to use all the intermediate outputs of every time step as our feature for identification. A better ConvLSTM means that the longer the sequence it processes and the more comprehensive information it considers, the more confident it identifies the input. From this perspective, instead of minimizing the loss on the final time step, we define a new adaptive-weighted cross-entropy (ACE) loss to use all the intermediate outputs of every time step weighted by wt:

 

where C and p denote the classifier and classification label, respectively, and n denotes the number of images in a sequence. Cp(Ot) indicates the classifier C, which correctly identifies the final output O at time step t, yp ∈{0, 1, 2} are the label values; and P=3 denotes the total number of labels. Finally, wt is the weight of each frame in a sequence. weight. We let each group of two weight items constitute the arithmetic sequence.

Since the importance of the information contained in different slices is different, it is not reasonable to use the equal weights. Due to the output of the final time step has taken into account all other previous slices , it contains the most information, and the further away from the last output, the less information it contains. Moreover, the number of slices in a sequence is a hyper-parameter, we adopt an adaptive weighting scheme. The output of the final time step should be assigned the maximum weight, and the farther away from the final time step, the smaller the weight. Specifically, we let each group of two weight items constitute the arithmetic sequence: the sum of which is 1. The first two items are taken as 0.01, namely, w1 = w2 = 0.01, and the subsequent weights can then be calculated according to the hyperparameter n and weight w1. The ACE loss ensures that the features of the previous CT images in the sequence can be encoded into the later image.



3.2.3 Auxiliary Diagnosis With Attention Maps

Deciding which type (VP, BP, or normal) the entire volume belongs to based on the prediction results of the sequence is a critical step in auxiliary diagnosis. For higher confidence, in addition to using the model to obtain the classification result of the sequence, we also utilized the Grad-CAM (44) technology to generate attention maps of the sequence to assist the prediction. Grad-CAM is a method for producing visual interpretations for CNNs in the form of class-specific saliency maps. A saliency map,  , is produced for each image input based on the activation from k filters,  , at the final convolutional layer. To make the method applicable to image sequences, the activations for all timesteps t in the sequence are considered (Eq. R1).

 

where Z is a normalizing constant and Fc is the network output for the class c. i, j are pixel location of filter Ak. In the visualization examples shown in Figure 5, stronger class activation map (CAM) areas are indicated with lighter colors.




Figure 5 | Examples of attention maps obtained with Grad-CAM. (A) Viral pneumonia cases. (B) Bacterial pneumonia cases. (C) Normal cases. Lighter colors indicate the stronger response regions. From the maps, the infected regions receive greater attention.



During the prediction phase, we can obtain the classification results of sequences belonging to a volume. In addition, we apply Grad-CAM to generate the response heat map of each sequence. A volume containing m sequences will be classified as viral pneumonia (VP) sample if it meets both of following criteria: (a) More sequences are classified as viral pneumonia (VP) then bacterial pneumonia (BP) in this volume; (b) There are two adjacent sequences with the category of viral pneumonia whose activation regions have an intersecting area of more than 50%. If the second criterion is not satisfied for VP, the bacterial type sequences are checked if there are two adjacent sequences with an intersecting area of more than 50% of the activation region, and if so the sample is classified as bacterial type, otherwise it is classified as normal. Notably, if there are the same number of VP and BP sequences, the one with the greater average sequence probability value is treated as the dominant category. The possibility output of the network dominates the classification on the volume level, and Attention Map is used as an auxiliary during the decision making.




3.3 Evaluation Metrics

We employ the commonly used metrics for multi-class classification to measure performance: e.g., weighted sensitivity (Sen, also known as recall), specificity (Spe), accuracy (Acc), and balanced accuracy (B-Acc, a.k.a. balanced classification rate). In order to reflect the tradeoff between sensitivity and specificity, and evaluate the quality of our classification results more reliably, a kappa analysis and F-measure (F1 score) are also provided following (45). These two measures are more robust than other percentage agreement measures, as they take into account the possibility of the agreement occurring by chance. The weighted sensitivity (Sen), specificity (Spe), accuracy (Acc), and balanced accuracy (B-Acc) are defined as:

	

where TPi indicates the number of true positives, TNi—the number of true negatives, FPi—the number of false positives, and FNi—the number of false negatives for the i–th classification label; and wi represents the percentage of images whose ground truth labels are i. The kappa values and F-measure (F1 score, a.k.a. Dice score) are defined as follows:

	


where ai denotes the true sample number of each class, bi denotes the predicted sample number of each class, n denotes the total sample number, and P denotes the number of classes. Note that kappa values between 0.81 to 1.00 indicate almost perfect agreement, values between 0.61 and 0.80 exhibit substantial agreement, values of 0.41–0.60 exhibit moderate agreement and values less than 0.40 exhibit poor to fair agreement. The F1 score reaches its best value at 1 and worst at 0. We also present the ROC curves and the area under ROC curve (AUC) for VP against BP.



3.4 Implementation Details

The proposed method was implemented in the publicly available Pytorch library. The combination of CNN and ConvLSTM makes the model more complex. To accelerate convergence, we first trained a CNN classification network with a labeled 2D slice. After removing the FC layer, the encoder is used as the initialization parameter of SLP-Net. During the training phase of SLP-Net, CNN and ConvLSTM are jointly trained in an end-to-end manner using Adam optimizer. In practice, we found that CNN pre-training does speed up the convergence of the model, but has no effect on the final classification performance. The learning rate was gradually decreasing starting from 0.0001, and the momentum was set to 0.9. In addition, online data enhancement was employed to enlarge the training sequence data. The same data enhancement was used for all images in a sequence: we implemented data augmentation in a random way, including brightness, color, contrast, and sharpness transformation from 90 to 110%. We set a random seed from 1 to 4 for the enhancement.




4 Results


4.1 Classification Performances

To compare the classification performance, we evaluated the detection ability of the model at both sequence and volume levels. All the existing pneumonia detection methods are accomplished using 2D CT slices or 3D volumes. To further verify whether the features containing both axial dimensional and spatial information captured by our model could benefit detection performance, we compared the proposed method to other classic classification models using 2D slices: AlexNet (46), VGG19 (47), InceptionV3 (48), ResNet34 (36), and Xception (49). Due to the lack of sufficient training data and the GPU memory constraint, we cannot apply 3D CNNs on complete CT volumes. In order to compare the proposed SLP-Net with other 3D deep learning architectures, we apply CT sequence data, which can be considered as 3D data, to train 3D models, including C3D (50), I3D (51), and S3D (52). We report the detection results for slice/sequence-level and case-level in Table 2. We applied a similar strategy to that in Auxiliary Diagnosis With Attention Maps section to determine the prediction result of a volume when using the 2D models. First, Grad-CAM was used to generate the activated maps of 2D slices, and binary activated maps can be obtained through thresholding. If five consecutive slices in a volume were predicted as indicative of viral pneumonia, and the intersection area of their activated area exceeds 50% of the union area, the volume was considered to be indicative of viral pneumonia.


Table 2 | Classification results for VP, BP and normal controls by different methods.



As can be observed, the 3D networks achieve higher performances than the 2D networks, which confirms the importance of the combination of axial dimensional and spatial information for accurate detection results. At a slice/sequence level, our SLP-Net outperformed other methods in terms of kappa, F1 and Sen by a large margin, as well as achieving the best performance at a volume level. In addition, Figure 6 shows the confusion matrices of VGG-19, Resnet34, Xception, C3D, S3D, and our method over the dataset. These results further indicate the superiority of the performance of our approach. As stated in the Introduction section, the difficulty of pneumonia diagnosis is the differentiation between BP and VP. Accordingly, we conducted experiments on the dataset contained VP and BP samples only. Results are shown in Table 3 and Figure 7. We may observe that the proposed method again produces the best performance compared to the other methods. Table 3 gathers all the performances of these models. The results show that the 3D-based method is generally better than the 2D-based method, mainly because the 3D input provides richer spatial information, which allows the model to learn and extract the subtle differences in the spatial distribution of different diseases, which is especially important for difficult samples with similar lesion appearance. In this regard, our proposed method not only utilizes the 3D information, but also explicitly focuses on the lesion area in the decision-making process through attention map, which makes the classification results more reliable. This idea can be applied to many different medical image-based classification tasks, since the similarity of lesion appearance is a problem in many scenarios.




Figure 6 | Confusion matrices of the different methods at slice/sequence level. (A–F) are the results of VGG19, Resnet34, Xception, C3D, S3D and ours, respectively. The numbers in the confusion matrices denote the percentage (above) and number (below) of the predicted class.




Table 3 | Comparison of different methods in classifying viral pneumonia (VP) and bacterial pneumonia (BP), at a slice/sequence level.






Figure 7 | ROC curves in classifying viral pneumonia (VP) and bacterial pneumonia (BP) of the compared models and the proposed method.



Table 4 summarizes space and time cost of different methods. For fair comparison of inference time, we test all these models with PyTorch. Our SLP-Net had the best time efficiency and achieved smallest model size because it didn’t use 3D convolution operations.


Table 4 | Model size and inference time of different methods.






5 Analysis and Discussion


5.1 Sensitivities to Hyperparameters

In Table 5 we investigate the sequence settings, i.e., n and k, denote the number of slices per sequence and the number of overlapping slices between two sequences, respectively. By default we set n = 10 and k = 5. As can be observed, the performance was greatly affected by the value assigned to n. When n is set very small (n = 5), the kappa and F1 drop by the considerable margin of 3%, demonstrating that the more axial dimensional information ConvLSTM encodes, the more the model benefits. However, when n is greater than 15, the model performance will decline. This may be due to the fact that as the slice number increases, there will be less training data, resulting in the model not being fully trained. Table 5 also shows that our result is impacted just marginally when k is within a scale of 5-7. The performance of the model mainly depends on the abundance of the information contained in the sequence, that is, the more information contained in the sequence, the better the classification performance. Compared to n = 10, the sequence provide less timing information when n = 5, so the classification performance will decrease. If n is too large (e.g., n = 20), the performance will decrease due to fewer training samples.


Table 5 | Effect of different settings of hyperparameter n and k on the results.





5.2 Ablation Study

Our SLP-Net employs three main components to form the classification framework: a sequence CNNs with multi-scale receptive fields, a ConvLSTM module, and a carefully designed ACE loss. In this subsection, we analyze and discuss the network under different scenarios to validate the performance of each key component of our model, and the results of different combinations of these modules are reported in Figure 8.




Figure 8 | Ablation studies of our SLP-Net.




5.2.1 Effectiveness of ConvLSTM

To explore the contribution of the ConvLSTM, we use a ResNet50 pretrained on ImageNet as the backbone. As shown in Figure 8, a backbone + ConvLSTM + Res2Net method clearly outperformes the backbone + Res2Net, with improvement of about 6% in F1. This shows that the ConvLSTM is capable of extracting the axial dimensional and spatial information, thus memorizing the change in appearance that corresponds to axial dimensional information, and improving the performance in identifying and discriminating between VP and BP.



5.2.2 Effectiveness of the Res2Net module

We investigated the importance of the multi-scale sequence module, i.e., Res2Net. From Figure 8, we observe that a backbone + ConvLSTM + Res2Net model outperformed the backbone model in terms of major metrics, i.e., kappa and F1. This suggests that introducing the Res2Net module enables the encoder to capture more discriminative features to accurately differentiate VP from BP.



5.2.3 Effectiveness of ACE

Finally, we investigate the importance of the ACE loss. From the results in Figure 8, it may clearly be observed that the ACE Loss effectively improves the classification performance in our model. One possible reason is that, with the ACE loss, the ConvLSTM explores the axial dimensional dynamics of appearance features in CT sequences, and these features are further aggregated for classification purposes.



5.2.4 Effectiveness of Attention Maps

To investigate the contribution of the Attention Map, we added an additional experiment—case-level classification without Attention Map. Specifically, sequence-level classification results were first obtained using SLP-Net, and if there were VP or BP sequences in a volume, the type with more number is used as the category of the whole volume. If it does not contain VP and BP sequence, it is classified as normal. Notably, if there are the same number of VP and BP sequences, the one with the greater average sequence probability value is treated as the dominant category. Table 6 shows the result, where SLP-Net with Attention Map as auxiliary achieves better performance than without Attention Map. This demonstrates that with the aid of attention map, the distribution of lesions can be considered simultaneously in the decision-making process, thus improving the performance of case-level classification.


Table 6 | Ablation study of Attention Map in classifying VP, BP, and Normal controls at the case-level.







6 Discussion and Conclusions


6.1 Limitations

Although our method achieves better results in the pneumonia classification task compared to other methods, this work still has some limitations. Firstly, we used the multiscale feature technique Res2Net in the feature extraction part, but did not further explore the hyperparameter settings in it, and although we believe that careful selection of hyperparameters may further improve the classification performance, no additional experiments were conducted in this work to compare the impact of different hyperparameters since this is not the focus of our work. Secondly, the model is not evaluated on an external dataset. To our knowledge, there are no publicly available 3D CT datasets for different types of pneumonia classification tasks, and it is difficult to collect compliant data from multiple centers due to various conditions. We intend to evaluated the performance of our model on external datasets in the future.



6.2 Conclusion

Hospitals are beginning to use CT imaging in the diagnosis of viral pneumonia, and it is vital to improve the sensitivity of diagnostic methods so as to reduce the incidence of false negatives. AI-empowered image acquisition workflows are effective, and may also aid in protecting clinicians from viral pneumonia (e.g., COVID-19) infection. Although several effective AI-based COVID-19 diagnosis or lesion segmentation methods have been introduced recently, automated differentiation of viral pneumonia from other types of pneumonia is still a challenging task. The motivation of this study was to employ AI techniques to alleviate the problem posed by the fact that even radiologists are hard pressed to distinguish VP from BP, as they share very similar presentations of infection lesion characteristics in CT images.

In this paper, we have proposed a novel viral pneumonia detection network, named SLP-Net. By contrast with previous 2D slice-based or 3D volume-based methods, we considered continuous CT images as time sequences. Our model first utilized the sequence CNNs with multi-scale receptive fields to extract a sequence of higher-level representations. The feature sequences were then fed into a ConvLSTM to capture axial dimensional features. Finally, in order to ensure that as many valid features from previous slice as possible are encoded into the later CT slices, a novel ACE loss was proposed to optimize the output of the SLP-Net. Furthermore, during the prediction phase, we used sequence attention maps for auxiliary classification to predict each volume, which can enhance the confidence level of the results. Overall, in order to accurately distinguish VP from BP and normal subjects, we used the sequence CNNs with multi-scale receptive fields to extract more differentiating features, and then applied a ConvLSTM to capture axial dimensional features of the CT sequence, thereby obtaining features containing both axial dimensional and spatial information. The superior evaluation performance achieved in the classification experiments demonstrate the ability of our model in the differential diagnosis of VP, BP and normal cases. Although we only evaluated our method on the CT dataset of pneumonia, it can be adapted to any other 3D medical image classification problems, such as lung cancer imaging analysis, and the identification of Alzheimer’s disease. In future work we will further validate our models on even larger datasets, and seek its implementation in real clinical settings.
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Background and Study Aims

Previous studies have identified that colorectal cancer has different fucosylation levels compared to the normal colon. Ulex europaeus agglutinin-I (UEA-I), which specifically combines with α1-2 fucose glycan, is usually used to detect fucosylation levels. Therefore, we used confocal laser endomicroscopy (CLE) to investigate fluorescently labeled UEA-Fluorescein isothiocyanate (FITC) for detecting colonic cancer.



Patients and Methods

We stained frozen mouse colon tissue sections of normal, adenoma, and adenocarcinoma species with UEA-FITC to detect fucosylation levels in different groups. White light endoscopy and endocytoscopy were first used to detect the lesions. The UEA-FITC was then stained in the mice and human colon tissues in vitro. The CLE was used to detect the UEA-FITC levels of the corresponding lesions, and videos were recorded for quantitation analysis. The diagnostic accuracy of UEA-FITC using CLE was evaluated in terms of sensitivity and specificity.



Results

The UEA expression level in colorectal cancer was lower than that in normal intestinal epithelium. The fluorescence intensity ratio of UEA-FITC in colorectal cancer was significantly lower than that in normal tissue detected by CLE in both mice and humans. The combination of UEA-FITC and CLE presented a good diagnostic accuracy with a sensitivity of 95.6% and a specificity of 97.7% for detecting colorectal cancer. The positive and negative predictive values were 91.6% and 95.6%, respectively. Overall, 95.6% of the sites were correctly classified by CLE.



Conclusions

We developed a new imaging strategy to improve the diagnostic efficacy of CLE by using UEA-FITC.





Keywords: colorectal cancer, UEA-FITC, CLE, diagnostic efficacy, colorectal cancer imaging target



Introduction

Combining cancer-specific molecular imaging technologies with optical imaging agents provides a novel technique for cancer detection. White light endoscopy (WLE) is the initial technique used to detect gastrointestinal tract tumors (1). Nevertheless, WLE has several disadvantages: it is insensitive to detecting multifocal and flat tumors, and is insufficient to judge tumor demarcation lines (2). These disadvantages may affect the detection and complete resection of tumors, which may influence the prognosis of cancer. Cancer-specific molecular imaging agents labeled by fluorescence may augment the distinction between tumors and adjacent normal or benign tissues. Consequently, development of molecular imaging agents that can provide enhanced tumor visualization is of great significance.

Colorectal cancer (CRC) is the third most commonly diagnosed malignancy and the fourth leading cause of cancer-related deaths worldwide (3). The global morbidity rate was high at 10.2%, and the mortality rate was high at 9.2% (4). The prognosis of colon cancer is closely related to its clinical stage. The 5-year survival rate for early colon cancer is 90%, and the 5-year survival rate for advanced colon cancer is 14% (5). Therefore, early diagnosis and treatment are essential to improve patient survival.

Colon tumors mostly develop from adenomatous polyps and look similar, but the treatment strategies are completely different (6, 7). Adenomatous polyps can be removed by cold snare polypectomy and endoscopic mucosal resection (EMR); colon tumors can be removed by endoscopic submucosal dissection (ESD), according to the invasion (6). In addition, when deep submucosal infiltration is suspected or confirmed, as the lymph node metastasis increases, the corresponding surgical operations must be performed, and adjuvant chemotherapy may be needed to eradicate the cancer (7). Clinically, appropriate treatment strategies should be selected according to the benign and malignant diseases of the colon.

As the main tool to detect, biopsy, and resect gastrointestinal tumors, WLE has several shortcomings, including difficulty in recognizing flat tumors and difficulty in estimating tumor boundaries (1). Over the past two decades, some novel endoscopic techniques have emerged as promising tools to improve cancer identification and guide endoscopic resection over standard WLE assessment (8–10). Narrow-band imaging (NBI), using a narrowed bandwidth filter (specific blue and green wavelengths), can accentuate structural mucosal patterns and mucosal/submucosal vessels (8). Endocytoscopy (EC) with ultra-high magnification enables in vivo observation of both structural and cellular atypia during routine endoscopic examination (9). Confocal laser endomicroscopy (CLE) is another new enhanced technology. CLE can magnify mucosa up to 1000 times at a subcellular level of resolution up to 250 µm below the mucosal surface using fluorescein as the imaging agent (10). Despite the enhanced images provided by these newly developed technologies, several limitations remain in their applications. For NBI, in some cases, it is not easy to distinguish inflammatory lesions from tumor lesions, thereby contributing to high false-positive rates (11). For EC, the procedure time is prolonged and the recognition theory system has yet to be perfected (12). For CLE, fluorescein stains equally all cell types (including normal cells and cancer cells), and a real-time image version to differentiate cancer may be a great challenge (10).

CLE using a fluorescent-labeled molecular probe has been reported in order to identify colonic dysplasia and cancer (13). Herein, we also attempted to develop a new imaging approach to increase the diagnostic efficacy of the available imaging skills by employing a new fluorescein imaging agent differentially expressed in normal and tumor lesions. Previous studies have identified that colonic cancer has different fucosylation levels than the normal colon (14). Fucosylation is a type of glycosylation modification that adds fucose (6-deoxy-L-galactose) to oligosaccharides/proteins (15). It has been reported that in the absence of fucosylation, dysplasia appeared and proceeded to cancer mainly influencing the right colon and cecum (14). Ulex europaeus agglutinin-I (UEA-I), which specifically binds to α1-2 fucose glycan, is specifically used to detect fucosylation levels (16).

Therefore, we investigated the expression level of UEA in normal intestinal epithelium and colon cancer, with the purpose of estimating fluorescently labeled UEA-fluorescein isothiocyanate (FITC) as an intestinal imaging agent for detecting colonic cancer with optical imaging.



Materials and Methods


Study Design

This study aimed to evaluate UEA as an endoscopic molecular imaging marker for colon cancer. The differential expression of α (1,2) fucosylation in normal colorectal epithelium and colorectal tumor specimens was first demonstrated by UEA-FITC staining in a mouse azoxymethane/dextran sodium sulfate (AOM/DSS)-induced colitis-associated colorectal cancer model. Fluorescently labeled UEA was investigated as a molecular imaging marker to identify colorectal cancer in mouse and human colonic specimens. UEA-FITC was administered to the intestinal mucosa, and FITC was detected using CLE.

In mice, an AOM/DSS-induced colitis-associated colorectal cancer model was used, and the detailed methods are provided below. For human colon specimens, all imaged colon specimens were selected on the basis of the endoscopic diagnosis of adenoma or adenocarcinoma. First, WLE was used to detect the susceptive lesions. Then, endocytoscopy and CLE were used to observe the details. All imaged specimens were biopsied and assessed by a pathologist who was blinded to the endoscopic results. For UEA-FITC imaging with CLE, analysis of biopsied regions was reliant on both CLE judgment and histopathology. Histopathological diagnosis was considered the gold standard. This study was approved by the Ethics Committee of Tongji Medical College, Huazhong University of Science and Technology. The study was conducted in accordance with the principles of the Declaration of Helsinki.



Animal Experiment

Juvenile male C57BL/6J mice (7 ± 1 weeks old, body weight 20 ± 1 g, Beijing HFK Bio-Technology Co., LTD, China) were housed in individually ventilated cages (four animals per cage) at the SPF facility of Huazhong University of Science and Technology under controlled environmental conditions (temperature 22 ± 2°C; relative humidity 60%–70%) with free access to standard laboratory chow and tap water, and maintained under a regular 12/12-h light/dark cycle. All animal care and experimental procedures were approved by the Animal Care Ministry of Health and were performed in accordance with national and EU guidelines for the handling and use of experimental animals. Animal studies were reported in compliance with the ARRIVE guidelines.

The AOM/DSS-induced colitis-associated colorectal cancer model was developed as previously described (17). Briefly, male mice were treated with AOM (10 mg/kg). Five days later, the mice were feed with 1%–2% DSS for 7 days, followed by regular water drinking for 14 days. This cycle was repeated for three times. During the whole trial, body weight, diarrhea, and macroscopic bleeding of the mice were examined. At the end of the animal experiment, after overnight fasting, mice were sacrificed under anesthesia, and colorectums were collected for WLE, CE, and CLE observation.



Endocytoscopy

All colonoscopic inspections were conducted by well-trained endoscopists (more than 1,500 colonoscopies) using an integrated-type EC (Olympus, Tokyo, Japan). This instrument has a single lens on its tip with a hand lever; the one-touch switch or the hand lever enables consecutively increasing magnification power from the conventional endoscopic image to ultra-magnification power, without changing the scope. This device has a 520-fold magnification power with a focus depth of 50 μm, which can image the gland duct lumens and the shape of nuclei in the epithelial superficial layer. The images were obtained using 0.05% crystal violet and 1% methylene blue. The intestinal mucosa of mice was examined in vitro because of its narrow lumen, and the human intestinal mucosa was observed in vivo. Uniformly sized fusiform nuclei and roundish lumens regularly represent normal mucosa. Slit-like smooth lumens and uniform fusiform or roundish nuclei indicate adenoma. Vague gland formation and agglomeration of distorted nuclei suggested adenocarcinoma (Figures 2A and 3A).



UEA-FITC Imaging With CLE

After examination by WLE and EC, UEA-FITC staining was used for CLE. Colorectums were washed with saline; then, UEA-FITC (1/50 mg/ml) and IgG-FITC (1/50 mg/ml) were incubated for 2–3 min. Tissue-bound UEA-FITC was detected using a clinical CLE system. This probe-based system (pCLE) (Cellvizio Endomicroscopy System; Mauna Kea Technologies, Paris, France) is commercially available and consists of a flexible miniprobe that may be introduced through the working channel of a standard endoscope. This device was used with a 2.8-mm fiber optic probe. The probe provided a field of view of 240 μm and acquired videos. A typical CLE image of stained normal mucosa displays a hexagonal, honeycomb appearance of vessel architecture along with regular, round luminal openings, surrounded by a homogeneous layer of epithelial cells. Irregular epithelium and villiform- or tubular-shaped crypts all indicate adenoma. Adenocarcinoma causes disorders and destruction of the glands. Videos were taken, and data from entire video sequences (12 frames/s, 10- to 20-s videos) were used for quantitation analysis. For mice, 10 videos from normal mice (n = 10), 19 videos of 19 adenoma specimens from mice with adenoma (n = 5), and 20 videos of 20 tumor specimens from mice with tumors (n = 5) were analyzed. For humans, 10 videos from normal humans (n = 10), six videos of six adenoma specimens from patients with adenoma (n = 6), and four videos of four tumor specimens from patients with tumors (n = 4) were analyzed. To validate the quantitative analysis, we set to cancel the automatic control function of the laser power when using the CLE system. After examination by CLE, representative lesions were biopsied for histopathological correlation.



Statistical Analysis

Statistical analysis was performed using SPSS software. All data are presented as the mean (95% confidence interval). One-way analysis of variance tests were used to determine the significance of UEA expression levels in different groups. For the diagnostic accuracy of UEA-FITC using CLE, sensitivity was calculated as TP/(TP + FN) and specificity was calculated as TN/(TN + FP), where TP equaled the number of true-positive cases, FN equaled the number of false-negative cases, TN equaled the number of true-negative cases, and FP equaled the number of false-positive cases.




Results


UEA-FITC Expression and Distribution

Immunofluorescence was conducted to detect UEA-FITC in frozen mouse tissue sections of normal intestinal epithelium, adenoma, and colorectal tumor; however, the distribution was different (Figure 1A). The single layer of normal intestinal epithelium cells showed widely distributed UEA expression on the mucosal epithelial layer, whereas UEA expression on the mucosal epithelial layer decreased in cancer tissue. Furthermore, the UEA expression level of colorectal adenoma was between them both (Figure 1B). This difference in distribution indicates that UEA may be a feasible agent for the endoscopic molecular imaging of colorectal cancer.




Figure 1 | UEA-FITC expression and distribution in colorectal cancer. (A) Immunofluorescence of colorectum tissue sections showing UEA distribution in normal intestinal epithelium, adenoma, and cancer. The corresponding pathologic pictures were also shown. Scale bars, 250 μm. (B) Cancer/adenoma-to-normal fluorescence signal ratio of each colorectum (n = 4) imaged with immunofluorescence. Error bars, SD. *p < 0.05. UEA, ulex europaeus agglutinin; FITC, fluorescein isothiocyanate; SD, standard deviation.





Endoscopic Molecular Imaging for Mice

An ex vivo endoscopic molecular imaging protocol was devised for mice (Figure 2). Fresh mouse colorectums were obtained from a mice AOM/DSS-induced colitis-associated colorectal cancer model (n = 10). For its narrow intestinal cavity, the colorectum was opened longitudinally for the sake of white light visual examination of the intestinal epithelium using a camera. After spraying 0.05% crystal violet plus 1% methylene blue onto the surface of a polyp or adenocarcinoma together with its surrounding normal mucosa, EC was used to observe the surface of the mucosa. Typical distinct EC images of stained normal mucosa, adenoma, and adenocarcinoma are shown in Figure 2A. Subsequently, a UEA labeled with fluorescein isothiocyanate (FITC) was instilled after washing the mucosa with saline. IgG-FITC was also used as a negative control (Supplementary Figure 1). Colorectums incubated with UEA-FITC and IgG-FITC were imaged using CLE. Normal, adenoma, or adenocarcinoma regions in each colorectum were imaged and biopsied. A pathologist was blinded to the imaging results and analyzed the histologic results. All colorectums were confirmed to have colorectal cancer on the basis of the histologic results. Representative frames of normal intestinal, adenoma, and adenocarcinoma lesions in each colorectum with corresponding histopathology taken by confocal videos are also shown in Figure 2A.




Figure 2 | Endoscopic molecular imaging of mouse colorectal cancer using UEA-FITC and CLE. (A) Representative frames of WLE, CLE, and EC acquired from normal, adenoma, and cancer lesions, and the corresponding pathologic pictures. Scale bars, 100 μm. (B) Cancer/adenoma-to-normal fluorescence signal ratio of each colorectum (n = 4) imaged with CLE. Error bars, SD. *p < 0.05. UEA, ulex europaeus agglutinin; FITC, fluorescein isothiocyanate; WLE, white light endoscopy; CLE, confocal laser endomicroscopy; EC, endocytoscopy; SD, standard deviation.



To quantitatively analyze the UEA-FITC signal in confocal videos, the average fluorescence intensity of all frames in the video was calculated as the mean fluorescence intensity. Videos from a normal region, adenoma region, and cancer (endoscopically diagnosed) were applied to determine the fluorescence intensity ratio of UEA-FITC coupling to cancer, adenoma, and normal tissue (Figure 2B). The results showed that the fluorescence intensity ratio of UEA-FITC in cancer tissues was significantly lower than that in normal tissues (p < 0.05).



Endoscopic Molecular Imaging for Humans

For human colon specimens, all specimens were selected on the basis of endoscopic diagnosis of adenoma or adenocarcinoma (n = 10). The adenoma and adenocarcinoma lesions were removed endoscopically by EMR, ESD, or by surgery. The observation procedure for human colorectums was the same as that for mouse colorectums. The colorectums were first investigated by WLE and EC, and then by CLE. After incubation with UEA-FITC, fiber optic probe was done. IgG-FITC was used for the negative control (Supplementary Figure 1). The lesions were imaged and evaluated by a pathologist who was blinded to the imaging results. All 10 colorectal tumors were pathologically confirmed to have adenomas or cancers by histology. Representative frames from confocal videos taken of adenoma or adenocarcinoma lesions and para-cancer normal tissues with corresponding histopathology are shown in Figure 3A. The average fluorescence intensity of all frames in a confocal video was determined so as to quantitatively analyze the UEA-FITC signal. For each colorectum, videos from a normal region, adenoma region, and cancer were obtained to calculate the fluorescence intensity ratio of UEA-FITC coupling to cancer, adenoma, and normal tissue (Figure 3B). The results showed that compared to normal tissue, the fluorescence intensity ratio of UEA-FITC in cancer was significantly lower (p < 0.05).




Figure 3 | Endoscopic molecular imaging of human colorectal cancer using UEA-FITC and CLE. (A) Representative frames of WLE, CLE, and EC acquired from normal, adenoma, and cancer lesions, and the corresponding pathologic pictures. Scale bars, 100 μm. (B) Cancer/adenoma-to-normal fluorescence signal ratio of each colorectum (n = 4) imaged with CLE. Error bars, SD. *p < 0.05. UEA, ulex europaeus agglutinin; FITC, fluorescein isothiocyanate; WLE, white light endoscopy; CLE, confocal laser endomicroscopy; EC, endocytoscopy; SD, standard deviation.





Diagnostic Accuracy of UEA-Targeted Imaging

Confocal images, including mouse and human specimens, were used prospectively to predict the histopathology. Overall, 69 different locations in 20 colorectums, including 20 locations from normal mucosa, 25 locations from adenoma, and 24 locations from cancer, were analyzed using a blind method. CLE was applied to evaluate all sites before biopsy, and histological results were compared with CLE judgment. The results of CLE judgment and histology are displayed in Table 1. The sensitivity and specificity of CLE for malignant lesion detection were 95.6% and 97.7%, respectively. The positive and negative predictive values were 91.6% and 95.6%, respectively. The overall correction rate for all sites was 95.6% by the CLE.


Table 1 | Correlation between confocal imaging and histology.






Discussion

The enhancement of endoscopic detection of colorectal cancer can increase the efficiency of tumor excision and decrease cancer recurrence and progression. Here, we show three main novel findings: (1) UEA is highly expressed in the normal intestinal epithelium but less in colorectal cancer, (2) the combination of UEA-FITC and CLE helped to identify patients with colorectal cancer, and (3) the real-time assessment by CLE conducted on UEA-FITC-targeted locations has a good diagnostic accuracy for colorectal cancer (sensitivity 96.4% and specificity 97.5%).

Previous studies have identified that colonic cancer has different fucosylation levels compared to normal colons (14). It has been reported that α1-3/4 fucosylation in the sera of colon cancer patients was higher than that in other groups (18). However, another study demonstrated that in the deficiency of fucosylation, dysplasia appeared and progressed to adenocarcinoma, mainly affecting the right colon and cecum (14). UEA-I, which combines with α1-2 fucose glycan, is usually used to detect α1-2 fucosylation levels. Our present study demonstrated decreased UEA levels in colonic cancer compared to normal colon tissue (Figure 1). This difference in distribution indicates that UEA may be a feasible agent for the endoscopic molecular imaging of colorectal cancer.

UEA-I is a lectin that specifically couples with α-linked fucose (16). Lectins are highly stereospecific proteins that can recognize numerous sugar structures and interact with glyco-conjugate complexes to form reversible bindings (19). Above all, they are abundantly discovered in plants and animals. Therefore, the UEA-I used here is a safe protein that is suitable for human use, although in our study, it was used in vitro. Furthermore, as the colorectum is a cavity organ, UEA-I can be administered locally without significant systemic absorption. Therefore, UEA-I is a viable and safe target for molecular imaging. The organ imaging protocol developed here facilitates the clinical use of UEA-targeted imaging for the detection and resection of colorectal cancer.

CLE combined with UEA-FITC can reveal differences in the morphology of the staining pattern. As shown in Figures 2A and 3A, a typical CLE image of stained normal mucosa displays a hexagonal, honeycomb appearance of vessel architecture along with regular, round luminal openings, surrounded by a homogeneous layer of epithelial cells. Irregular epithelium and villiform- or tubular-shaped crypts all indicate adenoma. Adenocarcinoma causes disorders and destruction of the glands. These different morphologies could help to diagnose normal, adenoma, and adenocarcinoma lesions in the first step.

In addition, CLE combined with UEA-FITC was investigated for the digital nature of the confocal images, allowing for semi-quantitative analysis. In vivo endoscopic molecular imaging combining fluorescent agents and CLE has also been reported for esophageal lesions (20) and gastric dysplasia (21). In esophageal applications, the addition of a 3-biomarker panel (cyclin A, p53, and aneuploidy) led to a 50% reduction in the false-positive rate of CLE, obtaining a sensitivity of 89.2% and a specificity of 88.9% for any grade of dysplasia, respectively (20). In the gastric study, targeted H-ferritin was demonstrated in resected human early gastric cancers with good diagnostic efficacy (100% sensitivity and 90% specificity) using CLE (21). In previous studies, quantitation was determined using images obtained from video sequences (20, 21). In this study, data of normal and cancer regions collected from the whole confocal video sequences (12 frames/s, 10- to 20-s videos) were incorporated for analysis. We measured the UEA-FITC fluorescence intensity ratio of tumor tissue to normal tissue using this unbiased method (Figures 2B and 3B).

Although CLE allowed for quantitation, the small field of view impeded efficient examination of the entire colon. WLE was first used to observe the entire colon, then EC was applied to detect suspicious lesions, and CLE was subsequently used. The combination of UEA-FITC and CLE has a good diagnostic accuracy for colorectal cancer (sensitivity 95.6% and specificity 97.7%), which is quite higher than the data reported on CLE alone (sensitivity 81%–91.4% and specificity 76%–85.7%) (22, 23). Estimating the benign and malignant lesions and determining the boundary of the malignant lesions are the key points for the diagnosis and treatment of colorectal cancer. The combination of UEA-FITC and CLE may help improve colorectal cancer detection and the thoroughness of tumor resection.

This study had several limitations. First, this study was limited to an ex vivo investigation, as required by the local ethics committee. However, despite the small number of human specimens, given the experience of our ex vivo human investigation, we are confident that topical administration in vivo of UEA-FITC would highlight adenoma and adenocarcinoma lesions in patients as well. Secondly, the relatively high cost and long learning curve of the procedure make it difficult for clinical use. Nevertheless, with the development of the economy and technology, we believe that it will be feasible in the near future. Thirdly, the actual advantages with respect to histology as the gold standard made this new approach more reliable, but it still could provide very reliable information.

In summary, we provide new concepts for identifying and validating molecular imaging targets for colorectal cancer. UEA can act as a cancer-specific imaging agent to improve the detection and treatment of CRC. The present imaging approach utilizes the simplicity of accessing the colorectal lumen, the well-established intraintestinal route for administering drugs in the colorectum, and the availability of clinical level imaging tools involving EC and CLE. We demonstrate that this method is feasible and may be adaptable for further development and validation of imaging agents in other hollow organs. Together, this research provides evidence for UEA as a colorectal cancer imaging target with the potential for clinical translation.
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Supplementary Figure 1 | Endoscopic molecular imaging of colorectal cancer using IgG-FITC and CLE in mouse and human.

Supplementary Video 1 | A video of CLE combined with UEA to detect normal colon tissue in mice CLE, confocal laser endomicroscopy; UEA, Ulex europaeus agglutinin.

Supplementary Video 2 | A video of CLE combined with UEA to detect colon adenoma tissue in mice CLE, confocal laser endomicroscopy; UEA, Ulex europaeus agglutinin.

Supplementary Video 3 | A video of CLE combined with UEA to detect colorectal cancer in mice CLE, confocal laser endomicroscopy; UEA, Ulex europaeus agglutinin.
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Whole-prostate gland (WPG) segmentation plays a significant role in prostate volume measurement, treatment, and biopsy planning. This study evaluated a previously developed automatic WPG segmentation, deep attentive neural network (DANN), on a large, continuous patient cohort to test its feasibility in a clinical setting. With IRB approval and HIPAA compliance, the study cohort included 3,698 3T MRI scans acquired between 2016 and 2020. In total, 335 MRI scans were used to train the model, and 3,210 and 100 were used to conduct the qualitative and quantitative evaluation of the model. In addition, the DANN-enabled prostate volume estimation was evaluated by using 50 MRI scans in comparison with manual prostate volume estimation. For qualitative evaluation, visual grading was used to evaluate the performance of WPG segmentation by two abdominal radiologists, and DANN demonstrated either acceptable or excellent performance in over 96% of the testing cohort on the WPG or each prostate sub-portion (apex, midgland, or base). Two radiologists reached a substantial agreement on WPG and midgland segmentation (κ = 0.75 and 0.63) and moderate agreement on apex and base segmentation (κ = 0.56 and 0.60). For quantitative evaluation, DANN demonstrated a dice similarity coefficient of 0.93 ± 0.02, significantly higher than other baseline methods, such as DeepLab v3+ and UNet (both p values < 0.05). For the volume measurement, 96% of the evaluation cohort achieved differences between the DANN-enabled and manual volume measurement within 95% limits of agreement. In conclusion, the study showed that the DANN achieved sufficient and consistent WPG segmentation on a large, continuous study cohort, demonstrating its great potential to serve as a tool to measure prostate volume.
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Introduction

Whole-prostate gland (WPG) segmentation plays an important role in prostate volume measurement, biopsy, and surgical planning (1). Magnetic resonance imaging (MRI)-targeted transrectal ultrasound fusion (MRI-fusion) biopsy has shown increased detection of clinically significant PCa and reduced identification of clinically insignificant PCa (2), where the WPG segmentation is critical to enabling the MRI-fusion biopsy (3). Also, prostate volume measurement via WPG segmentation can be used to quantify the progression of benign prostatic hyperplasia (1) and to assist surgical planning (4).

Manual segmentation of WPG is time-consuming and laborious and commonly suffers from inter-rater variability (5), making it inadequate for large-scale applications (6). Deep learning (DL) (7–10) has increasingly been utilized for the automatic segmentation of WPG. Zhu et al. (11) proposed a deeply supervised convolutional neural network (CNN) using convolutional information to segment the prostate from MR images. Cheng et al. (8) developed a DL model with holistically nested networks for prostate segmentation on MRI. Jia et al. (12) proposed an atlas registration and ensemble deep CNN-based prostate segmentation. In addition, attentive DL (13) models were introduced to enhance DL by paying attention to the particular regions of interest in an adaptive way and thus have achieved better segmentation performance than other DL-based models. However, to the best of our knowledge, the evaluation of these methods was currently limited by a relatively small sample size, ranging from tens to hundreds of MRI scans. It is relatively expensive to create large, continuous samples with manual segmentation of WPG, which limits the ability to test the DL models in a clinical setting.

In this paper, we evaluated a previously developed DL-based automatic segmentation model, deep attentive neural network (DANN) (13), using a large, continuous cohort of prostate 3T MRI scans acquired between 2016 and 2020. The WPG segmentation by DANN was evaluated both quantitatively and qualitatively. The quantitative evaluation was performed by using an independent testing set with manual segmentation as a ground truth on a small dataset (n = 100). The dice similarity coefficient (DSC) (14) was used to measure the segmentation performance, compared with other baseline DL methods. For qualitative evaluation, the segmentation performance was evaluated by two abdominal radiologists independently via visual grading since the ground-truth manual segmentation was not available for the large cohort (n = 3,210). Inter-rater agreement between the two radiologists was evaluated to check the consistency of the visual grading. We further investigated the segmentation on different anatomical locations (i.e., apex, midgland, and base) as a secondary analysis. Finally, we conducted the volume measurement using DANN-based segmentation on a small cohort (n = 50) (DANN-enabled volume measurement) and compared it with the manual volume measurement.



Materials and Methods


MRI Datasets

With approval from the institutional review board (IRB), this retrospective study was carried out in compliance with the United States Health Insurance Portability and Accountability Act (HIPAA) of 1996. After excluding MRI scans with severe artifacts and patients with prior surgery history and Foley catheter, a total of 3,695 MRI scans, acquired on 3 T scanners (Skyra, Prisma, and Vida, Siemens Healthineers, Erlangen, Germany), from January of 2016 to August of 2020, were included in the study. Axial and coronal T2-weighted (T2W) Turbo spin-echo (TSE) images were used. Table 1 shows the characteristics of the T2W MRI scan in the study.


Table 1 | T2-weighted TSE MRI sequence parameters in the study.



Out of 3,695 3T MRI scans, 335 MRI scans (9%) were used as a training set, and the remaining 3,360 (91%) MRI scans were used as a testing set. Training and testing datasets were randomly chosen from the whole dataset. The testing set included a qualitative evaluation set (n = 3,210), a quantitative evaluation set (n = 100), and a volume measurement evaluation set (n = 50). Table 2 shows the data characteristics for each dataset. Training, quantitative, and volume measurement evaluation sets required manual prostate contours as the segmentation reference standard. The manual annotation was prepared by an abdominal radiologist (MQ) with more than 5 years of experience in the interpretation of prostate MRI. In the training set, prostate contours were drawn on all axial T2W images from all MRI scans and on four mid-coronal T2W images (8th to 11th out of twenty slices) from a subset of 100 MRI scans. In the quantitative and volume measurement evaluation sets, prostate contours were drawn on all axial T2W images.


Table 2 | Data characteristics in the training, qualitative, and quantitative evaluation.





DL-Based Whole Prostate Gland Segmentation Model

Figure 1 shows the overall workflow of the automatic WPG segmentation with DANN (13). We added the segmentation on the coronal plane to assist the selection of axial slices, reducing the inference time of segmentation on the axial plane. During the testing, the workflow went through the following steps. First, DANNcor, responsible for segmenting coronal slices, was adopted to segment the prostate on the two-middle coronal images (9th and 10th slices out of twenty slices) for each MRI scan in the entire testing set. The segmented coronal images were used to automatically select the axial T2W images that contained the prostate gland. This would provide proper through-plane coverage of the prostate in the axial slices. Next, DANNax was used to perform the WPG segmentation on the selected axial T2W images for each MRI scan in all the testing sets.




Figure 1 | The overall workflow of the automatic WPG segmentation with DANN. Both axial and coronal T2W images were used as input, where the coronal images were used to assist the selection of certain axial images containing the prostate gland. DANNcor was firstly performed on the two middle coronal images, indicated by images with the red border. Next, green lines selected by the prostate segmentation on the coronal images were used to determine the selection of axial slices (images with green borders). Once the axial images were selected, DANNax was performed on the axial MRI slices for the segmentation of WPG.



Both DANNax and DANNcor were trained independently using the training set (n = 335). First, a subset of the training data (n = 100) was used for training of DANNcor, and four-middle coronal slices (8th to 11th slices out of twenty slices) were used to make use of as many samples as possible. Once the initial training of DANNcor was finished, two middle coronal slices were used as input to DANNcor for the rest of the training data. The segmented coronal slices by DANNcor were used to select certain axial slices, and DANNax was trained using all the selected axial slices in the entire training set. Training and inferencing were conducted on a desktop computer with a 64-Linux system with 4 Titan Xp GPU of 32 GB GDDR5 RAM. All the networks were trained with stochastic gradient descent as the optimizer, with binary cross-entropy as the loss function. PyTorch was used to implement all the DL networks. The models were initially trained using 80% of the training dataset, and the rest of the training dataset was used as the validation dataset. After the optimal hypermeters were found, we retrained the models using the whole training dataset. The learning rate was initially set to 2.5e-3. All the networks were trained for 100 epochs with batch size 12.



Evaluation of Segmentation Performance


Qualitative Evaluation of Segmentation Performance

We adopted the visual grading, similar to (15), to qualitatively evaluate the WPG segmentation. Two abdominal radiologists (MQ and CS; each has over five years of experience in prostate MRI interpretation) assigned a visual grade, ranging from 1 to 3, to evaluate the segmentation performance, focusing on the whole prostate and sub-portions of the prostate (e.g., apex, midgland, and base). 1, 2, and 3 indicate unacceptable, acceptable, and excellent segmentation performance, respectively. Table 3 shows the details when assigning the visual grade. Typical examples associated with each visual grade are shown in Figure 2. The readers independently ranked the segmentation quality. In addition, inter-rater reliability was assessed. To further investigate the segmentation at sub-portions of the prostate, we performed the sub-analysis for MRI scans without excellent segmentation performance agreed by both radiologists. Also, the segmentation performance for MRI scans with and without endorectal coil (ERC) was compared.


Table 3 | Description of each visual grade for qualitative segmentation evaluation.






Figure 2 | Typical examples for each visual grade. Rows (A–C) represent two segmentation examples with visual grades 3 (excellent), 2 (acceptable), and 1 (unacceptable), respectively. Slices 1–20 represent MRI slices from superior to inferior. Regions encircled by organ boundary are the prostate whole gland.





Quantitative Evaluation of Segmentation Performance

3D DSC (16) was used to quantitatively evaluate and compare the segmentation performance in the quantitative evaluation set (n = 100). The manual segmentations (M) were prepared by the radiologist on all axial slices as ground truths. DSC measures the overlapping between M and method-based (N) segmentation of the WPG volume and can be formulated as:

 

where ∩ and ∪ indicate the intersection and union, respectively.



Evaluation of Volume Measurement

We further evaluated the performance of DANN-enabled volume measurements. After the radiologist manually drew the WPG contour on all axial slices, Pyradiomics (17) was used to calculate the prostate volume in the volume measurement evaluation set (n = 50). The prostate volume from the DANN-based segmentation was compared with the manual volume measurement. The Bland–Altman plot (18) was used to analyze the agreement between manual and DANN-enabled WPG volume measurements.




Statistical Analysis

Mean and standard deviation were used to describe the distribution of DSC. The quantitative segmentation performance difference between the DANN and the baselines was compared using a paired sample t-test (19). p values < 0.05 were considered statistically significant. Inter-rater reliability between two radiologists was measured by using the κ statistic (20). The relationship between the value of κ and inter-rater reliability is listed as below, κ < 0: pool agreement; 0 < κ < 0.2: slight agreement; 0.21 < κ < 0.4: fair agreement; 0.41 < κ < 0.6: moderate agreement; 0.61 < κ < 0.8: substantial agreement; 0.81 < κ < 1.0: almost perfect agreement.




Results


Qualitative Evaluation of WPG Segmentation

Figure 3 shows the proportion of acceptable or excellent segmentation quality in all MRI scans on the qualitative evaluation set at the whole prostate, or each sub-portion (apex, midgland, or base) of the prostate. The DANN method exhibited an acceptable or excellent segmentation performance in more than 96% of the MRI scans on the whole prostate or each sub-portion of the prostate. The segmentation at the midgland portion had achieved the best segmentation performance, while it performed the worst at the base portion.




Figure 3 | The proportion of segmentation with acceptable or excellent performance evaluated by radiologists 1 and 2 among all MRI scans (n = 3210). Kappa statistics between the two readers were also provided in the figure.




Qualitative Evaluation and Inter-Rater Variability for WPG Segmentation

For WPG segmentation, 97.9% (n = 3,141) and 93.2% (n = 2,992) of the MRI scans were graded as having acceptable or excellent segmentation performance. Table 4 includes the confusion matrix to show the inter-rater variability of the visual grading. Overall, two readers reached a substantial consensus on the visual grading in 95.8% of the patients (κ = 0.74). When readers differed on the grading, the discrepancy in grading was less than one. A percentage of 94.6% of segmentation results were unanimously considered as acceptable or excellent. Moreover, 91.5% of the MRI scans (n = 2,861) were graded as having excellent segmentation performance according to the two radiologists. Unacceptable segmentation performance occurred only in 1.2% of the MRI scans (n = 39), agreed by the two radiologists.


Table 4 | Confusion matrices between the visual grades assigned by two readers.





Sub-Analysis of MRI Scans Without Excellent WPG Segmentation

We conducted the sub-analysis related to each sub-portion of the prostate (apex, midgland, or base) when the WPG segmentation was not excellent. The MRI scans with excellent segmentation agreed by two readers were excluded (n = 2,929), and the rest of the MRI scans were used for the analysis (n = 281). Figure 4 shows the confusion matrices of each sub-portion of the prostate on the rest of the MRI scans. A percentage of 46.3% of the MRI scans achieved the acceptable (or better) segmentation quality at the base slices, while 94.3% and 83.3% of the MRI scans achieved the acceptable (or better) segmentation quality at the midgland and apex slices.




Figure 4 | Confusion matrices of the prostate base, midgland, and apex for the cases without excellent segmentation (n = 281).





Comparison Between MRI Scans With and Without ERC

We compared the WPG segmentation quality for the MRI scans with and without ERC (21). Figure 5 shows the confusion matrices of the visual grades of segmentation on MRI scans with and without ERC. There were substantial agreements (κ = 0.64 and 0.85) between the two radiologists on WPG segmentation of MRI scans with and without ERC. When considering the inter-rater agreement of WPG segmentation, DANN demonstrated acceptable WPG performance in more than 95.5% of MRI scans with ERC compared to 84.3% of those without ERC. MRI scans with ERC had a larger proportion of unacceptable WPG segmentation compared to those without ERC (12.1% vs. 2.2%).




Figure 5 | Confusion matrices of the visual grades of segmentation on MRI scans with and without endorectal coils. Kappa coefficient (κ) is used to measure the inter-rater variability between the two readers.






Quantitative Evaluation of WPG Segmentation

The quantitative performance of the DANN was compared to the other two baseline methods, including DeepLab v3+ (22) and UNet (23). Table 5 shows the comparisons of DSCs between DANN and the baseline methods. The DANN achieved a DSC of 0.93, which was higher than those of DeepLab v3+ and UNet with significant differences (both p values < 0.05).


Table 5 | Quantitative DSC comparisons with baseline methods.





Evaluation of Volume Measurement

Figure 6 shows the agreement between manual and DANN-enabled volume measurements in the Bland–Altman plot. The mean difference between the two-volume measurements was calculated as an estimated bias. Standard deviation (SD) of the differences, and 95% limits of agreement (average difference ± 1.96 SD) were calculated to assess the random fluctuations around this mean. A total of 48 out of 50 cases (96%) had the volume measurement differences within 95% limits of agreement, indicating that the manual and DANN-enabled volume measurements can be potentially used interchangeably.




Figure 6 | Bland–Altman plot to show the agreement between manual and DANN-enabled WPG volume measurements.






Discussion

A deep attentive neural network (13), DANN, for the automatic WPG segmentation was evaluated on a large, continuous patient cohort. In the qualitative evaluation, DANN demonstrated that the segmentation quality is either acceptable or excellent in most cases. Two radiologists exhibited a substantial agreement for the qualitative evaluation. In the quantitative evaluation, DANN exhibited a significantly higher DSC than the baseline methods, such as UNet and DeepLab v3+. Also, 96% of the testing cohort had volume measurement differences within 95% limits of agreement.

We found that DANN demonstrated worse segmentation performance at the prostate base than at the apex and midgland slices. This may be due to the fact that the anatomical structure of the prostate base is relatively more complex than other prostate portions. The prostate base is in continuity with the bladder and seminal vesicles, and thus the boundary may contain partial volume effects and mild movement artifacts.

We observed that the segmentation performance was somewhat limited when MRI scans were acquired with an ERC. We believe that this may be because there were only three MRI scans with ERC in the training dataset. A large training data with ERC may allow the model to learn representative features related to the prostate MRI with ERC. In addition, images often exhibit large intensity variation compared to the MRI scans without ERC as ERC is close to the prostate. This may require including an even larger training dataset to account for these intensity variations than those without ERC.

We refined DANN by adding the coronal segmentation to assist the selection of axial slices for WPG segmentation. With assistance from the coronal segmentation, the axial model conducted the segmentation only on the selected axial slices instead of applying it to all axial slices, which reduces the inference time. Table 6 contains the inference time between the segmentation with and without coronal segmentation. The total inference time in a combination of coronal and axial slices was 25% less than the inference time without assisting the selection of axial slices (12.6 vs. 16.4 min). In addition, we observed that DSC was not different when adding the coronal segmentation in the quantitative evaluation.


Table 6 | Inference time estimation and DSCs obtained with and without coronal segmentation assistance.



Compared with quantitative evaluation, qualitative evaluation includes unique characteristics and benefits. The DSC-based evaluation often overlooks the segmentation performance on small regions when they were combined with larger regions. Prostate at apex or base slices is relatively smaller than the one in the middle, and therefore, the quantitative evaluation may not be sensitive enough to illustrate limitations at these locations when 3D DSC is used for the evaluation. Also, the DSC-based evaluation is not directly associated with clinical implications, while qualitative evaluation categorized the segmentation results based on the quality to which segmentation can be acceptable clinically.

Our study still has a few limitations: 1) the MRI scans in this study were acquired from three 3T MRI scanners at a single medical center. Prostate MRI sequence parameters are generally well-standardized by the Prostate Imaging–Reporting and Data System (PI-RADS) guidelines (24), but future studies would include testing DANN at multiple institutions. 2) The inter-rater variability was tested between two radiologists. We will include more radiologists to evaluate comprehensive inter-rater variability. 3) Large GPU memory was required during the training and testing since DANN included the spatial attention mechanism that caused considerable computational complexity. In the future, we will explore the criss-cross attention module (25) that uses the contextual information of all the pixels on the criss-cross path for each pixel, which has shown the potential to reduce the GPU memory.



Conclusion

Our study showed that the proposed deep learning-based prostate segmentation (DANN) could generate segmentation of the prostate with sufficient quality in a consistent manner when a large, continuous cohort of prostate MRI scans was used for evaluation. The qualitative evaluation conducted by two abdominal radiologists showed that 95% of the segmentation results were either acceptable or excellent with a great inter-rater agreement. In the quantitative evaluation, DANN was superior to the state-of-art deep learning methods, and the difference between manual and DANN-enabled volume measurements was subtle in most cases. The method has a great potential to serve as a tool to assist prostate volume measurements, and biopsy and surgical planning in a clinically relevant setting.
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Background

68 Ga-prostate-specific membrane antigen (PSMA) PET/MRI has become an effective imaging method for prostate cancer. The purpose of this study was to use deep learning methods to perform low-dose image restoration on PSMA PET/MRI and to evaluate the effect of synthesis on the images and the medical diagnosis of patients at risk of prostate cancer.



Methods

We reviewed the 68 Ga-PSMA PET/MRI data of 41 patients. The low-dose PET (LDPET) images of these patients were restored to full-dose PET (FDPET) images through a deep learning method based on MRI priors. The synthesized images were evaluated according to quantitative scores from nuclear medicine doctors and multiple imaging indicators, such as peak-signal noise ratio (PSNR), structural similarity (SSIM), normalization mean square error (NMSE), and relative contrast-to-noise ratio (RCNR).



Results

The clinical quantitative scores of the FDPET images synthesized from 25%- and 50%-dose images based on MRI priors were 3.84±0.36 and 4.03±0.17, respectively, which were higher than the scores of the target images. Correspondingly, the PSNR, SSIM, NMSE, and RCNR values of the FDPET images synthesized from 50%-dose PET images based on MRI priors were 39.88±3.83, 0.896±0.092, 0.012±0.007, and 0.996±0.080, respectively.



Conclusion

According to a combination of quantitative scores from nuclear medicine doctors and evaluations with multiple image indicators, the synthesis of FDPET images based on MRI priors using and 50%-dose PET images did not affect the clinical diagnosis of prostate cancer. Prostate cancer patients can undergo 68 Ga-PSMA prostate PET/MRI scans with radiation doses reduced by up to 50% through the use of deep learning methods to synthesize FDPET images.





Keywords: PET/MRI, prostate, low-dose restoration, deep learning, discrete wavelet transform



Introduction

Prostate cancer is one of the most common cancers worldwide, with approximately 1.41 million new cases reported in 2020, the third most common among 36 cancers (1). In recent years, studies have demonstrated that 68 Ga-prostate-specific membrane antigen (PSMA) PET/MRI provides accurate staging of primary prostate cancer with a high detection rate (2–6). In terms of evaluating recurrent prostate cancer, this imaging technique also has a high detection rate, even for patients with extremely low levels of prostate specific antigen (PSA; <0.5 ng/ml). Additionally, it plays an important role in tumor detection, preliminary staging, treatment response assessment, and treatment planning (7, 8).

However, this technique also has some limitations, including scanning time, the cost of the associated radiopharmaceuticals, and the radiation delivered by PET imaging (9). The economic factors and radiation risks have different kinds of impact on the patients. The purpose of reducing the dose of radiopharmaceuticals is related to the potential risks of ionizing radiation. To reduce the risk of radiation exposure that those involved in the scan may face, especially pediatric patients and volunteers, or when a variety of different tracers are used for follow-up or to monitor treatment response, fewer radiopharmaceuticals should be used to perform PET imaging. The reduction in the number of radiopharmaceuticals will reduce the quality of the PET images, thereby affecting quantitative analysis and clinical diagnosis.

In recent years, deep learning has entered various fields of medical imaging. Hu Chen et al. used learned experts’ assessment-based reconstruction network to reconstruct CT directly from sinogram data (10). Maosong Ran et al. proposed a Parallel Dual-Domain Convolutional Neural Network for Compressed Sensing MRI to deal with the k-space and spatial data simultaneously (11) and a parameter-dependent framework to process the CT data with different scanning geometries and dose level in a unified network (12). Wenjun Xia et al. simultaneously leverage the spatial convolution to extract the local pixel-level features from the images and incorporate the graph convolution to analyze the nonlocal topological features in manifold space for low-dose CT reconstruction (13). Chenyu Shen et al. leveraged deep regularization by denoising from a Bayesian perspective to reconstruct PET images from a single corrupted sinogram without any supervised or auxiliary information (14). Researchers have proposed a variety of methods to ensure that the synthesized FDPET images have the same image quality as the clinical diagnostic images (15–17). In particular, deep learning has shown great potential in recovering LDPET images. Yan Wang et al. used a 3D conditional generative adversarial network (GAN) to synthesize FDPET images from head LDPET images (18). Wenzhuo Lu et al. used a fully optimized 3D U-net to effectively reduce the noise in LDPET images from the lungs while minimizing the deviation in the lung nodules (19). Yang Lei et al. proposed using CycleGAN to estimate prostate FDPET images from prostate LDPET images (20). Long Zhou et al. also used CycleGAN, denoising low-dose fluorodeoxyglucose (FDG) PET images and subsequently performing quantitative analysis on the images (21).

Deep learning also has a variety of exploratory research in prostate PET images. Pablo Borrelli et al. used convolutional neural network to detect lymph node metastases by PET/CT predicting prostate cancer-specific survival (22). Eirini Polymeri et al. evaluated a novel three-dimensional deep learning-based technique on PET/CT images for automated assessment of cancer in the prostate gland and its agreement with manual assessment (23). Sangwon Han et al. evaluated the performance of deep learning classifers for bone scans of prostate cancer patients (24). Dejan Kostyszyn et al. examined the capabilities of convolutional neural network for intraprostatic GTV contouring in 68Ga- and 18F-PSMA-PET (25). Sobhan Moazem et al. used UNet to predict treatment response in prostate cancer patients based on multimodal PET/CT for clinical decision support (26). Andrii Pozaruk et al. developed a novel augmented deep learning method based on GANs for accurate attenuation correction in the simultaneous PET/MR scanner (27).

In this study, we retrospectively analyzed the 68 Ga-PSMA PET/MRI data of 41 patients in Nanjing First Hospital of China. The PET images were reconstructed at acquisition times of 2.5%, 5%, 25%, 50%, and 100% of the standard acquisition time. A discrete-wavelet-transform convolutional neural network (DWTN) was used to restore the LDPET images to the original, FDPET images with or without the use of MRI priors, respectively, to explore the extent to which this method can reduce the required radiotracer dose.



Materials and Methods


PET/MRI Data Acquisition

In this study, we used clinical images obtained from 68 Ga-PSMA PET/MRI examinations performed at Nanjing First Hospital of China from January 2021 to July 2021. The data were obtained from 41 male patients who might present with signs of future prostate cancer. The mean age of the patients was 67 ± 6 years, and the mean weight was 73 ± 10 kg. The research protocol was approved by the institutional ethics committee, and all patients were provided written informed content. Sixty minutes after the patient had been injected with 68 Ga-PSMA (in the range of 111-185×106 MBq), scanning data were collected from the PET/MRI scanner (United Imaging Healthcare, uPMR 790). The acquisition time of emission images was 600 seconds, and the PET images were reconstructed at acquisition times of 600, 300, 150, 30, and 15 seconds.

All PET images were reconstructed using ordered subset expectation maximization (OSEM) algorithm and a set series of parameters, for example, 3D iterative time-of-flight (TOF) and point-spread function (PSF) reconstruction, 2 iterations, 20 subsets, matrix 192×192, slice thickness 2.5 mm, and correction methods such as decay correction, attenuation correction, scatter correction, dead time correction, random correction, and detector normalization correction. The images reconstructed at the acquisition times above correspond to 100%-, 50%-, 25%-, 5%-, and 2.5%-dose (low-dose) PET images, respectively. The 100% does PET images were used as ground-truth and the remaining dose PET images were used as input images. The water sequence decomposed from the T1-weighted MRI images was used as the prior images for generating the LDPET images.

Since integrated prostate PET/MRI was used for scanning, the PET and MRI scans were coaxial. The PET image matrix size is 192×192, and the MRI image matrix size is 552×387. To ensure that the image resolution was not lower than that of the original image, we used bicubic interpolation to resize the two modal images as a 512×512 matrix. Since the image matrix sizes of the two modalities are now the same, the images of the two modalities do not need to be registered. In total, the 41 patients had 4100 sets of images. These sets are divided into training data set and test data set. We used 90% of the data set to train the model and the remaining 10% to verify the effect of the images generated by the model. To avoid overfitting due to the small size of the training data set, we increased the number of images in the training data set by flipping the images down, left and right, quadrupling the size of the training data set. This process helped improve the generalizability of the deep learning models.



Discrete-Wavelet-Transform Convolutional Neural Network

The discrete-wavelet-transform convolutional neural network (DWTN) proposed in this study is an improvement of the densely self-guided wavelet network (28), which is suitable for LDPET image restoration tasks based on MRI priors. The structure of DWTN was shown in Figure 1. The multilayer self-guided architecture makes better use of multiscale image information; low-resolution feature information from the top layer is gradually fused with higher-resolution feature information to improve the network’s ability to extract multiscale feature information from images. Wavelet transform is used instead of ordinary upsampling and downsampling and PixelShuffle and PixelUnshuffle to generate multiscale image information. Before the convolution process, the image is converted into horizontal, vertical, and diagonal detail images and thumbnails through discrete wavelet transform (29). At the full-resolution layer, the main branch and attention branch provide stability and process the feature images. At each layer, we add densely connected residual blocks to improve the convergence of the network. The top layer of the DWTN extracts large-scale image feature information in the lowest resolution space. The top-level network contains two convolution layers, a leaky ReLU layer, and a densely connected residual (DCR) block (30). As shown in Figure 1 (B), the DCR block consists of three convolutional layers, each of which is followed by a leaky ReLU. Each feature image is connected by dense connections so that our model can use the previous feature information to solve the gradient disappearance problem. The middle two layers are similar to the top layer. For the full-resolution level, we add multiple DCR blocks after merging the multiscale feature information to enhance the feature extraction capability of the DWTN. For the attention branch, we add a tanh activation function after the two DCR blocks. The main branch and the attention branch are processed and added, and then through multiple residual blocks and convolution blocks, the added image feature information is extracted. The structure of residual block was shown in Figure 1 (C). Finally, through a convolution block without an activation function, the details of the image are preserved. The last convolution layer uses a 1×1 convolution kernel with a step count of 1, and the remaining convolution layers all use a 3×3 convolution kernel with a step count of 1.




Figure 1 | Discrete-wavelet-transform neural network (DWTN), including (A) the structure of the DWTN network, (B) the structure of the densely connected residual (DCR) block, and (C) the structure of the residual block.



To improve the generalization of the network, we used perceptual loss, mean-square-error loss and kernel loss to constrain the network (31). Among them, perceptual loss enabled the network to learn the characteristics of the overall images and converge faster than mean-absolute-error loss. The perceptual loss used pre-trained VGG19 for extracting image features. The mean-square-error loss was to calculate the loss function at the pixel level to ensure the network to generate more details of the images. The kernel loss reduced the weight of the hidden layer inside network, thereby promoting the convergence of DWTN. The loss function formula was as follows:

 

where mse, vgg and kl are 0.5, 0.5 and 0.0001, respectively. The formulas of each loss function are as follows:







where   and y represent the generated images and ground-truth, respectively. VGG represents the processing of VGG model.

When initializing the training parameters, we used the ADAM optimizer, and the remaining parameters are set to their default values. We update the learning rate every 25 epochs and set the learning rate decay rate to 0.5. The weights of all hidden layers are initialized with Gaussian random numbers. The model was implemented on an NVIDIA GeForce RTX 2080Ti GPU with 11 GB of memory and run under the Microsoft Windows 10 operating system. During training, we used a batch size of 4 for 100 epochs.



Evaluation Metrics

Clinical quantitative evaluation. To evaluate the quality of the PET images, we evaluated the original LDPET images, the synthesized FDPET images, and the synthesized FDPET images based on the MRI priors. There were 13 sets of images, including 32 PET images in each group. The PET images were evaluated using a 5-point method by two nuclear medicine physicians from Nanjing First Hospital of China (32, 33).

Image quantitative analysis. To evaluate the image quality between the synthesized FDPET images and the original FDPET images, we used the PSNR, SSIM, RCNR, and NMSE as objective indicators.

The PSNR is a quantitative index for evaluating images and noise, and the SSIM is an index for evaluating the similarity of two image features; both indices offer comprehensive evaluations of two images.

 

Where MSE is the mean square error between the compared images and the ground-truth.



where μx is the mean of compared images and μy is the mean of ground-truth, respectively. σx and σy are variance of compared images and ground-truth, respectively. σxy is the covariance between compared images and ground-truth. c1 and c2 are 0.01 and 0.03, respectively.

The NMSE is an indicator of the quantitative analysis of two images at the pixel level.

 

Where Xi and Yi represent the pixel value of the compared image and groud-truth, respectively.

The contrast-to-noise ratio is an objective index used to evaluate the quality of medical images; the RCNR is a dimensionless image index based on CNR that is used to compare the contrast of two images.





Where X and Xbackground represent the mean of the matrix and background matrix, respectively.




Results

Compared with the LDPET images, the FDPET images synthesized by the deep learning method demonstrated significantly improved image quality. PET images with a dose of less than 5% showed irregular spots, and their contours, shapes, and contrast were different from those of the target images. In the images synthesized from those with a dose of less than 5%, the spots were eliminated, and the shape features and contrast were relatively consistent with those of the target images. In PET images with a dose greater than 5%, the contours, shapes, and contrast were similar to those the target images, but subtle differences could be observed. In the synthesized PET images, the shapes, contours, and contrast were consistent with those of the target images.

After training the model, we calculated the mean and standard deviation of the RCNR, PSNR, SSIM, NMSE among the original LDPET original image, the synthesized FDPET images, the prior-synthesized FDPET images, and the target images of all doses in the test set. Table 1 shows the mean and standard deviation values of the image indicators. To more intuitively visualize the differences in these image indicators, Figure 2 shows the histograms of the structural similarity and NMSE indicators. The processed LDPET images had significantly better image quality than the original LDPET images. The images based on MRI prior synthesis showed better image quality at the global-feature and pixel levels.


Table 1 | Objective indicators for LDPET images, synthesized FDPET images, MR prior-synthesized FDPET images, and target images.






Figure 2 | NMSE and SSIM of the original LDPET images, synthetic FDPET images, and MR prior-synthesized FDPET images at all doses, where blue represents SSIM, orange represents NMSE, and different degrees of color represent images of different doses.



Figure 3 shows one patient’s original 2.5%-, 5%-, 25%-, and 50%-dose PET images and their corresponding synthesized FDPET images and prior-synthesized FDPET images for the prostate. The average RCNR of the LDPET images and MRI prior-based synthesized LDPET images was close to 1. Moreover, the pelvic contour details of the prior-based synthesized images for doses of 25% and above are visible.




Figure 3 | The original LDPET images, synthesized FDPET images, MR prior-synthesized FDPET images of all doses, and their ROIs.



We transferred the synthesized images and MRI prior synthesized images for each LDPET image to DICOM format, subtracted each image from the original FDPET image matrix, and finally divided the difference matrix by the maximum value of the original image. The resulting image matrixes are shown in Figure 4. The error between the 25%-dose synthesized images and the prior-synthesized images are within 25%, and the error between the 50%-dose synthesized images and the prior-synthesized images are within 10%.




Figure 4 | Synthesized FDPET image, MR prior for all doses, combined FDPET image and target subtraction difference map and original image.



Six patients were selected from the test set, all of whom had images of prostate or pelvic lesions, as shown in Figure 5. The figure shows the diffusion weighted (DW) image, apparent diffusion coefficient (ADC) image, T2-weighted image, FDPET image, and various synthesized images. The DW image, ADC image, and T2-weighted image in the MRI sequence are important references for clinical diagnosis, and the PET images and MRI images are complementary.




Figure 5 | MR and PET images of 6 patients with prostate or pelvic lesions from the test set. The MR sequences included DW-, ADC- and T2-weighted images. The PET images consist of the original FDPET images, FDPET images synthesized from 50%-dose images with MR priors, FDPET images synthesized from 50%-dose images without MR priors, and FDPET images synthesized from 25%-dose images with MR priors.



In the clinical quantification phase, we selected 32 images with lesions in the pelvis or prostate from the test set for scoring. Table 2 shows the mean and variance of the scored from the two nuclear medicine doctors for PET images of different doses, processed PET images, and prior-based PET images. The average score of the FDPET images MRI prior-synthesized from 25%-dose PET images is 0.1 points lower than the average score of the target images. In contrast, the average score of the FDPET images synthesized from 25% dose PET images without the prior is 0.3 points lower than the average score of the target images. In addition, to improve the credibility of the analysis, we combined the scores of the two doctors. When the two nuclear medicine doctors had different scores for the same image, then the lower score of the two was taken. Figure 6 shows the distribution of this score. When MRI images were used as the prior, more than 80% of the FDPET images synthesized from 25%-dose PET images had scores of 4, while the rest had scores of 3. When no priors were used, the scores of the FDPET images synthesized from the 25%-dose images indicated that the FDPET images were between good and poor quality. Regardless of whether MRI images were used as priors, the scores of the FDPET image synthesized from the 50%-dose PET images were greater than or equal to 4. At each dose, using MRI images as priors in synthesizing the images was better than using single LDPET images to synthesize FDPET images.


Table 2 | Mean clinical quantitative scores from nuclear medicine doctors on LDPET images, synthesized FDPET images, MR prior-synthesized FDPET images, and target images.






Figure 6 | Distribution of clinical quantitative scores from nuclear medicine doctors on LDPET images, synthesized FDPET images, MR prior-synthesized FDPET images, and target images.





Discussion

In the LDPET image denoising method, MRI images were used as prior image to provide rich tissue and anatomical information for PET image synthesis, thereby improving image quality, contours and details. However, the use of MRI as priors can also lead to registration problems. Due to the characteristics of the MRI images and the PSMA PET images, accurate registration, regardless of whether rigid registration or flexible registration is used, can be difficult. Data registration is not a problem, however, because the integrated PET/MRI device uses coaxial scanning, and the data it collects can be directly applied to LDPET restoration. Theoretically, data collected by integrated PET/MRI are more suitable for MRI prior-based LDPET estimation than data collected by sequential PET/MRI, insert PET/MRI, or multiple devices.

When using a single LDPET image for denoising, synthesized prostate FDPET images have poor overall contour and edge details and cannot be restored well. When including MRI images as priors for LDPET image denoising, the edges of PET images with a dose of less than 5% is blurred, and the surrounding contours are not clear, which can affect the diagnosis. In PET images with a dose higher than 5%, the shape and edges of the key parts of the prostate are clear, the contours of the surrounding organs are distinct, the contrast is relatively close to that of the target image, and the clinical quantitative score is the same as that of the target image. However, Figure 3 shows that the 25%-dose PET synthesized images based on the MRI priors and the ground-truth have a large error in the local area of the prostate. Thus, the 50%-dose PET images synthesized based on the MRI priors showed sufficient quality to meet the requirements for clinical analysis.

However, our method still has certain limitations. First, the proposed network uses the Haar wavelet transform for up- and downsampling. Other potential wavelet transforms include Gaussian, Morlet, Shanno, and other transformation methods, and whether the Haar wavelet transform is the most suitable for MRI prior-based LDPET estimation is not yet known. Second, the proposed network has a significant effect on LDPET images with good overall characteristics but has a poor effect on LDPET images with inconspicuous overall characteristics. The recovery effect of the convolutional neural network on PET images with a dose of 5% and below needs to be improved; for example, the use of generative adversarial neural networks for image recovery and PET/MRI examinations could reduce the dose even further.



Conclusion

In conclusion, we used a convolutional neural network combining discrete wavelet transform and convolution methods to estimate FDPET images from PSMA LDPET image collected by PET/MRI. After clinical quantitative analysis and objective image index analysis, the deep learning method we proposed was shown to be capable of synthesizing a FDPET image from 50%-dose PSMA PET images collected by PET/MRI, indicating that the dose can be reduced by 50%.
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Objective

To explore the feasibility of shear wave elastography (SWE) parameters for assessing the biological behavior of breast cancer.



Materials and Methods

In this prospective study, 224 breast cancer lesions in 216 female patients were examined by B-mode ultrasound and shear wave elastography in sequence. The maximum size (Smax) of the lesion was measured by B-mode ultrasound, and then shear wave elastography was performed on this section to obtain relevant parameters, including maximum elasticity (Emax), mean elasticity (Emean), standard deviation of elasticity (SD), and the area ratio of shear wave elastography to B-mode ultrasound (AR). The relationship between SWE parameters and pathological type, histopathological classification, histological grade, lymphovascular invasion status (LVI), axillary lymph node status (ALN), and immunohistochemistry of breast cancer lesions was performed according to postoperative pathology.



Results

In the univariate analysis, the pathological type and histopathological classification of breast cancer were not significantly associated with SWE parameters; with an increase in the histological grade of invasive ductal carcinoma (IDC), SD (p = 0.016) and Smax (p = 0.000) values increased. In the ALN-positive group, Smax (p = 0.004) was significantly greater than in the ALN-negative group; Smax (p = 0.003), Emax (p = 0.034), and SD (p = 0.045) were significantly higher in the LVI-positive group than in the LVI-negative group; SD (p = 0.043, p = 0.047) and Smax (p = 0.000, p = 0.000) were significantly lower in the ER+ and PR+ groups than in the ER- and PR- groups, respectively; AR (p = 0.032) was significantly higher in the ER+ groups than in the ER- groups, and Smax (p = 0.002) of the HER2+ group showed higher values than that of the HER2- group; Smax (p = 0.000), SD (p = 0.006), and Emax (p = 0.004) of the Ki-67 high-expression group showed significantly higher values than those of the Ki-67 low-expression group. In the multivariate analysis, Ki-67 was an independent factor of Smax (p = 0.005), Emax (p = 0.004), and SD (p = 0.006); ER was an independent influencing factor of Smax (p = 0.000) and AR (p = 0.032). LVI independently influences Smax (p = 0.006).



Conclusions

The SWE parameters Emax, SD, and AR can be used to evaluate the biological behavior of breast cancer.





Keywords: ultrasound, shear wave elastography, breast cancer, prognosis, biological behavior



Introduction

Breast cancer is one of the most common cancers, and the mortality rate of breast cancer ranks first among women (1). Predicting the prognosis of breast cancer preoperatively can aid in understanding the disease course and guiding treatment. The pathological type, histopathological classification, histological grade, axillary lymph node status (ALN), lymphovascular invasion status (LVI), and immunohistochemical factors such as estrogen receptor (ER) and progesterone receptor (PR), human epidermal growth factor receptor 2 (HER2), and the Ki-67 proliferation index affect the prognosis of breast cancer (2–5), and these methods of evaluating the breast cancer prognosis are obtained invasively via biopsy. Therefore, noninvasive methods to assess the prognosis of breast cancer are urgently needed. Shear wave elastography (SWE) imaging is a recently emerging elastography technology, which can qualitatively and quantitatively differentiate between malignant and benign foci, and its clinical value has been widely recognized (6–9). As quantitative parameters of SWE, the maximum elasticity (Emax), standard deviation of elasticity (SD), and mean elasticity (Emean) can quantitatively reflect the tissue hardness of the lesion, and the relationship between these parameters and patient clinicopathological characteristics has attracted considerable clinical attention (10). Determining whether these parameters can be used to quantitatively evaluate the biological behavior of breast cancer has been a major research focus in recent years (11, 12).

Kim’s research results showed that tumors with higher Emax and Emean values were found to exhibit poor pathological differentiation (13). Huang et al. concluded that SD can reflect the heterogeneity of tumors and can be used to distinguish benign from malignant lesions. The SD of malignant tumors was found to be relatively high (14). Our research revealed that in addition to the higher Emax values of malignant foci, the elastic areas of some foci were larger than the B-mode areas. Does the hardness of the tissues surrounding the lesion change earlier than the morphology of the lesion? In Leong’s study, it was mentioned that the area ratio of shear wave elastography to B-mode ultrasound (AR) is helpful for identifying benign and malignant breast foci (15), but the clinicopathological characteristics of AR in different malignant foci were not discussed. In view of the fact that there are few studies in this area, we aim to explore the distribution characteristics and influencing factors of AR in different breast cancer types in our research. We also intend to explore the relationships between the SWE parameters and the clinicopathological characteristics of breast cancer patients to clarify the feasibility of using SWE parameters to predict the biological behavior of breast cancer preoperatively.



Materials and Methods


Patients

Our research obtained approval from the Shanghai Cancer Center Institutional Review Board, and all patients in this prospective study provided written informed consent. This work was conducted from January 2019 to December 2019 at Fudan University Shanghai Cancer Center (FUSCC). We prospectively recruited 354 breast patients with 362 breast foci for B-mode ultrasound (US) and SWE during this period. The maximum diameter of the collected breast lesions was less than or equal to 30 mm. Compared with postoperative and biopsy pathologies, 116 benign breast lesions were excluded. Another 22 breast patients were excluded for the reasons as follows: 7 lesions in 7 patients showed artifacts because of tumor prominence from the skin surface; 10 breast lesions in 10 patients were located beside or behind the nipple, which causes inaccuracy in elastography imaging; and 5 patients were lost to follow-up. Therefore, a total of 224 breast cancer foci from 216 patients were ultimately included.



B-Mode Ultrasound and Shear Wave Elastography Examinations

B-mode US and SWE were performed by a Supersonic Aixplorer color Doppler ultrasound diagnostic apparatus (Supersonic Imagine, Aix en Provence, France) and which was equipped with an SL 15-4 MHz linear array transducer, and all imaging was collected by 2 sonographers with 5 and 10 years of working experience in breast US. In this study, the largest section of the lesion was selected to measure Smax in B-mode US examination. Then, the mode was switched to SWE for the largest section of the lesion to obtain the SWE image. The sampling frame was placed to contain the entire section of the lesion. The transducer remained relatively fixed for approximately 5 s without applying pressure to the lesion until the SWE image was stable and no artifacts were observed, and then the SWE image was obtained. Regions of interest (ROIs) were acquired respectively in shear wave elastography and B-mode ultrasound by drawing the outline of the border of the lesion to exactly include the lesion without breast tissue around the lesion. Emax value, Emean value, and SD value of the entire lesion in the SWE image were generated automatically by the US system, as well as the area of the lesion in the B-mode US image and the area of the lesion in the SWE image, and then AR was calculated by dividing the area of SWE by the area of B-mode US. Each of the lesions was continuously obtained three times for three images, and then average values of three images were calculated to obtain the final results of the SWE parameters.



Pathologic Analysis

The pathological evaluation parameters included ER and PR status, HER2 status, Ki-67 proliferation index, LVI status, ALN status, pathological type, histopathological classification, and histological grade. Histological grading was determined by the Nottingham grading system (16). The modified American Society of Clinical Oncology-College of American Physicians scoring guidelines were used (17, 18). Positive ER and PR status was ruled as ≥1% of tumor cells with positive nuclear staining. On the basis of standard criteria, the immunohistochemical staining of HER2 was scored as 0, 1+, 2+, and 3+. A score of 3+ was classified as HER2 positive, and a score of 0 and 1+ was classified as negative. There was another situation where tumors had a score of 2+, fluorescence in situ hybridization testing (FISH) was performed to identify the amplification of HER2, and a positive FISH amplification was defined to be HER2 positive. The cells with Ki-67 nuclear-stained were defined to be positively stained. Based on this criterion, the Ki-67 proliferation index was defined as the percentage of cells that were Ki-67-positive in greater than or equal to 500 tumor cells in the hot spot of each slide. High Ki-67 index expression was ruled as ≥14%, and low Ki-67 index expression was ruled as <14% (19). ALN positivity refers to axillary lymph node metastasis. LVI positivity was defined as the existence of cancer cells in the lymphatic and/or blood vessels in or around the tumor. Two senior physicians pathologically diagnosed the lesions, and a consensus was reached through discussion when disagreements occurred.



Statistical Analysis

The Statistical Package for the Social Sciences for Windows (SPSS, Chicago, IL, USA, version 23.0) was used to perform all statistical analyses. A simple linear regression model was used to analyze the relationship between the SWE parameters and clinicopathological parameters. Stepwise multiple linear regression analysis was used to determine the pathological parameters independently related to the SWE parameters. A p-value < 0.05 was considered statistically significant.




Results


Clinical Characteristics

The average age of the 216 breast cancer patients was 53.7 ± 10.6 years (range 28–79 years), the average size of the 224 foci was 17.6 ± 5.7 mm (range 5.0–30.0 mm), and the average values of the SWE parameters were as follows: Emax 190.4 ± 84.1 kPa (range 12.0–300.0 kPa), Emean 61.8 ± 29.3 kPa (range 4.0–169.5 kPa), SD 38.7 ± 20.5 kPa (range 2.6–87.9 kPa), and AR 1.97 ± 0.79 (range 0.82–8.05), and the AR values of all lesions were higher than 1 except for one lesion, which was 0.82 (Figures 1–3). The B-mode US and SWE parameters of the lesions are listed in (Figure 4).




Figure 1 | A 47-year-old female with a 14.0-mm lesion in the right breast. A freehand ROI was drawn manually to measure areas by drawing the outline of the border of the lesion respectively in shear wave elastography and B-mode ultrasound. The SWE values of the lesion were as follows: Emax, 137.9 kPa; Emean, 44.4 kPa; SD, 27.2 kPa; AR, 2.29. The lesion was invasive ductal carcinoma with the histological grade II, showing negative lymphovascular invasion and negative axillary lymph node status, ER+ and PR+, HER2-, and low expression of Ki-67, 10%.






Figure 2 | A 57-year-old female with a 15.0-mm lesion in the left breast. The SWE parameter values of the cancer were as follows: Emax, 261.5 kPa; Emean, 82.4 kPa; SD, 54.2 kPa; AR, 1.95. The lesion was invasive ductal carcinoma with the histological grade II, showing negative lymphovascular invasion and negative axillary lymph node status, ER- and PR-, HER2+, and high expression of Ki-67, 15%.






Figure 3 | A 62-year-old female with a 28.0-mm lesion in the left breast. The SWE parameter values of the cancer were as follows: Emax, 236.0 kPa; Emean, 69.3 kPa; SD, 41.5 kPa; AR, 2.02. The lesion was invasive ductal carcinoma with the histological grade III, showing negative lymphovascular invasion and negative axillary lymph node status, ER- and PR-, HER2-, and high expression of Ki-67, 60%.






Figure 4 | (A) Distribution characteristics of Smax between different groups. (B) Distribution characteristics of Emax between different groups. (C) Distribution characteristics of Emean between different groups. (D) Distribution characteristics of SD between different groups. (E) Distribution characteristics of AR between different groups; IDC, invasive ductal carcinoma; DCIS, ductal carcinoma in situ; LC, lobular carcinoma; ALN, axillary lymph node status; LVI, lymphovascular invasion; ER, estrogen receptor; PR, progesterone receptor; HER2, human epidermal growth factor receptor 2; Ki67, Ki67 index; Smax, maximal size; Emax, maximal elasticity; Emean, mean elasticity; SD, standard deviation of elasticity; AR, area ratio of shear wave elastography to B-mode ultrasound.



A total of 224 breast cancer foci were observed among 216 breast cancer patients. The pathological types of cancers included 188 lesions of invasive ductal carcinomas (IDC), 21 lesions of ductal carcinomas in situ (DCIS), 7 lesions of invasive lobular breast carcinomas (ILC), 1 lesion of lobular carcinoma in situ, 3 lesions of intraductal papillary carcinomas, 1 lesion of solid intraductal papillary carcinoma with interstitial infiltration, 2 lesions of mucinous adenocarcinomas, and 1 lesion of invasive carcinoma with mucus secretion.



Simple Linear Regression Analysis of the Correlation between SWE Parameters and Clinicopathological Parameters


Pathological Type, Histopathological Classification, and Histological Grade

In this study, pathological type had no correlation with SWE parameters (Table 1). On histopathological classification, there were 199 cases of invasive breast cancer and 25 cases of cancer in situ. The Emax (p = 0.190) and SD (p = 0.062) values of the invasive breast cancer group were higher than those of the cancer in situ group, but no significant differences were observed (Table 1).


Table 1 | Univariate analysis of correlation of pathological type and histopathological classification with B-mode ultrasound and shear wave elastography parameters.



Since most of the breast cancer cases in this research were IDC and there were fewer other pathological types of breast cancers, IDC cases were chosen to be analyzed for the relationship between histological grade and SWE parameters. In this study, there were 188 cases of IDC (including 1 case with missing histological grading information), including 4 cases of IDC-I, 115 cases of IDC-II, and 68 cases of IDC-III. Although the Emax (p = 0.072), Emean (p = 0.339), and SD (p = 0.119) values were not significantly different between IDC-I and IDC-II, the average values of these parameters in the IDC-II group was greater than those in the IDC-I group. Smax (p = 0.000) and SD (p = 0.016) of the IDC-III group showed significantly greater values than those of the IDC-II group. The Smax (p = 0.010), Emax (p = 0.024), and SD (p = 0.024) in the group of IDC-III showed significantly higher values than those in the group of IDC-I (Table 2).


Table 2 | Univariate analysis of correlation of histological grading with B-mode ultrasound and shear wave elastography parameters.





Axillary Lymph Node Status and Lymphovascular Invasion Status

There were 60 lesions in the ALN-positive group and 164 lesions in the ALN-negative group, and there were 76 lesions in the LVI-positive group and 148 lesions in the LVI-negative group. The Smax (p = 0.004) of the lesions showed lower values in the group of ALN-negative than that in the group of ALN-positive. Emax (p = 0.034), SD (p = 0.045), and Smax (p = 0.003) in the LVI-positive group were significantly higher than those in the LVI-negative group. Although the distributions were not significantly different, AR in the ALN-positive group (p = 0.237) was lower than in the ALN-negative group and AR in the LVI-positive group (p = 0.143) was lower than in the LVI-negative group (Table 3).


Table 3 | Univariate analysis of correlation of ALN, LVI, and immunohistochemical biomarkers with B-mode ultrasound and shear wave elastography parameters.





Immunohistochemical Factors

SD and Smax were significantly correlated with ER and PR status. Compared with the ER- and the PR- lesions, the ER+ and the PR+ lesions had lower SD (p = 0.043, p = 0.047) and Smax (p = 0.000, p = 0.000) values. AR (p = 0.032) was significantly higher in the ER+ lesions than in the ER- lesions. AR (p = 0.106) in the PR+ lesions was also higher than in the PR- lesions but there were no significant differences. The Smax (p = 0.002) of the HER2+ foci had significantly higher values than that of the HER2- foci. The Emax (p = 0.004), SD (p = 0.006), and Smax (p = 0.000) values of the lesions in the Ki-67 high-expression group were significantly higher than those in the Ki-67 low-expression group. The AR (p = 0.055) of the HER2+ lesions was lower than those of the HER2- lesions, and AR (p = 0.259) in the Ki-67 high-expression group was also lower than that in the Ki-67 low-expression group, but both no significant differences were observed (Table 3).




Multivariate Analysis

It was shown in the multiple linear regression analysis that the Ki-67 index was an independent influencing factor of Emax (p = 0.004), SD (p = 0.006), and Smax (p = 0.005); ER status and LVI were independent influencing factors of Smax (p = 0.000, p = 0.006), and ER status independently influenced AR (p = 0.032) (Table 4).


Table 4 | Multivariate linear regression analysis for clinicopathological factors.






Discussion

This study explored the relationship between SWE parameters and clinicopathological characteristics. The results showed that in the univariate analysis, there was no significant difference in the distribution of SWE parameters among different pathological types of breast cancers, which is consistent with the conclusions reported by Ganau et al. (20), who indicated that pathological type is not the main factor affecting SWE parameters. Invasive breast cancer and cancer in situ have different biological behaviors and different clinical treatment plans. Therefore, we divided breast cancers into invasive breast cancer group and cancer in situ group. Compared with the cancers in situ, the invasive breast cancers showed higher values of Emax (p = 0.190) and SD (p = 0.062). As the aggressiveness of the lesion increases, both Emax and SD may increase.

The histological grade of IDC affects the clinical characteristics of the tissue. Our research clarified that lesions become harder and more heterogeneous with an increasing histological grade. The SD (p = 0.016) and Smax (p = 0.000) in the group of IDC-III were significantly higher than those in the group of IDC-II, and the Smax (p = 0.010), Emax (p = 0.024), and SD (p = 0.024) in the group of IDC-III showed higher values than those in the group of IDC-I. Even though the Emax (p = 0.072), Emean (p = 0.339), and SD (p = 0.119) in the group of IDC-II were greater than those in the group of IDC-I, the SWE parameter distribution between the two groups did not show significant differences. This may be due to the small number of cases in the IDC-I group. The study by Evans et al. obtained similar results, showing that a higher histological grade was positively associated with a higher Emean (21).

Our results showed that in the ALN-positive group, Smax (p = 0.004) showed greater values than that in the ALN-negative group, indicating that larger masses have a higher risk of ALN metastasis. There were no significant differences in the distribution of SWE parameters between the ALN-positive group and the ALN-negative group; Emean (p = 0.970) values in the ALN-positive group and the ALN-negative group were similar; however, Emax (p = 0.248) in the ALN-positive group was greater than that in the ALN-negative group. The result is consistent with the report by Xue et al., in which they concluded that the Emax values in the breast cancer ALN-negative group were lower than that in the ALN-positive group (p = 0.110) but without significant differences (22). ALN can reflect prognosis, and it has been reported that Emean or Emax of breast cancer in the ALN-positive group has higher Young’s modulus value (23, 24).

LVI positivity means that tumor cells have infiltrated the lymphatic and/or blood vessels in the area around the tumor, which is one of the critical steps of metastasis and is related to a poor prognosis (25, 26). The research by Son et al. indicated that the state of LVI is associated with Emean and Emax, with both values being higher in the LVI-positive group (27). In our research, the Emax (p = 0.034), SD (p = 0.045), and Smax (p = 0.003) of the LVI-positive group showed significantly higher values than those of the LVI-negative group, indicating that larger lesions become harder and more heterogeneous and are more likely to be LVI-positive. Therefore, preoperative Emax and SD values can infer whether a lesion has progressed to be LVI-positive. However, our research did not find a correlation between LVI and Emean. In the multiple linear regression analysis, the LVI did not show an independent correlation with Emax and SD, which may be due to the correlation between those two parameters and Ki-67. LVI-positive is often correlated with a high Ki-67 index (28).

ER, PR, HER2, and Ki-67 are markers used to distinguish breast cancer subtypes, and their expression status affects patients’ clinical treatment plan and prognosis (29). Our research results showed that the SD (p = 0.043, p = 0.047) and Smax (p = 0.000, p = 0.000) values of the ER+ and the PR+ lesions were smaller than those of the ER- and the PR- lesions. AR (p = 0.032) was significant higher in the ER+ lesions than in the ER- lesions. We also found that AR (p = 0.106) was higher in the PR+ lesions, but there were no significant differences. Existing research results have indicated that ER- and PR- breast cancers tend to a worse prognosis than ER+ or PR+ breast cancers, while ER+ and PR+ tumors are well differentiated and less aggressive to a large extent (30). Therefore, based on the patient’s preoperative Smax, SD, and AR values, we can infer the expression status of ER and PR. ER status independently affected Smax (p = 0.000) and AR (p = 0.032) in the multiple linear regression analysis, but failed to show an independent association with SD. This can be attributed to the relationship between SD and Ki-67, as ER- tumors tend to have a higher Ki-67 index (31). In addition, our research shows that HER2 status is correlated with Smax (p = 0.002). The Smax value in the HER2+ group was larger than that in the HER2- group, which may be a result from the high degree of malignancy and faster growth rate of the HER2+ lesions (32). Our study also found that the Emax and SD values of the HER2+ lesions were higher than those of the HER2- lesions, but no significant differences were observed. At present, all the evidence from clinical studies have indicated that ER+, PR+, and HER2- tumors have a good prognosis and show an excellent response to hormone therapy (33–37). This conclusion coincides with our research results, which show that ER+, PR+, and HER2- tumors have smaller sizes, lower Emax and SD values, and higher AR values in most cases, which indicates a better prognosis.

Ki-67 is a nuclear antigen that reflects the proliferation activity of tumor cells, and its expression level is related to the degree of tumor malignancy. The higher the Ki-67 index, the more rapid the rate of tumor proliferation is, and the stronger the invasion and metastasis abilities are (38–40). In the univariate analysis, the Emax (p = 0.004), SD (p = 0.006) and Smax (p = 0.000) values of the lesions in the Ki-67 high-expression group showed significantly higher values than those in the Ki-67 low-expression group. In the multiple regression analysis, the Ki-67 index was also an independent influencing factor of Emax (p = 0.007), SD (p = 0.007), and Smax (p = 0.006). In this study, the higher SD values in the Ki-67 high-expression group may be triggered by the following mechanism: the more vigorous the cell karyokinesis is during tumor growth, the higher the Ki-67 index will be, which, in turn, increases the SD value, reflecting the heterogeneity in tumor cells. Therefore, the SD value can be used to noninvasively assess the biological behavior of cancer cells in vivo. Emax represents the hardness of the lesion, which is affected by the structure of necrotic tissue and fibrous tissue. In this study, tumors with a higher Ki-67 value had a larger Emax value, which is similar to the results of Nishimura et al. (41). This may explain why ischemic and hypoxic necrosis occurs inside lesions with high rates of tumor proliferation, which subsequently leads to fibrosis and hyperplasia, thereby increasing the hardness of the tumor (42, 43). In the Ki-67 high-expression group, AR (p = 0.259) was lower than in the Ki-67 low-expression group, although no significant differences were observed. In B-mode US images, infiltrating growth of the tumor does not change the acoustic impedance, but the shear wave elastic velocity of the tumor is changed, so the shear wave elastic area of the tumor could be larger than the B-mode image area, which may explain why the AR value is higher in malignant tumors than in benign breast foci. The AR values of all lesions in our study were higher than 1 except for one lesion, which was 0.82. We speculated that the worse the prognosis of the tumor, the more likely visible the surrounding infiltrated parts of the tumor on B-mode US, then the area of B-mode US will be larger, but the area of SWE may not increase proportionally, so AR values may be lower. On the contrary, the better the prognosis of breast cancer, the higher its AR value. So, this may explain why AR was higher in ALN-negative, LVI-negative, ER+, PR+, HER2-, and Ki-67 low-expression groups, which means better prognosis in our research.

This study has some shortcomings that should be noted: the number of pathological types of breast cancer cases showed a large difference in their distribution, with IDC being the majority of cases, which is related to the different incidences of different breast cancer types. We hope to expand the sample size in the future to further explore the distribution of SWE parameters in different pathological types of breast cancers.



Conclusion

The shear wave elastography parameters Emax, SD, and AR can be used to evaluate the biological behavior of breast cancer.
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Objective

To investigate the feasibility of intravoxel incoherent motion (IVIM) diffusion-weighted imaging (DWI) in evaluating early effects of anti-angiogenic therapy in the C6 glioma rat model.



Methods

Twenty-six rats of the C6 glioma model were randomly divided into a treatment group (received bevacizumab) and a control group (physiological saline). IVIM-DWI was performed on days 0, 1, 3, 5, and 7 after anti-angiogenic therapy and tumor growth and IVIM-DWI parameters were dynamically observed. Hematoxylin and eosin, CD34 microvessel density (MVD), proliferation of cell nuclear antigen (PCNA), and Hif-α staining were performed on day 7. One-way ANOVA was used to compare intra-group differences and an independent-samples t-test was used to compare inter-group differences of MRI parameters. Correlations between IVIM-DWI parameters, tumor size, and pathological results were analyzed.



Results

The relative change in tumor volume (ΔVolume) in the two groups differed significantly on days 5 and 7 (p = 0.038 and p < 0.001). The perfusion-related parameters D*- and f-values decreased in the treatment group and demonstrated significant differences compared with the control group on days 3, 5, and 7 (p = 0.033, p < 0.001, and p < 0.001, respectively). The diffusion-related parameters ADC and D-values increased in the treatment group and were found to be significantly differently different from the control group on days 5 and 7 (both p < 0.001). The initial D-value showed a negative correlation with ΔVolume (γ = −0.744, p < 0.001), whereas the initial D*-value and relative change of D-value had a positive correlation with ΔVolume (γ = 0.718, p < 0.001 and γ = 0.800, p < 0.001, respectively). MVD was strongly positively correlated with D*-value (r = 0.886, p = 0.019), PCNA was negatively correlated with ADC- and D-values (r = −0.848, p = 0.033; and r = −0.928 p = 0.008, respectively), and Hif-1α was strongly negatively correlated with D*-value (r = −0.879, p = 0.010).



Conclusion

IVIM-DWI was sensitive and accurate in predicting and monitoring the effects of early anti-angiogenesis therapy in a C6 glioma rat model.





Keywords: intravoxel incoherent motion diffusion-weighted imaging (IVIM-DWI), glioma, angiogenesis inhibitors, therapy, vascular normalization



Introduction

High-grade glioma is the most aggressive primary malignant tumor of the central nervous system in adults and has a high expression of vascular endothelial growth factor (VEGF) (1). VEGF plays an essential role in regulating angiogenesis of glioma and, thus, anti-angiogenesis therapy targeting the VEGF signaling pathway has been recognized as an effective targeted therapy method for malignant glioma (2, 3). Recently the recombinant humanized monoclonal antibody bevacizumab (Avastin®, Bev), an anti-angiogenesis medicine, has been widely used as a treatment, either alone or in combination with traditional chemotherapy, for recurrent glioblastoma and newly diagnosed high-grade glioma (4–6).

However, to date, how to monitor the effects of anti-angiogenesis therapy sensitively, dynamically, and non-invasively is still a major challenge of glioma therapy. Diffusion-weighted imaging (DWI) is a functional magnetic resonance imaging (MRI) sequence used to evaluate or predict treatment outcome of malignant tumors; however, the apparent diffusion coefficient (ADC) has been shown to be influenced by both the diffusion of water molecules and microcirculation due to the mono-exponential model of DWI (7, 8). Recently, an intravoxel incoherent motion DWI (IVIM-DWI) has been developed that can separate microcirculation from restricted Brownian self-diffusion, and has been applied to evaluate the microcirculation of tumors after anti-angiogenic therapy several types of animal models (9–11). However, few studies have focused on the early and dynamic changes of IVIM-DWI parameters during therapy and the correlation between IVIM-DWI parameters and histological assessment.

Therefore, the purpose of this study was to observe the early dynamics of IVIM-DWI parameters during anti-angiogenic therapy to explore the accuracy of IVIM-DWI in anti-angiogenic therapy outcome via determining the angiogenesis, cell proliferation, and hypoxia of cells in the C6 glioma rat model.



Materials and Methods


Ethics Statement

All treated procedures were approved by the Ethics Committee for Animal Experimentation of Anhui Medical University of Anhui Province, China (Approval no. SCXK-Wan-2017–001) and were conducted in strict accordance with the Guidelines of the National Institutes of Health for the Care and Use of Laboratory Animals.



Cell Culture and Animal Model Establishment

C6 glioma cells were purchased from the Institute of Biochemistry and Cell Biology (Shanghai, PR, China). The cells were kept in the incubator at 37°C in 5% carbon dioxide, and cultured in high glucose Dulbecco’s Modified Eagle’s Medium (Abcam, Cambridge, UK). After C6 cells had reached approximately 90% confluency, they were digested with 0.05% trypsin and washed twice with phosphate buffered saline (Abcam, Cambridge, UK). Finally, the C6 cell suspension, at a concentration of 1 × 107 cells/ml, was prepared to establish the glioma orthotopic rat model.

Male Sprague–Dawley rats (purchased from Animal Center of Anhui Province, No. SCXK-Wan-2017–001) aged 6–8 weeks were anesthetized by intraperitoneal injection with 10% chloral hydrate (0.3 ml/100 g), and the glioma orthotopic rat model was established using a stereotactic apparatus (Kopf, Cayunga, CA, USA). The heads of the rats were shaved, disinfected with 0.1% povidone-iodine, and fixed on the stereotactic apparatus. An HP-4 dental drill bit was used to drill a hole in the skull at the following three coordinates: 1 mm to the anterior arcuate suture, 3 mm to the right of the sagittalis suture, and at a depth of 5 mm. Finally, 10 μl of the C6 cell suspension was injected into the caudate nucleus with a 0.5-ml microsyringe at a rate of 1 μl/min.



Therapy of the Glioma Model

Rat models that were established successfully were randomly divided into a treatment group and control group. Rats in the treatment group were administered with Bev (Roche, Shanghai, China) diluted with 0.9% physiological saline, while rats in the control group were administered with vehicle (0.9% physiological saline). The two groups received intraperitoneal injection of Bev or vehicle, respectively, at a dose of 5 mg/kg once daily for 7 days.



MRI Scanning

Prior to MRI, all rats were anesthetized with 3% isoflurane and continuous anesthesia with 1%–2% isoflurane using an anesthesia machine for small animals (Suzhou Zhongzhi Medical Technologies, China), and their core temperature maintained at 37°C. MRI scans were then performed using a 3.0-T MRI system (Discovery 750w, GE Medical System, Milwaukee, WI, USA) with a custom-built eight-channel receiver coil for animals (GE Medical System). Both the treated and control groups underwent an initial MRI scan before treatment (day 0) and then subsequent MRI sequences on days 1, 3, 5 and 7 after treatment with Bev or vehicle. MRI sequences included axial fast spin-echo T1-weighted imaging (T2W1) with the following parameters: repetition time/echo time (TR/TE) = 400 ms/9.5 ms; slice thickness = 2.0 mm; field of view (FOV) = 60 mm × 48 mm; and number of excitations (NEX) = 4.0. For axial spin echo T2-weighted imaging, the parameters included the following: TR/TE = 2,000 ms/46 ms; slice thickness = 2.0 mm; FOV = 60 mm × 48 mm; and NEX = 3.0. For IVIM DWI scans, single-shot echo-planar imaging DWI sequence was performed with nine b-values of 0, 10, 50, 100, 200, 400, 600, 800, and 1000 s/mm2. Other parameters included TR/TE = 3000 ms/102.4 ms; flip angle, 90°; matrix = 64 × 64; FOV = 90 mm × 90 mm; section thickness = 2.0 mm; and NEX= 4.0, with a total scanning time of 6 min and 15 s.



Imaging Analysis

All MRI data were transferred to a post-processing workstation AW4.6 (GE Healthcare, USA), and tumor volume and IVIM-DWI parameter measurements were performed independently by one radiologist with 12 years’ experience in MRI diagnosis.

For the calculation of the glioma volume, the region of interest (ROI) was drawn along the edge of tumor on T2WI images to obtain the surface area of the tumor in each slice (mm2), after which the surface area of all the slices was summed and multiplied by the slice thickness (2 mm) to determine the total tumor volume (mm3).

For the quantitative measurement of IVIM-DWI parameters, MRI data were analyzed using MADC software (GE Healthcare, USA) in the AW4.6 post-processing workstation. First, the IVIM-DWI parameter (apparent diffusion coefficient, ADC; diffusion coefficient, D; pseudodiffusion coefficient, D*; and perfusion fraction, f) maps were generated automatically using MADC software. Next, due to the low signal-to-noise ratio of IVIM-DWI image, the ROI was set in the section that demonstrated the largest tumor diameter according to both axial T2WI image and DWI image with a b-value of 1000 s/mm2. The ROI (12–20 mm3) was drawn manually along the edge of the tumor in order to cover as much of the solid part as possible and exclude necrotic and hemorrhagic areas. Finally, the average values of IVIM-DWI quantitative parameters were calculated automatically.



Histological Assessment

After the last MRI scan on the 7th day of treatment, all rats were sacrificed by cervical dislocation. Then, the brain tissue was removed, fixed with 4% paraformaldehyde, dehydrated with 70% alcohol, embedded with paraffin, and dissected into axial sections. To ensure that the tumor sections corresponded to IVIM-DWI images as accurately as possible, sections were processed sequentially at a thickness of 4 μm, in the same orientation as the axial MRI plane. Finally, hematoxylin and eosin staining was performed according to standard procedures.

To evaluate neoangiogenesis and cell proliferation of hypoxic glioma cells, sections were further analyzed by immunohistochemical staining using CD34 (1:250; Abcam), PCNA (PCNA, 1:100; Santa Cruz Biotechnology, CA, USA), and Hif1-α (1:100; Abcam) monoclonal antibodies. A pathologist with 10 years of experience reviewed the microvessel density (MVD) of CD34-positive cells and PCNA and Hif1-α expression. MVD calculation was determined by identifying three “hotspots” with dense positive cells in a low-power field (40×) and the number of CD34-positive cells was counted manually under a high-power field (200×); MVD was then calculated as the average number of the three “hotspots”. Expression of PCNA and Hif1-α was assessed using ImageJ software (National Institutes of Health).



Statistical Analysis

All statistical processes were performed by SPSS 19.0 (IBM, Armonk, NY, USA). The tumor volume and quantitative IVIM-DWI parameters were expressed as the mean ± standard deviation. A one-way analysis of variance (ANOVA) with post-hoc test (Bonferroni test) was used to compare IVIM-DWI parameters among the five time points in the treatment and control group. An independent-samples t-test was used to compare IVIM-DWI parameters between the treatment and control groups. Pearson’s analysis was used to analyze the correlation between IVIM-DWI parameters and the average tumor growth rate. Pearson’s or Spearman’s correlation tests were used to analyze the correlation between IVIM-DWI parameters and histological assessment in the treatment group. p < 0.05 indicated a significant difference.




Results


Effect of Bev on Tumor Volume

Overall, 26 out of 30 rats underwent a successful glioma orthotopic procedure; two rats died due to intracranial hemorrhage, and no tumors were found in an additional two rats. (Figure 1). There was no bleeding, weight loss, or other serious side effects during the treatment course of Bev or vehicle in our study. The tumor volume of the control and treatment groups before treatment (day 0) was 23.4 ± 5.58 mm3 and 25.2 ± 4.33 mm3, respectively, indicating no significant difference between the two groups (p = 0.76). After treatment with Bev, the average tumor volume of the two groups differed significantly on day 7 (90.7 ± 13.4 mm3 vs. 75.3 ± 11.5 mm3, p = 0.022, Figure 2A). The relative change in tumor size was calculated as ΔVolume = (volumen − volume0)/volume0 × 100%. The ΔVolume in the control group was 29.1% ± 5.4% on day 1, 85.1% ± 13.5% on day 3, 200.5% ± 45.4% on day 5, and 287.6% ± 58.4% on day 7, while that of the treatment group was 27.7% ± 4.7% on day 1, 42.1% ± 12.3% on day 3, 138.8% ± 25.7% on day 5, and 198.8% ± 42.3% on day 7. The ΔVolume in the two groups differed significantly on days 5 and day 7 (p = 0.038 and p < 0.001, respectively, (Figure 2B).




Figure 1 | The experiment flow chart of glioma model establishment, anti-angiogenic therapy, and MRI scan. ADC, apparent diffusion coefficient; D, diffusion coefficient; D*, pseudodiffusion coefficient; f, perfusion fraction.






Figure 2 | Dynamic of tumor volume size (A) and average tumor growth rate ΔVolume (B) of the treated and control group during anti-angiogenic course. *p < 0.05, **p < 0.01, ***p < 0.001. Error bars denote standard errors.





IVIM-DWI Parameter Images

The gliomas were generally located in the right cerebral hemisphere with scattered hemorrhage, and tumors, as visualized on T2WI and IVIM-DWI (b = 1,000 s/mm2) images, were verified withs HE staining (Figure 3). T2WI image showed that tumors grew slowly from days 0 to day 7 in the treatment group and had indicative hyperintensities on DWI images and hypointensities on ADC maps, with colors, ranging from blue to red, representing values ranging from low to high. Pseudocolor maps indicated that the D-values increased gradually while D*- and f-values decreased during the 7 days (Figure 4).




Figure 3 | The glioma on T2WI (A) and IVIM-DWI (b = 1,000 s/mm2) (B) images. Corresponding HE staining showed atypical tumor cells (C original magnification ×4; D original magnification ×10).






Figure 4 | Axial T2WI, DWI (b = 1000), ADC, and pseudocolor maps of D, D*, and f at different time points in the treated group. T2WI image showed the tumor grew slowly from day 0 to day 7 (arrows) and presented hyperintensity on DWI images and hypointensity on ADC maps (arrows). Color ranging from blue to red represented values ranging from low to high. D-values increased gradually (arrows), while D*- and f-values decreased during the 7 days (arrows).





Intraobserver and Interobserver Agreement of IVIM-DWI Parameters

The reproducibility of ADC, D, and D* ranged from good to excellent and the reproducibility of f ranged from moderate to good. The interclass correlation coefficient of the IVIM-DWI parameters is summarized in Table 1.


Table 1 | The interobserver and intraobserver reproducibility of IVIM-DWI parameters.





IVIM-DWI Parameter Analyses

The dynamic changes of the IVIM-DWI parameters in the control and treatment groups at each time point are displayed in Table 2. ADC-value in the treatment group increased gradually while it decreased in the control group during the therapy course, with the two groups displaying significant differences among the five time points (treatment group: F = 18.72, p < 0.001; control group: F = 7.98, p < 0.001). Multiple comparisons between the two groups are shown in Figures 5A, B. For intergroup analyses, the baseline ADC-values were 0.585 ± 0.112 ×10−3 mm2/s and 0.643 ± 0.290 × 10−3 mm2/s in the control and treatment groups, respectively, which displayed no significant difference. However, the ADC-values in the treatment group were significantly higher than those in the control group from day 3 onwards (day 3: p = 0.033; day 5: p < 0.001; day 7: p < 0.001, Figure 6A).


Table 2 | Comparison of IVIM-DWI parameters between the control and treated groups at different time points before and after antiangiogenic therapy.






Figure 5 | Box plots comparing the IVIM-DWI parameters in the control groups (A–D) and treated group (E–H) at different time points. The four IVIM-DWI parameters between the two groups all showed opposite increased or decreased trends. ANOVA followed by the Bonferroni test was used in multiple comparison of different time points. Error bars denote standard errors.






Figure 6 | Line graphs comparing the IVIM-DWI parameters of the treated and control group on different time points. The four IVIM-DWI parameters between the two groups all showed opposite trends during therapy (A–D). The independent-samples t-test was used. *p < 0.05, **p < 0.01, ***p < 0.001.



The D-value in the treatment group increased daily while it significantly decreased in the control group. There was significant difference of D-value among the five time points in both treatment and control groups (treatment: F = 33.17, p < 0.001; control group: F = 23.64, p < 0.001). Comparison results between the two groups are shown in Figures 5C, D. For intergroup analyses, the baseline D-values were 0.274 ± 0.052 × 10−3 mm2/s and 0.288 ± 0.050 ×10−3 mm2/s in the control and treatment groups, respectively, which displayed no significant difference. Following daily treatment of Bev, the D-values in the treatment group were significantly higher compared with those in the control group on days 5 and day 7 (both p < 0.001, Figure 6B).

For the perfusion-related parameters, the D*-value of the treatment group decreased gradually and displayed significant differences among the five time points (F = 11.08, p < 0.001). By contrast, the D*-value of the control group increased markedly with time (F = 4.23, p = 0.008). The results of multiple comparisons between the two groups are shown in Figures 5E, F. After treatment, D*-values in the treatment group were significantly lower than those in the control group on days 3, 5, and 7 (day 3: p = 0.005; day 5: p < 0.001; day 7: p < 0.001, Figure 6C).

The f-value of the treatment group decreased slightly during the treatment course while that of the control group increased during the 7 days; however, there was no difference among the five time points in the two groups (treatment group: F = 0.95, p = 0.45; control group: F = 2.08, p = 0.11, Figures 5G, H). Only the f-value on the 7th day showed a significant difference between the two groups (p = 0.008, Figure 6D).



Correlation Between ΔVolume and IVIM Parameters

The initial D-value showed a moderate negative correlation with ΔVolume (γ = −0.744, p < 0.001), while the initial D*-value and relative change of D-value (ΔD) demonstrated moderate positive correlations with ΔVolume (D*: γ = 0.718, p < 0.001; ΔD: γ = 0.800, p < 0.001, Figure 7). No correlation between other initial or relative changes of IVIM parameters and tumor size were found.




Figure 7 | Scatter diagrams of correlations between the relative change of tumor size (ΔVolume) and IVIM-DWI parameters. (A) The initial D-value showed moderate negative correlation with ΔVolume. (B, C) Initial D*-value and relative change of D-value (ΔD) demonstrated moderate positive correlation with ΔVolume. The Pearson correlation analysis was used.





Histological Staining and Correlations With IVIM-DWI Parameters

CD34. Vascular endothelial cells were stained yellow and brown in CD34-stained sections. The CD34-positive vessels in the control group were dilated and distorted while they were tiny and regular in the treatment group, with a significant difference in the MVD between the two groups on day 7 (p < 0.001, Table 3 and Figure 8). In addition, MVD was strongly correlated with D*-value (r = 0.886, p = 0.019, Table 4).


Table 3 | The scores and statistical differences analysis of MVD, PCNA, and Hif1-α between the control and treated groups on day 7 after antiangiogenic therapy.






Figure 8 | IHC staining of CD34, PCNA, and Hif-1α in the control and treated group on day 7 after therapy. Positive cells are indicated with arrows. The CD34-positive vessels in the control group were dilated and distorted while they were tiny and regular in the treatment group. The PCNA-positive cells in the treatment group was lower than that in the control group. The Hif-1α-positive area in the treatment group was smaller than that of the control group.




Table 4 | Correlation coefficients between IVIM-DWI and immunohistochemistry scores of the treated group on day 7 after antiangiogenic therapy.



Regarding PCNA, the cell nuclei were stained brown in PCNA-stained sections. The score of PCNA-positive cells in the treatment group was markedly lower than that in the control group on day 7 (p < 0.001, Table 2 and Figure 8). PCNA was strongly correlated with ADC-value and the D-value (ADC: r = −0.848, p = 0.033; D: r = −0.928, p = 0.008, Table 4).

Regarding the Hif-1α, both the nuclei and cytoplasm of cells were stained brown in Hif-1α-stained sections. Hif-1α-positive cells were mainly distributed at the edge of the tumor necrosis area. The Hif-1α-positive area in the treatment group was markedly smaller than that of the control group, and showed a significant difference (p < 0.001, Table 2 and Figure 8). The score of Hif-1α was strongly correlated with D-value (r = −0.879, P = 0.010, Table 4).




Discussion

Based on our previous study, the orthotopic C6 glioma model exhibited greater growth rate with less necrosis or hemorrhage area from day 14 to day 21 after C6 cell transplantation (12). Therefore, we started anti-angiogenesis therapy from the 14th day after establishing the glioma model and continued the therapy for 7 days to obtain the early dynamic changes in IVIM-DWI parameters.

Based on the dual-exponential model of IVIM-DWI, the perfusion-related parameters f and D* are influenced by the blood volume and velocity of the tumor (13). In our study, the f and D*-values demonstrated a pronounced reduction in the treatment group, which proved the effect of Bev-mediated inhibition of VEGF-dependent vascular growth. Besides, the positive correlation between the initial D* and ΔVolume indicated that tumors with high blood perfusion responded better to anti-angiogenic therapy. This result was essentially in agreement with previous studies that the D* and f-values of malignant tumors decreased significantly after anti-angiogenic therapy (14–16).

Our previous study of DCE-MRI data from the orthotopic C6 glioma model showed slightly increased Ktrans and Kep on day 1 after anti-angiogenic therapy, which may be the result of decreased leakage and increased circulation presented in the “normalization of tumor vasculature” theory (17, 18). However, the transient increase of perfusion-related MRI parameters was not found in the current IVIM-DWI research, suggesting that there was no direct correlation between IVIM-DWI perfusion-related parameters and DCE-MRI perfusion-related parameters. In fact, previous research has indicated that the perfusion parameters of DCE-MRI and IVIM-DWI were not completely consistent and possibly even contrasting. Indeed, IVIM-DWI provides information on the total blood transit through a voxel and is focused on the intravascular blood movement, while DCE-MRI provides information on the exchange of contrast agents between the intravascular and extravascular spaces (19, 20).

CD34-positive tubules are a pivotal feature of microvascular growth and were used to calculate the density of neovascularization in our study. Our study showed that D*-value had a significant positive correlation with MVD, which indicated that the perfusion-related IVIM parameters could reflect the change of blood flow accurately in glioma models following intervention of anti-angiogenic therapy. Besides, although previous research found that the f-value had more potential to predict the tumor response after antiangiogenic therapy, there was no explicit correlation between MVD and f in our present study, a result that was likely because of the obvious image noise of the f pseudo-color image (21).

The diffusion-related parameters ADC and D reflect the microscopic Brownian motion of water molecules in tumor tissue (22). The decreased tumor blood perfusion following Bev treatment resulted in a decrease in cell proliferation, and resulted in a significant increase in ADC and D-values from day 5. Together, the data indicated that the change of diffusion-related parameters occurred later than that of perfusion-related parameters. The degree of proliferation can be reflected by PCNA because it is strongly associated with DNA replication in tumor cells (23). The decrease of tumor cells after anti-angiogenic therapy was also confirmed by the significant differences in PCNA scores between the control and treatment groups on day 7. The negative correlation between diffusion-related parameters and PCNA in the treatment group indicated that ADC and D-values could accurately reflect the cell density after anti-angiogenic therapy. The correlation between ADC-value and PCNA was weaker than that between D-value and PCNA, probably because the ADC-value was influenced by both microscopic water diffusion and blood perfusion of the tumor.

Hypoxia reduces the responsiveness of tumors to conventional chemotherapy and radiotherapy, and is an important factor of anti-angiogenic therapy failure for high-grade glioma (24). Previous research has confirmed that hypoxia is related to distorted neovascularization and proliferative cell density of tumors (25). In our study, we used Hif-1α as the pathological gold standard to evaluate the hypoxia of high-grade glioma and found that there was positive correlation between D-value and Hif-1α. The increased D-value indicated the reduced tumor cell density, which resulted in the decreased oxygen consumption of tumor cells. Our results confirmed that the diffusion-related parameter D-value could reflect the hypoxia of glioma after anti-angiogenic therapy. Unfortunately, we did not find any correlation between perfusion-related parameters of IVIM-DWI and Hif-1α, which may be related to the complex changes in blood vessels after anti-angiogenic therapy.

There were some limitations in the study. First, because of the limited sample size, the correlation between IVIM-DWI parameters and histological assessment was only analyzed at the end of follow-up. Second, combined therapy with temozolomide was not used in this study because we aimed to explore the correlation between IVIM-DWI parameters and immunohistochemical indicators, rather than to confirm the mechanism of anti-angiogenic medicines. Thus, future studies should focus on investigating the effects of anti-angiogenic therapy combined with traditional chemotherapy in the same model using IVIM-DWI.



Conclusions

In conclusion, IVIM-DWI showed decreased perfusion-related parameters and increased diffusion-related parameters were consistent with histological staining in the Bev-treated glioma model. The present study demonstrated that IVIM-DWI was sensitive and accurate in predicting and monitoring the effect of early anti-angiogenic therapy in the C6 glioma rat model.
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Radiotherapy is an essential method for treating nasopharyngeal carcinoma (NPC), and the segmentation of NPC is a crucial process affecting the treatment. However, manual segmentation of NPC is inefficient. Besides, the segmentation results of different doctors might vary considerably. To improve the efficiency and the consistency of NPC segmentation, we propose a novel AttR2U-Net model which automatically and accurately segments nasopharyngeal carcinoma from MRI images. This model is based on the classic U-Net and incorporates advanced mechanisms such as spatial attention, residual connection, recurrent convolution, and normalization to improve the segmentation performance. Our model features recurrent convolution and residual connections in each layer to improve its ability to extract details. Moreover, spatial attention is fused into the network by skip connections to pinpoint cancer areas more accurately. Our model achieves a DSC value of 0.816 on the NPC segmentation task and obtains the best performance compared with six other state-of-the-art image segmentation models.
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1 Introduction

Nasopharyngeal cancer is a common malignant tumor occurring in the top and sidewalls of the nasopharyngeal cavity, with 833,019 new cases of nasopharyngeal cancer and 468,745 deaths in China alone during 2015 (1). Nasopharyngeal cancer affects a wide range of areas, from the nasal cavity forward to the conus, down to the oropharynx, and up to the skull. Moreover, it is mainly located in the central part of the head (2), making it difficult to treat with common surgical treatments. As such, the current mainstream treatment is radiotherapy. The lesion segmentation is one of the most critical factors affecting the effectiveness of radiotherapy.

However, traditional manual segmentation (Figure 1A) has three main drawbacks. First, the segmentation still currently relies on specialized physicians to manually segment nasopharyngeal carcinoma. However, manual segmentation is very time-consuming, taking at least 3 hour to complete the segmentation of one single patient (3, 4). Second, as the radiotherapy process progresses, the area of nasopharyngeal cancer keeps changing, making it necessary to re-identify the lesion. This undoubtedly increases the burden of doctors. Third, the effectiveness and quality of manual segmentation may vary significantly among physicians. Studies have shown that the segmentation area of nasopharyngeal cancer might vary from one physician to another for the same case (5, 6). The disagreement among physicians increases the complexity and uncertainty of the treatment. Thus, there is an urgent need for an automated and efficient method for accurate nasopharyngeal carcinoma segmentation.




Figure 1 |  The overview of AttR2U-Net model for automatic segmentation of nasopharyngeal carcinoma. (A) The task of the AttR2U-Net model. (B) The challenges of segmentation arise from two main aspects, in which orange represents NPC internal causes and blue represents external cause. (C) The four main mechanisms of our solution: attention mechanism to localize NPC accurately, recurrent convolution to extract boundary details precisely, residual connection to build a deeper and more efficient model, and normalization to reduce the variations in MRI images.



However, automatic segmentation of nasopharyngeal carcinoma faces challenges from two main aspects, as shown in Figure 1B. First, the shape and size of the cancerous area are both very complex (7). Because of its invasive and aggressive nature (8), it can spread to the parapharynx, skull base, and even intracranial region. The size and shape of the cancerous area can vary considerably from patient to patient or from one patient’s different stages of the disease. Moreover, nasopharyngeal cancer occurs primarily in and around the nasopharynx, in the center of the head. The MR imaging of nasopharyngeal carcinoma may include a wide range of tissues near the cancerous area, such as the pharyngeal recess, pharyngeal orifice, pharyngeal tonsils, sphenoidal sinus, superior, middle, and inferior nasal concha, and hard and soft palate. Therefore, it is hard to distinguish nasopharyngeal cancer from these peripheral tissues, even for specialized doctors. Second, unlike most computer vision tasks with similar image quality (9, 10), the MR imaging quality may vary significantly for the same nasopharyngeal cancer. The variation of the image can be a result of various factors (1). MR imaging of nasopharyngeal cancer is highly dependent on imaging equipment (2). The imaging quality of the same equipment can be affected by the differences in physician’s operation, contrast agent variation, and patient status.

In the last decade, deep learning methods have been increasingly used in computer vision, such as target detection (11, 12), salient object detection (13, 14), video analysis (15, 16), and semantic segmentation (17), especially medical image segmentation (18). For example, Dey et al. propose a hybrid cascaded neural network for liver lesion segmentation (19), Singh et al. use a generative adversarial and convolutional neural network to achieve breast tumor segmentation in mammograms (20), Conze et al. use cascaded convolutional and adversarial deep networks to achieve abdominal multiorgan segmentation (21) and use deep convolutional encoder–decoders to achieve shoulder muscle MRI segmentation (22). Many studies show that deep learning methods can replace manual segmentation in medical image segmentation tasks and achieve satisfactory segmentation results while saving time and costs.

The most widely used structure among image segmentation models is the U-Net (23). It consists of an encoding module and a decoding module. The encoding module uses deep convolutional neural networks to gradually extract the features of the input image from local to global. The decoding module uses upsampling to recover the image resolution. Moreover, the results of each decoding layer are fused with the results obtained from the encoding layer by skip connection. However, experiments find that the ordinary U-net structure seems incompetent to segment complex tumors as nasopharyngeal carcinoma. It frequently fails to determine the location of nasopharyngeal cancer, especially when the cancerous area exists only in one side of the patient’s head. In addition, the model tends to include the surrounding tissues with similar brightness in the identified cancerous area. As such, the results of previous studies that use the classical U-Net structure to segment nasopharyngeal carcinoma have relatively low precision rates in NPC segmentation tasks. For example, Li et al. (24) only achieve a DSC value of 0.74.

Based on the U-Net structure, we propose AttR2U-Net and integrate several advanced deep learning method (Figure 1C), including spatial attention, residual connection, recurrent convolution, and normalization. Compared with general U-Net models, our method is novel with the following four main advantages:

	Our model introduces the attention mechanism so that it can learn the importance of features at different spatial locations (25).

	Our model uses the recurrent convolution (26) instead of the standard convolution to enhance the feature extraction capability.

	Our model adds residual connections to the neural network. It allows us to efficiently train deeper networks and solve the network degradation problem (27).

	Our model applies normalization to all the input. It solves the problem of contrast differences between different MRI images.





2 ATTR2U-Net for NPC Segmentation

The AttR2U-Net model proposed is shown in Figure 2. We incorporate three advanced computer vision methods, spatial attention, recurrent convolution, and residual connection, into the general U-Net through a sophisticated structural design.




Figure 2 | The architecture of AttR2U-Net: The encoder in AttR2U-Net consists of five Recurrent Residual Convolutional Blocks (RRCB). Each RRCB consists of a 1×1 convolution and two Recurrent Convolutional Layers, which loop Conv2d+BN+ReLU t times. Our model adds the input and output of each RRCN to achieve the residual connection. After each RRCB layer, our model sets a 2 × 2 max pooling layer to reduce the scale of the image by half. The decoder is symmetrically composed of four RRCBs, which are respectively connected with the first, second, third, and fourth encoding layer through the attention mechanism. The attention map is fed to the RRCB after concatenating with the upsampling output. After each RRCB, our model places an Up-Conv layer, including an upsampling layer and a Conv2d+BN+ReLU operation. Then output the segmentation result after a 1 × 1 convolution and a sigmoid layer.



The AttR2U-Net model consists of two parts: an encoder and a decoder. It first normalizes the input nasopharyngeal carcinoma image to solve the problem of contrast differences between MRI images, improving the model’s efficiency. The encoder with the residual connection and recurrent convolution gradually reduces the image’s resolution. The decoder implements upsampling through deconvolution with residual connection and recurrent convolution. The encoder can accurately extract local low-level and global high-level semantic information layer by layer, whereas the decoder recovers the high-resolution nasopharyngeal carcinoma segmentation map.

Additionally, by incorporating spatial attention in the feature fusion process, our model fuses the feature map from each layer of the encoder with the feature map from the decoder at the corresponding scales after passing through the attention block. Thus, our model can preserve both global macro-semantic information and local micro-detail in the upsampling process. Finally, the decoding module upsamples the feature map to the exact resolution as the input image and outputs it as the segmentation map.


2.1 Attention Mechanism

The attention mechanism aims to extract the different importance of each part of the input content, so that the model can focus on the needed parts of the input and ignore the less relevant parts. DeepMind firstly proposes attention for image classification (28). Then, it is widely used in various deep learning fields in recent years, including natural language processing (29, 30), image classification (31), video classification (32), and emotion recognition (33). Moreover, there are continuous studies to apply attention in deep convolutional neural networks (34). It results in a number of studies using attention for image segmentation, such as DANet (35) which applies self-attention on the spatial domain and channel domain, OCNet (36) which applies a semantic aggregation strategy, and PANet (37) which applies pyramidal structure attention on layer domain.

Inspired by Attention U-Net (38), our model implements spatial attention by adding attention blocks to the general U-net structure for the high-precision nasopharyngeal carcinoma segmentation.

Our model inserts the attention block in the skip connection connecting the encoder and decoder. The input of each attention block is the feature map Xe(i) output from the encoder on the corresponding downsampling scale and the feature map Xd(i-1) output from the upper layer in the decoder. The attention block first linearly transforms them using channel-wise 1×1 convolutions with the parameters of We(i) and Wd(i-1), where We(i) represents the parameters of the convolution to the input from the encoder and Wd(i-1) represents the parameters of the convolution to the attention guidance from the decoder. Our model calculates the attention coefficients αi as

 

 

 

where i refers to the level of the encoder or decoder, ΨT corresponds to a 1×1 convolution, λi denotes the result of a linear transformation of input Xe(i) and attention guidance Xd(i-1), and μi is the intermediate variable we define. Our model defines the attention coefficients as the output of a sigmoid layer αi and αi ϵ [0, 1]. According to the formula, our model utilizes more accurate semantic information from the higher level to guide the extraction of the attention region from the lower-level feature map. The output of the attention block is the attention coefficients and element-wise product of the input feature map. We visualize attention coefficients to the attention map, as shown in Figure 3.




Figure 3 | Radar plot showing the comparison of evaluation metrics obtained from each model in the comparison experiment. The five vertices of the radar plot respectively represent the average DSC value, average sensitivity, average specificity, average precision, and average Jaccard similarity coefficient. Note that this radar plot uses percentages to express the above evaluation metrics to make the comparison more distinguishable, as shown in equation 11.



Therefore, the output extracts the vital part of the input feature map for the segmentation while weakening its irrelevant part. In addition, our model uses soft attention. Its main feature is differentiable, making it easier to learn by backpropagation.



2.2 Recurrent Convolutional Block

The recurrent convolution is a commonly used method in text classification (39). Some studies apply it to the field of computer vision, such as Liang et al. (27) who use it in the Object Recognition and Alom et al. (40) who use it in the image segmentation. Inspired by the above studies, our model adds the recurrent convolution block to make it applicable for nasopharyngeal cancer segmentation.

In our model, recurrent convolutional layers replace standard convolutional layers so that our model can keep deepening and integrating contextual information on discrete time steps. It effectively improves the ability to extract detailed features. By setting the total time step parameter to t, the Conv+BN+ReLU operation repeats t times in each recurrent convolutional block. The input for each convolution is defined as follows:

 

showing that the input I(t) consists of the summation of the original input X and the output O(t – 1) of the previous convolution. Wf and Wr refer to the weights of the feedforward path and recurrent path, and b is the bias. In addition, it is essential to note that X remains constant throughout the iteration.

In our Recurrent Convolutional Block, each loop contains the following operations:





where τ refers to the current time step, W1,τ refers to the weight of an ordinary convolution, b1,τ refers to the bias,   refers to the mini-batch mean of y1,τ,   refers to its mini-batch variance, and γ and β are the two parameters to be learned. The second equation actually completes a batch normalization operation on y1,τ .

In general, at each time step t, the model does a convolution on the input I(t). Then, the batch normalization (BN) and the activation function (ReLU) were applied to get the output O(t) of that time step and use it as one of the input terms for the next time step.



2.3 Residual Connection

Residual connection (26) is a well-known deep learning method. It represents the final output as a linear superposition of its input and a non-linear transformation of its original output. It combines them by direct summation. Many studies show that the application of residual connection in deep neural networks can effectively solve the network degradation problem (41, 42) and the shattering gradient problem (43) during the backpropagation of training. Besides, it can also make the training more accessible.

Let us assume that the mathematical representation of the residual connection of the ith layer in the τ-th time step is as:

 

where xi,τ is the input of the ith layer in the τth time step, α refers to the modulating scalar, Wi,τ refers to the weight of the recurrent convolution of the i-th layer in the τ-th time step, and bi,τ refers to its bias. f refers to the operation after recurrent convolution in each time step, which denotes the batch normalization and the ReLU activation function. F refers to the operation after each time step. Here, F is set to identity. Thus, when introducing the residual connection, our model defines a linear summation of the convolutional output and input after modulating as a new input for the next layer.

As the number of layers increases, the residual connections keep recurring; the residual connections on layer I relative to the previous layer i can be expressed as:

 

 

where xi,τ refers to the input of the i-th layer in the τ-th time step, α refers to the modulating scalar, Wk,τ refers to the weight of the recurrent convolution of the kth layer in the τth time step, and bk,τ refers to its bias. f refers to the operation after recurrent convolution in each time step. Moreover, θI,k,τ is the intermediate variable we define. Finally, xI,i,τ is the input of layer I with residual connections.



2.4 Normalization Method

Since the MRI data come from multiple batches of different MR scans, and there are differences in contrast agents, physician operations, etc., the brightness and contrast between images vary significantly. For example, the brightness of some images may be very dark, in which nasopharyngeal cancer appears as dark areas, while the brightness of other images may be very bright, with high contrast, in which nasopharyngeal cancer appears as bright areas, as shown in Figure 1B. It often requires precise adjustment during manual segmentation. In order to minimize the additional difficulties caused by data variation for training, our model normalizes all the input data.

Several previous studies also point that normalization can make the data more uniformly distributed. It can effectively improve the speed of solving the optimal solution by gradient descent, making it easier for the model to converge and potentially improve the model performance. Therefore, our model applies the Z-score normalization to all images based on all original pixels’ mean and standard deviation. It is also known as standardization. Images after processing have a mean of 0 and a variance of 1 conforming to the standard normal distribution.



2.5 Implementation Details

In the training process of AttR2U-Net, our model uses the Adam optimizer (44) to implement the gradient descent method and set the parameters β1 and β2 to 0.9 and 0.999, respectively. The learning rate is dynamically adjusted using the learning rate decay strategy. The model also uses L2 regularization (45), dropout (46), and other mechanisms to solve the overfitting problem to some extent. We train the model with the shuffled nasopharyngeal carcinoma images with segmentation labels. Moreover, we promptly test the model on the validation set at the end of each training epoch to adjust the parameters.




3 Experiment


3.1 Materials


3.1.1 Data Acquisition

Our model uses MRI images from a total of 93 patients diagnosed with nasopharyngeal carcinoma. The patients are scanned by the Siemens Aera MRI system. The resulting MRI images are stored in Digital Imaging and Communications in Medicine (DICOM) file format. Specifically, all MRI data are T1-weighted, and contrast agents are used during the imaging process. The scanning area includes the entire head and neck region (approximately 100 slices), resulting in T1W+C images with a voxel spacing of 0.71875×0.71875×3mm3. We annotate the MRI images of each patient with the nasopharyngeal cancer boundary at the pixel level according to their pathological characteristics.



3.1.2 Data Preprocessing

To utilize the raw data for 2D image segmentation, we extract 956 slices containing the nasopharyngeal cancer region from the DICOM files and transform them into 2D images. However, the raw images contain a large amount of black backgrounds. Our model crops each image to the region of interest (ROI) to reduce unnecessary computing workload. The cropped image includes the nasopharyngeal carcinoma area and the rest of the head region. Then our model resizes them to 256 × 256. Our model applies data augmentation methods, including rotation, mirroring, and affine transformation. In the end, our dataset includes 4,775 nasopharyngeal carcinoma images and their segmentation labels. 80% of the data are used for the training set, 10% are reserved as test set, and 10% are reserved as validation set.




3.2 Evaluation Method

In the training process, our model uses the most commonly used binary cross-entropy loss function, also known as BCELoss, to evaluate the training effect. The loss value L is defined as:

 

where N refers to the total number of pixels, yn denotes whether the nth pixel belongs to the NPC region (if yes, then yn = 1), and pn denotes the probability that the pixel belongs to the NPC region according to our model’s prediction.

In the testing process, our model uses the test set of nasopharyngeal carcinoma MRI images (478 images in total) to evaluate the segmentation effect. To quantify the segmentation performance of our model, DSC value (47), Jaccard similarity (48), precision, specificity, sensitivity, and PR curve are used. In addition, we also perform patient-wise 5-fold cross validation experiments. We discuss our model performance in Results.



3.3 Comparison Method

In this study, we thoroughly review the field of computer vision and identify six advanced image segmentation models: SEUNet (49), FCDenseNet (50), NestedUNet (51), DeepLabV3 (52), DANet (35), and FCN (53). We use the official model of the corresponding papers and use the optimal parameters suggested by the authors. We then train them with the same training set for nasopharyngeal carcinoma segmentation and keep the same maximum number of training epochs for each model. For each comparison model, we select the best-performing trained model from the training process.

In the testing process, we use the same nasopharyngeal carcinoma segmentation test set to evaluate each model and calculate five evaluation metrics (the same as those used by AttR2U-Net) and plot PR curves. For demonstration, we also select seven typical MRI images of nasopharyngeal carcinoma as inputs and compare the output of each model, which are then compared with the manual segmentation result.




4 Results


4.1 Performance of Our Model

The results show that our model is superior to other models for nasopharyngeal carcinoma segmentation. The test results of our model are as follows: The average DSC value obtained from the test is 0.816, the average Jaccard similarity is 0.692, the average precision is 0.825, the average specificity is 0.998, and the average sensitivity is 0.814. The area under the curve (AUC) in the PR curve (Figure 4, purple line) is 0.8945. We further compare the segmentation map output from the model with the ground truth obtained from manual segmentation in Figure 5 (row 2). Our model achieves excellent segmentation results consistently across most nasopharyngeal cancer cases, where the segmentation target areas are large (Figures 5C, F, G) and small (Figures 5A, B, E). Our model also handles shape variations in nasopharyngeal carcinoma well. The performance is consistent across cases where nasopharyngeal carcinoma is more regularly shaped (Figures 5D, F) or less regularly shaped (Figures 5B, E). Overall, the segmentation results of our model overlap well with the manual segmentation ground truth.




Figure 4 | (A) The PR curve of AttR2U-Net with t values of 1, 2, 3, and 4. (B) The PR curve of the ablation analysis experiment includes 7 models with different parts of AttR2U-Net. The PR curves use a form of the rose diagram to show the comparison results more visually. The area value refers to the area under the PR curve in a plane right-angle coordinate system, also known as AUC. From (A), our model achieves the best performance when t is taken as 2. From (B), our model has the largest AUC value and is at the outermost part of the rose diagram.






Figure 5 | Examples of NPC segmentation results: We select seven typical MRI images of nasopharyngeal carcinoma and present the segmentation results of our model and seven models used for comparison. From top to bottom, the manual segmentation results and model segmentation results of our model, SEUNet, DANet, FCDenseNet, NestedUNet, DeepLabV3, and FCN16, respectively. For each MRI image of nasopharyngeal carcinoma, we draw the manual segmentation boundary with skyblue contours and the segmentation boundary of the corresponding model with purple contours and then calculate the DSC value, which is displayed below the image. We mark the maximum DSC value for each image in red.



We try to adjust the hyperparameter t of our model, where t refers to the number of loops in each recurrent convolution block. We set t to 1, 2, 3, and 4, respectively, and the comparison results are shown in Table 1. We also use PR curves to visualize the comparison, as shown in Figure 4A. From the above comparison, our model achieves the best performance at t = 3.


Table 1 | Experiments indicate that our model achieves the best performance when t = 3.





4.2 Ablation Analysis

Ablation analysis aims to analyze the effectiveness of various components of AttR2U-Net in improving the segmentation accuracy of nasopharyngeal carcinoma. We compare the performance of eight variants of AttR2U-Net on the nasopharyngeal carcinoma segmentation task, including a variant only with spatial attention, a variant only with recurrent convolution, a variant only with residual connection, a variant with spatial attention and recurrent convolution, a variant with spatial attention and residual connection, a variant with recurrent convolution and residual connection, the skeleton, and the model without the normalization method.

The results shown in Table 2 indicate that our intact model outperforms the eight comparison variants in several vital metrics, especially DSC value. Given the small differences in mean values for some metrics in Table 2, we perform a Kruskal–Wallis test, where the p-values obtained from testing each variant against our full model in terms of DSC values are 0.009 (Att+Rec), 2 × 10–4 (Att+Res), 7 × 10–4 (Rec+Res), 7 × 10–6 (Only Att), 1 × 10–14 (Only Rec), 3 × 10–7 (Only Res), 3 × 10–7 (Skeleton), 8 × 10–21 (Without Norm), indicating that each variant is significantly different from our full model on DSC values. We also plot PR curves for each ablation experiment as shown in (Figure 4B). Therefore, combining spatial attention, residual connection, recurrent convolution, and normalization method can improve the segmentation performance on the nasopharyngeal carcinoma to varying degrees. Specifically, spatial attention improves the accuracy of macroscopic localization, whereas residual connection and recurrent convolution improve segmentation boundary detail. Normalization solves the problem of contrast differences between MRI images.


Table 2 | The ablation analysis validates the effectiveness of our model’s configuration.





4.3 Comparison With State-of-the-Art Models

We compare our model with six state-of-the-art models in a comprehensive manner. The comparison models include SEUNet, DANet, FCDenseNet, NestedUNet, DeepLabV3, and FCN16. Examples of NPC segmentation results for each model and their corresponding DSC values are shown in Figure 5. For cancerous regions with complex shapes, our model performs better in detail retention and has a higher degree of agreement with manual segmentation. For cases with abnormal cancerous location, our model can find the exact region more accurately than comparison.

We use the same five evaluation metrics as before to quantify the comparison results. Our model outperforms the above six comparison models in the critical metrics for nasopharyngeal carcinoma segmentation. Here we list the test results of the three models with the highest DSC values as follows: For NestedUnet, the average DSC value is 0.790±0.047, 3.19% lower than ours, the average Jaccard similarity is 0.657±0.063, 5.06% lower than ours, the average precision is 0.741±0.058, 10.18% lower than ours, the average specificity is 0.997±0.001, 0.10% lower than ours, and the average sensitivity is 0.856±0.064, 4.91% higher than ours. For DeepLabV3, the average DSC value is 0.787±0.040, 3.55% lower than ours, the average Jaccard similarity is 0.651±0.054, 5.92% lower than ours, the average precision is 0.706±0.057, 14.42% lower than ours, the average specificity is 0.996±0.001, 0.20% lower than ours, and the average sensitivity is 0.894±0.041, 8.95% higher than ours. For SEUNet, the average DSC value is 0.787±0.039, 3.55% lower than ours, the average Jaccard similarity is 0.651±0.053, 5.92% lower than ours, the average precision is 0.702±0.055, 14.91% lower than ours, the average specificity is 0.996±0.001, 0.20% lower than ours, and the average sensitivity is 0.903±0.043, 9.86% higher than ours.

Given the small differences in the mean values of certain metrics in the model comparisons, we perform the Kruskal–Wallis test, in which the p-values obtained from testing each model against our model on DSC values are 0.001 (NestedUnet), 1.4 ×10–5 (DeepLabV3), 1.4 ×10–5 (SEUnet), etc., indicating that each model is significantly different from our model on DSC values. The box plots of DSC values obtained from the tests of each comparison model and the Kruskal–Walis test results are shown in Figure 6.




Figure 6 | Box plots of the DSC values obtained from the tests on the test set and its Kruskal-Walis test results. The results show that our model achieves the highest DSC values in the test of nasopharyngeal carcinoma segmentation and is significantly different from other models.



To show the performance differentiation among the models more intuitively, we plot testing results as radar plots shown in Figure 7. Additionally, the radar plot transforms the values of each metric into percentage form to make 0.5 value 0% and the maximum value 100%. The conversion formula is as:

 


where Maxi denotes the maximum value of the ith evaluation metric, Xi denotes the test result of the model on that evaluation metric. For the radar plots, the more peripheral the hexagon enclosed by the model is, the better the model’s performance is. The hexagon enclosed by our model is at the outermost part. Moreover, our model ranks first in all evaluation metrics except for a slightly lower SE value. In addition, we plot the specific values of 3 key metrics (DSC value, Jaccard similarity, and precision) for each model, as shown in Figure 8. Our model achieves the maximum value on these three most widely used evaluation metrics.





Figure 7 | Radar plot showing the comparison of evaluation metrics obtained from each model in the comparison experiment, which includes our model, DANet, DeepLabV3, FCDenseNet, FCN, NestedUNet, and SEUNet. The five vertices of the radar plot respectively represent the average DSC value, average sensitivity, average specificity, average precision, and average Jaccard similarity coefficient. Note that this radar plot uses percentages to express the above evaluation metrics to make the comparison more distinguishable, as shown in equation 11.







Figure 8 | Comparison plots of specific values of 3 key evaluation metrics: include average DSC values, average Jaccard similarity coefficient, and average precision obtained from the test on the nasopharyngeal cancer segmentation test set.



PR curves shown in Figure 9 compare our model with the state-of-the-art model. Among the seven models, our model has the largest area under the curve (AUC). The four models with the best AUC are AttR2U-Net (AUC = 0.8945), SEUnet (AUC = 0.8827, 1.32% lower than ours), DeepLabV3 (AUC = 0.8800, 1.62% lower than ours), and NestedUnet (AUC = 0.8779, 1.86% lower than ours).




Figure 9 | The PR curve of model comparison on the nasopharyngeal carcinoma segmentation test set. The area value indicates the AUC value of each PR curve, and it can be seen that the AttR2U-Net model has the highest AUC value and is located at the outermost part.



To further demonstrate our model’s generalization performance, we also perform the patient-wise 5-fold cross validation experiments. Table 3 presents the model comparison results (DSC value) for the patient-wise 5-fold cross validation. Our model achieves a mean DSC value of 0.7914±0.021 (0.7078~0.7914) in cross-validation. The number of nasopharyngeal carcinoma slices included in each patient case varies widely, ranging from a few to dozens, resulting in different sizes of the training set and test set between different fold numbers. Thus, the results of each experiment in the patient-wise 5-fold cross validation are somewhat different.


Table 3 | Results (DSC value) of model comparison experiments using patient-wise 5-fold cross validation.



The above results suggest that our model is the most reliable for the fully automated end-to-end nasopharyngeal cancer segmentation task. For nasopharyngeal carcinoma, which is relatively complex and difficult to segment accurately, the AttR2U-Net structure could achieve better performance in terms of accurate localization and detail preservation of the cancerous region.




5 Discussion

This study designed a novel model for automatic nasopharyngeal carcinoma segmentation called AttR2U-Net featuring spatial attention, residual connection, recurrent convolution, and the normalization method. The combination of these features dramatically improves the segmentation performance, allowing our model to take a closer step to the full automation of the nasopharyngeal carcinoma area segmentation. Accurate segmentation of the nasopharyngeal carcinoma area is critical to patients’ radiotherapy. Our end-to-end AttR2U-Net model can efficiently segment the nasopharyngeal carcinoma region in a certain degree of accuracy, significantly saving specialized physicians valuable time and circumventing the boundary variances caused by different physicians. We demonstrate that our model is more robust to irregular shapes of nasopharyngeal carcinoma than state-of-the-art models in the literature.

In previous studies of lesion segmentation, deep learning and artificial intelligence techniques are widely used in relatively simple tasks such as segmentation of organs like lung (54), liver (55), and ventricular (56), pancreas (57). Unlike the segmentation in the organs above, the segmentation of nasopharyngeal carcinoma has a higher complexity. It is because its location is in the brain, and the tissue structure in the human brain is the most complex in the human body. The differentiation between nasopharyngeal carcinoma and the surrounding tissues is extremely challenging as its cancerous area is usually mixed with surrounding tissues. Even a professional doctor takes a long time to build one patient’s manual segmentation. In addition, compared with other computer vision tasks (58, 59), extremely high precision and detail preservation hold higher stakes for medical image segmentation, as inaccuracies in NPC segmentation may lead to damages of the patient’s brain.

Our model achieves a DSC value, a commonly applied measure of the similarity of segmentation results to ground truth, of 0.816 on the nasopharyngeal carcinoma segmentation task. In this study, we compare AttR2U-Net with six other advanced image segmentation models and do ablation analysis experiments. To the best of our knowledge, our model achieves the highest level of performance among fully automated nasopharyngeal carcinoma segmentation models. Specifically, our model design performs more precise localization and higher detail preservation of nasopharyngeal cancer segmentation. As such, our model has significant practical implications for the NPC treatment.

However, our model still has a small number of outlier cases with poor segmentation, mainly those nasopharyngeal carcinomas with a large extent, highly unconventional shape, and extremely remote positions. Our model may be used to assist physicians in segmenting the cancerous region. Nevertheless, given the importance of this segmentation for radiotherapy, it still cannot perform the segmentation task thoroughly in a fully standalone manner. The physician’s post-check and calibration remain necessary.



6 Conclusion

This study proposed a fully automated end-to-end segmentation model called AttR2U-Net for nasopharyngeal cancer segmentation. Our model creatively combines several advanced computer vision methods, including spatial attention, residual connection, recurrent convolution, and normalization. Compared with other state-of-the-art image segmentation models, our model has the highest segmentation performance. Additionally, our model has excellent efficiency relative to manual segmentation. Thus, it is a promising model to assist physicians in the radiotherapy of nasopharyngeal carcinoma.
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The coronavirus disease 2019 (COVID-19) pandemic has caused a major outbreak around the world with severe impact on health, human lives, and economy globally. One of the crucial steps in fighting COVID-19 is the ability to detect infected patients at early stages and put them under special care. Detecting COVID-19 from radiography images using computational medical imaging method is one of the fastest ways to diagnose the patients. However, early detection with significant results is a major challenge, given the limited available medical imaging data and conflicting performance metrics. Therefore, this work aims to develop a novel deep learning-based computationally efficient medical imaging framework for effective modeling and early diagnosis of COVID-19 from chest x-ray and computed tomography images. The proposed work presents “WEENet” by exploiting efficient convolutional neural network to extract high-level features, followed by classification mechanisms for COVID-19 diagnosis in medical image data. The performance of our method is evaluated on three benchmark medical chest x-ray and computed tomography image datasets using eight evaluation metrics including a novel strategy of cross-corpse evaluation as well as robustness evaluation, and the results are surpassing state-of-the-art methods. The outcome of this work can assist the epidemiologists and healthcare authorities in analyzing the infected medical chest x-ray and computed tomography images, management of the COVID-19 pandemic, bridging the early diagnosis, and treatment gap for Internet of Medical Things environments.




Keywords: medical imaging, COVID-19 diagnosis, machine learning, Internet of Medical Things, deep learning, x-ray imaging, cancer categorization



1 Introduction

In the beginning of December 2019, a novel infectious acute disease called coronavirus disease 2019 (COVID-19) caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has emerged and caused severe impact on health, human lives, and global economy. This COVID-19 disease originated in Wuhan city of China and then spread in several other countries and become a global pandemic (1). This virus is easily transmitted between two persons through petite drops caused by coughing, sneezing, and talking during close contact. The infected person usually has certain symptoms after 7 days that include high fever, continuous cough, shortness of breath, and taste loss. According to the statistical report of the World Health Organization (WHO) (2), COVID-19 affected around 192 countries with 199 million confirmed active cases and 4.2 million confirmed deaths till August 4, 2021. Considering the fast spread and its high contiguous nature, it is essential to diagnose COVID-19 at an early stage to greatly prevent the outbreak by isolating the infected persons, thereby minimizing the possibilities of infection to healthy people. Till date, the most common and convenient technique for diagnosing COVID-19 is the reverse transcription polymerase chain reaction (RT-PCR). However, this technique has very low precision, high delay, and low sensitivity, making it less effective in preventing the spread of COVID-19 (3).

Besides the RT-PCR testing system, there are several other medical imaging-based COVID-19 diagnosing methods such as computed tomography (CT) (4–6) and chest radiography (x-ray) (7, 8). Diagnosis of COVID-19 is typically associated with both the symptoms of pneumonia and medical chest x-ray tests (9, 10). Chest x-ray is the first medical imaging-based technique that plays an important role in the diagnosis and detection of COVID-19 disease. Some attempts have been made in the literature to detect COVID-19 from medical chest x-ray images using machine learning and deep learning approaches (11, 12). For instance, Narin et al. (13) evaluated the performance of five pretrained Convolutional Neural Network (CNN)-based models for the detection of coronavirus pneumonia-infected patients using medical chest x-ray images. Ismail et al. (14) utilized deep feature extraction and fine-tuning of the pretrained CNNs to classify COVID-19 and normal (healthy) chest x-ray images. Tang et al. (15) used chest x-ray images with effective screening for the detection of COVID-19 cases. Furthermore, Jain et al. (16) used transfer learning for the COVID-19 detection using medical chest x-ray images, and they compared the performance of medical imaging-based COVID-19 detection methods.

More recently, several other deep learning-based approaches (17) are presented to overcome the limitations of previous imaging-based COVID-19 detection methods. For instance, Minaee et al. (18) proposed a transfer learning strategy to improve the COVID-19 recognition rate in medical chest x-ray images. They investigated different pretrained CNN architectures on their newly prepared COVID-19 x-ray image datasets and claimed reasonable results. However, their newly created dataset is not balanced and has a smaller number of COVID-19p images compared with non-COVID-19 images. Aniello et al. (19) presented ADECO-CNN to classify infected and noninfected patients via medical CT images. They compared their CNN architecture with pretrained CNNs including VGG19, GoogleNet, and ResNet50. Yujin et al. (20) suggested a patch-based CNN approach for efficient classification and segmentation of COVID-19 chest x-ray images. They first preprocessed medical chest x-ray images and then fed them into their proposed network for infected lung area segmentation and classification in medical images. However, their attained performance is relatively low due to the small number of images in their used dataset. Similarly, Yu-Huan et al. (21) presented a joint classification and segmentation framework called JCS for COVID-19 medical chest CT diagnosis. They trained their JCS system on their newly created COVID-19 classification and segmentation dataset. They claimed real-time and explainable diagnosis of COVID-19 in chest CT images with high efficiency in both classification and segmentation. Afshar et al. (22) proposed a deep uncertainty-aware transfer learning framework for COVID-19 detection in medical x-ray and CT images. They first extracted CNN features from images of chest x-ray and CT scan dataset and then evaluated by different machine learning classifiers to classify the input image as COVID or non-COVID.

The current COVID-19 pandemic situation greatly overwhelms the health monitoring systems of even developed countries, leading to an upward trend in the number of deaths on a daily basis. Also, the inaccessibility of healthcare system and required medication to the rural areas caused increase in the loss of human lives. Therefore, an intelligent AI-driven healthcare system is necessarily needed for combating with COVID-19 pandemic and rescuing hospitals and other medical staff. Thanks to the Internet of Things (23–26) and Internet of Medical Things (IoMT) (27, 28) for offering powerful features (i.e., online monitoring, high-speed communication, and remote checkups) that can greatly assist healthcare system of a country against COVID-19 pandemic (29). Also, Healthcare 5.0 with 5G-enabled IoMT environment can effectively improve the accessibility of doctors and nurses to their patients in remote areas, enabling COVID-19 patients to control their health based on daily recommendations from doctors.

Undoubtedly, the deployment of 5G-enabled IoMT protocols can greatly enhance the performance of smart healthcare system by connecting hospitals and patients, transmitting their health-related data between both parties. However, such a smart IoMT healthcare environment demands computationally efficient yet accurate AI algorithms (including both machine learning and deep learning algorithms) (30). Most of the existing deep learning approaches use computationally complex CNN architectures that require high network bandwidth and computational requirements and cannot be employed on resource constrained devices. Thus, the architecture of AI Algorithm (i.e., CNN architecture) to be deployed must meet the requirements of the executional environment (the device used in IoMT environment).

To alleviate the shortcomings of pervious approaches and design energy-efficient model for IoMT-enabled environment, we propose a computationally efficient, yet accurate CNN architecture called WEENet. The proposed architecture is designed to efficiently detect COVID-19 in medical chest x-ray images, requiring limited computational resources. More precisely, the key contributions of this study are summarized as follows:

	Deep learning-based models require huge amount of medical imaging data to train effectively, but COVID-19 benchmarks have relatively limited number of samples especially for COVID class. To increase the number of images for effective training of the proposed WEENet framework, we applied offline data augmentation techniques on available medical chest x-ray images such as rotation, flipping, zooming, etc. that brought improvements in the performance as evident from the results.

	WEENet is developed to detect COVID-19 in medical chest x-ray images and support the management of IoMT environments. WEENet uses EfficientNet (31) model as a backbone for feature extraction from chest x-ray images, followed by stacked autoencoding layers to represent the features in more abstract form before the final classification decision.

	The performance of several deep learning-based models is evaluated using benchmark medical chest x-ray images datasets and eight evaluation metrics including a novel strategy of cross-corpse and robustness evaluation for COVID-19 detection in chest x-ray images. Furthermore, we also compared the performance of our WEENet with other state-of-the-art (SOTA) methods, where it surpassed in terms of several evaluation metrics.



The remainder of the article is organized as follows: Section 2 covers the proposed IoMT-based WEENet framework with a discussion on datasets. In Section 3, we discuss the experimental setups, the experimental results, and their analysis. Finally, Section 4 concludes this paper and suggests future research directions.



2 Proposed IoMT-Based WEENet Framework

This section discusses the overall workflow of our WEENet framework in IoMT environment for efficient and timely detection of COVID-19 in x-ray images over edge computing platforms. For better understanding, the proposed WEENET framework is divided into three phases including Data Acquisition, Preprocessing, and WEENet. The first phase presents the detail of data collection from different sources, followed by the second phase which performs extensive data augmentation on the data collected in the first phase to prevent underfitting/overfitting problems. The third phase contains the WEENet architecture which is responsible for COVID-19 detection in x-ray images. The overall graphical overview of our proposed framework with all phases is given in Figure 1 and explained in the following subsections.




Figure 1 | Overview of the proposed WEENet-assisted framework for COVID-19 diagnosis using chest x-ray images with the support of 5G technology and efficient management for IoMT environments.




2.1 Data Acquisition and Preprocessing

During the pandemic, hospitals around the world produced image data related to COVID-19 (such as medical x-ray and CT images), and some of them are publicly available for research purposes in medical imaging. However, the available COVID-19 image datasets are either not well organized or have lack of balance between positive and negative class samples, which often lead network to model overfitting during the training process. Therefore, the research community is working to organize the available COVID-19 image data and make it usable before utilizing it for early diagnosis of COVID-19. To achieve data diversity and balance between positive and negative class samples, we actively used data augmentation approaches, which not only increase the volume of data but can also significantly improve the classification performance of deep learning models as evident from our experiments.

In this research, we have used three different COVID-19 image datasets namely chest x-ray images (CXI) (18), x-ray dataset COVID-19 (XDC) (32), and COVID-19 radiography database (CRD) (33), where each dataset contains medical chest x-ray images of positive and negative patients. To alleviate the chances of model overfitting and class biasness, we performed extensive data augmentation by equalizing the number of positive and negative class samples in each of the abovementioned datasets. Considering the number of images per class in the dataset, we performed data augmentation with different augmentation ratio for each dataset so that we can obtain balance training data. Following this strategy, we augmented the COVID-19 images of CXI (18) dataset with augmentation ratio of 1:15 such that each image is reproduced in 15 different variants. Similarly, for XDC (32), we used the data augmentation ratio of 1:10 for both positive and negative classes. For CRD (33) dataset, we only augmented the COVID-9 class with the augmentation ratio of 1:3, where each image is reconstructed with its 3 different variants. The proposed data augmentation strategy analyzed different augmentation approaches and then selected the most suitable eight distinct operations on each image of the dataset that include Rotation, Zoom, Width shift, Height shift, Shear, Fill mode, Flip, and Brightness operations before forwarding to our proposed WEENet for training. The details of augmentation operations used in our method are listed in Table 1.    


Table 1 | The operational details of our proposed data augmentation strategy.



It can be noticed that images in original XDC dataset are insufficient for training a deep learning algorithm. Also, the number of positive samples in the CXI dataset is comparatively lesser than negative samples prior to data augmentation process. Similarly, the CRD dataset has also a huge difference between the number of positive and negative samples. On the other hand, the augmented version of the listed datasets can be found well balanced and rich in terms of data diversity, thus more suitable for deep learning-based methods.



2.2 EfficientNet: The Backbone Architecture

Several CNN architectures have been explored before choosing the appropriate model that are extensively used in different domain studies such as time series prediction, classification, object detection, and crowed estimation. These architectures include VGG16 (34), VGG19 (34), ResNet18 (35), ResNet50 (35), and ResNet101 (35) that are used by researchers for COVID-19 detection in chest x-ray images, but each CNN model has its own pros and cons. However, researchers investigate these architectures to boost their accuracy by using different scaling strategies to adjust the network depth, width, or resolution. Most of the networks are based on single scaling, that scales only a single dimension from depth, width, and size. Though, scaling two or three dimensions will yield efficiency and suboptimal accuracy. To this end, we investigate EfficientNet that scales all the dimensions through compound scaling technique. This network is developed through leveraging multiobjective architecture search, which optimizes both floating point operations (FLOPs) and accuracy. EfficientNet uses the search space of (36) and ACC (m) × [FLOPS (m)/T]w as an optimization tool. The ACC (m) and FLOPS (m) represent the accuracy and FLOPs of model m while T and w are the FLOPs target and hyperparameters, respectively. These terms control the tradeoff between the accuracy and FLOPs. This network comprises several convolutional layers where different-sized kernels are equipped in each layer. The input frame having three channels (R, G, B) corresponds to size such as 224 × 224 × 3. The subsequent layers are scaled down in a resolution that reduces the size of feature maps while the width is scaled up to increase the accuracy. This tool ensures the collection of important features from the input frame. For example, the second layer consists of Width = 112 kernels, and the number of kernels by next convolution is Width = 64. The total maximum kernels used are Depth = 2,560 in the last layer, where the resolution is 7 × 7 which represents the most discriminative features. At the end, we added max pooling layer that is followed by encoding layers and a SoftMax layer for the final classification.



2.3 The Proposed WEENet

The proposed WEENet is based on EfficientNet model followed by encoding layers. EfficientNet is used to extract important features from the input data and then the output is feed forward to stacked encoding layers. The stacked encoding layers are based on autoencoder (37) used to compress the data from high dimension into low dimension, while preserving the salient information from the input data. Autoencoders are a type of deep neural networks that map the data to itself through a process of (nonlinear) dimensionality reduction, followed by dimensionality expansion. The autoencoder models include three layers: input, hidden, and output layer as shown in Figure 2. The encoder part is used to map the input data into lower dimension followed by decoding layers to reconstruct it. Let us suppose the input data , where Xn belongs to Rm x 1, hn is the low-dimension map (hidden state) which is calculated from Xn, and “On” is the output decoder. The mathematical representation of encoding and decoding layer is shown in Eq. (1).






Figure 2 | General overview of autoencoder architecture.



here, F represents the encoding function, 𝒲1 is the weight metrics, and 𝒷1 is the bias term. The mathematical representation of the decoding layer is shown in Eq. (2).



In this equation, G is the decoding function, 𝒲2 is the weight metrics, and 𝒷2 is the bias term of decoding layer. In our WEENet, we used the encoding part of the autoencoder to represent the features in more abstract form. In these layers, the high-dimension EfficientNet features is encoded to low-dimension features. In the proposed model, two encoding layers are incorporated with EfficientNet architecture. The output of EfficientNet is 2,560 dimension feature vector which is encoded to 1,280 dimension feature vector. Furthermore, 1,280 dimension feature vector is then encoded to 640 dimension feature vector is then 320. The proposed model is trained for 50 epochs, using SGD optimizer with 0.0001 learning rate, and its performance is tested against SOTA as given in Section 3.




3 Experimental Results and Discussion

In this section, we evaluated our WEENet on three publicly available COVID-19 datasets and compared the classification performance with other methods. For this, we first provide the details of experimental settings of this research study, followed by information about datasets and metrics for performance evaluation. Subsequently, we compare the proposed WEENet with other SOTA CNN architectures used for COVID-19 classification. Finally, we close this section by emphasizing on the feasibility of our proposed WEENet framework for COVID-19 diagnosis in 5G-enabled IoMT environments.


3.1 Implementation Details

This section provides the detail of experimental settings and the execution environment used for implementing our proposed WEENet framework. The proposed method is purely implemented in Python (version 3.5) language using Visual Studio Code (VSCode)-integrated development environment. The WEENet concepts are implemented by utilizing a very prominent deep learning framework called Keras on Intel Core i7 CPU equipped with a GPU of Nvidia GTX having 6 GB onboard memory. The proposed WEENet architecture is trained on three different datasets including CXI, XDC, and CRD with the same configuration of hyperparameters, i.e., number of epochs, batch size, learning rate, weight decay, etc. The training and validation performances of our WEENet on CXI, XDC, and CRD datasets are visually depicted in Figures 3–5, respectively.




Figure 3 | Training and validation performance of our proposed WEENet over medical CXI image dataset.






Figure 4 | Training and validation performance of our proposed WEENet over medical XDC image dataset.






Figure 5 | Training and validation performance of our proposed WEENet over medical CRD image dataset.





3.2 Details of the Datasets

For experimental evaluation, we have used three publicly available datasets (18, 32, 33) to validate the performance of our proposed method compared with other SOTA CNN architectures. These datasets contain chest x-ray images of positive and negative COVID-19 patients assigned with corresponding labels, i.e., COVID-19 and normal. The statistical details of the abovementioned datasets are listed in Table 2. Besides these datasets, there are several other publicly available datasets commonly used for COVID-19 classification. However, most of them are either imbalance or have weak diversity leading to poor performance. Therefore, we selected CXI, XDC, and CRD datasets from the publicly available listed datasets in Table 3. The detail of each dataset is given in Table 3 including publishing year, name of the dataset, number of samples in COVID class and non-COVID class, methods of evaluation, and experimental outcomes in terms of sensitivity, specificity, and accuracy.


Table 2 | Number of samples per class in original and augmented datasets.




Table 3 | Detailed information of the collected SOTA including techniques and their other important remarks.




3.2.1 CXI Dataset

It is one of the most used datasets for COVID-19 diagnosis in medical image analysis community. This dataset contains a total of 184 COVID-19 infected and more than 5,000 normal chest x-ray images. Clearly, the original CXI (18) dataset has imbalance class samples that significantly affect a model’s performance during training. Considering the chances of overfitting during training, we augmented the dataset and balanced the number of images for both COVID-19 and normal class. The number of per class images for both original and augmented CXI dataset is listed in Table 2.



3.2.2 XDC Dataset

This dataset is created by collecting a small number of chest x-ray images of positive and negative COVID-19 patients. Overall, this dataset is very small and cannot be used for training large CNN networks. Also, such a lesser amount of image data often leads to model underfitting where model struggles to learn from the data under observation. To avoid such kind of hurdles during training, we augmented the XDC (32) dataset and increased the number of images from 94 to 940 for both COVID-19 and normal class as given in Table 2.



3.2.3 CRD Dataset

The COVID-19 radiography dataset is the large-scale chest x-ray image dataset released in different versions. In the first release, they publicly share 219 COVID-19 infected and 1,341 normal chest x-ray images. In the second release, they increased the number of COVID-19 infected chest x-ray images to 1,200. Following this, in the third release, the number of COVID-19 infected chest x-ray images is increased to 3,616 and normal chest x-ray images to 10,192. In this paper, we used the final release of the CRD (33) dataset, whose statistical details are presented in Table 2.




3.3 Evaluation Metrics

In image classification problem, the performance of trained CNN model is mostly evaluated by conducting quantitative assessment via commonly used classification performance metrics. These metrics can be easily computed with the help of confusion matrix by forwarding the actual class labels and predicted labels. Following this strategy, in this paper, we used eight commonly used performance evaluation metrics that include true positive (TP), false positive (FP), false negative (FN), true negative (TN), sensitivity, specificity, accuracy, and receiver operating characteristics (ROC) for validating the classification performance of our WEENet. The values of TP, FP, FN, and TN are retrieved from the confusion matrix and the sensitivity, specificity, accuracy, and ROC metrics are computed accordingly as Eq. (3) to Eq. (6).









Here, sensitivity indicates the number of correctly classified positive samples over the total number of positive samples. Similarly, specificity represents the number of correctly classified negative samples over the total number of negative samples. Accuracy is a generic classification metric that indicates the total number of correct classifications over the total number of samples. Finally, ROC metric represents the relationship (indicated by symbol ~R~) between specificity and sensitivity.



3.4 Cross-Corpse Evaluation and Robustness Analysis

The generalization of a system plays an important role especially when dealing with uncertain computational environment, where data under the observation is semantically different from the data used for training the algorithm. Bearing this in mind, we proposed a new evaluation strategy called cross-corpse evaluation for validating the generalization and robustness of our proposed system in uncertain environment. In this new evaluation strategy, first, we evaluated the performance of our method against other SOTA on test sets of the same datasets used for training. While in the second round of experiments, we assessed the performance of the proposed approach compared with the underlined investigated CNNs on test sets of the datasets other than training datasets, which is termed as cross-corpse evaluation. The obtained quantitative results for both the same dataset and cross-corpse evaluation strategy are presented in Tables 4, 5. It can be easily perceived that the obtained accuracy score for cross-corpse evaluation is comparatively lower than that of the original dataset, yet the accuracy scores indicate the better generalization performance. Furthermore, the reported quantitative results in Tables 4, 5 verify the overwhelming performance of our method by obtaining the highest accuracy across each dataset in both the same dataset and cross-corpse evaluation. We also evaluated the qualitative performance of our method against SOTA by doing classification on randomly collected images from the test sets of each experimented dataset. The prediction results for randomly selected images from each experiment dataset are shown in Figure 6, where it can be noticed that our method provides the best prediction results compared with other SOTA methods for COVID-19 classification.


Table 4 | Performance comparison of several deep learning-based models over benchmark datasets.




Table 5 | Performance comparison of several deep learning-based models over augmented datasets.






Figure 6 | Robustness analysis of our proposed method against other SOTA CNNs on randomly selected test images from each dataset and the corresponding predictions made by each method.





3.5 Comparison With Other CNN Models for COVID-19 Classification

This section presents the comparative analysis of our proposed WEENet with other SOTA methods for COVID-19 classification on test sets of CXI, XDC, and CRD datasets. For comparative analysis, we evaluated the performance of our method and compared it with SOTA including MobileNet (38), NASNet-Mobile (39), VGG16 (34), ResNet101 (35), RestNet50 (35), VGG19 (34), and EfficientNet (31). To investigate the performance of our method and validate the effectiveness of the proposed data augmentation strategy, we conducted experiments on both original datasets and augmented datasets and compared the results with the SOTA methods. The obtained results for the original dataset are given in Table 4, where it can be perceived that our proposed WEENet outperforms all comparative CNNs on original datasets across each evaluation metric except NASNet-Mobile (39) that performs comparatively better than our method in terms of TP and FP on the CXI dataset. On the other hand, the obtained results on augmented datasets are given in Table 5, where it can be noticed that our proposed WEENet achieved the best results by overwhelming the SOTA CNNs across each evaluation metric, thus showing its superiority and efficiency for COVID-19 classification in medical chest x-ray images. We also compared our WEENet architecture with other SOTA CNN-based COVID-19 classification approaches and reported the results in Table 6. The reported results reflect the dominancy of our WEENet on CRD dataset across each evaluation metric Although our method obtained comparatively lower values for sensitivity and specificity on the CXI and XDC datasets, still our method attained best results on the same datasets across the other two evaluation metrics. The best reported results presented in Tables 3–6 are highlighted in the bold text while the runner up scores are indicated in the underlined text. Furthermore, some visual results of the proposed WEENet over test set of each dataset are given in Figure 7.


Table 6 | Performance comparison of the proposed WEENet with other baseline models.






Figure 7 | Visual results of WEENet over each dataset (A) CXI, (B) XDC, and (C) CRD datasets.





3.6 Feasibility Analysis for 5G-Enabled IoMT Environment

Considering the requirements of 5G-enabled IoMT environment for rapid and accurate smart healthcare systems (42–44), it is essential to analyze the feasibility of a system before deploying in the real world. The feasibility assessment protocols involved different steps to investigate the suitability of a given system for the problem under observation in various aspects such as the robustness of decision-making system, automation, real-time response, and employability on edge-computing platforms. Having this in mind, we conducted feasibility analysis experiments and investigated our proposed WEENet in the abovementioned aspects. Based on the obtained quantitative results in the previous section, we estimated the robustness of our WEENet by averaging the attained accuracy score across all datasets and achieved an average of 90% accuracy. Next, the proposed method meets automation requirements thereby providing fully end-to-end deep learning system. Although, our method takes relatively more time for diagnosing COVID-19 in chest x-ray image, it has limited memory storage requirements for deployment on edge devices, making it a suitable approach for early COVID-19 detection in 5G-enabled IoMT environments. The conducted feasibility assessment findings are depicted in Figure 8.




Figure 8 | Feasibility assessment of our proposed WEENet for 5G-enabled IoMT environment.





3.7 WEENet for Lung Cancer Detection

In this section, we discuss the effectiveness and reusability of our proposed WEENet framework for early detection of lung cancer in chest CT scan images of infected patients. The deep learning-based early detection of lung cancer (45) can greatly facilitate the doctors and other medical-related individuals to eliminate the cancer cell at first place by providing proper care and treatment to the infected patients. Considering the relevancy in the image data (chest CT scan images) used for COVID-19 detection and lung cancer CT scan images (46), the proposed WEENet framework can be used for lung cancer detection by fine-tunning the architecture on lung cancer image data using transfer learning strategy (47). For efficient retraining of the WEENet architecture, the trained weights (already learned knowledge during training on COVID-19 image data) can be used while training the proposed WEENet on lung cancer image data. The utilization of trained weights will not only reduce the training efforts (in terms of training time) but can also improve the performance of retrained architecture for lung cancer detection. The reusability workflow of our proposed WEENet for lung cancer detection task is depicted in Figure 9.




Figure 9 | The graphical overview of the reusability process of our proposed WEENet for lung cancer detection task.






4 Conclusion and Future Work

The COVID-19 pandemic started in 2019 and has severely affected human life and the world economy for which different actions are initiated to stop its spread and efficiently handle the pandemic. Such actions include the concept of smart lockdown, development of new devices for temperature checking, early detection of COVID-19 using medical imaging techniques, and treatment plans for patients with different risk levels. This work supports the necessary action of early COVID-19 detection using medical chest x-ray images in 5G-enabled IoMT environment, contributing to the management of COVID-19 pandemic. Considering the limited available medical imaging data and different conflicting performance metrics for early COVID-19 detection, in this work, we investigated deep learning-based frameworks for effective modeling and early diagnosis of COVID-19 from medical chest x-ray images in IoMT-enabled environment. We proposed “WEENet” for COVID-19 diagnosis using efficient CNN architecture and evaluated its performance on three benchmark medical chest x-ray and CT image datasets using eight different evaluation metrics such as accuracy, ROC, robustness, specificity, and sensitivity etc. We also tested the performance of our method using cross-corpse evaluation strategy. Our results are encouraging against SOTA methods and will support healthcare authorities in analyzing medical chest x-ray images of infected patients and will assist the management of the COVID-19 pandemic in IoMT environments.

The reported results are better than SOTA methods, but model size is not the best among all methods under consideration (though better than majority of the models). This is due to some of the architectural layers, tuned to balance the performance metrics towards optimization. More investigation is needed to further reduce the model size without affecting the performance, which is one of our plans. We also plan to extend this work to a multiclass problem including mild, moderate, and severe as discussed in COVIDGR dataset (48) from the University of Granada, Spain.
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Background

Early identification of nasopharyngeal carcinoma (NPC) patients with high risk of failure to induction chemotherapy (IC) would facilitate prompt individualized treatment decisions and thus reduce toxicity and improve overall survival rate. This study aims to investigate the value of amide proton transfer (APT) imaging in predicting short-term response of NPC to IC and its potential correlation with well-established prognosis-related clinical characteristics.



Methods and Materials

A total of 80 pathologically confirmed NPC patients receiving pre-treatment APT imaging at 3T were retrospectively enrolled. Using asymmetry analysis, APT maps were calculated with mean (APTmean), 90th percentile (APT90) of APT signals in manually segmented NPC measured. APT values were compared among groups with different histopathological subtypes, clinical stages (namely, T, M, N, and overall stages), EBV-related indices (EBV-DNA), or responses to induction chemotherapy, using Mann–Whitney U test or Kruskal–Wallis H test.



Results

NPC showed significantly higher APTmean than normal nasopharyngeal tissues (1.81 ± 0.62% vs.1.32 ± 0.56%, P <0.001). APT signals showed no significant difference between undifferentiated and differentiated NPC subtypes groups, different EBV-DNA groups, or among T, N, M stages and overall clinical stages of II, III, IVA and IVB (all P >0.05). Similarly, baseline APT-related parameters did not differ significantly among different treatment response groups after IC, no matter if evaluated with RECIST criteria or sum volumetric regression ratio (SVRR) (all P >0.05).



Conclusion

NPC showed significantly stronger APT effect than normal nasopharyngeal tissue, facilitating NPC lesion detection and early identification. However, stationary baseline APT values exhibited no significant correlation with histologic subtypes, clinical stages and EBV-related indices, and showed limited value to predict short-term treatment response to IC.
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Introduction

The number of the newly diagnosed nasopharyngeal carcinoma (NPC) patients has been reported to be over 129,000 worldwide in 2018, among which 70% is aggregated in East Asia and Southeast Asia (1). In particular, the incidence is as high as 9.69/100,000 in Southeastern China (2). Currently, induction chemotherapy (IC) followed by concurrent chemoradiotherapy (CCRT) has become the standard treatment for locoregionally NPC for its better prognosis than CCRT alone (3, 4). However, around 10% patients still do not respond well to IC. Identification of those non-responders in advance would facilitate more prompt personalized treatment decisions, avoiding chemotherapy toxicity and unnecessary costs. In addition, tumor response to IC has been identified as an independent prognostic factor for long-term survival (5, 6). Hence, pretreatment prediction of short-term response to IC is essential for better individualized management of NPC patients.

Due to substantial biological heterogeneity, NPCs with the same clinical stage might have completely different responses to IC. Identification of biomarkers that could reflect tumor microenvironment characteristics may benefit the prediction of treatment response. With the advancement of morphological and function imaging techniques, MRI has been widely used for NPC evaluation by providing information at both macroscopic and microscopic levels (7–10). Recently, APT-weighted (APTw) imaging has emerged as a powerful tool to probe the chemical exchange saturation transfer (CEST) effect between endogenous proteins/peptide amide protons and bulk water (11). Because of overexpressed proteins in tumors, APTw imaging has been increasingly used in tumor detection, grading, and treatment response evaluation of various types of cancer (12–26). Although APTw imaging has shown promising efficacy in predicting middle-term outcome after complete standard treatment (induction chemotherapy followed by concurrent chemoradiotherapy) (26) or 2-year long-term outcome prediction in NPC patients (27), little is known about whether APT signal could predict short-term treatment response to IC only.

Besides, NPC can be classified into distinct subtypes by well-established prognosis-related characteristics, e.g. Epstein–Barr virus (EBV) infection status (28), different histopathological subtypes (29) and clinical stages, etc. It remains unknown whether these distinct NPC subtypes with different prognosis have different protein metabolism levels, which potentially could be quantified by APTw imaging. Therefore, if there is any association between baseline APT measurements and well-established prognosis-related clinical characteristics of NPC, such as histopathological subtypes, clinical stages, and status of Epstein–Barr (EB) virus infection, the value of APT in predicting prognosis would be further strengthened.

In this study, we aimed to investigate the potential value of APTw imaging in predicting short-term response to IC and its potential association with prognosis-related histopathological subtypes, clinical stages, and EBV-related indices.



Materials and Methods


Patient Enrollment

This retrospective study was approved by the local ethics committee of the Cancer Hospital & Shenzhen Hospital, Chinese Academy of Medical Sciences, and informed consent was waived. From December 2019 to August 2021, 114 patients with suspected NPC who had undergone baseline APT-weighed imaging were enrolled for further selection. The inclusion and exclusion criteria were as follows: 1) biopsy confirmed NPC; 2) the maximal diameter of the primary nasopharyngeal lesion was larger than 1 cm; 3) conventional MRI and APT-weighted imaging were performed before treatment; 4) each patient had received at least one examination for clinical staging work-up, such as chest X-ray, abdominal ultrasonography, chest and abdomen CT, bone SPECT scan, or whole-body PET-CT scan. Clinical staging for each NPC patient was performed based on the 8th edition of the American Joint Committee on Cancer (AJCC) (30); APT-weighted images were reviewed by a board-certified radiologist (ZL with more than 10 years of experience in head and neck imaging) and those with degraded image quality, namely, overt signal lost, motion artifacts, geometric distortion, were excluded from analysis.



Treatment Strategy

All NPC patients received standard treatment. For NPC patients with clinical stages of I and II, concurrent chemoradiotherapy or radiotherapy alone was given, whereas IC followed by concurrent chemoradiotherapy were prescribed to patients with clinical stages of III and IV. The brief treatment procedure was: 1) IC (GP regimen): Gemcitabine (1 g/m2, Days 1 and 8) + cisplatin (75 mg/m2, Day 1); or Paclitaxel (135–175 mg/m2, Day 1) + cisplatin (75 mg/m2, Day 1), 3 weeks per cycle × 2–3 cycles; 2) Concurrent chemoradiotherapy: cisplatin (30 mg/m2, Day 1, once a week for 7 times, iv) and concurrent radiation therapy (in a total of 6.6–7.6 weeks, accumulated dose of 66–78 Gy for primary lesion, while 60–70 Gy for regional lymph nodes). With intensity-modulated radiation therapy being used, conventional 6MV-X fractionated radiotherapy (200 cGy each time × 1 time per day × 5 days per week) was performed, which covers the primary NPC lesion and bilateral cervical lymphatics at risk.



Follow-Up and Study Endpoint

In this study, the endpoint was set between after IC completion and before next-step concurrent chemoradiotherapy. Standard clinical MRI follow-up was performed at the endpoint for each subject.



MRI Study

MRI study was performed on a 3T MR scanner (Discovery MR 750w, General Electric) using a 32-channel head and neck joint coil. Local shimming was placed to cover the whole nasopharyngeal carcinoma to reduce static magnetic field inhomogeneity. Referencing to T2-weighted images, a single-slice axial plane covering the largest primary nasopharyngeal carcinoma was selected for APT imaging with chemical shift-selective fat suppression and single-shot fast spin echo (FSE) readout (4 RF saturation pulses with duration of 500 ms for each pulse and without interpulse delay, RF saturation power B1 of 2 μT, TR = 6.5 s with minimum TE, slice thickness = 4 mm, field of view = 22 × 22 cm2, matrix = 128 × 128). In additional to an unsaturated scan, 27 CEST-weighted images with frequency offsets of 0, ± 0.5, ± 1.0, ± 1.5, ± 2.0, ± 2.5, ± 3.0, ± 3.5, ± 4.5, ± 5.0, ± 5.5, ± 6.0, ± 6.5, and ±7.0 ppm were acquired. The total acquisition time is approximately 4.5 min. A water saturation shift referencing (WASSR) map was collected with B1 of 0.5 μT (frequency offsets between ±240 Hz with intervals of 48 Hz) to correct B0 inhomogeneity.



Data Analysis

APT data was analyzed in MATLAB (MathWorks). Z-spectra (S) was normalized by the unsaturated scan (S0), interpolated by smoothing splines, and corrected the field inhomogeneity with WASSR (31, 32). Pixel-wise APT-weighted value was calculated using asymmetry analysis of APTw (APT-weighted) = S(−3.5 ppm)/S0 − S(3.5 ppm)/S0.

Region of interest (ROI) of primary NPC was manually delineated on the unsaturated image by a radiologist (LZ with 6 years of experience in head and neck imaging) using open-source ITK-SNAP software (http://itksnap.org) with referencing conventional anatomical images, namely, T1-weighted, T2-weighted, and contrast enhanced T1-weighted images. Overt hemorrhage, air space, necrosis and vessels were excluded. For patients with tumor confined in one side of nasopharynx without involving the midline of posterior wall of nasopharynx, the normal nasopharyngeal tissue was delineated as well. ROI delineation was then reviewed and approved by a senior radiologist (ZL with more than 10 years of experience in head and neck imaging). APTw signals, namely, the average APT (APTmean) and 90th percentile (APT90), were obtained from each ROI.



Treatment Response Evaluation

The largest diameter of NPC was manually measured on the slice with the largest area of lesion on axial T1-weighted contrast enhanced images by a board-certified radiologist (LZ with 6 years of experience in head and neck imaging) on the vendor workstation. The measurement was reviewed by a senior radiologist (ZL), with any discrepancies resolved through consensus discussion. Then, the treatment response of primary tumor was determined by calculating the relative change percentage of tumor maximal diameter between pre- and post-treatment, as ΔD = (Dpre-treatment − Dpost-treatment)/Dpre-treatment, and classified as complete response (CR, ΔD = 100%), partial response (PR, ΔD ≥30%), stable disease (SD, −20%< ΔD <30%), and progression disease (PD, ΔD ≤−20%) according to the RECIST criteria version 1.1 (33).

Tumor volume was measured by manually delineating and summing NPC lesion from consecutive 2D slices on contrast-enhanced T1-weighted image by LZ and then reviewed by a senior radiologist (ZL). The sum volumetric regression ratio (SVRR) was defined as the tumor volume reduction percentage before and after treatment, and 50% reduction in SVRR was arbitrarily chosen as the cut-off value.



Histopathology and Epstein–Barr (EB) Virus-Related Indices

The following pathological information were collected: 1) histology of nasopharyngeal carcinoma based on WHO classification, namely, nonkeratinizing squamous cell carcinoma (differentiated subtype and undifferentiated subtype), keratinizing squamous cell carcinoma and basaloid squamous cell carcinoma (34); 2) EBV-encoded small RNA (EBER) status using in situ hybridization (ISH). Serum test reports before treatment were also examined to obtain the following information: 1) copy numbers of viral Epstein–Barr deoxyribonucleic acid (EBV-DNA) in plasma samples before treatment, whereas copy numbers of 400 as threshold; 2) serum level of early antigen antibody (EA-IgA); and 3) serum level of viral capsid antibody (VCA-IgA).



Statistical Analysis

All the statistical analyses were performed using SPSS software v. 26.0 (IBM, Armonk, NY). Paired Student’s t-test was performed to evaluate the difference in APTw signals between normal and cancerous nasopharyngeal tissues. Continuous variables were displayed as median (25th–75th percentile). Mann–Whitney U test was used between the two histopathological subtypes. Kruskal–Wallis H test was conducted to assess any significant differences among groups with different clinical stages or treatment responses. Receiver operating characteristic (ROC) analysis was performed and the area under the curve (AUC) was calculated. The optimal cutoff values were determined by maximizing the sum of sensitivity and specificity using YOUDEN index. Pearson’s correlation analysis was used to evaluate the relationship between APTw measurements and tumor regression rate.




Results

A total of 80 patients were included in the analysis (Figure 1) with clinical characteristics summarized in Table 1.




Figure 1 | Flowchart of patient enrollment.




Table 1 | Clinical characteristics of the enrolled 80 patients.




Tissue Characterization

A total of 17 patients showed NPC confined in one side and not involving the midline of nasopharynx. Figures 2A, B illustrate APTw maps and histograms in NPC and normal nasopharyngeal tissue regions in a 66-year-old male patient. The APTmean of the NPC were significantly higher than that of corresponding normal nasopharyngeal tissue (1.81 ± 0.62% vs.1.32 ± 0.56%, P <0.001) (Figure 2C). However, APT90 showed no significant difference between NPC and corresponding normal nasopharyngeal tissue (3.68 ± 0.84% vs.3.25 ± 1.07%, P = 0.115). The optimal cutoff value of APTmean in discriminating NPC with contralateral nasopharyngeal tissue was 1.66% with a sensitivity of 0.765, a specificity of 0.765, and an AUC of 0.727 (Figure 2D).




Figure 2 | Representative ROI delineation on unsaturated S0 images, APTw maps, and histograms in NPC (A) and normal nasopharyngeal tissue (B) regions in a 66-year-old male patient. Comparison of APTw signals, including APTmean, APT90 (C) between NPC and corresponding normal nasopharynx tissues; ROC analyses of APTmean in discriminating NPC and normal nasopharynx tissue (D).



Among the enrolled 80 patients, 66 had undifferentiated carcinoma, 14 had differentiated carcinoma, and no patients had nonkeratinizing squamous cell carcinoma. All APTw signals did not differ significantly between undifferentiated and differentiated NPC groups (all P >0.05) (Figure 3), as summarized in Table 2.




Figure 3 | ROI delineation on unsaturated S0 images with ROIs overlaid, APTw maps and histograms, and H&E stained slides (40 × 10) of a 34-year-old female patient with differentiated NPC (A) and a 36-year-old male patient with undifferentiated NPC (B).




Table 2 | APT-related parameters in different histology and TNM stage groups.





TNM Stage

No significant difference was found in APTw signals among primary tumor stages of T1 to T4, among lymph node stages of N1 to N3 (Figure 4), between M0 and M1 stages, among overall clinical stages of II, III, IVA, and IVB (all P >0.05) (Table 2).




Figure 4 | Comparison of T2-weighted images of metastatic lymph nodes (red arrows), and unsaturated S0 images with ROI overlaid, APTw maps and histograms in NPC tissues among different N stages. A 39-year-old male patient with N1 stage NPC (A), a 33-year-old female patient with N2 stage NPC (B), and a 65-year-old male patient with N3 stage NPC (C).





EBV-Related Indices

The 67 patients with available EBER status all showed positive EBER on the specimen using in situ hybridization in all cases. For the 76 cases with available serum EBV-DNA quantification, APTw signals was found to be comparable between EBV-DNA positive group and EBV-DNA negative group (Figure 5). Similarly, there was no significant difference in APTw signals between EA-IgA positive group (N = 18) and EA-IgA negative group (N = 16), and between VCA-IgA positive group (N = 27) and VCA-IgA negative group (N = 7) (all P >0.05) for the 34 NPC patients with available serum expression of EBV antibody (Table 3).




Figure 5 | Unsaturated S0 image with ROI overlaid, APTw maps and histograms of a 65-year-old male NPC patient with serum EBV-DNA (+) status (A), and a 47-year-old female NPC patient with serum EBV-DNA (−) status (B).




Table 3 | APT-related parameters in groups with different EBV-related indices.





Treatment Response

Among 66 patients with available treatment response evaluation after overall treatment, 53 patients had received induction chemotherapy (Table 4). For patients receiving overall treatment, no significant correlation was found neither between APTmean and SVRR (R2 = −0.014, P = 0.738) (Figure 6A) nor between APT90 and SVRR (R2 = −0.001, P = 0.339) (Figure 6B). Similarly, for patients who received induction chemotherapy, SVRR did not significantly correlate with neither APTmean (R2 = −0.019, P = 0.883) (Figure 6C), nor APT90 (R2 = 0.008, P = 0.238) (Figure 6D). Baseline APT-related parameters did not differ significantly among different treatment response groups after overall treatment or after induction chemotherapy, no matter evaluated with the RECIST criteria or SVRR (all P >0.05). Besides, no significant difference in tumor regression rate was found between EBV-DNA (+) (n = 16) and EBV-DNA (−) (n = 37) group who received induction chemotherapy, as evaluated with the RECIST criteria (52.0 (38.3–57.2)% vs.58.0 (35.0–100.0)%, P = 0.407) and SVRR (67.0 (52.5–88)% vs. 79.0 (56.0–100.0)%, P = 0.441), respectively.


Table 4 | Baseline APT-related parameters for different treatment response group.






Figure 6 | For patients receiving overall treatment, correlation between APTmean and SVRR (A), between APT90 and SVRR (B), and for patients who received induction chemotherapy, correlation between APTmean and SVRR (C), between APT90 and SVRR (D).






Discussion

In this study, we investigated the value of pre-treatment APTw signal in predicting short-term response after IC in NPC patients and its potential association with prognosis-related clinical characteristics, namely, histopathological subtypes, clinical stages, and EBV-related indices. Unfortunately, based on current result, the stationary baseline APT-weighted imaging showed limited value to predict response to IC and no significant correlation with different histopathological subtypes, EBV infection statuses and clinical stages.

The nasopharynx APT MRI is challenging due to susceptibility artifacts, and swallowing and jaw motion (22, 35). Our image quality was visually comparable to those shown in previous APT studies (22, 35) without apparent signal loss, geometric distortion, or any artifacts. In this study, significantly higher mean APT value in NPC tissue was observed than that in normal nasopharyngeal tissue, which could facilitate NPC lesion detection and early identification. The stronger APT effect may reflect rapidly proliferating tumor cells and abnormally active proteo-synthesis in cancerous tissues, as postulated previously (36).

Although APT-weighted imaging has been proven to be useful in differentiating head and neck malignant and benign tumors (22, 23), it was reported to be difficult in distinguishing malignant tumor types in head and neck regions (23). Our study showed that APTw signals failed to discriminate between undifferentiated and differentiated NPC histology subtypes, which may imply similar protein synthesis status of these two histology subtypes before treatment. As for clinical stages, no significant difference of APTw signals was shown among T, N, and M stages, and overall clinical stages.

EB-virus infection was recognized as the most common etiology of NPC, especially for nasopharyngeal non-keratinizing squamous cell carcinoma in endemic area (37). Consistently, all cases with available EBER in situ hybridization were tested EBER positive in our study. The serum EBV-DNA copy number has already been widely used to screen population with the high risk of developing NPC in endemic areas (38) and may serve as a biomarker to monitor and predict treatment response (39). However, pretreatment EBV-DNA status does not show apparent relationship with tumor regression rate after IC in this study. In contrast, a multi-center phase II randomized controlled study showed that an early decrease of EBV-DNA copy number indicates better treatment response (40). This might imply that monitoring the dynamic change of EBV-infection status throughout the treatment course using EBV-DNA copy number might be more effective than merely detecting a stationary pretreatment status in predicting treatment response. However, EBV-DNA copy number quantification data were not available after treatment in this retrospective study. Besides, although it seems no significant correlation of APT signals with EBV-related indices was presented, the correlation between APTw signals change and EBV-DNA copy number alteration should be investigated in the future.

This study focused on the investigation of the value of APT imaging in predicting short-term survival of NPC patients. Although Qamar et al. (26, 27) demonstrated that the mean APT value change between pretreatment and intra-treatment 2 weeks later indeed could predict the middle-term outcome six months after the completion of standard treatment, both pretreatment and intra-treatment mean APT value did not show significant difference between responders and non-responders. Such observations were consistent with our results that no significant difference in pretreatment APTw signals was presented among different treatment response groups. This might also imply that monitoring the dynamic protein change throughout the treatment course using APTw imaging may be more effective than detecting a stationary baseline pretreatment status in predicting treatment response.

Aside from the relatively limited sample size and imbalanced distribution in some groups, several limitations should be noted. First, conventional MTR asymmetry analysis was used to quantify APT effect, which would be contaminated with magnetization transfer and nuclear overhauser enhancement effects. However, the method has been histologically demonstrated to be applicable in tumor characterization (41). In addition, the APTw signal in tumor has proved mostly attributed to the APT contribution under the currently utilized RF power of 2 μT (42). Therefore, the findings regarding APT are valid. Second, this study employed single-slice APT imaging to shorten the scan time, and the limited spatial coverage may be inadequate to characterize intra-tumoral heterogeneity. 3D APT scanning integrated with fast data sampling strategies would be desired for whole-tumor characterization in the future.


Conclusion

In conclusion, NPC showed significantly stronger APT effect than normal nasopharyngeal tissue, facilitating NPC lesion detection and early identification. However, baseline APT values showed limited value in predicting short-term response to IC and no significant correlation with different histopathological subtypes, EBV infection status, and clinical stages.
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In this study, a novel mouse model of hepatocellular carcinoma (HCC) was established by simultaneously knocking out Pten and p53 suppressor genes and overexpressing c-Met and △90-β-catenin proto-oncogenes in the livers of mice via hydrodynamic injection (HDI). The mutations were introduced using the CRISPR/Cas9 and Sleeping Beauty transposon systems. In this way, a primary liver cancer model was established within six weeks. In addition, macrophages expressing arginase-1(Arg1) promoter coupled with firefly luciferase were engineered for bioluminescence imaging (BLI) of the tumor microenvironment. This novel, rapidly-generated model of primary hepatocellular carcinoma can be monitored noninvasively, which can facilitate not only applications of the model, but also the development of new drugs and treatment strategies of HCC.
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Introduction

Hepatocellular carcinoma (HCC), a highly prevalent malignancy with over 800,000 cases diagnosed annually worldwide, is the second leading cause of cancer-related deaths (1, 2). Early diagnosis and therapy of HCC are important for improvement of the patients’ prognosis. Currently, HCC is diagnosed by imaging (3) and measuring serum alpha-fetoprotein (AFP) levels (4). The traditional imaging techniques used in HCC early diagnosis are computed tomography (CT), positron emission computed tomography (PET) and magnetic resonance imaging (MRI). However, diagnostic has it’s limitation in detecting earlier mini-size cancer (5, 6). Though serum tumor markers, such as AFP and tumor-associated antigens (TAAs), are engaging alternatives for monitoring and early diagnosis of hepatocellular carcinoma, their sensitivities and specificities remain disappointing. As a result, 40% of affected patients are already in the advanced stage of HCC at the time of diagnosis, making surgical treatments impossible. In addition, the first-line treatment for advanced HCC is sorafenib, which provides finite clinical benefit (7). And other first or second-line therapeutic options, such as immune checkpoint inhibitors, have also shown efficacy against HCC recently (8). Thus, the study of early diagnosis and new treatment strategies of HCC remains an attractive issue. Corresponding small animal models play an important role in studies on hepatocellular carcinoma early diagnosis and therapy. Building animal models that are similar to human liver cancer occurrence and development can help us better study the mechanism of liver cancer, while realize early diagnosis and drug development.

Genetically engineered mouse (GEM) models of HCC have been developed based on oncogene knock-in or the knockout of tumor suppressor genes. However, the establishment of such models is an expensive and time-consuming process, and it takes almost three months to establish an HCC mouse model with this technique. Hydrodynamic injection (HDI) is a novel gene transfection technology that can be used to establish a mouse model of liver cancer in a fraction of the time taken by a GEM model. Studies have shown that directly overexpressing c-Met and △90-β-catenin or simultaneously knocking out Pten and p53 in the mouse liver via HDI initiates tumorigenesis (9, 10). Since the activation of oncogenes and inactivation of tumor suppressors often synergize during cancer development (11), a murine HCC model was constructed in our study by simultaneously expressing oncogenes and knocking out tumor suppressor genes in the liver using the HDI method.

In vivo bioluminescence imaging (BLI) is routinely used to detect gene enhancer/promoter function in tissues or cells through reporter gene constructs (12), and monitor tumor growth, bacterial and viral infection, gene expression and therapeutic responses in real time by fluorescent monitoring devices. Usually, the reporter gene constructs used for BLI is formed by cloning the enhancer/promoter sequence upstream of the luciferase cDNA. Luciferase activities are utilized to reflect the expression of the protein of interest in-time. In addition, during tumor development, immune cells infiltrate in and around tumor tissues through chemotaxis, of which the tumor-associated macrophages (TAMs) are in the majority. TAMs are immune regulatory cells formed by peripheral monocytes under the influence of the tumor microenvironment (13), which can secrete a variety of cytokines and play a key role in promoting cancer cell proliferation, invasion and metastasis (14). The TAMs are classified into the pro-inflammatory M1 macrophages and immunosuppressive M2 macrophages, and M2 polarization is seen during tumor development and characterized by the upregulation of arginase-1 (Arg1) (15). Therefore, combining luciferase expression with activation of the Arg1 promoter is an ideal tool to dynamic monitoring of tumor development.

In this study, a mouse liver cancer model was established quickly by simultaneously overexpressing proto-oncogenes and knocking out tumor suppressor genes through hydrodynamic gene transfection, and sensor macrophages were engineered that could express the luciferase reporter gene under the control of the Arg1 promoter. With the development of HCC, the transgenic macrophages injected in the mouse underwent M1/M2 polarization, followed by Arg1 expression upregulation in macrophages. Thus, the luciferase reporter gene mediated by Arg1 promoter herein was constructed to track M2 polarization activated and thereby the progression of HCC. Using this model, liver cancer development can be monitored based on serological changes and BLI of tumor-infiltrating M2 macrophages.



Methods


Experimental Animals

SPF C57BL/6J mice were purchased from Beijing Vital River Laboratory Animal Technology Co., Ltd., weighing 18 ~ 20 g and male. The experimental Animal Center of the Academy of Military Medical Sciences provided the SPF level breeding environment, and animal experiments were approved by the Experimental Animal Ethics Committee of the Academy of Military Medical Sciences 2020-680.



Plasmids

LentiCRISPRv2 expression plasmid was stored in our lab. PCMV/SB expression plasmid, PT3-EF1a-c-Met expression plasmid, PT3-△90-β-catenin and pGL3-mArg1 promoter/enhancer -31/-3810 expression plasmid were purchased from Addgene Company in USA.



Construction of Primary Liver Cancer Model in C57BL/6J Mice

The injection volume of normal saline containing plasmids was about 10% of the body weight of each mouse (about 2 mL). The plasmids content was generally about 10 μg/mouse, and the injection time was generally about 3-5 s/time. The amount of plasmids was calculated according to the concentration of extracted plasmids. Plasmids pCMV/SB, PT3-EF1a-c-Met, PT3-△90-β-catenin, LentiCRISPR-sgPten and LentiCRISPR-sgp53 were prepared in the ratio of 1:2:2:2:2, which was dissolved in a proper amount of normal saline, mixed well, and used in an environment free of high temperatures and ultraviolet radiation.



Western Blot

Western blot was used to detect whether Pten (anti-Pten Cell Signaling, 9559, 1:1000) or p53(anti- p53 Cell Signal,2545, 1:200) was successfully knocked down in recombinant cells and whether c-Met (anti-c-Met Cell Signaling, 8198, 1:1000)or △90-β-catenin (anti-△90-β-catenin Abcam, ab196204, 1:1000)was overexpressed in liver tissue. Lysis buffer RIPA containing protease inhibitor was used for 20 min at 0°C and centrifugated at 12 000 RPM at 4°C for 20 min. Samples were heated at 100°C for 5 min before operation. 25 mg protein was electrophoretized in 10% SDS-PAGE gel and transferred to PVDF membrane. 5% skim milk was incubated overnight with the primary antibody at 4°C After being rinsed with TBS-Tween 20 (0.1%), they were incubated at room temperature for 1 hour with enzymed-labeled goat anti-rabbit or goat anti-rat antibody (1:2000). Finally, chemiluminescence HRP substrate was used to detect the binding of the antibody to the protein.



Immunohistochemistry (IHC)

Liver tissue was fixed overnight in 4% formalin, embedded in paraffin, sected at 4 μm, and stained with hematoxylin and eosin (H&E) for pathological examination. Oil red staining was used to observe lipids. Immunohistochemical main antibodies included anti-Ki67 (Abcam, ab16667, 1:200), anti-CK19 (Abcam, ab133496, 1:100), anti-p53 (Cell Signaling, 2545, 1:160), Anti-Pten (Cell Signaling, 2545, 1:100), Anti-Met (Cell Signaling, 8198, 1:100) and Anti-△90-β-catenin (anti-△90-β-catenin Abcam, ab196204, 1:1000).



Detection of TAAs in Liver Tissue

The mRNA expression levels of GNAS, PTCH, NPM1 and PAX5 in recombinant cells were detected by qRT-PCR. Total RNA was extracted using TRIzol reagent (Invitrogen, Carlsbad, CA, USA) according to the instructions. cDNA was then obtained by reverse transcription using Rever Tra AceR qPCR RT Master Mix. PCR amplification was performed using synthetic primers and SYBR-PCR kit (SYBR qPCR Mix).The reaction was carried out in eight consecutive tubes, which were incubated at 95°C for 1 min, 95°C for 15 s, 58°C for 30 s, and 72°C for 30 s. A total of 40 cycles were incubated at 60°C for 5 s and 95°C for 5 s. PCR was performed on a Bio-Rad CFX amplification device. GAPDH mice were used as internal control. Primer sequences of GNAS, PTCH, NPM1 and PAX5 are as follows:


 





Serum Collection and ELISA

Serum was collected once a week. The whole blood of mice was collected 100 μL by orbital blood sampling method in 1.5 mL anticoagulant tubes, centrifuged at 2000 RPM for 10 min, and the serum was sucked out and stored at -20℃ for use. For ELISA, the collected serum was balanced to room temperature and diluted twice with the dilution of the sample in the kit, and 20× washing buffer was diluted 1:20 with distilled water. The concentrations of AFP, AST, ALT, GNAS, PTCH, NPM1 and PAX5 in serum were determined respectively. The specific operation steps complied with the instructions for ELISA kit in The Department of Education. Finally, the OD value of each well was measured at the wavelength of 450 nm with a microplate reader.



The BLI System Monitored the Migration and Distribution of Bone-Marrow Derived Macrophages in Mice

Macrophages were collected and counted, and 5×106 macrophages were mixed in 300 μL PBS, and injected into the hydrodynamic modeling mice for 6 weeks by tail vein, with 5 mice in each group. Migration of bone-marrow derived macrophages was monitored by Xenogen Spectrum imaging at 30 min, 24 h, and 48 h after macrophage infusion. To ensure the imaging quality, the abdomen of mice was depilated to minimize the loss of light signals. Before imaging, mice were intraperitoneally injected with D-fluorescein (150 mg/kg) and anesthetized with isoflurane for 3 min. Imaging was performed to monitor the migration and distribution of macrophages in mice. Vivisection was performed 48 h after macrophage infusion, and macrophages distribution were assayed by BLI in lymph nodes and tissues including inguinal lymph nodes (ILN), axillary lymph nodes (ALN), nodi lymph nodes (NLN), liver lymph nodes (LivLN), mesenteric lymph nodes (MLN), liver tissue, stomach tissue, small bowel tissue, heart tissue, lung tissue, kidney tissue, pancreas tissue. All data were analyzed and processed by in vivo imaging software (Xenogen), and standardized calculations were performed for all the data.



Construction of Arg1EP-Luciferase-GFP/Raw264.7 Engineered Cells

Raw264.7 cells were infected with Arg1EP-Luciferase-GFP lentivirus. Three days after infection, the cells were cultured in DMEM complete medium containing purinomycin 2 μg/mL and 10% FBS. Finally, cells that stably expressed Arg1EP-Luciferase-GFP fusion protein were screened.



In Vitro Detection of the Bioluminescence Activity of Arg1EP-Luciferase-GFP/Raw264.7 Macrophages Induced by Tumor Microenvironment

2×105 Arg1EP-Luciferase -GFP/Raw264.7 cells were inoculated in the upper chamber of a 24-well Transwell culture plate, and the lower layers were added with DMEM medium, DMEM medium containing 25 ng/μL IL-4 and 2×105 Hepa1-6 cells, respectively. After co-incubation of 24 h, 10 μL 15 mg/mL D-Luciferin was added to each well and gently shaken into the Caliper IVIS Lumina II imaging system to detect the bioluminescence activity of Arg1EP-Lucifere-GFP/Raw264.7 cell lines.



In Vitro Detection of Bioluminescence Activity of Arg1EP-Luciferase -GFP/Raw264.7 Co-Incubated With Hepa1-6 Cells

1×105 Arg1EP-Luciferase-GFP/Raw264.7 cells were inoculated in the upper chamber of a 24-well Transwell culture plate, and 2×105 Hepa1-6 cells were inoculated in the lower chamber and co-incubated for 6 h, 12 h, 24 h and 48 h for imaging. (Cells at each time point were set with three multiple wells) 10 uL D-Luciferin was added at the concentration of 15 mg/mL to each well. The bioluminescence activity of Arg1 EP-Luciferase-GFP/Raw264.7 cell line was detected by Caliper IVIS Lumina II imaging system.



The Migration and Distribution of Arg1EP-Luciferase-GFP/Raw264.7 in Mice Were Monitored by BLI System

Arg1EP-luciferase-GFP/Raw264.7 was collected and counted, and 5×106 Arg1EP-Luciferase-GFP/Raw264.7 was dissolved in 300 μL PBS and mixed. The specific operation was performed using the same method as for monitoring the distribution of macrophages from bone marrow in vivo.



Statistical Analysis

Statistical analysis was performed by GraphPad Prism Software®. Two way ANOVA test (Analysis of variance) was used to compare statistical differences among multiple groups. All the experiments were repeated at least three times. Differences among means were considered significant at p <0.05.




Results


A Liver Cancer Model Was Successfully Established by Hydrodynamic Gene Transfection

Single-guide (sg) RNA sequences of Pten and p53 were designed and cloned into the CRISPRv2 vector. The schematic diagram of CRISPR/Cas9 related plasmids is shown in Figure 1A. The lentiCRISPR-sgPten and lentiCRISPR-sgp53 germ plasmids were then transfected into the NIH 3T3 mouse embryonic fibroblasts, and the genomic DNA of the stably transfected clones was sequenced. After the plasmids were packed into lentiviruses and transduced into the target cells, gene knockout was confirmed at the predicted site before the proto-spacer adjacent motif (PAM) (Figure 1D). Compared to the control group, the expressions of Pten and p53 were significantly reduced in the knockout group (Figure 1C). In order to achieve the knockout of tumor suppressor genes as well as the long-term stable expressions of oncogenes, the Sleeping Beauty(SB) transposon system was amplified with c-Met and △90-β-catenin genes (Figure 1B). The transposon system consisted of a transposon expression vector and a plasmid with an SB transposon box, which contained a promoter, the target gene and a polyA sequence with inverted repeat (IR) sequences. The SB transposable enzyme recognized IRs in the transposable box and catalyzed their translocation from one genomic site to another. The transposon system was transfected into NIH 3T3 cells and the overexpression of c-Met and △90-β-catenin was confirmed by Western blot (Figure 1C).




Figure 1 | Construction of plasmids and induction of liver tumors following hydrodynamic gene transfection. (A) Construction of lentiCRISPRv2/sgRNA plasmids expressing Cas9 and sgPten/p53. (B) Schematic diagram of SB transposase-associated plasmids. The SB transposase transfers a gene in the transposon cassette into a host genome. (C) Cell genomic DNA sequence of 3T3 cells analyzing deletion mutations of p53 and Pten. Seq 1-3 represent cell genomic DNA read sequences of NIH 3T3 cells knockdown by CRISPR/Cas9. The proto-spacer adjacent motif (PAM) sequences is denoted by red lines. Red triangles indicate the predicted DNA cleavage sites. (D) Immunoblots showing loss-of-function of p53 and Pten and overexpressions of c-Met and △90-β-catenin. Actin and GAPDH are used as control. (E) Saline containing five plasmids are injected into the tail vein of mice via HDI (n=10 for each group). (F) Representative macroscopic images of liver tumors observed in C57 mice 6 weeks post-injection and H&E-stained tumor tissue sections indicate large nuclei, multinuclear hepatocytes and reticulated cytoplasm of HCC cells (n=10). (G) Oil red O staining demonstrates hepatic steatosis. Ki67 and CK19 immunostaining represent proliferating cells. **P<0.01, ****P<0.0001.



The pCMV/SB, pT3-EF1a-c-Met, pT3-△90-β-catenin, lentiCRISPR-sgPten and lentiCRISPR-sgp53 plasmids were mixed in equal proportions and injected into the tail vein of mice under high pressure. The control groups were injected with pCMV/SB and pT3-EF1α. Hydrodynamic transfection is shown in Figure 1E. To further monitor cancer progression, random mice were euthanized every two weeks and their liver tissues were analyzed. In the sixth week, the livers of normal mice appeared healthy with a brown tinge and smooth surface, while those of the experimental group were significantly enlarged, looked dark red due to an excessive amount of blood, and had a filamentous surface with numerous white diffuse tumor masses (Figure 1F). Tumor continued to grow and the liver filled the entire abdomen by the eighth week, resulting in abdominal swelling. Hematoxylin and eosin (H&E) staining of the malignant liver tissues showed a three-fold to four-fold increase in the size of hepatocytes and obvious crowding of hepatocyte cords. In addition, the hepatocytes had multiple cytoplasmic vacuoles and vacuolar degeneration along with inclusion bodies in the nucleus. Some cells had enlarged or multiple nuclei, and a number of enlarged nuclei were irregular, which was a sign of obvious regeneration of liver cells. In contrast, the hepatocytes in the normal liver were aligned (Figure 1F). Oil red staining showed a significant increase in the number of lipid droplets in the hepatocytes and hepatic steatosis (Figure 1G). CK19 was commonly expressed in bile duct epithelial cells, and absent from the mature liver cells. Tumor proliferating antigen Ki67 was highly expressed in numerous human solid tumors, which was a marker of cell proliferation and was correlated with patient prognosis. Numerous CK19 and Ki67 positive oval cells were observed in the liver tumors, indicating active proliferation of tumor cells and a high degree of malignancy (Figure 1G).



Serological Detection of Primary Mouse Hepatocellular Carcinoma

There was no significant change in the survival rates in the first eight weeks after injection, but 50% HCC mice died after eight weeks, all mice with the HCC died at the third month (Figure 2A). The ratio of liver weight to body weight was also markedly higher in the tumorigenic group than in the control group (Figure 2B). The liver cancer model was verified six weeks later by analyzing serum AFP levels. AFP is synthesized in large amounts in fetal hepatocytes and undifferentiated liver cancer cells, and is therefore a specific marker of liver cancer. The AFP levels were significantly higher in the experimental versus the control group, indicating the success of liver cancer modeling (Figure 2C). In addition, the serum levels of alanine aminotransferase (ALT) and glutamic-oxaloacetic aminotransferase (AST) were increased significantly in the liver cancer group, suggesting considerable liver damage (Figure 2D).




Figure 2 | Serological detection of primary mouse hepatocellular carcinoma. (A) The survival rate of mice after establishment of liver cancer model. (B) Liver weight relative to the whole-body weight of mice 6-week post injection. Data represent mean ± S.D. n=5. (C, D) AFP, ALT and AST levels of serum 6 weeks post- injection. Mean ± S.D; n=3, Statistical significance determined with t test; **P<0.05, ***P<0.001, ****P<0.0001; compared with the control. (E) Expression levels of GNAS, NPM1, PAX5 and PTCH genes in mouse liver tissue. Mean ± S.D; n=3, Statistical significance is determined with t test; ** P<0.01, ***P<0.001, ****P<0.0001; Compared with the control. (F) Serum levels of NPM1, GNAS, PAX5 and PTCH are time-dependence increases. Mean ± S.D; n=3, Statistical significance is determined with t test; ***P<0.001, ****P<0.0001.



The production of TAAs is a humoral immune response in HCC patients, autoantibodies to TAAs may be detected even in patients’ serum at early-stage (16–18). Wang et al. identified antibodies specific to 11 TAAs, including TP53, MSH2, mouse G-protein α subunit (GNAS), Pten, mouse pile-protein 5 (PAX5), GNA11, mouse patching homologue (PTCH), IDH1, SRSF2, mouse nucleolar phosphate 1 (NPM1) and Survivin by screening the sera of a large number of liver cancer patients. In our study, it was found that the PTCH, PAX5, GNAS and NPM1 mRNAs were significantly upregulated in liver tumors compared to healthy liver tissues (Figure 2E). Moreover, the sera of tumor-bearing mice showed increased titers of antibodies specific to NPM1, GNAS, PAX5 and PTCH at weeks 2, 4 and 6. In contrast, no significant changes were observed in the control group (Figure 2F).



Detection of Proto-Oncogenes Overexpression and Tumor Suppressor Genes Knock Down in Liver Tumors

To find out whether liver tumorigenesis resulted from oncogene overexpression and loss of tumor suppressor genes, the expressions of corresponding proteins in liver tissues were analyzed. Immunohistochemistry (IHC) was used to observe the Sleeping Beauty translocation enzyme incorporated into mice liver cells that expressed corresponding proteins in the genome. Negative signals suggested suppressor genes knocked-down in the circled carcinoma area of the two upper panels. Besides, positive signals were observed in the cytoplasma of hepatoma cells, which showed c-Met and △90-β-catenin overexpressions in the circled carcinoma area of the two bottom panels (C-carcinoma, L-liver). In contrast, the control mice did not show any antibody positive staining (Figure 3A). On the basis of serial sections analysis, it was showed that some tumors stained positively for c-Met and β-catenin as well as negatively for Pten and p53 in similar locations, which suggested that part of the transformed hepatocytes had 4 intended changes (Supplementary Figure 1). The protein expressions of p53, Pten, c-Met and △90-β-catenin were verified by Western blot. Grayscale statistics were performed on the results as shown in Figure 3B. The deletion of endogenous p53 and Pten by the CRISPR system was confirmed by sequencing the DNA extracted from liver nodules 6 weeks after modeling. However, p53 and Pten genes were intact in the livers of control mice (Supplementary Figure 2).




Figure 3 | Gene alterations in the liver tumor nodules. (A) Immunohistochemical (IHC) of liver tumor tissues indicating knockout of Pten and p53 and overexpressions of c-Met and △90-β-catenin. (C-carcinoma, L-liver) (Magnification: 100x) Mean ± S.D; n=3, Statistical significance determined with t test; *P<0.05, **P<0.01, ****P<0.0001. (B) Immunoblot showing overexpressions of c-Met and △90-β-catenin protein and decreased levels of p53 and Pten proteins in the mouse liver. *P<0.05, ** P<0.01, ****P<0.0001.





Arg1 Was Highly Expressed in the Primary Liver Tumor Nodules

The infiltration of immune cells in liver tumors was analyzed by immunostaining the tissue sections with specific markers. The Kupffer cells were the most abundant, followed by T cells and dendritic cells (Figure 4A and Supplementary Figure 3). Arg1 was highly expressed around tumor tissues, but was hardly observed in healthy liver tissues (Figure 4B). The Kupffer cells were isolated by liver perfusion, which confirmed the significantly higher expression of Arg1 in tumor-bearing mice compared to the controls (Figure 4C). These results indicated that the Kupffer cells played an important role in the development of primary liver cancer. To add to our evidence, bone marrow-derived macrophages (BMDM) were adoptively transferred from Luc+ reporter mice into the control and tumor-bearing mice by tail vein infusion, and their distribution and migration were monitored by in vivo BLI. As shown in Figure 5A, intense bioluminescence was observed in the lungs within 30 min of infusion in both the control and tumor-bearing mice. After 24h, bioluminescence in the experimental mice was concentrated in the liver, whereas only small intestines showed weak bioluminescence in the control mice. The Luc+ macrophages remained in the liver of tumor-bearing mice after 48h, while those in the control group migrated to the spleen and small intestines (Figure 5A). Ex vivo BLI of the inguinal lymph nodes (ILN), axillary lymph nodes (ALN), submaxillary lymph nodes (NLN), hepatic lymph nodes (LivLN), mesenteric lymph nodes (MLN), and other organs or tissues after 48h also confirmed that the macrophages were mainly distributed in the livers of tumor-bearing mice, whereas those in the control group mainly homed to the secondary lymph nodes and the spleen (Figures 5B, C). Bioluminescence statistics of major organs are shown in Figure 5D, indicating that the bioluminescence intensity of the liver was the strongest. These findings suggested that the infiltration of macrophages into the liver tumor microenvironment led to their polarization to the Arg1-expressing M2 phenotype.




Figure 4 | The distribution of immune cells and expression of Arg1 in liver tumors. (A). Distribution of macrophages, T cells and DCs in tumor tissues. The macrophages labeled with Alexa Fluor594, hepatocytes with FITC and the nuclei counterstained with DAPI in the first panel. T cells and DCs with FITC, hepatocytes with Alexa Fluor594, the nuclei counterstained with DAPI in the second and third panels. (B) Arg1 expression in the mouse liver. (C) Arg1 mRNA levels in Kupffer cells. Mean ± S.D; n=3, Statistical significance is determined with t test; *P<0.05.






Figure 5 | Distribution of bone marrow-derived macrophages (BMDMs) in the control and tumor-bearing mouse model. (A) BMDMs’ migration from 30 min to 48 h after cell injection. (B, C) BMDMs are mainly distributed in the tumor-bearing mice liver and spleen. (D) Statistical analysis of the luciferase activity in major organs. Mean ± S.D; n=3, Statistical significance is determined with t test; *P<0.05.





Macrophage Sensors Were Constructed to Monitor Liver Tumor Development In Vitro

To test the above hypothesis, Raw264.7 macrophages were transducted with Arg1EP-Luciferase-GFP lentivirus and incubated with Hepa1-6 cells. The bioluminescence intensity of Arg1EP-Luciferase-GFP/Raw264.7 cells also increased significantly when cultured in the presence of IL-4 compared to the untreated controls, while bioluminescence intensity of Arg1 macrophages co-incubated with Hepa1-6 was the strongest in the tumor microenvironment. (Figure 6A and Supplementary Figure 4). The bioluminescence intensity of the macrophages increased within 24h of co-culture and peaked at 48h (Figure 6B). Likewise, Arg1 mRNA levels increased significantly in the Arg1EP-Luciferase-GFP/Raw264.7 cells after 24h of co-culture with Hepa1-6 cells, as well as following IL-4 induction (0.1678 ± 0.02247), compared to the control group (P <0.05; Figure 6C).




Figure 6 | Arg1EP-Luciferase-GFP/Raw264.7 macrophage sensors in tumor microenvironment. (A) Luciferase activity of macrophage sensors in different tumor microenvironments. (B) In the condition of co-incubation of Hepa1-6 showing increased luciferase activity of macrophage sensors within 48 h. (C) Changes in Arg1 mRNA levels after IL-4 inducein and in tumor microenvironment. Mean ± S.D; n=3, Statistical significance is determined with t test; *P<0.05, ***P<0.001.





Macrophage Sensors Were Used to Monitor Liver Tumor Development

On a prior basis, the macrophage sensor was used to monitor the hepatocellular carcinoma model. Arg1EP-Luciferase-GFP/Raw264.7 cells were injected into the tumor-bearing mice for 6 weeks through the tail vein. The macrophages were tracked by in vivo BLI and the intensity was used to assess the progression of tumors (Figure 7A). As shown in Figure 7B, the macrophages that had been injected into the tumor-bearing mice initially migrated to the lungs and livers within 30 min before settled in the livers by 24 h, and remained in the livers even after 48 h. In contrast, the macrophages in the control group were accumulated in the lungs within 30 min, but were not detected after 24 h. The mice were euthanized 48 h after injection, and their tissues (see previous section) were imaged. As shown in Figures 7B, C, the bioluminescence signals were concentrated in the livers and spleens of the tumor-bearing mice, but no signals were detected in any of the tissues of control mice. The quantitative results of light signal in major organs showed that HCC significantly enhanced the M2 polarization of macrophages, with the strongest signal detected in the liver, indicating the macrophage sensor can indeed reflect the concurrence of liver cancer. In addition, a moderate signal intensity could also be detected in the spleen of HCC mice, though dramatically lower than that in the liver. We speculate that those extrahepatic macrophages may be polarized in the liver and then migrated to other organs, such as the spleen. Secondly, HCC may also elicit systemic changes of internal environment, leading to M2 polarization of macrophage sensors outside the liver and thus being monitored. Anyway, the highest signal in the liver suggests that the macrophage sensors are moderately specific to follow HCC progression (Figure 7D).To summarize, sensors of M2 polarization of macrophage sensors can be used to track tumor growth, as well as the formation of the tumor microenvironment.




Figure 7 | Distribution of Arg1EP-Luciferase-GFP/Raw264.7 in the control and tumor-bearing mouse model. (A) Distribution of Arg1EP-Luciferase-GFP/Raw264.7 in mice from 30 min to 48 h point after cell injection. (B, C) Arg1EP-Luciferase-GFP/Raw264.7 mainly distributed in the liver and spleen of tumor-bearing mice. (D) Statistical analysis of the luciferase activity in major organs.






Discussion

A primary liver cancer model was established in mice by simultaneously knocking out Pten and p53, and overexpressing c-Met and △90-β-catenin by hydrodynamic gene transfection. This model was able to simulate the initiation and development of human primary liver cancer, but was technically unchallenging. In addition, this novel liver cancer model could be used as a promising tool for screening diagnostic markers and therapeutic targets. Tward et al. established a liver cancer model by overexpressing both c-Met and △90-β-catenin in the Sleeping Beauty transposase system, and detected tumor formation after 3 months (19). Likewise, Xue et al. induced HCC in FVB mice after 3 months by knocking out Pten and p53 using the CRISPR/Cas9 system (20). To the best of our knowledge, this was the first time that a primary mouse liver cancer model had been established by simultaneously overexpressing c-Met and △90-β-catenin, and knocking out Pten and p53, which could observe extensive tumor growth within 6 weeks. C-Met is a tyrosine kinase that is widely expressed in HCC cell lines and activates △90-β-catenin, which is frequently mutated in various cancers. Mutations and aberrant overexpression of △90-β-catenin is closely related to tumor development and prognosis (21). In addition, c-Met and the mutated Δ90-β-catenin synergistically promote HCC (22). The tumor suppressor Pten inhibits the PI3K/AKT pathway, which regulates cell proliferation, apoptosis, protein synthesis and glucose metabolism, and promotes tumor progression (23). Pten is mutated or deleted in multiple cancers, and loss of Pten in hepatocytes leads to lipid accumulation (24). The tumor suppressor p53 plays a key role in inducing cellular senescence and death (25). Deletion of p53 is the most common genetic aberration in liver cancer, and promotes HCC tumorigenicity and lung metastasis via mTOR/Pten/Akt pathway activation. However, neither sgPten nor sgp53 can induce tumor formation alone, whereas simultaneous mutation of both can significantly accelerate liver cancer progression in mice (10).

Liver carcinogenesis was also confirmed in terms of pathological and serological indices. The hydrodynamic gene transfection technology simulates the spontaneity of primary liver cancer, which accelerates tumor induction. Previous studies have shown that early-stage liver cancer is characterized by the appearance of anti-TAA antibodies in the serum, which are potentially useful biomarkers for early diagnosis. Consistent with this finding, we detected a time-dependent increase in the serum levels of NPM1, GNAS, PAX5 and PTCH in tumor-bearing mice. Therefore, it is possible to determine the course of cancer development according to the changes of these serum biomarkers.

Early imaging diagnosis has limited effectiveness. For instance, CT is relatively expensive and is of limited diagnostic value, whereas PET can detect nothing more than tumors larger than 200 mm3 and measuring more than 7 mm in diameter. In addition, MRI is time consuming, has low spatial resolution, and is therefore not effective for early tumor detection. BLI is a versatile and sensitive technique for longitudinal monitoring of cancer progression using cells that express luciferase reporter genes. Gambhir et al. used an arginase promoter to drive reporter gene expressions in colorectal and breast mouse tumor models, and the engineered macrophages after polarization could be detected by BLI and luciferase measured in the blood (26). Our study built a new approach to monitor hepatocellular carcinoma models using an Arg1 luciferase reporter plasmid. It is valuable to further studies regarding new drugs and treatment strategies of HCC, especially in evaluating the efficacy of immunotherapy in treating HCC.

The primary mouse liver cancer model established via hydrodynamic gene transfection technology is simple to operate, inexpensive and can better fit the occurrence and development of human liver cancer. It can not only provide a reliable animal model for the screening of markers for the early detection of HCC, but also facilitate the research on the mechanism of HCC and the development of anti-tumor drugs. In the early stage of tumor formation, it is impossible to intuitively observe the tumorigenesis of a mouse liver. By combining this imaging approach with engineered immune cell, the formation of the tumor microenvironment of a mouse liver can be determined in the early stage of tumor formation. As a result, the damage caused by vivisection can be prevented and the mouse liver cancer model used more efficiently, which will contribute to drug research and development while facilitating the treatment of primary liver cancer.



Conclusion

In our study, a primary mouse liver cancer model was established within six weeks by overexpressing the proto-oncogenes c-Met and △90-β-catenin, and knocking out the tumor suppressors Pten and p53 by HDI. Antibodies specific to TAAs such as PTCH, PAX5, GNAS and NPM1 increased in the mouse liver and serum in a time-dependent manner, and therefore can be used as early immunodiagnostic markers of HCC. A reporter plasmid was also constructed to track the Arg1-overexpressing M2 macrophages during liver carcinogenesis through BLI.
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The CHAIMELEON project aims to set up a pan-European repository of health imaging data, tools and methodologies, with the ambition to set a standard and provide resources for future AI experimentation for cancer management. The project is a 4 year long, EU-funded project tackling some of the most ambitious research in the fields of biomedical imaging, artificial intelligence and cancer treatment, addressing the four types of cancer that currently have the highest prevalence worldwide: lung, breast, prostate and colorectal. To allow this, clinical partners and external collaborators will populate the repository with multimodality (MR, CT, PET/CT) imaging and related clinical data. Subsequently, AI developers will enable a multimodal analytical data engine facilitating the interpretation, extraction and exploitation of the information stored at the repository. The development and implementation of AI-powered pipelines will enable advancement towards automating data deidentification, curation, annotation, integrity securing and image harmonization. By the end of the project, the usability and performance of the repository as a tool fostering AI experimentation will be technically validated, including a validation subphase by world-class European AI developers, participating in Open Challenges to the AI Community. Upon successful validation of the repository, a set of selected AI tools will undergo early in-silico validation in observational clinical studies coordinated by leading experts in the partner hospitals. Tool performance will be assessed, including external independent validation on hallmark clinical decisions in response to some of the currently most important clinical end points in cancer. The project brings together a consortium of 18 European partners including hospitals, universities, R&D centers and private research companies, constituting an ecosystem of infrastructures, biobanks, AI/in-silico experimentation and cloud computing technologies in oncology.
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Introduction

The use of Artificial Intelligence (AI) on health data is generating promising tools to assist clinicians in cancer management, as an increasing number of health imaging-based AI approaches are proving to have vast potential to become useful clinical tools in different areas of application (1). These include recurrence and survival prediction using multidimensional heterogeneous data (2) prediction of tumor molecular features and association with tumor spread (3, 4), stratification of patients based on risk (5), and prediction of treatment response (6) among many others.

Despite these major advancements, the development of imaging-based AI tools relies on the availability of large, quality-controlled datasets (7), which currently still remains a major challenge. The generation of these imaging biobanks is a resource-intensive endeavor, facing multiple technical and operational difficulties such as image and data harmonization, data curation and annotation, image pre-processing and annotation, as well as various legal and ethical restrictions (8–13). As a result, the quantity, quality, and representativeness of datasets still remain major limiting factors in the development of predictive cancer management tools.

Despite these limitations, several health imaging repositories have been created to date (14–16), such as the Cancer Imaging Archive (TCIA) which is one of the most renowned amongst those focusing on cancer imaging (17). Albeit of huge potential, the vast majority of these repositories have been created as stand-alone entities, being currently not in a position to become interoperable with similar existing initiatives. As such, the need for the creation of a fully FAIR (Findable, Accessible, Interoperable, Reusable), GDPR compliant, European imaging repository still stands (18).

To address the lack of data availability as well as the interoperability limitation of currently existing initiatives, the CHAIMELEON project aims to set-up and populate a cancer imaging repository facilitating access to large, high-quality sets of anonymized data. This will be achieved through the creation of a distributed data repository that will be made interoperable with other existing repositories and biobanks, enabling secure share and reuse of data as an intuitive sustainable single-access point resource for the community of developers working on AI-powered cancer management solutions. The repository will use a controlled access policy, whereby registered users will have access to datasets upon acceptance of the terms and conditions of use. These conditions, albeit still under definition by the governance bodies, will include the contracting of non-identification commitments as well as others related to the purpose of use of the data. Since imaging datasets contain images acquired at different centers with different scanners (cross-vendor/cross-institution datasets), quantitative image features, parameters, values and ranges extracted from images acquired at one center may not be reproducible from once center to another. This is due to a lack of consistency of medical images, as they generate from different equipment vendors, models and software versions. To ensure the reproducibility of quantitative imaging biomarkers (QIB) and allow scientific reuse of retrospective imaging data from multicenter acquisitions, CHAIMELEON has set the development and testing of imaging data harmonization protocols as one of its main objectives. Different harmonization approaches have been proposed, including a disruptive one for the generation of synthetic images adjusted to a common harmonization framework, ensuring that the authenticity and integrity of each synthetic coherent image is properly secured.

The project will involve the setup of the IT infrastructure, the creation of protocols for legal compliance, the development of tools for agile data ingestion and curation and processing pipelines for imaging data annotation and harmonization, as well as methodologies and tools for enhanced interpretability of AI models among others. Since the repository will be targeted to AI developers as end-users, it will not be designed as a simple data warehouse but as a complete AI-powered solution that will provide integrated quality data. To do so, AI-powered pipelines for data annotation, multicentric data harmonization, integrity securing of synthetic AI-generated images and clinical decision prediction will be implemented, aiming to enhance the interpretability of the tested AI models. An overview of the project execution steps is summarized in Figure 1.




Figure 1 | Project overview.



Ethics, integrity and compliance with data protection regulatory frameworks will be integral and critical to the project, guaranteeing regulatory compliance in all aspects of the work performed both at the technical and clinical level. To ensure this, all project actions will be carefully guided and supervised by legal experts on data privacy.

The successful execution of this project will make multiple resources available to the research community. These will include data infrastructures, legal protocols, new AI models and tools, and methodologies for performance validation and enhanced interpretability of AI solutions. All these resources will be ultimately validated in the context of lung, breast, colorectal and prostate cancer. Given that these are such complex and heterogeneous diseases, this will allow to demonstrate the versatility and scalability of the repository and tools across a range of heterogeneous cancer applications. The final aim is to design the repository as a transversal resource with the required versatility and scalability to incorporate data for other types of cancer and imaging modalities in the near future.



Materials and Methods


Project Consortium

To bring this project to fruition, an interdisciplinary consortium was recruited, bringing together experts in the fields of IT systems, automated health data management, data privacy and legal compliance, and researchers with experience in the design, set-up and management of imaging repositories and radiomic features. The CHAIMELEON consortium involves 18 partners from 9 European countries (Spain, Germany, France, Austria, United Kingdom, Israel, Italy, The Netherlands and Portugal) constituting a pan-European ecosystem of knowledge, infrastructures, biobanks and technologies in oncology, AI/In-silico experimentation and cloud computing. The partner institutions include 9 hospitals, 3 universities, and 6 R&D centers and private companies. An advisory board consisting of a recognized group of experts in the fields of oncology and AI applied to cancer management has been designated to give general advice and guidance to the consortium.



Project Timeline and Management Strategy

The CHAIMELEON project is a 4-year long, EU funded project that started in September 2020 and will finalize in August 2024. Currently in its second year of execution, the project results already include a first complete version of the repository design, a selected set of standards to be used to ensure the repository’s interoperability and the first proposal for its legal operating model among others. To ensure its correct implementation, the project has set 13 different milestones to be met over its entire duration. A final, populated version of the repository is expected to be available to the public on project month 34 (June 2023). A summary of relevant project milestones indicating dataset availability of the repository can be found in Table 1.


Table 1 | Project milestones.





Distributed Architecture and IT Infrastructure of the Repository

To facilitate its scalability and promote cooperative work with the rest of the scientific community, the repository is cloud-based and built upon open standards. Likewise, the use of free, open-access services has been prioritized, to keep maintenance and running costs to a minimum while implementing a robust software infrastructure. In particular, CHAIMELEON uses European Open Science Cloud (EOSC) services to join the projects currently contributing to this initiative. Table 2 summarizes CHAIMELEON’s main design and infrastructure features.


Table 2 | Summary of CHAIMELEON’s main design and infrastructure features.



The CHAIMELEON repository architecture has been set as a hybrid type of architecture whereby local data warehouses and tools deployed within hospitals streamline the process of data collection and curation, while a central repository allows (1) management and annotation of anonymized data (2) AI model training, and (3) use of data processing pipelines. Local tools deployed at hospitals are being built on the Medexprim Suite™ framework to allow cohort selection, image extraction, collection, extraction and mapping of clinical data, as well as data curation, quality control, anonymization and transfer to the central repository (Figure 2). This set of tools is currently undergoing constant customization in order to adjust to the specific IT environment of each data provider site.




Figure 2 | Distributed architecture and IT infrastructure. (A) and (B) refer to two different types of hospitals based on their capacity to curate, complete, and anonymize data prior to their ingestion into the central repository. (A) Data processing is done on site. (B) Data processing is done via an intermediation platform.



The storage and processing platform (central repository) uses a set of horizontal technologies that enable the distributed storage of medical images and associated clinical data, along with a processing environment where different applications can run. In particular, the storage has been implemented through CEPH (19) running on an on-premise cloud infrastructure implemented through OpenStack (20). The application and services run embedded on Docker (21) containers orchestrated by a Kubernetes (22) platform. Images are stored as DICOM files on a filesystem hierarchy, using access control lists to manage authorization. Clinical data is stored on a Mongo DB (23) through standardized e-forms and authentication is based on OpenID (24). A set of services has been developed to map access permissions, mount selected data on virtual workstation consoles and persist access and data processing actions on a Blockchain registry. Some data processing applications including one for image harmonization are currently being developed by project partners as one of the main challenges to this project. The overall platform architecture and list of processing applications is illustrated in Figure 3. In line with making the repository data FAIR, data ingestion processes ensure the incorporation of relevant information and make sure datasets are searchable by different criteria such as type of disease, imaging modality, or patient´s gender and age. Registered users (data requesters adhering to the data usage policy/license) will have on-line, controlled access to anonymized data only. Accessibility to pseudonymized data, on the other hand, will be limited to authorized repository managers locally in order to enable linkage to other related biobanks and the use of standards for metadata exchange and annotation. Data usage policies and licenses are currently being defined for users to commit to the reuse data for research purposes mainly.




Figure 3 | High-level architecture of the central repository and technologies used.



The repository design has been built under the principles of legal compliance and privacy and security by design and by default. To do so, the consortium’s data protection officer has performed a risk analysis and data protection impact assessment, identifying security, ethics, and regulatory compliance risks, as well as those associated with the re-identification of patients and the potential impact of the use of AI.

The long-term sustainability of the repository is being promoted by design, as it is being established as a controlled access cloud-based repository hosting reusable methodologies and protocols which will be interoperable with similar existing initiatives. Other means for the continuity of the repository will be assessed over the project lifetime, including creating synergies with new repositories and biobanks and incorporating data for other types of cancer and imaging modalities. Methodologies and protocols, including image processing tools, automatic annotation pipelines, and tools promoting interpretability of the AI models will be made available for reuse by similar research initiatives in the health imaging community.



Repository Population and Image Harmonization Strategies

The data to be made accessible in the repository will include imaging data (complete radiological studies for a given case) in DICOM format, linked to the correspondent e-form including relevant clinical features on the patient´s profile (age, gender, ethnicity, symptoms, comorbidities, etc.), tumor data (pathological, molecular and genetic), treatment details and outcome.

These data will be provided by the clinical partner institutions in the consortium which will populate the repository with retrospective cases during the project lifetime over two data recruitment periods. All cases will correspond to real world data, meaning the study subjects will be patients diagnosed in the participant hospitals for the 4 targeted types of cancer, collected through the routine delivery of healthcare with no enrolment conditions. Local imaging protocols will be used all over the data recruitment period. All cases included will be fully closed cases, that is, those for which all the required data, as specified in the project requirements, are already available for a given patient. More specifically, both clinical and imaging data will be collected over the period comprised between the date of diagnosis and a 12 or 24 month follow up, depending on the type of cancer.

It is estimated that de-identified medical imaging data and related clinical data for a total of 11.500 cases of lung cancer, 6.000 of breast cancer, 6.000 of colorectal cancer and 10.000 of prostate cancer approximately will be accessible from the repository. Table 3 shows a summary of the type of data expected to be accessible in CHAIMELEON per type of cancer.


Table 3 | Types of datasets to be accessible from the CHAIMELEON repository.



To further accelerate the Repository´s population and to evidence its scalability and adaptability, during project Stage 2 (years 3 and 4) external collaborator hospitals from 5 additional countries will join the data provision efforts. These independent cases will be used for the external validation of the AI tools within the repository architecture. With both internal and external cases incorporated, the total size forecasted for the repository by project end is of nearly 40.000 cases, corresponding to approximately 20 million images (25).

To address the data inhomogeneity derived from the multiple sources the images will originate from, computational data harmonization methods such as self-supervised learning and GAN based models will be developed, in an aim to merge the data from the different sources into a single coherent data set by modifying data formats, terminologies, and measurement units (12, 13, 26). The project will consider reusing the results of the Imaging Biomarker Standardisation Initiative (27). Computational data harmonization methods, such as ComBat including its variations (BM-ComBat and QN-ComBat), and Distance-Weighted Discrimination, will also be explored (11).

Lastly, and so as to ensure that CHAIMELEON will offer only high-quality datasets, a data submission process will be implemented, involving the performance of quality assurance tests and the assignment of data set quality scores upon data submission onto the central repository. A detailed description of the quality check process is described in the Supplementary Material.



Data Models and FAIR Principles

CHAIMELEON’s approach to image metadata is oriented at enabling data interoperability following FAIR data principles. As such, the data model to be implemented will refer to the current DICOM-MIABIS joint model (28), which proposes a first integration of the international DICOM standards into the MIABIS (Minimum Information About Biobank Data Sharing) core model. While MIABIS aims to standardize data elements used to describe biobanks and samples, the DICOM fields will be used to describe heterogeneous information across datasets, such as imaging protocols, modalities, sequences, scanners, and labels. Complete DICOM information (excluding patient information) will be available for further description of imaging collections. Therefore, the model will provide for the inclusion of metadata relating to the acquisition parameters, MRI and CT. Pseudo-anonymization processes, where applicable, will be programmed for the conservation of essential metadata such as patient preparation protocol. In this manner, this project further highlights the current need of datasheets for datasets (29)

Regarding the Common Data Model (CDM) to be used for clinical data across clinical centers, the use of the OMOP (Observational Medical Outcomes Partnership) CDM (30) was agreed upon, which is based on standard ontologies such as SNOMED CT] (31) or ICD-10 (32). As such, the local clinical data warehouse deployed at each hospital is built using the OMOP CDM, and the set of necessary clinical variable terms to collect has been standardized according to this standard. As of project month 16, a total of 930 terms (97%) have been successfully adapted to match the standard vocabularies with currently available concepts. The CHAIMELEON project is committed to contributing to the evolution of standards rather than developing proprietary formats. For this reason, an upgrade of the OMOP CDM has been suggested to include the 24 remaining terms (3%) given their relevance in current clinical practice.

As curated, annotated, and enriched datasets are being constituted, the MIABIS model will be used to label these collections and promote their reuse. Findability, on the other hand, will be provided through the use of persistent identifiers that will be assigned to the datasets and persisted on the Blockchain. Accessibility will be ensured through the use of an open Application Programming Interface (API) to query the dataset service. Reusability will then be enhanced by the provision of virtual processing environments.



Development of AI Tools for Cancer Management

The project will contribute to the development, refining, testing and early clinical validation of AI tools targeted to reproducibly assist clinicians in the precise estimation of some of the currently most relevant Clinical End Points (CEPs) in cancer (Table 4) (33). The tools include image preparation and harmonization, tissue segmentation, radiomics data extraction, treatment allocation and prognosis prediction (7, 34–37). Once these are tested, Open Challenges will be organized promoting other world-class developers to use CHAIMELEON resources to train their own models.


Table 4 | Clinical end points to be addressed in CHAIMELEON for the four targeted types of cancer.



This project will follow a methodological approach of continuous learning, allowing a smooth update of the models including new data annotations and training to progressively improve performance over time. It is expected that this continuous learning will provide the repository infrastructure with large scalability in terms of algorithm performance and management of datasets.

Although many AI models that predict factors related to both disease phenotyping and treatment effects have recently been published (38–45), important challenges remain in the standardization of the criteria for evaluation of model performance, reproducibility and clinical utility. The principal challenge remains the optimal collection and integration of diverse multimodal data sources in such quantitative manner that delivers unambiguous clinical predictions. In CHAIMELEON, we aim to undertake ground-breaking research on the AI space leading to a new paradigm in the investigation of imaging biomarkers at multi-center studies and clinical trials, overcoming the problem of reproducibility in QIBs.

The cancer management solutions to be developed in the context of this project include those assisting radiologists in image processing and analysis, impacting diagnosis and follow up capabilities, helping predict tumor behavior, as well as aiding patient’s stratification, therapy allocation and tumor response to treatment.



Technical and Clinical Validation of AI Solutions

By the end of the project, the performance of the repository as tool fostering AI experimentation will be validated. This technical validation phase will assess the usefulness of the repository for accelerating experimentation of AI solutions and contributing to better training and testing of the AI models. This process will occur in two subsequent steps. First, AI developers of the consortium will undertake training and testing of a selected set of their proprietary AI tools using the data provided by consortium partners. Secondly, an external validation subphase will be done by other world-class European AI developers, initiative that will be articulated via Open Challenges to the AI community.

Lastly, a clinical validation phase will assess how the technically validated tools can assist clinicians in addressing the selected CEPs for lung, breast, colorectal and prostate cancer. To do so, observational In-silico studies will be designed by cancer experts to assess the capacity of these tools to aid clinical decision-making in cancer management in terms of diagnosis, prognosis, treatment selection and treatment follow-up. Cases provided by external collaborator centers will be used for this clinical validation phase to ensure the reproducibility of the results on real world cases.




Expected Results

The CHAIMELEON repository along with its related AI-powered tools are being designed to impact the management of the four most prevalent types of cancer worldwide. Due to the social and economic burden these imply, we expect the outcome of this project to have an EU-wide impact both at the social and economic level. Upon successful validation on how the proposed AI tools can assist clinicians in daily decision making, we expect the repository infrastructure, legal operational model, analysis tools and web-based user interfaces to have the potential to be adapted to the management of other types of cancer (46).

The project will contribute to the current state of the art of AI for health imaging by defining a framework for legitimate access to anonymized imaging and related clinical data provided by hospitals in different European nations, making these more openly accessible across the EU for secondary use in research. From image acquisition to image evaluation and QIB reporting, our work is aligned with exciting research on the use of AI for improving image quality and interpretation. At the technical level, we hope to contribute to the advancement in robustness of AI systems against malicious attacks, interpretability of AI-based models, and validation of AI tools in clinical observational studies. We also aim to impact the fields of standardization of radiological procedures for image acquisition and analysis, as well as harmonization for extraction of reproducible imaging biomarkers.

From a legal perspective, this project will contribute to the creation of ethical standards for the use of health imaging data in the context of AI tool development. All in all, we expect CHAIMELEON to generate resources that facilitate faster and more successful development of AI-based solutions for cancer management, while promoting actions to foster the evolution of European laws in the reuse of health data for research purposes (47). By doing so, we expect to have a major mid to long-term impact in the European health imaging sector, increasing trust in AI solutions amongst healthcare professionals, patients, and stakeholders in both industry and academia.



Discussion

The EU-funded CHAIMELEON project aims to set up one of the most ambitious health imaging repositories across the EU, contributing to major advancements in the field of cancer management at a global scale. Once implemented, it will have the potential to generate innovative products and services beyond the direct outcomes planned for the project. The developed methodologies and protocols will pave the way for the use of this type of repository, not just in other fields of biomedical research but also in any other disciplines where public interest is the main driver.

Upon successful demonstration of the disruptive analysis approaches used in this project, such as those related to the improvement of the interpretability of AI models, these will have the potential to be used in other currently prevalent pathologies, such as cardiovascular, neurological or psychiatric diseases. The developed AI-powered tools may be used as clinical support systems for complex diagnosis, and contribute to new diagnostic approaches based on telemedicine or second opinion.

To further ensure future interoperability across repositories of the same nature, the CHAIMELEON is taking part in the AI for Health Imaging (AI4HI) league, a collaborative network of similar projects funded under the same topic. The main goal to this collaboration is to ensure the long-term sustainability of these kind of repositories, and to promote cooperation and data sharing among users.

Further information on the main project objectives, partners and contributors, work progress and latest updates on project results can be found on the project website (chaimeleon.eu) and social media platforms.
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Due to the high heterogeneity of brain tumors, automatic segmentation of brain tumors remains a challenging task. In this paper, we propose RDAU-Net by adding dilated feature pyramid blocks with 3D CBAM blocks and inserting 3D CBAM blocks after skip-connection layers. Moreover, a CBAM with channel attention and spatial attention facilitates the combination of more expressive feature information, thereby leading to more efficient extraction of contextual information from images of various scales. The performance was evaluated on the Multimodal Brain Tumor Segmentation (BraTS) challenge data. Experimental results show that RDAU-Net achieves state-of-the-art performance. The Dice coefficient for WT on the BraTS 2019 dataset exceeded the baseline value by 9.2%.
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Introduction

Tumors that grow in the skull are commonly referred to as brain tumors and include primary brain tumors, which occur in the brain parenchyma, and secondary brain tumors, which metastasize to the skull from other parts of the body. According to the World Health Organization (WHO) classification criteria, brain tumors are classified into four grades: grade I, astrocytoma; grade II, oligodendroma gliomas; grade III, anaplastic glioma; and grade IV, glioblastoma multiforme (GBM) (1). The lower the grade of the tumor, the less malignant it is, and the better the prognosis is. As a result, early diagnosis of brain tumors is very important for treatment.

Magnetic resonance imaging (MRI) is considered a standard technique due to its satisfactory soft-tissue contrast and wide availability (2). MRI is a noninvasive imaging technique that uses magnetic resonance phenomena to obtain electromagnetic signals from the human body and reconstruct information about the body as a type of tomography. MRI is available in a variety of imaging sequences. These imaging sequences can produce MRI images with distinctive features that can reflect the anatomical morphology of the human body.

In current clinical practice, brain tumors are labeled manually by physicians, which is time-consuming. Moreover, brain tumors are similar to normal brain tissues in terms of morphology and intensity; hence, manual labeling by physicians suffers from subjective variability and lacks reproducibility (3). Therefore, accurate automatic segmentation of brain tumors in T1, T1-c, T2, and FLAIR is essential for quantitative analysis and evaluation of brain tumors (4).


Progress on Image Segmentation Methods

In recent years, deep neural network (DNN)-based methods have achieved high performance for brain tumor segmentation (5–8). Convolutional neural networks (CNNs) (9) have achieved great success in many research areas, such as image recognition (10–12), image segmentation (13–15), and natural language processing (16, 17). In (18), a fully convolutional neural network (FCN) for image pixel-level image classification was proposed, which solves the problem of semantic-level image segmentation with input data of arbitrary size. Ronneberger et al. (19) proposed the U-Net framework with a skip connection module connecting the encoder and decoder. In contrast to FCNs, U-Net fuses shallow and deep features and has produced impressive results in medical image segmentation. Inspired by U-Net, Attention U-Net (20) and ResU-Net (21) were proposed and used for medical image segmentation. In Attention U-Net, an attention mechanism is added to the skip connection part. This module generates gating information to readjust the weight coefficients of features at various spatial locations. In ResU-Net, each convolutional layer is replaced with a residual convolutional layer, thereby avoiding gradient disappearance in backpropagation in deep network structures.



Attention Mechanism

Attention mechanisms were first introduced in natural language processing (22–25). Currently, attention mechanisms are also widely used in deep learning to enhance feature extraction (26–28). Hu et al. (29) proposed plug-and-play squeeze-and-excitation (SE) attention, which learns feature relationships to obtain contextual information on channel dimensions by global average pooling. Wang et al. (30) proposed ECANet, which uses a local cross-channel interaction strategy without downscaling and adaptive selection of one-dimensional convolutional kernels. In addition to these single-channel attention mechanisms, there are several dual-attention mechanisms. For example, Fu et al. (31) proposed the dual attention mechanism network (DANet) to improve the accuracy of network segmentation by capturing feature dependencies based on the spatial and channel dimensions of the self-attention mechanism and summing the outputs of the two modules. Woo et al. (32) proposed a convolutional block attention module (CBAM) to enhance useful information and suppress useless information by a tandem channel attention mechanism and a spatial attention mechanism.

Although ResU-Net uses a residual module to mitigate the problem of vanishing network gradients, it still suffers from the following problems: (1) Multiscale features have an important role, but ResU-Net does not extract features from images of various sizes, and thus, a substantial amount of detailed information is lost. (2) The skip connection cascades the shallow features of the decoder part and the corresponding depth features to achieve feature fusion, but the shallow features of the encoder contain considerable redundant information, which, in turn, affects the segmentation results.

In this paper, we propose RADU-Net, which is an improved version of ResU-Net that is inspired by the attention mechanism. Our contributions are mainly as follows.

	We insert the 3D CBAM dual attention mechanism in each residual module to alleviate the problem of gradient disappearance or explosion as the network structure deepens and obtain the feature information of the image more accurately.

	We add the dilated feature pyramid module with the 3D CBAM dual attention mechanism between the encoder and the decoder as a solution to the problem that the traditional U-Net network does not extract multi-scale features of images to obtain feature maps of different sizes.

	We insert a 3D CBAM block after the skip connection in each layer to improve the extraction of channel information and spatial information to reduce the redundant information of low-level features.



Via these modifications, RADU-Net solves the above problems and improves the overall segmentation accuracy of brain tumors.




Methods


RDAU-Net

This paper proposes a 3D convolutional neural network, namely, RDAU-Net, for the brain tumor segmentation task. The 3D CNN considers more comprehensive spatial context information and achieves more accurate performance than the 2D CNN in image segmentation. Figure 1 illustrates the complete structure of RDAU-Net. RDAU-Net includes an encoder part and a decoder part. The input of the encoder part includes 2 purple 3D convolutional layers with a convolutional kernel size of 3 × 3 × 3, 5 3D RA blocks of various sizes and 4 3D convolutional layers with a step size of 2 as the downsampling layer. The RA block is that the orange CBAM block is added after each convolutional layer of the residual block for feature extraction. Between the encoder and the decoder is the DA block, which is the CBAM block that is added after each dilated convolution layer. The decoder part is symmetric to the encoder and contains 4 deconvolution layers. The purple arrow between the encoder and decoder is the skip connection, and a CBAM block is inserted after each skip connection layer. The pink block is the concatenation layer. The network ends with a 3D convolutional layer and a gray block of sigmoid function layers. (3,3,3,4,32) in the first layer indicates that the convolution kernel size of this layer is 3 × 3 × 3, the number of input features is 4 and the number of output features is 32.




Figure 1 | Architecture of the proposed RDAU-Net.





3D CBAM Block

To extract more accurate image feature information, we use CBAM (32) as the attention module of the network. We transform the 2D CBAM attention module into a 3D CBAM attention module. CBAM ties together channel attention and spatial attention to increase the weights of useful features in the channel and useful features in the space, as illustrated in Figure 2A. First, the deep blue module in Figure 2A, which is denoted as F ∈ RW×H×D×C, is input into the channel attention module. The channel attention module as shown in Figure 2B consists of a 3D global max pooling module (the pink module in Figure 2B), a 3D global average pooling module (the yellow module in Figure 2B), and a shared MLP (multilayer perception) that consists of a 3D neural network. The input feature map F is subjected to 3D global max pooling and 3D global average pooling operations and to MLP. The two outputs of MLP are added elementwise. Then, after the sigmoid activation function, we obtain the weight Mc(F) after the channel attention module.




where W0∈ RC/r×C, W1∈ RC/C×r, and σ is the sigmoid activation function. r takes a value of 16, namely, the channel C is changed to C/16 during max-pooling and average pooling to reduce the number of parameters.





Figure 2 | Structure of a 3D CBAM block. (A) The overview of 3D CBAM; (B) Structure of the Channel Attention Module; (C) Structure of the Spatial Attention Module.




Then, Mc(F) is multiplied with the input feature map F to obtain the output feature map F′ of the channel attention module, and the formula is as follows:

 

where Mc(F) denotes the output weight after the channel attention module and ⊗ denotes element-by-element multiplication.

F′ is used as the input feature map for the spatial attention model as shown in Figure 2C, and the channels are compressed by 3D global max pooling and 3D global average pooling in the channel dimension. The two extracted feature maps   and   are subjected to a channel-based merging operation to obtain a 2-channel feature map, which is subsequently downscaled into a single channel (the shallow blue module in Figure 2C) by a 7×7 convolution operation before application of the sigmoid function to generate the output weight MS (F′) in the blue part of the spatial attention module.



Finally, MS (F′) is multiplied by F′ to obtain the final output feature map F′′ of the yellow module, as expressed in Equation (3).

 

where MS (F′) denotes the output weight after spatial attention and ⊗ denotes element-by-element multiplication.



RA Block

We propose a residual block with a 3D CBAM, namely, an RA block that is composed of two 3×3×3 convolutional layers for the pink module, two normalization layers for the purple module, two activation layers for the yellow module, and an attention layer for the green module, as illustrated in Figure 3. Batch normalization (BN) is sensitive to the batch size because the mean and variance are calculated on a single batch. The instance normalization (IN) operation is performed within a single sample and does not depend on the batch. The leaky rectified linear unit (LR) is a variant of ReLU with a variation in response to input fractions of less than 0, thereby mitigating the sparsity of ReLU and alleviating some of the problems of neuronal death that are caused by ReLU. Therefore, we substitute the instance normalization (IN) and leaky rectified linear unit (LR) functions for the popular batch normalization (BN) and rectified linear unit (ReLU) functions, respectively. The RA block effectively improves the extraction of image feature information by adding a CBAM after the final convolution layer of the residual block, thereby improving the segmentation accuracy of the network.




Figure 3 | Structure of an RA block.





DA Block

Our proposed DA block is shown as a deep blue block in Figure 1, which is composed of multiple green blocks of parallel 3×3×3 dilated convolution layers with various expansion rates and the orange CBAM blocks, and the multiple parallel feature maps are finally summed to obtain the output feature map of the purple block, as illustrated in Figure 4. Multiscale features are important for the segmentation of brain tumors. Therefore, we propose the DA block for efficiently obtaining feature maps of various sizes through levels of dilated convolutional layers in the spatial pyramid model.




Figure 4 | Structure of a DA block.





Dice Loss Function

The BraTS dataset is extremely unbalanced, and convolutional neural networks are very sensitive to unbalanced datasets. Therefore, we use the dice loss function to solve the problem. The dice function is expressed as follows:

 

where Ppred is the decoder output, Pture is the segmentation mask. where summation is voxel-wise, and ϵ is a small constant to avoid zero division.The process of RDAU-Net implementation is as follows. The 3D brain tumor data of four modalities are convolved twice by two 3×3×3 layers to increase the number of features in the initial filters. Then, the extracted feature maps are input into the RA block for feature extraction. The CBAM is used to exploit useful information of the input features. The feature maps that are extracted by the first RA block are downsampled by a convolutional layer with a step size of 2. After four rounds of convolution and downsampling, the extracted feature maps are input into the DA block for feature extraction with various feature sizes. The DA block combines multiple dilated convolutional layers in parallel and incorporates a CBAM dual attention mechanism behind each convolutional layer. This attention pyramid pooling module effectively obtains feature maps of various sizes through levels of expanded convolutional layers in the spatial pyramid model while extracting useful information on channels and spaces to increase the tumor segmentation accuracy. Then, the feature maps that are extracted from the DA block are upsampled by deconvolution. The upsampled feature maps are connected by a skip connection with the feature maps that have undergone feature weighting by the CBAM block in the corresponding layer in the encoder. Our proposed method inserts a CBAM block after each skip connection layer to improve the extraction of channel information and spatial information through tandem channel attention and spatial attention as a way to reduce the redundant information of low-level features. Attention is produced when the skip connection connects the feature maps that are extracted by the encoder directly to the corresponding layers of the decoder. After upsampling, the final prediction result of the network is output through the sigmoid function. Finally, an image of the same size as the input image is generated.




Experiments


Evaluation Indicators

We use the Dice coefficient, Hausdorff distance, sensitivity, and specificity evaluation metrics to evaluate our experimental results.

The Dice coefficient (Dice) is defined as:

 

Sensitivity and specificity are defined as:

 

 

where TP, FP, and FN indicate the true positive, false positive, and false negative values, respectively.

The Hausdorff distance indicates the maximum mismatch between the predicted edge of the tumor segmentation result and the ground-truth boundary.



where sup and inf denote the upper and lower boundaries, respectively, of the brain tumor region; x and y are points on the tumor surface, where x ∈ T and y ∈ P; and d() is the distance function.



Experimental Details

The experiments are carried out on a workstation that is configured with an Intel® Xeon(R) CPU E5-2620 v4 @ 2.10 GHz × 32 and equipped with two 12 GB TITAN Xp graphics cards. The proposed network is tested under the environment of TensorFlow-gpu==1.10.01 and Keras==2.2.02. For training, the input preprocessed image has an image block size of 4 × 128 × 128 × 128. Since the computational complexity of the 3D image block is too high, we set the batch size to 2. The experiments are performed using the Adam optimization method, and the initial learning rate is set to Lrinit = 1˙10–4. The learning rate is reduced by 50% after 15 epochs if the validation loss is not improving, and we regularize with an 12 weight decay of 10–5. The size of the output prediction segmentation result is also 128×128×128. Finally, we reshape the data to a size of 240 × 240 × 155 by using the Nilearn package3.



Dataset

Our proposed method is validated on the BraTS 2018 and 2019 (33–36) datasets. The BraTS 2018 dataset contains 285 glioma cases, which correspond to 210 HGG patients and 75 LGG patients. The validation set contains 66 MRs of patients with unknown tumor grade without real labels. The BraTS 2019 dataset contains 335 glioma cases, which correspond to 259 HGG patients and 76 LGG patients. The validation set contains 125 MRs of patients with unknown tumor grade without real labels. The dataset contains data of four modalities, namely, T1, T2, TIC, and FLAIR, and each MRI is a 3D image of size 240×240×155. The task of the segmentation challenge was to segment three tumor subregions: 1) the whole tumor (WT), 2) the tumor core (TC), and 3) the enhancing tumor (ET). Figure 5 shows the modalities for a case in the BraTS 2018 training dataset and the ground truth.




Figure 5 | Schematic diagram of the BRATS 2018 training dataset. From left to right are (A) FLAIR, (B) T1, (C) T1-c, and (D) ground truth, where the colors of the ground truth represent categories of tumor segmentation: orange represents edematous regions, red represents enhancing tumors, and white represents necrotic and nonenhancing tumors.





Data Preprocessing

MRI scans will often show intensity heterogeneity due to variations in the magnetic field. The variations in these mappings are called bias fields, and bias fields can cause problems for classifiers. We used N4ITK for bias field correction of the images, and N4ITK (36) is a modification of the N3 bias field correction method (37). Moreover, the images differ in terms of contrast among these four modes. Therefore, we normalize using the z-score method, namely, we subtract the intensity of each pixel from the average intensity of all pixels in each multimodal image and divide by the standard deviation, while GT is not normalized. Finally, we change the size from 240 × 240× 155 to 128 × 128 × 128 to reduce the number of parameters of the network.



Ablation Study

To determine whether the CBAM dual attention module is effective in enhancing the segmentation performance of the network, we perform ablation experiments.

These experiments are conducted with and without the use of the attention module. The scores for the four evaluation metrics on the datasets of the BraTS 2018 and 2019 challenges are obtained separately. As presented in Table 1, the Dice coefficient and Hausdorff distance of the network in which the dual attention mechanism is utilized improved across the board on both the BraTS 2018 and 2019 challenge datasets, especially the Dice score of WT, which improved by 1% on both datasets, and the Hausdorff distance of ET, which decreased by 0.2 mm and 0.11 mm, respectively. In addition, the sensitivity of the model in which the attention mechanism is utilized improved by 0.5% and 0.2%, respectively, on ET. In general, adding CBAMs to the network can effectively improve the performance of the network.


Table 1 | Segmentation results of our proposed network with and without attention mechanism on BraTS 2019 validation set using Dice, Hausdorff distance, specificity, and sensitivity metrics.



Histograms of various evaluation metrics on the datasets of the BraTS 2018 and 2019 challenges are presented in Figure 6. According to these results, inclusion of the CBAM in the network can effectively improve the segmentation accuracy of the model.




Figure 6 | Histograms of the considered evaluation metrics on the datasets of the BraTS 2018 and 2019 challenges. (A–D): Dice, Hausdorff (mm), specificity, and sensitivity. Blue indicates the BraTS 2018 challenge dataset and orange indicates the BraTS 2019 challenge dataset.



Figure 7 shows the visual segmentation results of our proposed approach on the BraTS 2018 challenge data training set. From Figure 7, we find that our network model can segment various regions of the tumor, especially the ET parts of the tumor, but there are segmentation errors in small places compared with the ground truth. In summary, by comparing our segmentation results with those of RDU-Net (without attention) and the ground truth, we find that our proposed model obtains satisfactory segmentation results with the RA block and the DA block.




Figure 7 | Segmentation results of the proposed method and RDU-Net (without attention) on the BRATS 2018 datasets, the Grad-CAM result and the ground truths. Rows (A–D): Brats18_TCIA01_387_1_93, Brats18_TCIA01_231_1_83, Brats18_CBICA_APR_1_105, Brats18_CBICA_AUN_1_81, where 105, 101, 78, and 73 represent the 105th, 101st, 78th, 73rd slices, respectively, of the MRI data. The colors represent the following categories:  edema,  necrosis, and □ enhancing core.





Results on the BraTS Challenge Training Data

We compare the segmentation performance of our approach with those of other typical deep network methods, as shown in Figure 8, on the BraTS 2018 challenge training dataset. The original data in Figure 8 from top to bottom are T1-c; the segmentation results of the S3DU-Net (38) model, the AGResU-Net (39) model, and our RDAU-Net method; and the ground truths. By comparing these methods in Figure 8, we observe that the segmentation results of our proposed method, namely, RDAU-Net, are the closest to the ground truth on WT, TC, and ET and that the segmentation results are significantly better than those of the remaining two methods.




Figure 8 | Results of brain tumor segmentation in MRI images using the proposed approach and the ground truths. Columns (A–E) correspond to cases in the Brats 2018 challenge dataset: Brats18_2013_12_1_89, Brats18_CBICA_AQV_1_87, Brats18_TCIA02_117_1_69, Brats18_TCIA04_361_1_90, and Brats18_TCIA05_444_1_84, where 89, 87, 69, 90, and 84 represent the 89th, 87th, 69th, 90th, and 84th slices, respectively, of the MRI data. The colors represent the following categories:  edema,  necrosis, and □ enhancing core.





Comparison With State-of-the-Art Methods


Performance Comparison on the BraTS 2018 Challenge Dataset

The first-place winner of the Multimodal Brain Tumor Segmentation Challenge (BraTS) 2018 was Myronenko et al., who trained their model using large image blocks with a size of 160×192×128. As presented in Table 2, the Myronenko et al. (40) method has a higher overall Dice score than other mainstream methods, but our method outperforms Myronenko’s method in terms of Dice score by 0.26%, 4.7%, and 3% for WT, TC, and ET, respectively. Our method also outperforms Myronenko’s method in terms of Hausdorff distance, which is reduced by 0.7 mm and 1.7 mm for TC and ET, respectively. The No New-Net (41) method won second place with only a few minor changes to U-Net. As presented in Table 2, our method outperforms their method overall in segmentation. The Dice scores on TC and ET are 5% and 3.5% higher than theirs, respectively; the Hausdorff distances on TC and ET are 0.9 mm and 0.4 mm shorter than theirs, respectively; and the sensitivity scores on TC and ET are 3% and 5% better than theirs, respectively. C-A-Net (42) is a single-channel multitask network that combines multiple CNN structures. According to Table 2, our network outperforms the C-A-Net method on all metrics except the Hausdorff distance score on WT, and the Dice scores on TC, and ET are improved by 5%, and 3.5%, respectively. Our sensitivity score on ET is nearly 5% higher than that of the C-A-Net method. The AGResU-Net method (39) integrates the residual module and attention gates in the original U-Net. As presented in Table 2, our method outperforms the network on all metrics, especially the Hausdorff distance on TC: our method obtains a Hausdorff distance that is 2.1 mm shorter than that obtained by the AGResU-Net method, and our method obtains Dice scores that are improved by 9% and 7% on TC and ET, respectively. The S3DU-Net method (38) is a module in which the convolutional block in U-Net is changed to a 3D convolution with three parallel branches. It scores well on the sensitivity metric on WT, but our network outperforms that network overall. Compared with the S3DU-Net method, our method improves the Dice score by 7% and 9% on TC and ET, respectively; reduces the Hausdorff distance by 1.5 mm and 2.3 mm on TC and ET, respectively; and improves the sensitivity by 5% and 9% on TC and ET, respectively. The histograms in Figure 9 compare several methods in terms of various metrics. According to the comparison in Figure 9, our method is highly competitive.


Table 2 | Comparison of performance between our approach and the state-of-the-art methods on BraTS 2018 validation set using Dice, Hausdorff distance, specificity, and sensitivity metrics.






Figure 9 | Comparative histograms of evaluation indicators for four methods on the BraTS 2018 validation set. (A–D) Dice, Hausdorff (mm), specificity, and sensitivity. The colors correspond to the methods.





Performance Comparison on the BraTS 2019 Challenge Dataset

For the BraTS 2019 challenge dataset, RDAU-Net still achieved the best results in terms of the Hausdorff distance metric in the tumor core region and the Dice coefficients of TC and ET and performed very competitively in terms of other metrics. The two-stage cascaded U-Net (43) won first place in the BraTS 2019 challenge. Compared with the champion team, the Dice scores and the sensitivity scores on ET and TC of our method are almost 3% and 4.3% higher and 7% and 4% higher, respectively. The Hausdorff distance of the ET subregion that was obtained using our method is approximately 0.2 mm shorter. Hamhanghala et al. (44) used generative adversarial networks to expand the data. Although the training sample was expanded with synthetic data, this approach did not yield more prominent results. DDU-Nets (45) contain three models of distributed dense connectivity. DDU-Nets are not particularly effective overall, although they slightly outperform our method in terms of Hausdorff distance scores on WT and ET. Myronenko et al. (46) further improved the loss function based on 2018 by introducing the focal loss and using eight 32 G video cards for training. As presented in Table 3, our network still outperforms Myronenko et al.’s method on all other metrics, except for a slightly lower Hausdorff distance score on WT than their method. The 3D U-Net (47) is designed mainly to handle block diagrams. From Table 3, our method outperforms the 3D U-Net method on all metrics except for the Dice score on TC and the specificity scores on WT and ET, which are slightly lower than those of the 3D U-Net method. The histograms in Figure 10 clearly compare the considered methods in terms of various metrics. According to the comparison, our method is still very competitive, even on the newer dataset.


Table 3 | Comparison of performance between our approach and the state-of-the-art methods on BraTS 2019 validation set using Dice, Hausdorff distance, specificity, and sensitivity metrics.






Figure 10 | Comparative histograms of evaluation indicators for four methods on the BraTS 2019 validation set. (A–D) Dice, Hausdorff (mm), specificity, and sensitivity. The colors correspond to the methods.







Conclusions

We propose a new method, namely, RDAU-Net that is based on an improved ResU-Net for brain tumor segmentation in MRI. We add DA blocks to expand the receptive field and obtain image information of various sizes and insert a CBAM block after each skip connection layer to improve the extraction of channel information and spatial information to reduce the redundant information of low-level features. By conducting experiments on the BraTS 2018 and BraTS 2019 datasets, we find that the use of an RA block instead of a convolutional layer, the inclusion of a DA block in the network, and the insertion of 3D CBAM blocks can effectively improve the performance of the network. RDAU-Net has more obvious advantages than the SOTA method. However, the performance of the method in the WT region still has substantial room for improvement, and we hope to solve this problem through postprocessing of the network. In conclusion, the method has greater advantages in segmenting subregions of brain tumors and can be effectively applied to clinical research.
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Footnotes
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Purpose

To develop a risk stratification system that can predict axillary lymph node (LN) metastasis in invasive breast cancer based on the combination of shear wave elastography (SWE) and conventional ultrasound.



Materials and Methods

A total of 619 participants pathologically diagnosed with invasive breast cancer underwent breast ultrasound examinations were recruited from a multicenter of 17 hospitals in China from August 2016 to August 2017. Conventional ultrasound and SWE features were compared between positive and negative LN metastasis groups. The regression equation, the weighting, and the counting methods were used to predict axillary LN metastasis. The sensitivity, specificity, and the areas under the receiver operating characteristic curve (AUC) were calculated.



Results

A significant difference was found in the Breast Imaging Reporting and Data System (BI-RADS) category, the “stiff rim” sign, minimum elastic modulus of the internal tumor and peritumor region of 3 mm between positive and negative LN groups (p < 0.05 for all). There was no significant difference in the diagnostic performance of the regression equation, the weighting, and the counting methods (p > 0.05 for all). Using the counting method, a 0–4 grade risk stratification system based on the four characteristics was established, which yielded an AUC of 0.656 (95% CI, 0.617–0.693, p < 0.001), a sensitivity of 54.60% (95% CI, 46.9%–62.1%), and a specificity of 68.99% (95% CI, 64.5%–73.3%) in predicting axillary LN metastasis.



Conclusion

A 0–4 grade risk stratification system was developed based on SWE characteristics and BI-RADS categories, and this system has the potential to predict axillary LN metastases in invasive breast cancer.





Keywords: breast neoplasms, lymphatic metastasis, ultrasonography, elasticity imaging techniques, risk assessment



Introduction

Female breast cancer, the first cause of the death in malignant tumors (1), is the most common neoplasm in 20–59-year-old women; early diagnosis can reduce 40% of deaths (2–5). According to the American Joint Committee on Cancer, tumor size (T), node (N), and distant metastasis (M) have served as the global standard for conveying disease status among clinicians (6). Sentinel lymph node biopsy (SLNB) is regarded as the standard method for identifying the staging and determining the clinical arrangement. However, SLNB was recommended only for T1 or T2 tumors (7, 8), and multiple factors contribute to its limited pathological findings, suggesting that tedious and time-consuming SLNB is not optimal (9). Besides, SLNB may cause complications like arm numbness or upper limb edema in 3.5%–10.9% patients because of the increasing anesthesia time (10). Thus, an accurate and non-invasive examination for evaluating axillary LN status is expected before surgery or clinical treatment. However, showing a great difference among various studies, the sensitivity and specificity of axillary ultrasound in detection of LN metastasis ranged from 45.2% to 92.7% and from 40.5% to 93.9%, respectively (11–14).

For breast ultrasound examinations, as the suspicious imaging features increase, the Breast Imaging Reporting and Data System (BI-RADS) categories of the breast tumor increase accordingly. Tumors in BI-RADS category 4 or 5 indicate a risk of malignancy, and a detailed assessment of the SLN status is required (15). Shear wave elastography (SWE) is a novel ultrasonography based on the speed of shear wave velocity in different tissues, which can provide quantitative (that is kPa or m/s) and qualitative information (such as “stiff rim” sign) in differentiation of breast tumors (10, 12, 16). It has been reported that LN metastasis of breast cancer was associated with breast lesion elastic modulus (17). Besides, the “stiff rim” sign, usually appearing in malignant breast lesions with increased peritumoral stiffness, was regarded as the infiltration of cancer cells into the interstitial tissues or a desmoplastic reaction (16), which is an independent prognostic factor predicting tumor recurrence and patient death (18, 19). Thus, it is reasonable to hypothesize that the “stiff rim” sign may be potentially associated with LN metastasis. However, to our best knowledge, no study has detected the relationship between SWE information of peritumor tissues and axillary LN metastasis.

Hence, our study aims at assessing the risk of breast cancer LN metastasis in ultrasound examination by combining quantitative and qualitative SWE features, as well as BI-RADS categories.



Materials and Methods


Patients

This prospective study was approved by the institutional ethics committee, and written informed consent to participate was acquired before examinations. From August 2016 to August 2017, there were a total of 689 patients with malignant breast tumors from a multicenter consisting of 17 hospitals in China diagnosed by surgical pathology enrollment, with conventional ultrasound and SWE images acquired before treatment. The pathology of LNs from SLNB or axillary LN dissection was acquired. All macrometastases, micrometastases, and isolated tumor cells were counted as node positive. The exclusion criteria were set as follows: (1) patients with non-invasive malignant tumors according to the pathology; (2) patients who accepted chemotherapy before surgery; and (3) patients who accepted chemotherapy or biopsy before ultrasound examination. In total, we have excluded 70 patients, including 34 ductal carcinoma in situ, 11 solid papillary carcinoma, 6 intraductal papillary carcinoma, 2 cases with neoadjuvant chemotherapy before surgery, 6 cases of secondary tumor, and 11 cases without LN pathology. According to the rules established by the study, only one lesion was evaluated per patient, i.e., the most suspicious lesion in ultrasound examination or the largest one among the same BI-RADS category was selected in patients with multiple masses. Finally, our study included 619 invasive breast cancer participants (age range, 22–91 y; mean age, 52.16 + 11.21 y), including 1 male and 618 female patients.



SWE Image Acquisition and Analysis

All the ultrasound examinations of patients from 17 hospitals used the Resona 7 ultrasound system (Mindray Medical International, Shenzhen, China) equipped with an L11-3 high-frequency probe. Prior to collecting data, all participating radiologists received systematic training in conventional ultrasound and SWE breast examination. Moreover, all radiologists from the multicenter had more than 3 years of experience in breast ultrasound elastography. Following standard conventional ultrasound examination, SWE was performed according to the already well-established method (20). The SWE display scale was set at 140 kPa according to the protocol provided by the manufacturer.

An online measurement of the tumor size and SWE parameters was done instantly by the examining radiologist. In measuring SWE parameters, the outline of the lesion was drawn by tracing, and the function of the “shell” was equipped to acquire the elastic modulus of the peritumoral tissues in regions of 1, 2, and 3 mm outside the boundary of internal tumors. Values of mean elasticity (Emean), maximum elasticity (Emax), minimum elastic modulus (Emin), standard deviation (Esd) evaluating both internal tumors and peritumoral tissues as well as intratumor ratio between mean elastic modulus of breast lesions, and normal fatty tissue (Eratio) were acquired and recorded. In assessing the location of the breast tumor, it is based on the location of the center of the lump in the 4 quadrants of the breast (upper/lower outer/inner quadrants). Upon completion of the evaluation, both B-mode images and SWE images of each patient were stored in a hard disk of the ultrasound system and subsequently sent to the study center (Figure 1).




Figure 1 | B-mode and SWE images of a patient with invasive breast tumor. The “stiff rim” sign presents on the SWE images. (A) SWE images and parameters of outlined tumor. The Emax, Emean, Emin, and Esd of internal tumor were 34.63, 118.90, 3.60, and 16.82 kPa. (B) SWE images and parameters of shell 1 mm. The Emax, Emean, Emin, and Esd of shell 1 mm were 45.35, 202.76, 0.84, and 31.62 kPa. (C) SWE images and parameters of shell 2 mm. The Emax, Emean, Emin, and Esd of shell 2 mm were 48.00, 287.41, 0.84, and 36.93 kPa. (D) SWE images and parameters of shell 3 mm. The Emax, Emean, Emin, and Esd of shell 3 mm were 49.17, 296.74, 0.84, and 37.21 kPa.



At the study center, three radiologists with more than 8 years of experience in breast ultrasound evaluated ultrasound images according to consensus principles and proposed BI-RADS classification based on conventional ultrasound. At the same time, the presence of the “stiff rim” sign of the tumor was determined based on the SWE images. SWE images are colored in blue, green, orange, and red to sequentially show the progressive increase in tissue stiffness. When compared with the stiffness of the surrounding normal breast tissues and the interior tumor tissues, the peritumoral region, up to approximately 3 mm outside the boundary of internal tumors, showed increased stiffness (coded in orange or red), then it is judged as positive for the “stiff rim” sign (16).



Statistical Analysis

Statistical analyses were performed using SPSS Version 23.0 (IBM, Armonk, NY, USA) and SAS 9.4(Statistical Analysis System, v.9.4). A p value less than 0.05 was considered for significant differences. The Mann–Whitney U test was used to compare the statistical difference in continuous variables between positive and negative LN groups, and the chi-square test was used to verify whether there was a statistical difference in categorical variables between the two groups. Significant variables were included in the final logistic regression analysis. The selection criteria alpha was set to 0.05. The odds ratio (OR) and 95% confidence interval (CI) for each feature were obtained from the logistic regression model. To predict axillary LN metastasis, the regression equation, the weighting, and the counting methods were used. The OR for the BI-RADS category and each SWE feature from the final logistic regression model was used in the weighting and counting methods. In the weighting method, the ORs were standardized using rounding to ensure appropriate application. In the counting method, the number of features with OR >1 was counted (21). The area under the receiver operating characteristic curve (AUC), sensitivity, specificity, and 95% CI of different variables were calculated, with histologic diagnosis as the gold standard. Finally, the risk system was established by balancing the diagnostic performance and ease of use. Multivariate logistic analysis was used to evaluate the OR of each risk grade. The Cochran–Armitage test was used to determine the change in the probability of axillary LN metastasis with the risk grade increased.




Results


Pathologic Results

A total of 619 invasive breast cancers included 508 cases of invasive ductal carcinoma and 111 cases of other types (Table 1). Among them, 174 (28.1%) patients were diagnosed with positive LN metastasis and 445 (71.9%) were negative. The mean size of the tumor was 20.99 ± 9.04 mm (range 4.7–89 mm).


Table 1 | Pathologic diagnosis in 619 patients.





Clinical and BI-RADS Characteristics

Features of categorical variables including staging of tumor, tumor location, and tumor BI-RADS categories were compared between negative and positive LN groups, as shown in Table 2. There was a significant difference in constituent ratio between 5 BI-RADS categories (p < 0.001). In the 619 masses, 481 lesions were defined as BI-RADS 3-4C, with about 25% (ranging from 22.4% to 27.3%) cases in positive metastasis LN, while in 138 masses of BI-RADS 5, patients with positive LN metastasis were up to 43.5%. There was no significant difference in tumor staging (p = 0.340) and location (p = 0.390) in the two groups.


Table 2 | Clinical and ultrasound characteristics between negative and positive LN groups.





Qualitative SWE Characteristics

For the qualitative SWE feature, i.e., the “stiff rim” sign, there was a significant difference between the positive and negative groups for lymph node metastasis (p < 0.001). In patients with negative LN metastasis, 68.3% (304/445) cases presented a “stiff rim” sign in SWE images, while in positive LN groups, up to 82.2% (143/174) cases presented a “stiff rim” sign, significantly higher than that of negative LN groups.



Quantitative SWE Characteristics

The characteristics of continuous SWE parameters in internal tumors and peritumor tissues between the two groups are shown in Table 3. The Emean, Emax, Emin, Esd, and Eratio of internal tumors in positive LN groups were similar to that of negative LN groups (p > 0.05 for all). The Emean, Emax, and Esd of shell 1, 2, and 3 mm as well as Emin of shell 1 and 2 mm showed no significant difference between the two groups (p > 0.05 for all). However, the Emin of internal tumor (p = 0.005) and shell 3 mm (p = 0.007) was significantly lower in positive LN groups than that in the negative group. The AUC, sensitivity, specificity, 95% CI, and cutoff values are shown in Table 4. Only Emin of internal tumor (p <0.01) and shell 3 mm (p < 0.01) could predict axillary LN metastasis, with cutoff values of 3.31 and 3.52, respectively.


Table 3 | Quantitative evaluation of SWE in the internal and peritumor tissues between positive and negative LN metastasis groups.




Table 4 | Quantitative SWE evaluation of the tumor and peritumor shell for the predicting of axillary LN metastasis.





Risk Grade of LN Metastasis and Its Diagnostic Performance

The multiple logistic regression analysis indicated that the following four features were significantly associated with LN metastasis: (1) the breast tumor was assessed as BI-RADS 5; (2) the Emin of intrinsic tumor was no more than 3.31 kPa; (3) the Emin of shell 3 mm was no more than 3.52 kPa; and (4) the tumor showed a positive “stiff rim” sign in SWE. The OR values of the four features were 2.155, 1.654, 1.564, and 1.900, respectively (p < 0.05 for all). In the weighting method, the weight values of all four features were 2 based on the OR values of the above four features (Table 5). In the prediction of LN metastasis, the logistic regression equation yielded the highest AUC of 0.659 (95% CI, 0.621–0.697), while the weighting method and the counting method had the same AUC of 0.656 (95% CI, 0.617–0.693). There was no statistical difference among the three (p > 0.05 for all) (Table 6 and Figure 2).


Table 5 | Odds ratios for the suspicious features between positive and negative LN groups and the corresponding weighting values.




Table 6 | Comparison of the logistic regression equation, the weighting, and the counting methods in predicting the axillary LN metastasis.






Figure 2 | The area under the receiver operating characteristic (ROC) curves of the logistic regression equation, the weighting method, and the counting method in predicting axillary lymph node metastasis of invasive breast cancer.



Following the principle of balancing the diagnostic performance and ease of use, the counting method was used to establish the risk system for predicting axillary LN metastases. Thus, a 0–4 grade risk stratification system was established based on the four suspicious features mentioned above: The LN metastasis risk grade of the breast cancer is defined from 0 to 4 according to the number of suspicious features, i.e., the mass was judged to be risk grade 4 when all suspicious features were present and grade 0 when no suspicious features were present. The risk grade of LN metastasis for the 619 patients was determined according to the above rule.

Subsequently, we compared the difference of risk grade between patients with positive and negative metastasis LNs (Table 7), and a significant difference was shown between the two groups (p < 0.001). The percentage of patients with positive LNs from grades 0 to 4 was constantly increased, with 7.1% (3/42) for grade 0, 19.2% (30/156) for grade 1, 24.5% (46/188) for grade 2, 35.6% (64/180) for grade 3, and 58.5% (31/53) for grade 4, respectively, which is shown in Figure 3. The Cochran–Armitage trend test indicated that the risk of axillary LN metastasis was increased with the increase in grade level (p < 0.0001). Results of the logistic analysis of the comprehensive grade showed that the OR of axillary LN metastasis was increased progressively with rising grade. The risk of axillary LN metastasis was 3.095 times higher in patients with risk grade 1 than in patients with risk grade 0 (p = 0.074), and 4.211–18.318 times higher in patients with risk grades 2–4 (p < 0.05 for all). The risk grade model predicted axillary LN metastasis with an AUC of 0.656 (95% CI, 0.617–0.693), a sensitivity of 54.60% (95% CI, 46.9%–62.1%), a specificity of 68.99% (95% CI, 64.5%–73.3%), and a cutoff value of grade 2.


Table 7 | Proportion and odds ratios for each risk grade in negative and positive LN metastasis groups.






Figure 3 | Proportion distribution of positive and negative LN metastasis in each grade of the risk system.



Since risk category 1 was not different from category 0, we also compared the difference of OR values between grade 1 vs. grades 2, 3, and 4 and grades 0–1 vs. grades 2, 3, and 4 in the risk system. Results showed that the risk of axillary LN metastasis was higher in patients with risk grades 3 and 4 than in patients with risk grades 0–1 and grade 1 (p < 0.05 for all) (Table 8).


Table 8 | Differences of odds ratios between grade 1 and grades 2, 3, 4, as well as between grades 0–1 and grades 2, 3, 4.






Discussion

The risk of LN metastasis constantly exists in breast cancer patients, and it is expected to be provided in an early stage in order to guide the clinical decision and improve the tumor survival. SWE has been used to predict axillary LN metastasis in invasive breast cancer. Previous studies have reported that higher elasticity of the tumor was related to lymph node metastasis of breast cancer (22, 23), and further study has revealed that the mean elastic modulus of internal breast tumor could independently predict axillary LN metastasis (17). Wen et al. reported that the Emax and Emean of primary tumors were higher in LN metastasis cases (24). In our study, however, quantitative SWE parameters including Emean, Emax, Esd, and Eratio did not show a significant difference between patients with positive and negative LN metastasis groups (p > 0.05 for all), indicating that these SWE parameters of intrinsic tumor and peritumor tissues might not provide sufficient information in predicting LN metastasis for our research group. The difference between the results of this study and previous studies may be due to the difference of the study sample and the difference of the ultrasound instruments used.

In our study, SWE parameters including the Emin of internal tumor and shell 3 mm and the “stiff rim” sign showed a significant difference between patients with positive and negative LN metastasis groups (p < 0.05 for all). Zhou et al. have reported that the “stiff rim” sign could select the malignant breast lesions, and possible reasons may contribute to cancer cell infiltration into interstitial tissues or a desmoplastic reaction (16), indicating that a qualitative assessment of peritumoral tissue stiffness may reflect the progress of invasive malignant tumors to some extent. Peritumoral stroma and peritumoral invasion played a critical role in the spreading and metastasis of breast cancer (18, 19, 25, 26) and were also responsible for the formation of the “stiff rim” sign, as well as the attenuation of shear wave energy (16). The low-quality shear waves caused by attenuation may be interpreted as slow-speed shear waves (16). Therefore, the “stiff rim” sign was mostly found in the positive LN metastasis group, and the Emin of the positive LN metastasis group was lower than that of the negative LN metastatic group.

There was a significant difference in the constituent ratio between 5 BI-RADS categories (p < 0.001). In the 619 masses, 481 lesions were defined as BI-RADS 3-4C, with about 25% (ranging from 22.4% to 27.3%) cases in positive metastasis LN, while in 138 masses of BI-RADS 5, patients with positive LN metastasis were up to 43.5%. Guo et al. revealed that irregular shape and higher color Doppler flow imaging grades were associated with axillary LN metastasis of breast cancer (27). Bae et al. showed that architectural distortion of breast tumors was associated with LN metastasis of breast cancer (28). Previous studies also indicated that a non-circumscribed margin and heterogeneous internal echo were potential predictors of axillary LN metastasis independently (28, 29). Possible reasons might be that the non-circumscribed margins reflect the invasiveness of tumors and aggressive of metastatic lesions to lymphocytes. Besides, tumor growth rate might influence the internal echo of the masses, and rapid tumor growth could lead to an increased likelihood of LN metastasis (29). These ultrasound features, such as irregular shape, non-circumscribed margin, and architectural distortion, were considered as determining characteristics of ultrasound BI-RADS, which may explain the higher incidence of LN metastasis in BI-RADS 5 tumors in this study.

A previous study revealed that tumor staging was an independent predictor of breast cancer LN metastasis (30). A tumor size of 20 mm or greater on ultrasound was an independent predictor of LN metastasis (31). In the present study, however, there was no significant difference in the number of tumors evaluated as T1 and T2/T3 in LN-positive and -negative groups (p = 0.340), which was similar to the results of the previous study; that is, tumor size on ultrasound was not an independent predictor of axillary LN metastasis (28). Breast tumor location has been acknowledged as an independent factor of tumor prognosis, and malignant tumors in the lower inner quadrant were related to a worse prognosis because of the internal mammary lymphatic pathway without sufficient studies (32). However, there was no significant difference in tumor location (p = 0.390) in LN-positive and -negative groups in our study.

The grade system has been extensively used in categorical variables of clinical and imaging data analysis (1, 33). In the prediction of LN metastasis, there was no statistical difference among the logistic regression equation, the weighting method, and the counting method (p > 0.05 for all). For ease of use, a 0–4 grade risk stratification system for LN metastasis was established based on the counting method in this study. The risk system was based on quantitative and qualitative SWE features as well as BI-RADS category. To the best of our knowledge, no studies have combined quantitative and qualitative SWE characteristics of tumors, especially peritumor tissues, and the BI-RADS category to predict axillary LN metastasis in breast invasive cancer. Our results showed that the risk of axillary LN metastasis of breast cancer increased as the risk grade rises from 0 to 4, with the increase of the four significant factors (BI-RADS, “stiff rim” sign, Emin of internal tumor, and shell 3 mm). A patient with a BI-RADS 5 breast tumor exhibiting the “stiff rim” sign (value of Emin in internal tumor and shell 3 mm ≤3.31 and ≤3.52, respectively) was assessed as grade 4 in our risk system. The OR of each grade in the risk system gradually increased as the increasing levels were 3.095 (p = 0.074, 95% CI = 0.896–10.696) for grade 1, 4.211 (p < 0.05, 95% CI = 1.243–14.271) for grade 2, 7.172 (p < 0.05, 95% CI = 2.132–24.132) for grade 3, and 18.318 (p < 0.05, 95% CI = 5.016–66.892) for grade 4, respectively, compared with grade 0, indicating that patients with a higher risk grade were more likely to have LN metastasis. The diagnostic performance of this risk grade system is significant in assessing the risk grade of LN metastasis, although the AUC is not excellent (0.656, 95% CI, 0.617–0.693).

The merit of our research is that this is a multicenter study covering 17 hospitals, which effectively improves the reliability of the research data. However, the study still has some limitations. Firstly, the evaluation of the BI-RADS category and the SWE features of breast lesions were influenced by the experience of the radiologist. However, previous studies have confirmed that the reproducibility ranged from moderate to substantial for the BI-RADS category and ranged from substantial to almost perfect for both the quantitative SWE features and the “stiff rim” sign (16, 34, 35). Secondly, all SWE information were acquired from the same ultrasound system (Resona 7, Mindray), which would limit the generalizability of the study results. Further studies using different ultrasound SWE systems are warranted in the future. Third, the AUC of the risk system is not very high. In the future, better predictive models may be obtained if the information provided by ultrasound, MRI, mammography, and clinical data is utilized jointly.



Conclusion

A 0–4 grade risk stratification system, based on quantitative and qualitative SWE features as well as BI-RADS category, for predicting axillary LN metastasis in invasive breast cancer was established in this study. Although the diagnostic performance of this risk system was not excellent, there is no doubt that it has the potential to predict axillary LN metastasis by the combination of SWE and conventional ultrasound.
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Purpose

We aimed to establish a prognostic model based on magnetic resonance imaging (MRI) radiomics features for individual distant metastasis risk prediction in patients with nasopharyngeal carcinoma (NPC).



Methods

Regression analysis was applied to select radiomics features from T1-weighted (T1-w), contrast-enhanced T1-weighted (T1C-w), and T2-weighted (T2-w) MRI scans. All prognostic models were established using a primary cohort of 518 patients with NPC. The prognostic ability of the radiomics, clinical (based on clinical factors), and merged prognostic models (integrating clinical factors with radiomics) were identified using a concordance index (C-index). Models were tested using a validation cohort of 260 NPC patients. Distant metastasis-free survival (DMFS) were calculated by using the Kaplan-Meier method and compared by using the log-rank test.



Results

In the primary cohort, seven radiomics prognostic models showed similar discrimination ability for DMFS to the clinical prognostic model (P=0.070-0.708), while seven merged prognostic models displayed better discrimination ability than the clinical prognostic model or corresponding radiomics prognostic models (all P<0.001). In the validation cohort, the C-indices of seven radiomics prognostic models (0.645-0.722) for DMFS prediction were higher than in the clinical prognostic model (0.552) (P=0.016 or <0.001) or in corresponding merged prognostic models (0.605-0.678) (P=0.297 to 0.857), with T1+T1C prognostic model (based on Radscore combinations of T1 and T1C Radiomics models) showing the highest C-index (0.722). In the decision curve analysis of the validation cohort for all prognostic models, the T1+T1C prognostic model displayed the best performance.



Conclusions

Radiomics models, especially the T1+T1C prognostic model, provided better prognostic ability for DMFS in patients with NPC.





Keywords: MRI, radiomics, nasopharyngeal carcinoma, prognosis, predictive model



Introduction

Nasopharyngeal carcinoma (NPC) is endemic to southern China, southeastern Asia, and northern Africa, where the peak incidence rate is 20–50 cases per 100 000 individuals (1, 2). Advances in NPC diagnosis and treatment using MRI, intensity-modulated radiotherapy, and combined chemotherapy, has significantly improved locoregional control, and distant metastasis is regarded as the main cause of treatment failure (3–5). In a meta-analysis that reviewed 13304 participants, intensity-modulated radiotherapy was associated with better 5-year locoregional control (odds ratio 2.08; 95% confidence interval [CI]=1.82–2.37), while there were no significant differences seen in distant metastasis-free survival (DMFS) compared with conventional radiotherapy (4). Although the current 5-year overall survival rate of NPC patients reach 80-88%, 15–25% of patients develop distant metastasis after treatment, especially in advanced NPC (5, 6), so to identify high-risk patients to guide optimal treatment decisions is vital.

Currently, the TNM staging system is widely used to predict prognosis and establish treatment strategies among patients with NPC. However, patients at the same clinical stage receiving similar treatments often have different outcomes (7). Among NPC patients with distant metastasis after treatment, nearly 80% are stage III or IV (8), when it is difficult to identify high-risk patients. The presence of plasma Epstein-Barr virus (EBV) DNA influences the disease process in NPC patients and is regarded as a potential biomarker with clinical applications (9). Other risk factors have been associated with prognosis in patients with NPC, including age, sex, smoking status, hepatitis B surface antigen, serum lactate dehydrogenase, high-sensitivity C-reactive protein, and microRNA or mRNA; however, results are inconsistent (10–15). Therefore, the prognostic value of these markers needs confirmation.

Radiomics focuses on extracting quantitative features from medical images to find a possible association with tumor phenotypic characteristics (16). Radiomic features were found to be associated with gene and/or protein expression profiles, treatment response, and clinical outcomes in different cancer types (16, 17). Pretreatment MRI radiomics or MRI-based radiomics nomograms were proposed to predict locoregional recurrence, distant metastasis, and early response to induction chemotherapy in endemic NPC (18–29). However, there is no effective radiomics-based model to distinguish different risks levels for distant metastasis among NPC patients.

We conducted a study of multiparametric MRI radiomics features to identify and validate an MRI-based radiomics model discriminating distant metastasis in patients with NPC. Moreover, we compared the accuracy of a radiomics prognostic model (based on selected radiomics features), a clinical prognostic model (based on clinical risk factors), and a prognostic model merging the two, for discriminating distant metastasis in NPC patients.



Methods


Participants

This retrospective study was approved by the Clinical Research Ethics Committee of the Sun Yat-Sen University Cancer Center (SYSUCC); pre-treatment written informed consent was obtained from all patients or their next of kin. The authenticity of the study was validated by uploading the fully raw data onto the Research Data Deposit (RDD) public platform (http://www.researchdata.org.cn), with the approval RDD number as RDDA 2021135093. There were 903 patients newly diagnosed with untreated and non-metastatic NPC initially enrolled between January 2010 and November 2012; 125 patients were excluded from analysis (see Supplementary Materials). The remaining 778 NPC patients were randomly assigned in a 2:1 proportion to the primary (n=518) or validation cohort (n=260).

All patients underwent pretreatment evaluation, including clinical examinations of the head and neck region, fiber optic nasopharyngoscopy, neck and nasopharynx MRI, chest radiography, abdominal sonography, and whole-body bone scan, and staged according to the eighth American Joint Committee on Cancer TNM staging manual (30). Pre-treatment blood samples were collected to determine blood type and the presence or levels of EBV DNA, hepatitis B surface antigen, lactate dehydrogenase, high-sensitivity C-reactive protein, platelets, and leucocytes. A quantitative polymerase chain reaction method was used for detecting plasma EBV DNA (31). Clinical patient characteristics are listed in Table 1.


Table 1 | Patient demographic characteristics in the primary and validation cohorts.



All patients were treated according to the SYSUCC guidelines for NPC patients, which recommend that stage I patients have to receive radiotherapy alone, stage II radiotherapy alone, or concomitant chemoradiotherapy, and stage III–IVa concomitant chemoradiotherapy with or without induction chemotherapy. All patients received definitive intensity-modulated radiotherapy with 6-MV photons during the entire radiotherapy course. Concurrent chemotherapy, induction chemotherapy, and intensity-modulated radiotherapy data are presented in the Supplementary Material.

Complete follow-up data at 3, 5, and 8 years were available for 97.8%, 96.4%, and 87.6% of patients, respectively. Follow-up visits occurred at least once every 3 months during the first 3 years and then once every 6 months after treatment. DMFS was calculated from the date of treatment initiation to that of distant metastasis at any site, death from any cause, or the date of the last follow-up. Distant metastases were assessed using two imaging methods, including chest radiography, abdominal sonography, bone scan, and CT or MRI; elevation of plasma EBV DNA was confirmed by pathological biopsy if necessary.



MRI Acquisition/Segmentation and Radiomics Feature Extraction

All patients underwent MRI with a 1.5-T system (Signa CV/i; General Electric Healthcare, Chalfont St. Giles, United Kingdom) or 3.0 T system (Siemens Magnetom Tim Trio, Erlangen, Germany), employing the fast spin-echo technique. The scan region imaged ranged from the suprasellar cistern to the inferior margin of the sternal end of the clavicle using a head-and-neck combined coil. T1-weighted images (T1-w) in the axial, coronal, and sagittal planes, T2-weighted (T2-w) images in the axial plane, and contrast-enhanced T1-weighted (T1C-w) in the axial, coronal, and sagittal planes were acquired in all patients. Detailed information on MRI scans is shown in Supplementary Materials.

Axial T1-w, T2-w, and T1C-w Digital Imaging and Communications in Medicine (DICOM) images were retrieved from the picture archiving and communication system (PACS) and loaded into AnalyzePro (https://analyzedirect.com/analyzepro/) for semi-manual segmentation with normalization. One radiologist (Z. Guoyi) with over 10 years of experience in head and neck cancers outlined the tumor contour regions of interest (ROI) on each MRI slice, and each segmentation was validated by a senior radiologist (L. Lizhi) with 20 years of experience in evaluating MRI scans of patients with NPC. Differences were resolved by consensus. Extractions of radiomics features were performed using the open-source PyRadiomics (http://www.radiomics.io/pyradiomics.html). We extracted 4527 radiomics features for each patient from axial T1-w, T2-w, and T1C-w axial images (1509 features from each unimodal MR image). Data from the radiomics features are shown in the Supplementary Material.



Statistical Analysis Methods

The interclass correlation coefficient was used to assess the effect of variations in manual segmentation on radiomics feature values from 50 patients randomly extracted from the primary cohort. Features with high reproducibility (median ± standard deviation: interclass correlation coefficient >0.80) were retained for subsequent analysis. After deleting features that had a Pearson correlation coefficient ≥0.75, univariate analysis using the Cox regression model was employed as the first step of feature selection to assess the possible risk factor of DMFS. The least absolute shrinkage and selection operator method was the second feature-selection process for model building. Supplementary Figures S1, S2 show the processes of radiomics feature selection and radiomics feature selection using the least absolute shrinkage and selection operator regression model, respectively.

Kaplan-Meier survival curves and log-rank tests were used to evaluate the time-event data. Clinical characteristics between the primary and validation cohorts were compared using the chi-square test for categorical variables and the Mann-Whitney U test for continuous variables. Harrell’s concordance indices (C-indices) were applied to evaluate the discriminating ability of each prognostic model. The establishment flowchart of the clinical prognostic model, radiomics prognostic models, and merged prognostic models is shown in Supplementary Figure S3.

Statistical analyses were performed using R software version 3.2.5. with the following R packages: the caret package for Pearson correlation analysis; the survival package and survminer for Kaplan-Meier survival curves; the glmnet package for least absolute shrinkage and selection operator Cox regression; the ggplot2 package for score plot; the rms package for calibration curves and nomograms; the Hmisc package for comparisons between models in terms of C-indices; the pheatmap and gplots packages for heatmaps. All statistical tests were two-tailed with P<0.05 indicating statistical significance.




Results


Participants

Table 1 lists the clinical characteristics of patients with NPC. No significant differences were found in clinical characteristics between the primary and validation cohorts (P=0.142 to 0.944). During the follow-up period, 12.9% (67/518) and 13.1% (34/260) of patients developed distant metastases in the primary and validation cohorts, respectively. There was no significant difference between the two cohorts in the distant metastases rate (P=0.961). The median DMFS time was 84.3 months (range, 3.3–104.1) for the primary cohort, and 84.4 months (range, 6.6–103.9) for the validation cohort.



Clinical Prognostic Model Building

Univariate analysis indicated that pre-treatment T stage, N stage, clinical stage, and plasma EBV DNA were associated with DMFS in patients with NPC (Supplementary Table S1). Multivariable analyses further identified that pre-treatment T stage, N stage, and plasma EBV DNA were independent predictors for DMFS (Supplementary Table S2). The clinical prognostic model for DMFS discriminating was based on these three independent factors. The C-index of this model for the primary cohort was 0.736 (95% CI=0.680–0.791), significantly higher than the C-indices for the validation cohort, 0.552 (95% CI=0.457– 0.647) (Table 2).


Table 2 | C-index values of different prognostic models for DMFS prediction in the primary and validation cohorts.





Radiomics Prognostic Model Building

Supplementary Table S3 summarizes the features most strongly associated with DMFS based on analysis of the primary cohort. The T1, T1c, and T2 prognostic models for DMFS prediction were based on selected radiomics features derived from T1-w, T1C-w, and T2-w MRI scans, respectively (Table 3). The T1+T1C, T1+T2, T2+T1C, and T1+T2+T1C prognostic models were based on Radscore combinations of the T1 and T1C, T1 and T2, T2 and T1C, and T1, T2 and T1C prognostic models, respectively (Supplementary Figure S3 and Table 3).


Table 3 | Multivariable analysis of radiomic features for the primary cohort.



As shown in Table 2, in the primary cohort, seven radiomics prognostic models showed similar DMFS discriminating ability as that of the clinical prognostic model (P=0.070 to 0.708). While in the validation cohort, the C-indices for DMFS prediction by the seven models (0.645-0.722) were significantly higher than the C-index calculated using the clinical prognostic model (P=0.016 or <0.001). Intriguingly, in the seven radiomics models of the validation cohort, the T1+1C prognostic model showed the highest C-index (0.722, 95% CI=0.632-0.811) for DMFS discriminating, significantly superior to the C-indices of the T1 (0.676), T2 (0.645), and T1C (0.711) prognostic models (P=0.008, 0.043, and 0.048, respectively) and higher than those of the other three radiomics models, although without significant differences (Supplementary Table S4).



Merged Prognostic Model Building

To identify whether integrating clinical factors with radiomics prognostic models could increase predictive accuracy, we built seven merged prognostic models (MT1, MT2, MT1C, MT1+T2, MT1+T1C, MT2+T1C, and MT1+T2+T1C) based on combinations of three clinical factors and the T1, T2, T1C, T1+T2, T1+T1C, T2+T1C, and T1+T2+T1C radiomics models, respectively (Supplementary Figure S3). In the primary cohort, merged prognostic models displayed better discriminating ability in DMFS than the corresponding radiomics prognostic models (all P<0.001). While in the validation cohort, the C-indices of seven merged prognostic models (0.605-0.678) for DMFS discriminating were all lower than those of the corresponding radiomics prognostic models; although, there were no significant differences (Table 2), indicating that adding the clinical factors to the radiomics models weakened their discriminating ability.

To confirm this finding, we removed the T stage from the merged prognostic models and constructed seven additional merged prognostic models (rMT1, rMT2, rMT1C, rMT1+T2, rMT1+T1C, rMT2+T1C, and rMT1+T2+T1C) based on the radiomics prognostic model, N stage, and EBV-DNA. The C-indices of these seven models (0.612-0.685) were slightly better than those of the corresponding merged prognostic models in the validation cohort (Table 2).



Performance of the Clinical and T1+1C Prognostic Model

Based on the results above, T1+1C radiomics model was considered to provide the best prognostic ability for DMFS (having the highest C-index and Least degree of freedom). We further compared the discriminating ability between the clinical prognostic model and the T1+T1C prognostic model for DMFS from their nomograms, calibration curves, risk score distributions, and decision curve analysis.

Nomograms and calibration curves for the clinical and T1+T1C radiomics prognostic models are shown in Figure 1. The T1+T1C radiomics prognostic model predicted post-treatment metastasis risk for patients with a 3-year DMFS probability ≥40% or 5-year DMFS probability ≥30%, while the clinical prognostic model required a 3-year DMFS probability ≥70% or 5-year DMFS probability ≥60% to predicted metastasis risk (Figures 1A1, A2). Calibration curves in the probability of 5-year DMFS by a 1000-iteration bootstrap resampling experiment in the validation cohort also showed the T1+1C prognostic model had better discriminating ability than the clinical prognostic model. Observations showed better agreement with model predictions when the probability of 5-year DMFS was ≥68.9% in the T1+1C prognostic model, while it had to be ≥83.3% in the clinical prognostic model (Figures 1B2, B4).




Figure 1 | (A) Nomograms for 3- and 5-year distant metastasis-free survival (DMFS): (A1) for the clinical prognostic model, (A2) for the T1+T1C prognostic model. The nomogram allows the user to obtain the probability of 3- and 5-year DMFS corresponding to a patient combination of covariates. As an example, locate the patient T stage and draw a line straight upward to the “Points” axis to determine the score associated with that T stage. Repeat the process for each variable and sum of the scores achieved for each covariate; after that, locate this sum on the “Total Points” axis. Draw a line straight down to determine the likelihood of 3- or 5-year DMFS. (B) Calibration curves for predicting 5-year DMFS: (B1) in the primary cohort of the clinical prognostic model, (B2) in the validation cohort of the clinical prognostic model, (B3) in the primary cohort of T1+T1C prognostic model, (B4) in the validation cohort of T1+T1C prognostic model. The Y-axis shows observed survival estimated by the Kaplan–Meier method, and the X-axis shows predicted survival calculated using the prognostic model. The solid lines represent the ideal reference line for which predicted survival corresponds with actual survival.



We calculated the risk scores in the clinical and T1+T1C prognostic models for each patient and then classified patients into the low- and high-risk groups, with zero as risk score cutoff. The distributions of risk scores and 5-year DMFS in the low- and high-risk groups are shown in Figure 2. As shown, post-treatment metastatic patients were concentrated in the high score area, and the survival curve of the T1+T1C prognostic model showed good prognostic stratification for patients in the low- and high-risk groups in the validation cohort, while such trends were not observed in the validation cohort of the clinical prognostic model. When maximally selected rank statistics were used to generate the optimal risk score cutoff value for the clinical and T1+T1C prognostic models to divide patients into low- and high-risk groups, the results were identical to when zero was used as cutoff value (Supplementary Figures S4, 5).




Figure 2 | (A) Risk score distributions: (A1) in the primary cohort of the clinical prognostic model, (A2) in the validation cohort of the clinical prognostic model, (A3) in the primary cohort of the T1+T1C prognostic model, A4) in the validation cohort of the T1+T1C prognostic model. (B) Kaplan–Meier survival curves of distant metastasis-free survival (DMFS) in patients of the low- and high-risk groups: (B1) in the primary cohort of the clinical prognostic model, (B2) in the validation cohort of the clinical prognostic model, (B3) in the primary cohort of the T1+T1C prognostic model, (B4) in the validation cohort of the T1+T1C prognostic model.



The decision curve analysis of the validation cohort for the clinical prognostic model, radiomics models T1, T2, T1C, T1+T1C, T1+T2+T1C, MT1+T1C model, and rMT1C model is shown in Figure 3 (other prognostic models are not listed). The T1+T1C prognostic model provided the best performance, while the clinical prognostic model showed no net benefit for patients with a 5-year DMFS probability ≥14.9%.




Figure 3 | Decision curve analysis for the prognostic models: (A) Clinical prognostic model, and radiomics models T1, T2, T1C, T1+T1C; (B) Clinical prognostic model, radiomics models T1+T2+T1C, T1+T1C, MT1+T1C model, and rMT1C mode. The X-axis represents the probability of the 5-year distant metastasis-free survival ranging from 0 to 100%. The Y-axis shows the net benefit. The black line indicates that no distant metastasis occurred in all patients. The gray line represents the assumption that all patients developed distant metastasis.






Discussion

Our radiomics prognostic models, especially the T1+T1C prognostic model, had better discriminating ability than either the clinical prognostic model or corresponding merged prognostic models integrating clinical factors with selected radiomics features. All seven radiomics prognostic models could stratify patients into high- and low-risk groups based on significantly different 5-year DMFS rates. To our knowledge, this is the first study to clarify the role of multiple versus single MRI sequence radiomics, of radiomics features versus clinical factors, or the combination of clinical factors and radiomics features to predict prognosis with such a large sample size of nasopharyngeal carcinoma patients. Our findings could be useful for the evaluation of individual distant metastasis risk and the choice of a personalized therapeutic regimen in nasopharyngeal carcinoma patients.

The TNM staging system is routinely used in clinical practice to guide assessment of individual prognosis and treatment strategy decisions. However, an obvious shortcoming of the TNM staging system is that its basis on anatomical tumor extent does not reflect intra-tumor heterogeneity, which has pronounced effects on tumor diagnosis and prognosis. Plasma EBV DNA is a potential biomarker for NPC clinical management, but the lack of a global standardized testing methodology limits its widespread value (9). Since NPC is spatially and temporally heterogeneous (32), plasma EBV DNA does not completely characterize tumor heterogeneity. In this study, the C-index of the clinical prognostic model was 0.736 in the primary cohort, while it was significantly reduced to 0.552 in the validation cohort, indicating that clinical risk factors were inadequate for distinguishing between different metastasis risk groups and not a reliable method for predicting DMFS in NPC patients.

Radiomics transforms tumor images into detailed quantifications of tumor characteristics to find possible prognostic information for patients (16). Our study showed that radiomics features could be used as biomarkers for DMFS prediction in NPC patients without considering the TNM staging system or other clinical risk factors. There might be two reasons for this result. First, clinical risk factors could not distinguish between different metastasis risks; therefore, adding clinical factors into the radiomics prognostic models could not significantly improve the models’ prediction efficiency. Second, the selected radiomics features might contain prognostic information hidden in clinical factors, and overfitting occurrence might weaken their prediction performance when integrating clinical factors with radiomics prognostic models. Zhang et al. (21) showed that the C-index of a radiomics prognostic model using the TNM staging system or clinical factors (based on age, sex, and hemoglobin) was reduced by 0.009 or 0.013 in the validation cohort, respectively.

T1-w, T1C-w, and T2-w are three common methods used in MRI tumor diagnosis. In single-MRI prognostic models for DMFS, the T1C prognostic model had the highest discriminating ability in our study, followed by the T1 and T2, in both primary and validation cohorts. Differences in discriminating ability may be due to imaging capabilities. T1-w can detect tumor anatomical details; T2-w images are sensitive for detecting effusion or edema; T1C-w images may reflect tumor angiogenesis, closely related to tumor invasion and metastasis. For multiple-MRI prognostic models for DMFS, the T1+T1C prognostic model had the best performance in the validation cohort, with a higher C-index than the T1+T2, T2+T1C or T1+T2+T1C prognostic models. Among all prognostic models, the T1+T1C prognostic model also showed the best performance in the decision curve analysis of the validation cohort. Therefore, the radiomics features from T1-w and T1C-w MRI sequences better characterize metastatic biological behaviors than other combinations of the three MRI modalities. Except for one shape fature (sphericity), the other 15 features of the composition of T1+T1C radiomics model are textural features, which reflect tumor heterogeneity. This indicates a radiomic signature of some textural features can be reguarded as a potential prognostic biomark to discriminate different metastasis risk groups in NPC patients.

Our study had several limitations. First, the patients in the primary and validation cohorts were enrolled from the same institution, which may reduce the generalizability of our findings. Second, follow-up was incomplete for some patients, which may have led to distortions. Third, although PyRadiomics adheres for the most part to the Image Biomarker Standardization Initiative (IBSI), some small differences have been duly noted for it in terms of quantifying the grey level values, removing features associated with the ROI volum from the very beginning for example. Fourth, other MRI-based radiomics were not included, especially diffusion-weighted imaging and dynamic contrast-enhanced, significant for treatment monitoring and outcome prediction in different cancer types (33–35). Thus, the usefulness of diffusion-weighted imaging and dynamic contrast-enhanced MRI-based radiomics in NPC patients should be further explored.

In conclusion, a T1+T1C radiomics prognostic model could be a reliable approach for individual risk discriminating of distant metastasis in nasopharyngeal carcinoma patients. This model provided better prognostic performance than other radiomics prognostic models, clinical risk factors, and combination models, and may facilitate personalized risk stratification and treatment strategies for patients with nasopharyngeal carcinoma. To expand the generalizability of this prognostic model, validation with data from prospective, large sample, multicenter studies is required.
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For uveal melanoma (UM) patients, it is significant to establish diagnosis and prognosis evaluation systems through imaging techniques. However, imaging examinations are short of quantitative biomarkers and it is difficult to finish early diagnosis of UM. In order to discover new molecular biomarkers for the diagnosis and prognostic evaluation of UM, six circulating miRNAs (mir-132-3p, mir-21-5p, mir-34a-5p, mir-126-3p, mir-199a-3p, mir-214-3p) were chosen as candidates for independent validation. Validation of these miRNAs was performed in a cohort of 20 patients, including 10 spindle-shaped melanoma and 10 epithelioid cell melanoma, and 10 healthy donors. Then 5 patients with metastatic UM were included to validate the performance of miRNAs in advanced UM. Serum levels of miRNAs were determined using quantitative real-time PCR. We confirmed significantly higher levels of three miRNAs in serum of UM patients in comparison to healthy controls, and miR-199a-3p had the best performance (p < 0.0001; AUC = 0.985). MiR-214-3p and miR-21-5p were significantly upregulated in serum of epithelioid cell melanoma patients compared to spindle-shaped melanoma patients and miR-132-3p and, conversely, were significantly downregulated in serum of epithelioid cell melanoma patients. MiR-21-5p shows their best performance (p < 0.0001; AUC = 0.980). Both miR-199a-3p and miR-21-5p showed great performance in advanced UM. Significantly higher levels of miR-21-5p (p < 0.001) were found in serum of metastatic UM patients compared to patients with localized spindle-shaped melanoma, and significantly higher levels of miR-199a-3p (p < 0.001) were detected in serum of metastatic UM patients compared to healthy controls. Our preliminary data indicate promising diagnostic utility of circulating miR-199a-3p and promising prognostic utility of circulating miR-21-5p in both early and advanced UM patients.
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Introduction

Uveal melanoma (UM) is the most common intraocular malignancy in adults and arises from melanocytes in the iris, ciliary body, or choroid. The clinical diagnosis of uveal melanoma is based on the slit lamp and indirect ophthalmoscope. Experienced retina specialists have no difficulty in diagnosing typical uveal melanoma based on the morphology of the tumor (1). However, in some cases, the diagnosis of UM will be challenging, especially when it is complicated with retinal detachment, refractive interstitial opacity, and small melanoma, which needs imaging techniques including ultrasonography and magnetic resonance imaging (MRI) to confirm the diagnosis. Metastatic melanoma was the leading single cause of death, and 40%–50% of patients with UM die from metastatic disease. Patients with metastatic disease frequently receive various treatments including surgical resection, chemotherapy, immunotherapy, and targeted therapy, but these treatments produce relatively modest health benefits (2).In spite that several cytogenetic features have been proved to have great value to estimate the prognosis of patients with UM, these methods are invasive and labor-intensive (2, 3). It is of great clinical significance to obtain a priori information of a poor prognosis through a non-invasive way. In summary, the current non-invasive examinations, mainly imaging techniques, are difficult to diagnose and evaluate the prognosis of UM at an early stage and it also lacks quantitative biomarkers. Therefore, novel non-invasive biomarkers for diagnosis and prognosis evaluation in very early stage are urgently needed.

MicroRNAs (miRNA) are small, non-coding, single-stranded RNA molecules that posttranscriptionally regulate gene expression by inhibiting or inactivating target messenger RNAs (4, 5). MiRNA expression patterns are frequently dysregulated in human tumors (6–10), including uveal melanoma (11, 12). Previous studies have shown that circulating miRNAs, detected in plasma or serum, could be an ideal class of blood-based biomarkers for cancer detection (13). The serum microRNA expression profile of tumor patients is significantly different from that of healthy people, and even tumor subtypes can be distinguished based on the serum microRNA expression profile (14). Unlike imaging examination, serum microRNAs change before tumors cause morphological changes, which makes circulating microRNAs an ideal non-invasive biomarker that can screen for tumors at an early stage (15, 16). In uveal melanoma, most studies on miRNA biomarkers have paid attention to the analysis of tumor tissue, while recently some studies have reported the diagnostic potential of circulating miRNAs (17–19). However, the prognostic utility of circulating miRNAs in uveal melanoma still needs to be proved and the diagnostic utility needs to be validated on larger cohorts of patients. Such studies are of great significance because they may provide quantitative biomarkers for the early diagnosis and prognostic evaluation of UM.

According to literature review, we finally selected six candidate miRNAs (miR-132-3p, miR-21-5p, miR-34a-5p, miR-126-3p, miR-199a-3p, miR-214-3p). In this study, we verified the level of circulating miRNAs in the plasm of UM patients with different histologic types to find a circulating biomarker for the early diagnosis and prognostic evaluation of UM.



Methods and Materials


Selection of Candidate MicroRNAs

The selection of candidate microRNAs was based on the results of our previous experiments. The specimens of epithelioid cell melanoma (4 specimens) and spindle-shaped melanoma (4 specimens) of UM confirmed by histopathology and immunochemistry were collected in Beijing Tongren Hospital from March 2013 to October 2015. The expression profile of miRNA was assayed by miRNA array. Normal uveal specimens were obtained from 8 donors as controls. The differentially expressing miRNAs were screened by intergroup differential folds of ≥2. The microarray outcomes were validated by real-time quantitative PCR. The mutual upregulated miRNA in both spindle-shaped melanoma and epithelioid cell melanoma were miR-132-3p, miR-21-5p, miR-34a-5p, and miR-34b-5p, and mutual downregulated ones were miR-125b-2-3p, miR-126-3p, miR-199a-3p, and miR-214-3p (Table 1). Likely secreted miRNAs were selected from these miRNAs based on literature search.


Table 1 | The results of real-time quantitative PCR performed on UM tissue samples.





Serum Sampling

We collected 20 blood samples from UM patients who underwent eyeball enucleation in Beijing Tongren Hospital, Capital Medical University, Beijing, China, between December 2017 and October 2019. All blood samples were collected before treatment. As of the last follow-up, 20 patients with localized UM were in good survival conditions, and no melanoma metastasis was found. The blood of 10 healthy subjects was collected as a control. All healthy subjects have no history of tumors or long-term medication history before collecting blood samples.

To further evaluate the applicability of the biomarkers in patients with advanced UM, the blood samples of 5 patients with metastatic UM undergoing primary ocular treatment in Beijing Tongren Hospital were collected from January 1, 2020, to September 1, 2020, as a verification set. All metastatic tumors were identified by imaging and pathological examination. Blood samples were collected before all primary ocular treatments.

The fasting venous blood was taken as a blood sample. The blood sample was placed in a vacuum tube at room temperature for half an hour, and then it was centrifuged at 1,200 rpm for 15 min at 4°C to obtain the serum sample. Serum was divided into aliquots and stored at -80°C until analysis. All patients and healthy donors were informed of the purpose of the study and asked to sign an informed consent form. This study was reviewed by the Ethics Committee of Capital Medical University.



Clinicopathological Data

All patients underwent thorough ophthalmologic evaluations before enucleation to confirm the diagnosis of UM and confirm that they did not meet the indications for plaque radiotherapy or local resection. Histological examination was performed at the Unit of Pathology, Beijing Tongren Hospital, Capital Medical University, Beijing, China. The clinicopathological data include the age at diagnosis, sex, location of the tumor, the maximum diameter of the tumor, the height of the tumor (the size of tumor was measured after enucleation), tumor cell type, and extrascleral extension. All patients that underwent imaging examination including MRI and ultrasonography before enucleation, the tumor size, ciliary body involvement, and extraocular extension were initially assessed by imaging techniques (Figure 1), and pathological examination was employed for further assessment after enucleation.




Figure 1 | MRI shows the primary tumor has spread to the ciliary body on T1-weighted image (A) and T2-weighted image (B). B-scan ultrasonography can roundly measure the size of choroid melanoma (C) and ciliary body melanoma (D).





RNA Isolation

Total RNA enriched for small RNAs was isolated using miRcute Serum/Plasma Kit (Tiangen Biotech, Ltd., Beijing, China) from 200 μl of blood serum according to the manufacturer’s protocol. The concentration and purity of RNA were determined using the NanoDrop ND-2000 spectrophotometer (Thermo Scientific, Wilmington, DE, USA). The samples were either stored at –80°C or immediately processed.



qRT-PCR Quantification of miRNA Expression in Serum

Hifair® II 1st Strand cDNA Synthesis Kit (Yeasen Biotechnology Co., Ltd., Shanghai, China) was used for reverse transcription of 3 μl of RNA sample. Real-time PCR was performed using the Hieff® qPCR SYBR Green Master Mix (Yeasen Biotechnology Co., Ltd., Shanghai, China). The 20-μl PCR reaction mixture included 10 μl Hieff® qPCR SYBR Green Master Mix, 5 μl cDNA, and 1 μl of primer (0.5 μl forward primer and 0.5 μl reverse primer). Reactions were incubated in a 96-well optical plate at 95°C for 5 min, followed by 40 cycles at 95°C for 10 s, 60°C for 20 s, and 72°C for 20 s. All real-time PCR reactions were run in triplicates.



Statistical Analysis

The average levels of all measured miRNAs were normalized by the use of U6 and subsequently analyzed by the 2−ΔCt method. If the CT value is greater than 35, the data are unreliable and will not be adopted. Statistical analyses were performed on GraphPad Prism version 6 (GraphPad software, USA). Sensitivity, specificity, and area under curve (AUC) for miRNA levels were determined using receiver operator characteristic (ROC) analysis. Student’s t test was adopted if the clinical-pathological data were normally distributed. We performed the Mann–Whitney-U-test and Fisher’s exact test when the data were not normally distributed.




Results


Clinicopathological Characteristics of Uveal Melanomas

A total of 20 patients with UM were included in the study, including 10 spindle-shaped melanomas and 10 epithelioid cell melanomas. In addition, the blood of 10 healthy donors was collected as a normal control (Table 2). The average age of healthy donors was 41 ± 5.2 years, the average age of patients with spindle-shaped melanoma was 44.7 ± 4.5 years at the time of diagnosis, and the average age of patients with epithelioid cell melanoma was 40.9 ± 7.8 years at the time of diagnosis. The proportion of men in the three groups was 50.0%. There were no significant differences in clinicopathological parameters between patients with epithelioid cell melanoma and patients with spindle-shaped melanoma, including average tumor diameter (t = 0.075, p = 0.941), average tumor height (t = 0.561, p = 0.582), and tumor location (p = 1.00), extrascleral extension (p = 1.00), or systemic metastasis (p = 1.00). The clinicopathological data of participants with metastatic UM are given in Table 3. Most of the patients are male (80%), and the histological type is mainly epithelioid cell melanoma (80%). The average age, average tumor diameter, and average tumor height of metastatic patients are 52.8 ± 12.6 years, 15.3 ± 3.7 mm, and 11.7 ± 2.0 mm, respectively.


Table 2 | Data of participants in this study.




Table 3 | Data of patients with metastatic UM.





Imaging Features of Uveal Melanomas

Most of the UMs in this study show a typical pattern in B-scan ultrasonography, which appears as mushroom configuration, acoustic hollowness, and choroidal excavation (Figure 2). They also show a fairly typical pattern on T1-weighted images, demonstrating a bright signal relative to the vitreous compared with T2-weighted images, which provide a low tumor signal compared with the vitreous (Figure 3).




Figure 2 | The typical pattern of UM in B-scan ultrasonography (A), mushroom configuration (B), and acoustic hollowness (C) choroidal excavation.






Figure 3 | (A) The tumor demonstrates a relatively bright signal on the T1-weighted image. (B) The tumor demonstrates a relatively low signal on the T2-weighted image.





miRNA Expression in Serum of UM Patients

The normalized serum levels of miRNAs in UM patients and healthy controls are given in Table 4. The CT value of miR-34a-5p is greater than 35. The miR-21-5p (Z = 3.83, p < 0.0001), miR-199a-3p (Z = 4.27, p < 0.0001), and miR-132-3p (Z = 3.83, p < 0.0001) tested had significantly higher levels in serum of UM patients compared to healthy donors (Figure 4). The ROC curve was used to evaluate the diagnostic performance of the above three miRNAs (Figure 5), and the results showed that miR-199a-3p had the highest diagnostic performance, with an AUC of 0.985; when the normalized serum level of miR-199a-3p is 2.115, the sensitivity is 95% and the specificity is 100%.


Table 4 | The normalized serum levels of miRNAs in UM patients and healthy controls.






Figure 4 | MicroRNAs with significant different levels in serum of uveal melanoma (UM) patients and healthy controls (HC), ****p < 0.0001.






Figure 5 | Results of ROC analysis of miR-199a-3p, miR-132-3p, and miR-21-5p between UM patients and healthy controls.



The normalized serum levels of miRNAs in spindle-shaped melanoma and epithelioid cell melanoma are given in Table 5. The CT value of miR-34a-5p is greater than 35. The level of miR-132-3p (Z = 2.80, p < 0.01), miR-214-3p (Z = 3.25, p < 0.001), and miR-21-5p (Z = 3.63, p < 0.0001) in serum had a significant difference between spindle-shaped melanoma and epithelioid cell melanoma (Figure 6). The ROC curve was used to evaluate the ability to distinguish histologic types of the above three miRNAs (Figure 7), and the results showed that miR-21-5p had the best performance, with an AUC of 0.98. When the normalized serum level of miR-21-5p is 9.97, the sensitivity is 100% and the specificity is 90%.


Table 5 | The normalized serum levels of miRNAs in spindle-shaped melanoma and epithelioid cell melanoma.






Figure 6 | MicroRNAs with significant difference in serum of spindle melanoma (SM) and epithelioid cell melanoma (EM) ****p < 0.0001, ***p < 0.001; **p < 0.01.






Figure 7 | Results of ROC analysis of miR-214-3p, miR-21-5p, and miR-132-3p between spindle melanoma and epithelioid cell melanoma.



As is depicted in Figure 8, significantly higher levels of miR-21-5p (Z = 2.51, p < 0.001) were found in serum of metastatic UM patients compared to patients with localized spindle-shaped melanoma. Moreover, beyond that, significantly higher levels of miR-199a-3p (Z = 3.07, p < 0.001) were detected in serum of metastatic UM patients compared to healthy donors.




Figure 8 | The higher levels of miR-199a-3p of metastatic UM patients in comparison to healthy controls (HC) and higher levels of miR-21-5p of metastatic UM patients (MUM) in comparison to patients with localized spindle shaped melanoma (SM). ***p < 0.001.






Discussion

In this study, we found that the serum levels of miR-199a-3p, miR-21-5p, and miR-132-3p are significantly increased in UM patients compared with healthy controls, and miR-199a-3p has the best diagnostic performance. We also found that the serum levels of miR-21-5p, miR-132-3p, and miR-214-3p differ significantly between epithelioid cell melanoma patients and spindle-shaped melanoma patients, and miR-21-5p has the best performance to distinguish histologic types. The diagnosis of UM is mainly primary diagnosis with a relatively high accuracy in the specialized ophthalmic center. In order to confirm the diagnosis of UM with non-invasive methods, a variety of imaging techniques can be employed (20, 21). Ultrasonography and MRI play an important role in the diagnosis of UM, especially in eyes with opaque media (22). Fundus fluorescein angiography (FFA) evaluates the intrinsic tumor vasculature which is useful in the differential diagnosis of choroidal lesions demonstrating different vascular patterns. Optical coherence tomography (OCT) is particularly useful to image small melanomas which are 3 mm thick or less, and it is valuable for the early detection of UM, especially when considering factors for distinguishing a choroidal naevus from a UM (23). However, the diagnosis with imaging techniques is mainly based on the morphological features of UM, which is not obvious in the early stage (24, 25). Our study found that circulating miR-199a-3p can be used to effectively diagnose UM. Compared with healthy controls, miR-199a-3p, miR-21-5p, and miR-132-3p are significantly increased in the serum of UM patients, and miR-199a-3p has the best diagnostic performance. 20 patients with localized UM in this study were in good survival conditions after enucleation; the serum level of miR-199a-3p can increase in the early stage of UM. With the significantly higher levels of miR-199a-3p in serum of metastatic UM patients, the serum level of miR-199a-3p can also increase in the advanced UM. Compared with tumor biopsy, blood collection carries a low risk of procedure-related complications. MiR-199a-3p is a new, non-invasive, and quantitative biomarker that can be used for the early diagnosis of UM. Many studies have demonstrated that miR-199a-3p acts as antioncogene in a variety of tumors (26–29). Worely et al. (30) analyzed the miRNA expression patterns in 24 specimens of UM and miR-199a was significantly upregulated. However, in our previous study, the level of miR-199a-3p was significantly downregulated on formalin-fixed, paraffin-embedded UM samples compared with choroid tissue. On the one hand, the sample size was relatively small in our previous study, which may lead to sampling errors. On the other hand, the circulating miRNAs do not completely reflect the tumor cellular profile (31). The exact molecular mechanisms about how tumor cells sort miRNAs to the blood remain quite elusive (32), and the role of miR-199a-3p in the UM and its underlying mechanism still need further study.

The tumor cells have disseminated in the very early stage, as primary ocular treatment of the eye with a UM does not prevent the development of these metastases (1). As a result, it is of great significance to assess the prognosis followed by the development of the best treatment. The prognosis of UM is related to histopathologic features, tumor size and location, extraocular extension, and genetic changes (33). Chromosomal alterations like monosomy 3 and gain of chromosome 8q and mutations like BAP1, SF3B1, and EIF1AX are strongly associated with high metastatic risk and poor survival (34). The abovementioned genetic changes have a clinical value as prognostic marker; however, the genetic testing is time-consuming and labor-intensive and the sample needs to be obtained by invasive biopsy, which makes it difficult to be applied in clinical practice. Tumor size, ciliary body involvement and extraocular extension are also important negative prognostic factors. These negative prognostic factors enable imaging examinations to evaluate the prognosis of UM at a limited level. Although it may cause radiation damage to patients, positron emission tomography/computed tomography (PET/CT) may have a role in predicting the prognosis of UM, since the standardized uptake value (SUV) may be correlated with risk factors for metastasis, like the proportion of epithelioid cell and tumor size (35). Unfortunately, imaging examinations cannot diagnose UM in an early stage and quantitatively evaluation of the prognosis of UM is either not possible. Circulating microRNA is an ideal blood-based biomarker. Studies have shown that the microRNA expression profiling of UM patients is significantly different from that of healthy controls and also has significant differences in UM with different prognosis (19, 30). Histologic types are the most commonly used method to assess the prognosis of patients after enucleation in routine clinic practice. Three histologic types of uveal melanoma include spindle-shaped melanoma, mixed melanoma, and epithelioid cell melanoma. Epithelioid melanoma is more malignant than the other two types, and the higher the proportion of epithelial cells, the more malignant the UM (36, 37). We found that the level of miR-21-5p in the blood of epithelioid cell melanoma patients was significantly increased compared with spindle-shaped melanoma. In our previous study, miR-21-5p was significantly upregulated in epithelioid cell melanoma tissue and spindle-shaped melanoma tissue, which was consistent with the significant upregulation of miR-21-5p in the serum of UM patients. MiR-21-5p acts as an oncogene in many tumors, and it has been shown to be involved in the epithelial–mesenchymal transition necessary for metastasis (38–40). Other research showed that the level of miR-21-5p is significantly increased in high-risk UM tissues, which implies that it can be responsible for UM metastasis (41). Since one miRNA can target a large number of genes and most studies use target genes identified by online prediction algorithms, it is important to perform validation experiments in UM cell lines (12, 31, 41). The validation experiment of miR-21 has already been performed in UM cell lines. It may inhibit the expression of wild-type p53 genes and increase the expression of LASP1 at the mRNA level and protein level, which promotes the proliferation and metastasis of UM (42). Our findings may provide a quantitative prognostic biomarker for UM patients.

Several limitations of this study should be noted. All our patients were from the same ophthalmic center, which did not cover persons from multiple ethnic and regional populations. Another limitation of this study is the small sample size of participants with UM. Prospective studies with a large sample size and comparing varying ethnic groups are required to further evaluate the performance of the biomarkers.
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Tumor grading is an essential factor for cancer staging and survival prognostication. The widely used the WHO grading system defines the histological grade of CRC adenocarcinoma based on the density of glandular formation on whole-slide images (WSIs). We developed a fully automated approach for stratifying colorectal cancer (CRC) patients’ risk of mortality directly from histology WSI relating to gland formation. A tissue classifier was trained to categorize regions on WSI as glands, stroma, immune cells, background, and other tissues. A gland formation classifier was trained on expert annotations to categorize regions as different degrees of tumor gland formation versus normal tissues. The glandular formation density can thus be estimated using the aforementioned tissue categorization and gland formation information. This estimation was called a semi-quantitative gland formation ratio (SGFR), which was used as a prognostic factor in survival analysis. We evaluated gland formation percentage and validated it by comparing it against the WHO cutoff point. Survival data and gland formation maps were then used to train a spatial pyramid pooling survival network (SPPSN) as a deep survival model. We compared the survival prediction performance of estimated gland formation percentage and the SPPSN deep survival grade and found that the deep survival grade had improved discrimination. A univariable Cox model for survival yielded moderate discrimination with SGFR (c-index 0.62) and deep survival grade (c-index 0.64) in an independent institutional test set. Deep survival grade also showed better discrimination performance in multivariable Cox regression. The deep survival grade significantly increased the c-index of the baseline Cox model in both validation set and external test set, but the inclusion of SGFR can only improve the Cox model less in external test and is unable to improve the Cox model in the validation set.




Keywords: tumor grading, whole-slide histopathology image, colorectal cancer, deep learning, gland formation, Pathology and clinical outcomes



1 Introduction

Though there has been intense research interest in molecular prognostic and predictive factors, visual histology examination continues to be the most dependable predictor of survival in patients with colorectal cancer (CRC). Pathologists define the “reference standard” of tumor grading by evaluating visual characteristics, such as nuclear atypia, mitotic activity, and morphological features. New features have been proposed as histopathological prognostic factors, such as poorly differentiated clusters (PDCs) (1), tumor budding (2), and tumor-infiltrating lymphocytes (TILs) (3). In routine clinical practice, prognostication by pathologist-reported overall tumor grade remains the basis for “standard care” in CRC (4–6).

The objective of this study was to evaluate the potential performance of “deep learning” models for individualized survival time predictions directly from histopathology whole-slide images (WSIs) of CRC.

Over 90% of all CRC are adenocarcinoma arising in epithelial cells of colorectal mucosae. The widely used WHO visual grading system defines histological tumor grade based on the density of gland-forming regions (7) on WSI. Tumors are classified as well differentiated, moderately differentiated, poorly differentiated, or undifferentiated, depending on the percentage of the tumor that is gland forming, at >95%, 50%–95%, 5%–50%, and <5%, respectively; however, visual grading has some obvious limitations. First, visual estimation of gland formation (GF) density might be highly subjective (8), and grade assignment thus implies significant inter-observer variability (9–11). Second, quantitative calculation of GF is not presently performed during manual tumor grading due to the lack of tools that work on WSI. Third, the WHO tumor grade alone does not appear to be a sufficiently strong biomarker for personalized therapy decision making.

Numerous publications to date have demonstrated the potential application of deep learning convolutional neural networks (CNNs) for image-based tissue classification and survival prognostication tasks, including on CRC WSI (12, 13). Clinical parameters, such as TIL density and tumor–stroma ratio, have been quantified automatically and accurately using CNNs (12, 14) but fall short of predicting outcome. Other modeling works do predict outcomes of CRC patients, either from WSI or by first computing surrogate indicators (15, 16) such as the tumor–stroma ratio (12) and the proportion of different tissues types present in the WSI (13). These approaches revealed the deep connection between WSIs and outcomes, and we hypothesize that a direct approach applying deep learning on the entire WSIs may provide new prognostic markers beyond the traditional clinical parameters.

To date, no study has shown a survival prediction model on the WHO’s grading system by either a direct or indirect approach. As mentioned above, the most widely accepted method of tumor grading is GF percentage. Therefore, we aim to predict survival outcomes on GF by both the clinical parameter (GF) and the deep learning-based biomarker. It is our hypothesis that the GF percentage can be estimated by an artificial intelligence (AI) model, and subsequently, an AI model can derive a better prognostic marker from spatial heatmaps of GF compared to the estimated GF percentage.

The organization of our work is as follows. First, we developed separate CNN models i) for gland-forming region classification (we hereafter refer to these as tumor differentiation spatial heatmaps) and ii) for automatic segmentation of tissue type regions on the entire WSI. Next, we trained a deep learning Cox proportional hazards model using the aforementioned spatial heatmaps and tissue type segmentation masks as input. We evaluated the prognostic performance among these alternative stratification options for the primary outcome of overall survival (OS). This work combines two well-known The Cancer Genome Atlas (TCGA) public datasets as training and internal validation, and then we added a new private institutional dataset of Chinese subjects as an independent external test set.



2 Materials and Methods


2.1 Patients and Datasets

Training and validation datasets consisted of TCGA Colon Adenocarcinoma (TCGA-COAD) and Rectum Adenocarcinoma (TCGA-READ) that have been described in detail elsewhere. Briefly, the former contains data from 454 colon and 7 rectosigmoid junction cancer patients, with 983 WSIs (H&E-stained) and an optical magnification factor of 40 (0.25 µm/pixel) or 20 (0.5 µm/pixel). We chose the highest magnification possible to provide detailed data for AI classifiers and sampled tiles that contain enough information for classifying tissues types and GFs, which were confirmed by our pathologists. The latter comprises 364 H&E-stained WSIs derived from 91 rectal, 71 rectosigmoid junctions, and 6 colon cancer patients also with a magnification factor of 40. For the OS model construction, we excluded only WSIs that had no matching survival records. Thus, 857 WSI (out of 983) and 297 WSI (out of 364) from TCGA-COAD and TCGA-READ, respectively, were used for training. Our local institutional dataset consisted of 108 H&E-stained WSIs with a magnification factor of 40 from 108 eligible patients treated from 2008 to 2009. The WSIs in the local dataset were all formalin-fixed paraffin-embedded (FFPE) slides rather than frozen slides in TCGA dataset for validating survival outcomes better. The inclusion criteria of the institutional dataset were as follows: i) follow-up data were available, ii) epithelial tissues covered an area of at least 20% on WSI, and iii) the WSI was clear enough for human grading and free from large contaminated regions.

Written informed consent from all institutional patients (050432-4-1911D) and ethics board approval had been obtained. The overall training procedure is as described sequentially in the following subsections and is supported by the illustration in Figures 1A, B.




Figure 1 | The overview of the workflow. (A) The workflow of annotating labels and generating trainable patches. Our pathologists annotated rectangular annotations and related labels from original WSI. We then randomly sampled trainable patches from annotations and balanced the ratio of labels before training. (B) the workflow of developing gland formation and tissue category classifiers and generating spatial heatmaps. We used window sliding technique to generate masks of tissue categories and probability maps of tumor gland formation and other tissue types from classifiers. (C) The workflow of calculating SGFR and deep survival grade. The epithelium masks were specifically applied to gland formation heatmaps, which were further used in both calculating SGFR and developing SPPSN. WSI, whole-slide image; SGFR, semi-quantitative gland formation ratio; SPPSN, spatial pyramid pooling survival network.





2.2 Acquisition of Whole-Slide Image Classification Heatmaps

Spatial heatmaps of tissue classification and GF classification were necessary to obtain the estimated tumor grading and develop the survival prediction models. Two independent supervised deep learning classifiers were trained to generate these spatial heatmaps. To segment new WSI, we implemented a sliding window to span the entire WSI (Figure 1B). The reference labels for classification were manually annotated by institutional experts, and internal measures had been taken to reduce inter-observer error. For the tissue classifier, each region of interest (ROI) was classified as epithelium, stroma, immune cells, other tissues, and background. To train the GF classifier, each ROI was then classified by visual inspection as “GF3” (paucity of gland-forming cells), “GF2” (complex or irregular tubules with cribriform morphology glands), “GF1” (simple tubules only), or “X” (normal epithelial cells). The details of developing the above two classifiers, including the reference label annotation method, are reported in Supplementary Materials S1.1–S1.4.



2.3 Semi-Quantitative Assessment for Gland Formation Ratio

The percentage of the tumor that is gland forming should be calculated to be able to use the WHO stratification system, which can be indirectly assessed by using the abovementioned differentiation maps and tissue category masks. We first focus on the gland regions, which were indicated by category masks, and then estimated the percentage of a gland-forming tumor using the spatial differentiation heatmaps with masks of the gland (Figure 1C).

In clinical practice, the estimation of the degree of GF is largely interpretive and lacks standardization for pathologists (8); therefore, the actual GF percentage could not be calculated exactly according to the current WHO definition. So we had to estimate the GF percentage by assigning a semi-quantitative GF ratio (SGFR) in the following manner. We assumed that GF2 regions (complex or irregular tubules with cribriform morphology glands and nuclear polarity partially lost, which sit between gland-forming and non-gland-forming regions) have an arbitrarily assigned weight of 0.5. To spread the weights uniformly, we assigned a weight of 1 to GF1 regions and correspondingly weight 0 to GF3 regions and then excluded all normal tissues. We further assumed the SGFR would be a weighted average of all GF1, GF2, and GF3 in tumor-containing regions as described above will be a reasonably close semi-quantitative approximation of the percentage of gland-forming tumors according to the WHO. The detailed formula of SGFR is provided in Supplementary Material S2.



2.4 Spatial Pyramid Pooling Survival Network

Spatial pyramid pooling survival network (SPPSN) was trained to predict the hazard of death using information derived from WSI. A “DeepSurv” neural network has been proposed (17) for predicting hazards on time and event data. The input to the network is designed to be a patient’s baseline data. The hidden layers of the network consist of a fully connected layer of nodes, followed by a dropout layer. Therefore, the DeepSurv networks require one-dimensional input data with uniform size. This cannot be applied for our GF spatial heatmaps and category masks, since their shapes obviously change from WSI to WSI. The SPP layer was initially proposed in the field of object detection (18) and has the ability to use arbitrary shape input data. A patient’s data can be transformed into one-dimensional uniform data and thus can be applied to the DeepSurv networks. We thus combined the SPP layer and the DeepSurv networks as an SPPSN and applied it to developing our survival prognostication (Figure 1C).

For the input data of the SPPSN, we first applied the epithelium tissue type masks for the GF heatmaps since linear predictor maps due to the GF classifier can only be used on gland-forming regions (Figure 1C). The input of the SPPSN consists of i) masked GF maps; ii) masks of stroma, immune cells, other tissues, and background; and iii) thumbnails of the original WSI. These were concatenated as the input layer of the SPPSN.

To develop the OS model, input data derived from both COAD and READ sets combined were randomly split into training and validation in an 80:20 ratio. The SPPSN consists of 1 SPP layer, 3 linear layers, and 1 activation layer. We performed the log-rank test to examine the OS distribution between the validation set and training sets. The p-value was 0.70, which indicated that the OS distribution between the validation set and training set had no statistical difference. The detailed architecture and training parameters of the SPPSN are provided in Supplementary Material S1.5.



2.5 Statistical Analysis

For the GF classifier and tissue type classifier, we used an area under the curve of the receiver operating curve (AUC) and the confusion matrix to evaluate the model discrimination performance.

For the evaluation of SGFR, we used a Harrell concordance (c-index) and the Kaplan–Meier curve log-rank test on TCGA dataset. To construct the Kaplan–Meier curves, we used three subgroup definitions based on the WHO’s definitions (cutoff points of 0.05, 0.5, and 0.95) and an optimized cutoff (19). Optimized cutoff and WHO were compared for validating SGFR. The optimized cutoff point was obtained by the R package of “maxstat.”

We used a c-index for evaluating the performance of SGFR and deep survival grade from the SPPSN. A Kaplan–Meier curve log-rank test was adopted for performance evaluation as well. A Spearman’s correlation test was applied to determine any correlation between SGFR and deep survival grade. Next, we analyzed common potential OS influencing factors (sex, age, vascular invasion, and American Joint Committee on Cancer (AJCC) stage) in TCGA set and local set in a univariable Cox regression. A multivariable Cox regression of significant factors in the validation set from the last step was developed as the baseline model for comparison. Finally, the SGFR and deep survival grade were separately added into a reference Cox regression model for investigating these grades’ significance and prediction-enhancing power. The performance of the two grades was evaluated and compared using the above multivariable Cox regression models. The calibration curves of Cox regression models were also performed to show the detail.




3 Results

The clinical case-mix comparison of included patients with ROI annotations and available follow-up from the three datasets used in this study are given in Table 1. Note that the p-value is for the difference between the combined TCGA dataset and the local institutional dataset since the former was used as the discovery set and only the latter was the independent test set.


Table 1 | Patient characteristics for the datasets of TCGA-COAD, TCGA-READ, and the local institution.




3.1 Performance of the Tissue Classifier and the Gland Formation Classifier

The AUC indices of each tissue type of segmentation were calculated, corresponding to discrimination of epithelium, stroma, immune cells, other, and background. The tissue classifier showed strong discriminating ability (AUC = 0.981, 0.977, 0.972, 0.979, and 0.999 for epithelium, stroma, immune cells, other, and background, respectively; micro-average AUC = 0.987, macro-average AUC = 0.982) (Figure 2A). Likewise, the AUC indices for gland-forming tumors and normal glandular tissue classification were calculated, corresponding to discrimination between GF1, GF2, GF3, and X. The GF classifier also showed strong discrimination performance (AUC = 0.983, 0.963, 0.963, and 0.981 for G1, G2, G3, and X, respectively; micro-average AUC = 0.973, macro-average AUC = 0.973) (Figure 2B). To illustrate the results of tissue classification and gland-forming grades, we show a representative example of a WSI and its maps in Figure 3. The original WSI is shown (Figure 3A) together with an overlay of the tissue type mask (Figure 3B), only the gland-forming regions overlaid on the WSI (Figure 3C), and finally, the GF differentiation spatial heatmap within the gland-forming regions overlaid on the WSI (Figure 3D). The color on the differentiation heatmap corresponds to the linear predictor of the GF model as shown on the color bar adjacent to Figure 3D.




Figure 2 | ROC curves of the tissue classifier and the gland formation classifier (A) showed ROC curves of the tissue classifier. The AUC were 0.987, 0.982, 0.981, 0.977, 0.972, 0.979 and 0.999 for micro-average ROC, macro-average ROC, epithelium, stroma, immune cells, other and background, respectively. (B) showed ROC curves of the gland formation classifier. The AUC were o.973, 0.973, 0.983, 0.963, 0.963 and 0.981 for micro-average ROC, macro-average ROC, GF1, GF2, GF3 and X, respectively.






Figure 3 | Visual presentation of tissue category and gland formation. (A) Thumbnail of original WSI. (B) The fusion map of the thumbnail and tissue category map. Different colors represent corresponding tissue categories, and the details can be seen in the right side legend. (C) The fusion map of the thumbnail and the epithelium mask selected from panel (B, D) The fusion map of the thumbnail and gland formation from the linear predictor on panel (C) epithelium mask. WSI, whole-slide image.





3.2 Evaluation and Validation of Semi-Quantitative Gland Formation Ratio on Dataset of The Cancer Genome Atlas

As stated in method section 2.3, we calculated SGFR using the strata of WHO compared with optimized cutoffs. The c-index for SGFR was 0.552, which indicated that the GF percentage possessed poor prediction power. The Kaplan–Meier curves are shown in Figure 4. For the WHO’s cutoff method, only a few WSIs belong to the high-differentiation (>0.95) or un-differentiation (<0.05) class. In detail, the number of un-differentiation WSIs and high-differentiation WSIs were 5 and 18, respectively, compared to a total of 1,157 valid WSIs. Therefore, we only focus on medium- and low-differentiation groups whose log-rank test p-values were 0.02. The median cutoff method showed no statistically significant differences (p-value 0.26). The optimized cutoff method indicated only one best point for SGFR (p = 0.01). Optimized cutoff also indicated the optimal threshold of 0.49, which ends up being very close to the WHO’s proposed cutoff point of 0.5, and the WHO’s proposed cutoff point could stratify WSIs well by itself (p = 0.01 vs. p = 0.02).




Figure 4 | Kaplan–Meier curves of semi-quantitative gland formation ratio (SGFR) with cutoff method of WHO, median, and optimized. According to WHO’s grading system, the WSIs can be grouped into high differentiation (high, SGFR > 0.95), medium differentiation (medium, 0.5 < SGFR < 0.95), low differentiation (low, 0.05 < SGFR < 0.50), and un-differentiation (un, SGFR < 0.05), and the related Kaplan–Meier curves are shown in panel (A, B) KAPLAN–Meier curves of WSIs with SGFR higher than median (high) and SGFR lower than median (low). (C) Kaplan–Meier curves of WSIs with SGFR higher than optimized cutoff point (high) and SGFR lower than optimized cutoff point (low). WSIs, whole-slide images.





3.3 Comparison of Percentage of Gland Formation and Deep Survival Grade


3.3.1 Univariable Analysis

We applied a Cox model and derived Kaplan–Meier curves using the SGFR and deep survival grade on both validation set and test set (Table 2). We need to note that the SGFR value is inversely correlated to hazard (i.e., higher GF percentage means higher differentiation status and consequently leads to lower hazard), and thus the hazard ratios of SGFR came out as negative. In the validation set, SGFR showed no significant discriminatory performance, while deep survival grade performed better with a higher c-index and a p-value below 0.05. In the test set, both SGFR and deep survival grade showed significant discriminatory performance, and deep survival grade had a higher c-index of 0.64.


Table 2 | Univariable Cox models for each metric.



For Kaplan–Meier curves, we chose a median cutoff method because the WHO’s cutoff point did not work in deep survival grade and an optimized cutoff point was not suitable for comparison. In the validation set, the Kaplan–Meier curve log-rank p-value of SGFR was 0.69, while that of deep survival grade was 0.02 (Figure 5). In the test set, the p-value of SGFR was slightly higher than 0.05 (0.07) and that of deep survival grade was 0.02 (Figure 5). In both the validation set and test set, the deep survival grade showed better prediction ability than the GF percentage according to univariable analysis.




Figure 5 | Kaplan–Meier curves of semi-quantitative gland formation ratio (SGFR) and deep survival grade in validation set and test set. SGFR and deep survival grade were grouped into high group (higher than median) and low group (lower than median) and applied Kaplan–Meier curves in both validation set and test set.





3.3.2 Baseline Multivariable Cox Regression Model

We applied a Cox regression model on single factors of age, sex, vascular invasion, and AJCC pathology stage in the validation set (Table 2). Then we selected significant factors of age, vascular invasion, and AJCC pathology stage III and IV to build multivariate Cox regression models and apply them on the validation set and test set as baseline models for further reference (Figure 5).



3.3.3 Performance Comparison in Multivariable Cox Regression Model

We added the GF percentage or deep survival grade separately into the baseline Cox model (Section 2.5) as extra information. The forest plot of Cox regression models is shown in Figure 6. When the GF percentage was added to the baseline model (GF enhanced model), it showed no significant performance as an independent hazard factor, and the c-index of the model could not be increased in the validation set, while SGFR enhanced the c-index from 0.74 to 0.76 in the test set. When deep survival grade was added (deep survival grade enhanced model), it showed significant performance as an independent hazard factor, and the c-index was increased from 0.75 to 0.77 in the validation set and from 0.74 to 0.77 in the test set. Hence, deep survival grade possessed an advantage over the GF percentage and enhanced the prediction power of a Cox model based solely on traditional clinical parameters. We also investigated calibration curves of Cox models, and the results are provided in Supplementary Material S3.




Figure 6 | Cox regression forest plot of baseline model, baseline + Semi-quantitative gland formation ratio (SGFR) model and baseline + deep survival grade model. (A, B) are the baseline multivariable Cox models of age, AJCC and vascular invasion for validation set and test set, respectively. (C, D) are multivariable Cox models of age, AJCC, vascular invasion and SGFR for validation set and test set, respectively. (E, F) are multivariable Cox models of age, AJCC, vascular invasion and deep survival grade for validation set and test set, respectively.







4 Discussion

This study has been a Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis (TRIPOD) (20) Type 3 study combining model development and independent validation as one scope of work. We developed and externally validated a CNN model for assigning the GF percentage and a deep survival grade for CRC, based on automated quantitative analysis of WSI. Overall classification accuracy was over 90% for tissue classification and over 85% for GF classification; however, the dominant mode of failure appeared to be the incorrect assignment of GF2 to either normal tissue or high GF tumor slides.

Interpretability of the tissue and GF models was enhanced by providing pathologists with a color-coded composite map as output, as an overlay onto the original WSI. To examine SGFR, we compared the optimized cutoff point of SGFR and the WHO’s proposed cutoff point. Our results indicate that SGFR has moderate prediction ability on stratifying CRC patients whose optimized cutoff point was close to the WHO’s proposed cutoff point of 50%. However, the WHO’s proposed cutoff points of 5% and 95% were unable to be compared in TCGA dataset due to the low sample size. Our optimized cutoff algorithm also indicated that there exists only one cutoff point in TCGA dataset, which supports a two-tiered grading system (21). In external validation datasets, we found that the GF percentage still possessed moderate prediction ability but cannot increase the c-index of the multivariable baseline Cox regression model, which may allude to the limitation of the GF percentage in clinical usage. To discover a new indicator on GF beyond the GF percentage, we developed the SPPSN model, which provided a deep survival grade. Compared to the GF percentage, deep survival grade possessed a higher c-index on itself and could increase the c-index of a baseline clinical Cox model. Therefore, the deep survival grade shows a more promising potential on outcome prediction and even on clinical therapy than SGFR.

The quality of WSIs may illustrate the difference of GF percentage discrimination between TCGA dataset and the local dataset. The overall quality of TCGA’s WSIs was lower than that of a local dataset. The low-quality WSIs such as stained WSIs, WSIs with little regions of epithelium tissue, and highly folded WSIs were common in TCGA set, while WSIs in the local dataset all contained adequate and clear epithelium tissues for tumor grading. Consequently, the GF percentage of the local dataset’s WSIs was more stable and reliable due to better quality.

Our approach has a few advantages over a traditional pathology visual grading workflow. First, a trained machine algorithm is able to exhaustively slide a window of attention over an entire WSI and generate a composite picture of the most probable grade in each window. This helps the pathologist by providing an intuitive visual overview for assigning a tumor grade, along with the heterogeneity within the sample. In effect, the GF model has auto-segmented tumor subregions in the WSI according to their most likely differentiation grade. All of the original WSI information has been retained for closer scrutiny and more precise human review, if so desired.

Calculating the GF percentage was not done within the scope of this present study. This additional feature would be easily performed once the composite maps have been generated. Additionally, this abovementioned workflow will be efficient, objective, and reproducible, which might not always be assured among human observers. There is less chance that a small but significant WSI region might be accidentally overlooked by a human rater. Furthermore, the speed of grading WSIs can be revolutionized by the automatic calculation of SGFR. We also compared the performance of SGFR with human-grading differentiation grade in the test set. The human-grading differentiation grade also shows moderate discriminable ability for stratifying survival outcomes, with a c-index that was close to our SGFR. However, similar to SGFR, the human-grading differentiation grade increases less the c-index of baseline Cox regression model than that of deep survival grade and is also less significant than deep survival grade as an independent factor. Although both SGFR and human-grading differentiation grades were imprecise estimations of the WHO’s differentiation grading system, they still show some value in stratifying survival outcomes. The performance of human-grading differentiation grade can be seen in Supplementary Material S4.

Beyond the traditional GF percentage, we also provide a stronger indicator of deep survival grade. Exploring a new indicator from CRC WSIs was previously conducted by several research groups (12, 13, 15, 16). There are two major differences between our work and previous works. First, our SPPSN is the first model that analyzed GF, which can bridge the deep learning output and clinical explanation. Deriving an indicator from a WSI can face the problem of balancing global and local information. The global information is derived from the whole WSI, while the local information uses local regions to represent the whole WSI. Most previous works adopted global information for outcome prediction such as ensemble score of tiles from WSIs (16), weighted classification results (13), or tumor–stroma ratio (12). However, pathologists could assess overall tumor grade either based on a qualitative impression of the sum of global histologic features, or the highest grade of local features observed anywhere in the neoplasm, or the relative proportion of the undifferentiated tumor, or the degree of differentiation along the advancing edge (8). Therefore, both global information and local information were adopted in pathologists’ grading, and simply using one of the two is incomplete. Bychkov et al. included global and local information (15) by long short-term memory method, but the process was still different from pathologists’ grading. Our SPPSN, however, included global information and local information with several levels by SPP layers, and this process was similar to the pathologists’ grading procedure.

A number of limitations remain to be addressed in future work. We examined the errors of misclassification and found that uncertain findings tended to be assigned as GF2. This could be an undesirable side effect of the dataset being highly unbalanced with a much greater proportion of GF2 annotations. We attempted to ameliorate this with majority under-sampling, but it is likely that some vestigial influence persists in the model. Upon closer inspection, these disagreements were also present in pathologists’ manual grade assignments. In real-world clinical practice, the accurate distinction between GF1 and GF2 can also be difficult for human experts. Our present results largely reflect the known difficulty and inherent uncertainty in clinical practice.

Our ground-truth annotations were only provided on so-called “perfect” regions on WSIs, while in real clinical grading, there are common defects such as unintended stains and folded tissues. Our classifiers performed abnormally when there were defects on WSIs, which reduced the classification accuracy of models and consequently influenced GF percentage calculation and deep survival grade prediction.

Of current concern is the misclassification of normal tissue as GF2 tumors. Such false-positive incidents could lead to unnecessary intervention and/or psychological distress to patients. Although the rate of false positives (normal tissue being misclassified as GF1, GF2, or GF3) appears low in this study, it is important to note that such errors can happen. Therefore, cautious clinical commissioning and routine quality assurance of such classification models are needed if they are included in clinical practice (22–24). Although this model has not yet been deployed into routine clinical practice, it has been designed and developed in close collaboration between data scientists and highly experienced clinicians; therefore, it is hoped that a clinical translation gap will be more easily bridged through future work.

In this study, we adopted the WHO’s cutoff point as the reference to validate the estimation of SGFR. However, the cutoff points for the WHO four-tiered schema have not been deeply investigated for their relevance in survival prediction. For example, there exists an alternative two-tiered grading system that has been recommended by a multidisciplinary CRC working group (12), who proposed a 30% cutoff point of gland-forming regions (13). Although our SGFR’s optimized cutoff point seems to agree with that of WHO, the SGFR may be not consistent with real GF percentage on the aspect of distribution.

The grading of CRC WSIs remains to be a complex work due to the existence in the literature of several different grading schemas without widespread acceptance and uniform use of any single system by practicing pathologists (8). However, our research was conducted only on the WHO’s traditional definition of the GF percentage regardless of cytologic features. Tumor budding and TILs, which have been developed as interesting additive prognostic factors in CRC, were not included in our model. Thus, more factors considered in CRC tumor grading can be included in our future works.

There are other clinical factors with potential influence on survival that have not been included in the above model. For instance, different types of surgical and/or drug interventions have not been taken into account. Second, since the WSIs contain the resected tumor, there is little information in the image about the mucosa. Thus, tumor invasion depth and peritumoral morphology will not be available to the CNN to train on as potentially important survival features. No tumor invasion data have been included in the above model.

In conclusion, our study proposed a semi-quantitative estimation of the GF percentage with moderate discriminatory ability on stratifying WSIs’ survival outcomes and an optimized cutoff point similar to the WHO’s cutoff point. This SGFR can be regarded as a good estimation of the GF percentage and has a potential application on automatic CRC tumor grading. We also proposed a novel network architecture (SPPSN) to extract risk information from WSI. Through SPPSN, a new WSI-based predictor (deep survival grade) was created with better performance on stratifying WSIs than that of SGFR. Deep survival grade also showed better performance in a multivariable Cox model compared to SGFR.
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Objective

To derive and evaluate the association of prostate shape distension descriptors from T2-weighted MRI (T2WI) with prostate cancer (PCa) biochemical recurrence (BCR) post-radical prostatectomy (RP) independently and in conjunction with texture radiomics of PCa.



Methods

This retrospective study comprised 133 PCa patients from two institutions who underwent 3T-MRI prior to RP and were followed up with PSA measurements for ≥3 years. A 3D shape atlas-based approach was adopted to derive prostate shape distension descriptors from T2WI, and these descriptors were used to train a random forest classifier (CS) to predict BCR. Texture radiomics was derived within PCa regions of interest from T2WI and ADC maps, and another machine learning classifier (CR) was trained for BCR. An integrated classifier CS+R was then trained using predictions from CS and CR. These models were trained on D1 (N = 71, 27 BCR+) and evaluated on independent hold-out set D2 (N = 62, 12 BCR+). CS+R was compared against pre-RP, post-RP clinical variables, and extant nomograms for BCR-free survival (bFS) at 3 years.



Results

CS+R resulted in a higher AUC (0.75) compared to CR (0.70, p = 0.04) and CS (0.69, p = 0.01) on D2 in predicting BCR. On univariable analysis, CS+R achieved a higher hazard ratio (2.89, 95% CI 0.35–12.81, p < 0.01) compared to other pre-RP clinical variables for bFS. CS+R, pathologic Gleason grade, extraprostatic extension, and positive surgical margins were associated with bFS (p < 0.05). CS+R resulted in a higher C-index (0.76 ± 0.06) compared to CAPRA (0.69 ± 0.09, p < 0.01) and Decipher risk (0.59 ± 0.06, p < 0.01); however, it was comparable to post-RP CAPRA-S (0.75 ± 0.02, p = 0.07).



Conclusions

Radiomic shape descriptors quantifying prostate surface distension complement texture radiomics of prostate cancer on MRI and result in an improved association with biochemical recurrence post-radical prostatectomy.





Keywords: magnetic resonance imaging, prostate cancer, retrospective studies, prostatectomy, artificial intelligence, machine learning



1 Introduction

An estimated 30%–35% of prostate cancer (PCa) patients experience biochemical recurrence (BCR) within 10 years post-radical prostatectomy (RP) (1). The occurrence of BCR is often found to be associated with metastasis (2) and PCa-specific mortality (3). Several predictors of BCR have been presented including pre-treatment CAPRA (4), post-surgical CAPRA-S (5), and Decipher risk (6). However, these models use invasive or post-treatment factors, are site dependent, and do not exclusively capture tumor heterogeneity and morphology. Non-invasive pre-treatment image-based prediction of BCR-free survival (bFS) may allow for treatment intensification or closer surveillance (7).

Multiparametric magnetic resonance imaging (mpMRI) is now increasingly used for PCa detection, staging, and prediction of the risk of BCR (8–17). Radiomic texture features provide an alternative representation for characterizing tumor heterogeneity and have been shown to improve PCa risk characterization (18–21) and also prognosticate BCR (22–24). However, they are susceptible to scanner variations, acquisition protocols, image artifacts, and non-standardized image intensities (25, 26).

There is evidence to suggest that cancerous lesions tend to induce mechanical stress in the surrounding tissue (27, 28). In the prostate, stresses induced by the tumors impact neighboring benign tissue (29) and cause deformation which may in turn impact the shape of the prostate capsule. Previous studies (30, 31) explored the idea of quantifying shape distension of the prostate between more and less aggressive diseases. Rusu et al. (30) have shown that prostate shape on T2-weighted MRI (T2WI) was significantly different between patients with and without cancerous lesions. Ghose et al. (31, 32) have shown that statistically significant differences in the shape of the prostate were observed between BCR+ and BCR− patients on T2WI. This now leads us to the hypothesis that radiomic descriptors that quantify differential distension of prostate shape may be associated with BCR outcome post-RP.

In this work, we present a new approach to quantify prostate distension in terms of radiomic shape descriptors from pre-treatment T2WI using a 3D shape atlas-based method. We seek to evaluate the association of these shape descriptors with BCR post-RP at 3 years. Since radiomic texture features of PCa from pre-treatment T2WI and apparent diffusion coefficient (ADC) maps have already been shown to be associated with BCR (17, 22–24), we evaluate the combination of prostate shape and tumor texture radiomics for their association with bFS. Additionally, we also sought to evaluate whether radiomic shape descriptors, which are less dependent on MRI intensities, are possibly more robust and resilient to scanner- and site-specific variations that could more substantially impact texture-based descriptors (25, 26). This was done by evaluating our approach using data from multiple cohorts acquired from two different sites. We also compared our integrated shape and texture radiomics approach against routine clinical variables and extant nomograms for predicting bFS.



2 Materials and Methods


2.1 Patient Selection and Data Characteristics

This retrospective study included patients from two different institutions (I1 and I2), compliant with HIPAA regulations and approved by the local IRB, with a waiver of informed consent. A total of 263 patients from three cohorts (C1–C3) were identified with biopsy-confirmed PCa who underwent 3T mpMRI prior to RP. Patient records between 2009 and 2017 were reviewed and included in the study if they 1) underwent RP without additional therapies, 2) followed up for at least 3 years and had documented BCR (BCR+) defined as two consecutive readings of prostate-specific antigen (PSA) ≥0.2 ng/ml post-RP [18] or no BCR (BCR−), and 3) had axial T2WI and ADC maps without acquisition artifacts. N = 133 studies identified through this process were partitioned into a training set D1 and independent hold-out validation set D2 as illustrated in Figure 1. After RP, all patients underwent periodic follow-up according to established clinical protocol (3–6 months in the first year and 6–12 months in the following years). BCR− patients were censored at their last follow-up date for survival analysis.




Figure 1 | Flowchart of patient selection from two different institutions. adjT, adjuvant or neoadjuvant therapy; RP, radical prostatectomy; BCR, biochemical recurrence; PSA, prostate-specific antigen.



Biparametric MRI protocol was used in this study that included T2WI (in-plane: 0.3 mm, slice thickness: 3 mm, TR/TE: 3,802–5,151/105–115 ms) and DWI (1.4 mm, 3 mm, 3,751–4,880/50–74 ms, b-values: 0–2,000 s/mm2) along with ADC maps acquired via an endo-rectal coil (Achieva, Philips, Best, Netherlands) in C1, T2WI (0.5 mm, 3 mm, 3,730/121 ms) and DWI (1.6 mm, 3 mm, 4,700/86 ms, 0–1,500 s/mm2) acquired via a pelvic-phased array coil (PPAC) (Skyra, Siemens, Erlangen, Germany) in C2, and T2WI (0.6 mm, 3 mm, 7,200/96 ms) and DWI (1.2 mm, 3 mm, 7,900/88 ms, 0–1,400 s/mm2) via PPAC (Skyra, Siemens, Erlangen, Germany). Additional sequences, such as T1-weighted, dynamic contrast-enhanced (DCE), were acquired but not analyzed in the current study. Detailed dataset characteristics are provided in Table 1 and imaging parameters in Table 2.


Table 1 | Summary of the patient characteristics in different cohorts in terms of clinical variables.




Table 2 | Imaging parameters of scans used in this study.





2.2 Image Pre-Processing and Tumor Segmentation

A board-certified radiologist (10 years of experience in prostate imaging) reviewed the MRI scans in D1. They used the 3D Slicer software (33) to delineate prostate capsule and dominant PCa lesions on T2WI using histopathology template reports from RP as reference. Prostate and lesion delineation in D2 was performed by two board-certified radiologists (8 and 10 years of experience in prostate imaging) in a similar manner and assigned PI-RADS-v2.1 scores (34).



2.3 Methodology

The pipeline for radiomic prostate shape and lesion texture, along with their combination to evaluate the association with BCR, is illustrated in Figure 2. The term surface of interest (SOI) is used in the context of shape descriptors to describe a region on the 3D surface, while the region of interest (ROI) is used in the context of PCa lesions on 2D MRI slices.




Figure 2 | Illustration of the radiomic shape and lesion texture descriptors pipeline used in this study. The shape descriptors are computed from a surface of interest determined from a 3D differential shape atlas between BCR+ and BCR− cohorts on T2WI. These are used to train a model for predicting BCR-free survival and integrated with another model trained using lesion texture descriptors derived from T2WI and ADC maps.




2.3.1 Computation of a Consensus Surface of Interest

Prostate segmentations on T2WI within D1 were co-registered via rigid registration followed by a deformable registration to create a 3D shape atlas for the BCR+ and BCR− cohorts. A spatially contextual SOI of the prostate capsule was uniquely identified from statistically significant shape differences between BCR+ and BCR− atlases as described earlier by Ghose et al. (31) (details in the Supplementary Material). To minimize the effect of the choice of template in establishing the SOI, the entire process was repeated N times, each time with a different set of BCR+ and BCR− atlases generating an SOIi (where I = 1, 2, 3… N). Here, N was chosen as 27, equal to the number of patients in BCR+ class of D1. The individual SOIi was again co-registered to a common frame of reference using a rigid transformation. Next, a consensus SOI (SOIC) was computed as a mean of all the SOIi and the mean volume was binarized at a threshold of 0.5.



2.3.2 Prostate Shape Distension Features

Differential distension of the prostate capsule for each patient is quantified using the magnitudes of Gaussian curvature (κ) of the surface and orientation of the surface normal (θ, ϕ) at vertices of the prostate mesh. The Gaussian curvature measures the intrinsic degree of curvedness of a surface, and positive values indicate a greater differential expansion at the center, while negative values indicate expansion at the edges (35). Surface normal quantifies the local orientation of the surface. These features (κ, θ, and ϕ) are meaningful when extracted within the SOIC that comprises those vertices where statistically significant shape differences between BCR+ and BCR− prostates were observed. Further, the SOIC was cropped to include the mid-gland region alone after mapping it to individual prostate meshes to minimize the effect of inter-reader variations in prostate segmentation at the apex and base. The SOIC overlaid onto a BCR+ and a BCR− prostate is illustrated in Figure 3. Surface normal orientation (θ, ϕ) provides direction of the prostate distension and surface mean curvature (κ) quantifies local shape deformation, and these were extracted for every vertex on the mapped SOIC. For each patient, at each vertex, a vector of κ, θ, and ϕ was derived and a set of four statistical measures, namely, mean, standard deviation, skewness, and kurtosis, were computed resulting in 4 × 3 = 12 radiomic shape descriptors per patient.




Figure 3 | The surface of interest (SOIC) in red overlaid onto the prostate mesh of a BCR+ patient and a BCR− patient. We observe stronger surface distension in terms of more dense and divergent normal features in the BCR+ patient compared to the BCR− patient.





2.3.3 Radiomic Texture Features of Prostate Cancer

A set of 75 radiomic features were extracted on a per-voxel basis from each of the standardized T2WI and ADC maps within the radiologist-delineated PCa ROIs. These include first- and second-order statistics, Gabor (36), Laws (37), Haralick (38), and CoLlAGe (39) features. These features characterize the underlying tissue heterogeneity and have previously been shown to be prognostic of BCR (17, 22–24). Four statistics, namely, mean, standard deviation, skewness, and kurtosis, were calculated for voxel-wise radiomic feature within each PCa ROI resulting in 75 × 2 × 4 = 600 radiomic texture descriptors per patient. Strongly correlated features and unstable features were eliminated, and mRMR feature selection (40) was employed to identify a subset of features associated with BCR (details in the Supplementary Material).




2.4 Statistical Analysis and Comparison

A random forest machine learning classifier (CS) with 50 trees and 5 as the maximum tree depth was trained using prostate distension features from D1 to predict the binary outcome of BCR. The random forest classifier was chosen to ensure that parametric assumptions are not made for the distribution of shape distension features. A texture radiomics classifier (CR) was trained in a similar manner as CS.

A linear regression model (CS+R) was trained on predictions from CS and CR using patients from D1. The trained models (CS, CR, CS+R) were evaluated using patients from the independent validation test set D2. Kruskal–Wallis test was employed to assess differences in radiomic shape and texture features between the cohorts without a parametric assumption. Youden’s index was used to determine the optimal operating point within receiver-operating characteristics (ROC) analysis to convert the estimated posterior class probabilities to dichotomous labels (BCR+ and BCR−). DeLong’s test was used to compare the AUCs between the classification models.

Univariable and multivariable analyses of CS+R were conducted along with pre-RP clinical parameters including age, PI-RADS-v2, PSA, and biopsy Gleason grade (bGG) on D1. Post-RP pathological Gleason grade (pGG), extraprostatic extension (EPE), seminal vesical invasion (SVI), and positive surgical margins (PSM) were compared on patients from D2. A penalized Cox proportional hazards (CPH) regression model was used for this purpose given the class imbalance in D2. The model CS+R was also compared with other nomograms including CAPRA and CAPRA-S and the genomic assay Decipher on subsets of patients for whom sufficient clinical variables were available to estimate BCR-free survival on D2. Wald test was used to determine statistical significance with p-values under 0.05, and the concordance index (C-index) and hazard ratios (HRs) were computed. Kaplan–Meier survival curves were estimated to determine the differences in BCR-free survival based on predictions of CS+R and comparative nomograms. The log-rank test was used to determine statistical significance (p < 0.05).




3 Results


3.1 Evaluation of Shape and Texture Radiomics for Their Association With BCR

The top radiomic shape and tumor texture descriptors based on their random forest Gini feature importance in the training set D1 are listed in Table 3. Shape descriptors were consistent between the sites (p > 0.05), whereas all radiomic texture features except Haralick had significant variations (p < 0.05). Shape descriptors from the entire prostate mesh resulted in a lower AUC of 0.58 ± 0.08, p < 0.01, compared to using those from the SOIC. Also, shape features from the SOIC within the mid-gland region improved AUCs compared to those from the entire SOIC (AUC = 0.75 vs. 0.78, p = 0.04), and the mid-gland SOIC was used in all subsequent experiments. CS trained using individual SOIs resulted in AUC = 0.64 ± 0.08 on D1 in distinguishing BCR+ and BCR−, while the consensus SOIC resulted in improved performance (AUC = 0.78, p < 0.01) (Figure 4). On the hold-out validation set D2, the AUC using models trained from individual SOIs was 0.67 ± 0.12, while that from the SOIC was 0.69 (p = 0.02). Inter-reader variations in shape descriptors were evaluated on D2 and no significant differences were observed (p > 0.05) (Supplementary Figure 2).


Table 3  | Variations in the top 5-ranked radiomic shape and texture descriptors according to Gini importance between the cohorts.






Figure 4 | (A) Surface of interest (SOI) determined from individual templates and a consensus SOIC derived by averaging individual SOIs. (B) The surface area and AUC from the predictive model trained radiomic shape descriptors as a function of the number of SOIs used in building the consensus SOIC.



The BCR prediction model (CR) using radiomic texture descriptors of the PCa lesion resulted in a cross-validation AUC = 0.76 ± 0.09 on D1 and AUC = 0.70 on D2. The integrated model (CR+S) resulted in a significantly higher (p < 0.05) AUC both on D1 (0.85 ± 0.08) and D2 (0.75) compared to both CS and CR, respectively. The AUC, sensitivity, and specificity of the models CS, CR, and CR+S for predicting BCR status are summarized in Table 4.


Table 4 | Classification performance of prostate distension, lesion texture, and integrated classifiers for predicting biochemical recurrence-free survival.





3.2 Comparison With Clinical Parameters and Extant Nomograms for Predicting bFS at 3 Years

On univariable analysis for predicting bFS, CS+R predictions resulted in the highest HR of 2.91 (95% CI 1.45–11.51, p = 0.02) on D1 compared to other pre-treatment clinical variables including age, PSA, bGG, and PI-RADS-v2. On multivariable analysis, CS+R and bGG showed independent predictive value (p < 0.05) for bFS (Table 5). Post-RP Gleason grade (pGG), EPE, and PSM had higher HRs of 2.63 (95% CI 1.16–5.93, p = 0.01), 2.51 (95% CI 1.06–11.26, p = 0.04), and 2.86 (95% CI 1.32–30.26, p = 0.03) on D2. The C-index followed the same trend with CS+R achieving the highest (0.76, p = 0.03) among pre-treatment clinical variables; however, it was lower than pGG (0.82, p = 0.01) (Table 5).


Table 5 | Univariable and multivariable analyses for predicting BCR-free survival with pre-surgical variables (N = 71, NBCR+ = 27, NBCR− = 44).



On univariable comparison with extant assays for predicting bFS, CS+R resulted in higher HR (2.11, 95% CI 0.35–11.33, p = 0.03) compared to pre-treatment CAPRA (1.8, 95% CI 1.1–3.56, p = 0.02) and post-RP Decipher risk (1.41, 95% CI 0.61–2.45, p = 0.18); however, post-RP CAPRA-S resulted in comparable HR (2.12, 95% CI 1.2–5.72, p = 0.03). Integrating preoperative clinical variables with CS+R resulted in improved (p < 0.05) C-index (0.82, 95% CI 0.70–0.90) compared to CAPRA-S (0.75, 95% CI 0.69–0.78).

The C-indices also follow the same trend with CS+R and CAPRA-S showing comparable results, and CAPRA and Decipher risk have lower values (Table 6). CS+R and CAPRA-S predictions resulted in significant separation in bFS (p < 0.05), while CAPRA and Decipher risk showed no significant separation on D2 (Figure 5).


Table 6 | Comparison of the integrated radiomic model CS+R with post-surgical variables, nomograms CAPRA and CAPRA-S, and Decipher risk scores on the validation set (N = 62, NBCR+ = 13, NBCR− = 49).






Figure 5 | Kaplan–Meier survival curves showing differences in biochemical recurrence-free survival between BCR+ and BCR− patients based on predictions from (A) the integrated texture and shape classifier (CS+R), (B) CAPRA-S, (C) CAPRA and (D) Decipher risk. Statistically significant separation in BCR-free survival was observed with CS+R and CAPRA-S (p < 0.05). Statistical significance (p < 0.05) was established using the log-rank test.






4 Discussion

In this study, we presented prostate shape distension descriptors derived from a 3D shape atlas of the prostate on T2WI and explored their association with PCa BCR post-RP. We observed that the shape descriptors were prognostic of BCR and, in conjunction with radiomic texture features of PCa on T2WI and ADC maps, resulted in an improved BCR prediction model. Since shape descriptors are based on prostate segmentations, they are relatively robust to scanner variations and acquisition parameters compared to texture features. We also validated our approach on hold-out datasets that were acquired from multiple institutions validating robustness and generalizability.

Previously presented radiomic methods (17, 23, 41, 42) for predicting BCR post-RP exclusively focused on MRI texture. Our study is different from these approaches wherein we explored the shape distension of the prostate capsule within a surface of interest as a biomarker for predicting BCR. Patients experiencing BCR tend to have a relatively more aggressive phenotype of PCa (43), and hence, it appears to deform the prostate surface more substantially compared to more indolent cancers that do not result in BCR. Differential distension of the prostate capsule was observed within an SOI located toward the left posterior region, similar to the results reported by Rusu et al. (30) and Ghose et al. (31). We observed that BCR+ patients had more variations in the surface normal orientation arising out of a higher degree of prostate distension compared to BCR− patients (Figure 3). Prostate capsular bulge on MRI was found to be a predictor of pathologic EPE after RP by Martini et al. (44). Pathologic EPE has been shown to be a predictor of BCR in several studies (45, 46) and was observed in our study as well. Radiomic texture features including Haralick, Laws, and CoLlAGe features from T2WI and ADC sequences were the top-ranking features that were used in building CR. These features were also observed to be associated with BCR in previous works by Gnep et al. (22), Shiradkar et al. (23), and Li et al. (17).

We observed that the shape descriptors were largely consistent between the sites (p > 0.05). In terms of radiomic texture descriptors, other than the Haralick feature from PCa on T2W, all the texture features had significant variations between the cohorts (p < 0.05) (Figure 6; Table 3). Several previous studies (26, 47, 48) exploring intersite variations in radiomic texture features have reported texture features to be sensitive to site and scanner variations. Chirra et al. (26) have shown in the context of distinguishing PCa from normal regions that Haralick features remained relatively stable while Law’s features showed significant variations which is consistent with our observations. Since radiomic shape descriptors used in our study are based on the shape of the prostate, they remain largely insensitive to site- and scanner-specific variations. This was also observed in a previous study by Merisaari et al. (49) where morphology- and shape-based radiomics were stable in terms of test–retest repeatability compared to texture features.




Figure 6 | (A–D) Violin and box plots of the top-ranked radiomic shape and texture descriptors according to the Gini importance score within the three cohorts used in this study. Shape descriptors tend to be largely consistent and less sensitive to variations across sites compared to texture descriptors.



We observed that when compared to pre-treatment clinical variables including age, PSA, biopsy Gleason grade group (bGG), clinical T stage, or PI-RADS, CS+R predictions resulted in the highest HR and C-index in predicting bFS. We observed that the integrated classifier CS+R was independently prognostic of bFS compared to the other pre-treatment clinical variables and resulted in a high C-index in combination with those clinical variables. Post-RP Gleason grade group and EPE were however predictive of bFS on both univariable and multivariable analyses, also reported in previous studies (50, 51). The performance of the BCR predictive nomograms CAPRA and CAPRA-S in our study was in line with the results reported in previous large-scale validation studies (4). CAPRA score is derived from pre-treatment clinical variables and our radiomic shape and texture classifier CS+R was superior to CAPRA in predicting bFS. CAPRA-S score which includes the post-RP Gleason score resulted in a comparable performance to CS+R which includes pre-treatment parameters alone. On a subset of studies with the availability of Decipher in our study, we found no significant association between Decipher risk score and BCR. This was also observed in a previous study where Decipher down-classified a significant number of patients who experienced BCR (52).

We acknowledge that the study did have its limitations. Firstly, we did not explicitly control for the location of prostate cancer lesions and benign lesions and the presence of extraprostatic extension to explore their effect on prostate distension. Future studies need to be performed, involving controlling for the location of lesions in peripheral transition zones and for the size of lesions. Next, we explored inter-reader variations in prostate segmentation using only two readers and limited the SOI to the mid-gland region. Nevertheless, we observed that the shape features were robust to inter-reader and site-specific variations. We will continue to work on building a statistical model based on multireader segmentations to identify regions, where a high degree of confidence in prostate segmentation can be achieved, more precisely for subsequent shape feature analysis. We also had a smaller sample size in training and validating our approach, and our validation set had a significant imbalance between the BCR+ and BCR− classes. However, our results still generalized well over the hold-out validation set that was acquired from two different institutions. There were differences in the resolution of T2WI and ADC maps and differences in b-values of DWI sequences for generating ADC between the cohorts which were not explicitly accounted for in our study. We will explicitly account for the sensitivity of shape and texture radiomics to variations in resolution in our future study. We also aim to control for positive surgical margins and explore their effect on shape radiomic features in our future work.

In conclusion, radiomic shape descriptors of the prostate capsule derived from T2WI were found to be associated with BCR in our study. In combination with radiomic texture features of prostate cancer lesion from T2WI and ADC sequences, radiomic shape distension features resulted in a better predictor of BCR. Following large-scale validation studies, this approach could potentially be applied to pre-treatment prostate MRI scans at the clinic to provide clinicians with a decision support tool for assessing the risk of BCR, in turn allowing them to make better decisions for treatment management.
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Purpose

The aim of this study is to compare the blood oxygen level–dependent (BOLD) fluctuation power in 96 frequency points ranging from 0 to 0.25 Hz between benign and malignant musculoskeletal (MSK) tumors via power spectrum analyses using functional magnetic resonance imaging (fMRI).



Materials and methods

BOLD-fMRI and T1-weighted imaging (T1WI) of 92 patients with benign or malignant MSK tumors were acquired by 1.5-T magnetic resonance scanner. For each patient, the tumor-related BOLD time series were extracted, and then, the power spectrum of BOLD time series was calculated and was then divided into 96 frequency points. A two-sample t-test was used to assess whether there was a significant difference in the powers (the “power” is the square of the BOLD fluctuation amplitude with arbitrary unit) of each frequency point between benign and malignant MSK tumors. The receiver operator characteristic (ROC) analysis was used to assess the diagnostic capability of distinguishing between benign and malignant MSK tumors.



Results

The result of the two-sample t-test showed that there was significant difference in the power between benign and malignant MSK tumor at frequency points of 58 (0.1508 Hz, P = 0.036), 59 (0.1534 Hz, P = 0.032), and 95 (0.247 Hz, P = 0.014), respectively. The ROC analysis of mean power of three frequency points showed that the area of under curve is 0.706 (P = 0.009), and the cutoff value is 0.73130. If the power of the tumor greater than or equal to 0.73130 is considered the possibility of benign tumor, then the diagnostic sensitivity and specificity values are 83% and 59%, respectively. The post hoc analysis showed that the merged power of 0.1508 and 0.1534 Hz in benign MSK tumors was significantly higher than that in malignant ones (P = 0.014). The ROC analysis showed that, if the benign MSK tumor was diagnosed with the power greater than or equal to the cutoff value of 1.41241, then the sensitivity and specificity were 67% and 68%, respectively.



Conclusion

The mean power of three frequency points at 0.1508, 0.1534, and 0.247 Hz may potentially be a biomarker to differentiate benign from malignant MSK tumors. By combining the power of 0.1508 and 0.1534 Hz, we could better detect the difference between benign and malignant MSK tumors with higher specificity.





Keywords: blood oxygen level-dependent, musculoskeletal tumors, functional magnetic resonance imaging, benign, malignant



Introduction

Differentiating malignant from benign musculoskeletal (MSK) tumors prior to clinical treatment is especially essential, as it may assist in formulating an appropriate treatment strategy, such as chemotherapy, radiation therapy, or surgery. Imaging evaluation of MSK tumors often involves a combination of modalities, such as plain radiography (1–3), computed tomography (4, 5), magnetic resonance imaging (MRI) (6, 7), scintigraphy (8), or ultrasonography (9, 10), and some functional MRI techniques (11), like diffusion-weighted imaging (DWI) (12), perfusion-weighted imaging (PWI) (13), and magnetic resonance spectroscopy (MRS) (14). These examinations can distinguish between most benign and malignant MSK tumors, but it is still difficult to identify some bone tumors and many soft tissue tumors. Although new developed state-of-the-art methods such as DWI, PWI, and MRS can help to differentiate between benign and malignant tumors, their sensitivity and specificity are low when only one of these techniques is used (15–18). Even biopsy findings may be inconclusive (19, 20), resulting in a delay in diagnosis and curative therapy. Hence, it is still of great value to find a new imaging feature to identify the malignancy of MSK tumors.

The structure of malignant tumor vasculature that is different from the benign one is typically disorganized, with blood vessels that are tortuous, dilated, elongated and leaky and with saccular and dead-end formations (21–24). This kind of vascular architecture may contribute to the presence of regions of persistent low oxygen tension and the temporally variable oxygenation.

Many indexes are used to detect the pathophysiological status of blood flow, one of which is vasomotion (25, 26). Vasomotion is the oscillation of vascular tone, and caliber with frequency points in the range from 1 to 20 min(-1) is seen in most vascular beds (27), which may arise from the activity of the local myogenic mechanism (28).

Intravital microscopy (IVM), laser Doppler flowmetry, and blood oxygen level–dependent (BOLD) can be used to detect fluctuations in blood flow (29–31). The fluctuations can be transformed into frequency domain by either Fourier or wavelet analysis to analyze the fluctuation power (32).

Deoxyhaemoglobin content time series in blood flow could be easily detected by BOLD with high temporal and spatial resolution (33–35). Deoxyhaemoglobin has the T2* effect. The spatial and temporal heterogeneity of spontaneous T2* MR signal fluctuations was first observed in an implanted fibrosarcoma mouse model by Baudelet et al. (36, 37) and later confirmed in tumor xenograft models of colorectal carcinoma by Gonçalves and colleagues (38). However, the occurrence of spontaneous BOLD signal fluctuations has not been well demonstrated in human MSK tumors except in our previous published work (39).

In our previous work, we extracted BOLD signal fluctuations of the 48 MSK tumors by manually selecting the ROIs (regions of interest) in the peripheral and central regions of tumor. The results showed that mean power (the “power” is the square of the BOLD fluctuation amplitude with arbitrary unit) of BOLD fluctuation at a frequency band of 0.073–0.198 Hz was stronger in the peripheral than central regions of the malignant tumors (P < 0.05), whereas no such difference for the benign tumors were there (39), which may be due to the vasculature difference between the malignant and benign MSK tumors. However, it still did not allow us to differentiate malignant from benign MSK tumors just according to this feature (39).

In the current study, we hypothesized that benign MSK tumors have higher fluctuation power of the BOLD signal on some specific frequency than malignant tumors, specifically focused on the frequency band of 0.073–0.198 Hz. MSK tumors were analyzed by using independent component analysis (ICA) that is a method of blind source separation without defining ROI. ICA can decompose the observed data into statistically independent components (40), and it is capable of extracting desired tumor BOLD fluctuation signal from noise (e.g., scanner, physiological, and motion artifacts). After that, we analyzed the tumor BOLD fluctuations via power spectrum analyses on 96 specific frequency points ranging from 0 to 0.25 Hz especially in the band of 0.073–0.198 Hz to see if any fluctuation power can be used to differentiate benign from malignant MSK tumor.



Materials and methods


Participants

Ninety-two patients (58 men and 34 women; age, 37.4 ± 18.2 years, 11–73 years) who were hospitalized from March 2009 to May 2014 with primary MSK tumors were included in this study. This sample size included 43 cases from our previous study (28 men and 15 women; age, 36.3 ± 17.6 years, 14–73 years). The final diagnosis of the tumors was determined by histological testing after resection or needle biopsy. All the patients were drug-naive and had no treatment prior to MRI. The inclusion criteria were as follows: 1) the tumor had to be predominately solid; 2) the tumor dimension had to be larger than 3 cm in each of the axial, sagittal, and coronal plains; and 3) the tumor had no extensive intratumor necrosis or bleeding. This study was approved by the Institutional Research Ethics Board in the Third Hospital of Hebei Medical University, China, and all patients signed a written informed consent before the study was carried out.



Magnetic resonance imaging

MRI was performed on a 1.5-T Siemens MR scanning system (Avanto, Siemens, Erlangen, Germany). Patients were imaged in the supine position and were asked to relax. Depending on which body part was under study, image acquisition used one of the following coils: a large body matrix coil, an eight-channel knee coil, or an eight-channel body array coil. T1-weighted imaging (3D T1WI) is based on the three-dimensional turbo fast low-angled shot (Figure 1A) (repetition time/echo time, 1,900/2.97 ms; flip angle, 15°; number of slices, 176; slice thickness/gap, 1/0.5 mm; acquisition matrix, 256 × 246; field of view, 220 × 220 mm), and BOLD fMRI is based on the two-dimensional echo planar imaging (Figure 1B) with 20 axial slices (repetition time/echo time, 2,000/40 ms; slice thickness/gap, 5/1 mm; field of view, 220 × 220 mm; acquisition matrix, 64 × 64; voxel size, 3.44 × 3.44 × 6.0 mm; dummy scans, 3; scanning time, 6 min, total of 177 scans).




Figure 1 | Schematic illustration of the course to data processing and analysis. The selected patient is a 57-year-old man with primitive neuroectodermal tumor in his right calf. (A) A functional image. (B) A 3D T1-weighted image. (C) The tumor component selected in independent component analysis. (D) The time course after preprocessing and independent component analysis. (E) Power spectrum using fast Fourier transformation (FFT).





Data preprocessing

Preprocessing and analysis of fMRI data were carried out using DPARSFA v2.3 (41) and REST v1.8 (42) based on SPM8 (https://www.fil.ion.ucl.ac.uk/spm) and MATLAB 2012a (the MathWorks, Inc., Natick, MA). Figure 2 shows the flowchart of the whole analysis procedure. The following prestatistics processing was applied: 1) the fMRI data was converted to Neuroimaging Informatics Technology Initiative format; 2) the first four frames (i.e., data acquired in first 8 s) were discarded in consideration of machine equilibrium and subjects’ adaptation to the scanning, leaving 173 frames for further analysis; 3) slice timing correction was applied to correct within-scan acquisition time differences between slices by using sinc interpolation; 4) patient’s body motion was corrected using a six-parameter rigid-body transformation, and the patients that were found to have excessive body motion (>3 mm or >3°) were excluded from further analysis; 5) the 3D high-resolution T1 image of each patient was co-registered to their own averaged BOLD fMRI image to spatially match the two modalities; and 6) finally, the images were smoothed using a 6-mm full-width-at-half-maximum isotropic Gaussian kernel to improve signal-to-noise ratio (SNR).




Figure 2 | The error bars of two sample t-test between benign and malignant tumors, which have statistical significance. (A) Fifty-eighth frequency point (0.1508 Hz); P-value is 0.037. (B) Fifty-ninth frequency point (0.1534 Hz); P-value is 0.032. (C) Ninety-fifth frequency point (0.247 Hz); P-value is 0.014.





Independent component analysis

After the preprocessing steps mentioned above, individual-level ICA, a data-driven method, was used to identify the component related to tumor tissue from resting-state fMRI (rs-fMRI) data for each patient. With optimized total component number (i.e., model order) set to 10, individual-level ICA was applied to the preprocessed rs-fMRI data using MICA toolbox (22). In MICA, each subject’s preprocessed rs-fMRI data were fed into a one-stage principal component analysis to perform data dimension reduction temporally. After that, ICA decomposition was performed by using an Infomax algorithm. Such an analysis was performed for 100 times, each time with randomized initial value to produce consistent and reliable ICA decompositions (43, 44). Individual subject components were derived from back-reconstruction and z-score transformation. After that, the software (MICA toolbox) took the 10 signal fluctuation components in the form of color pictures. Then, that would be matched to its T1WI image. The color pictures that can basically cover the T1WI images of the tumor were considered to represent the frequency signal of tumor (tumor-related component). This work was done by two experts engaged in medical imaging and data analysis (Lisha Duan and Huiyuan Huang) (Figure 1C).



Power spectrum analyses

For each patient in two groups, the tumor-related BOLD time series was extracted and transformed from temporal to frequency domain with a fast Fourier transformation using MATLAB (Figures 1D, E) (i.e., frequency power spectrum, where the “power” is the square of the BOLD fluctuation amplitude). Because there were 173 time points in the temporal domain, the power spectrum finally accounted for 96 frequency points.



Statistical analyses

A two-sample t-test was used to assess whether there was a significant difference in the fluctuation powers at each frequency point (total of 96) between benign and malignant MSK tumors. P < 0.05 was considered to indicate a significant difference.



Receiver operator characteristic analyses

The difference of the powers at each frequency point between the benign and malignant MSK tumors was tested by using two-sample t-test, and then, the receiver operator characteristic (ROC) analysis was performed on SPSS v13.0 software (SPSS Inc., Chicago, IL, USA) to assess the diagnostic capability of distinguish between benign and malignant MSK tumors.




Results


Participants and histopathology

Of the 92 MSK tumor patients, four cases with excessive body motions (translation > 3 mm or rotation > 3°) were excluded for further study. Fourteen cases after ICA were not found clear tumor-related component and thus were removed from further analyses. The failed cases included nine cases from our previous study (five malignant tumors and four benign tumors). The data from the remained 74 patients were put into further analyses (including 34 cases from previous study; six benign tumors and 28 malignant tumors) (Table 1). Histological results showed that 56 cases were malignant tumors and 18 cases were benign tumors.


Table 1 | Demographic and tumor information of 74 cases with malignant or benign musculoskeletal tumors.





Statistical analyses

The BOLD fluctuation power of benign MSK tumors was significantly higher than that of malignant ones on the frequency points 0.1508 Hz (P = 0.037), 0.1534 Hz (P = 0.032), and 0.247 Hz (P = 0.014), respectively, by two-sample t-test analysis (Figure 2 and Table 2).


Table 2 | Three frequency points possess statistical significance in comparing the difference fluctuation power between the malignant and benign tumors in all frequency points (sum of 96 points).



The difference of the powers at each frequency point between the benign and malignant MSK tumors was tested by using two-sample t-test, and then, the ROC analysis was used to assess the diagnostic capability of distinguish between benign and malignant MSK tumors. The ROC analysis of mean power of three frequency points (0.1508, 0.1534, and 0.247 Hz) showed that the area of under ROC curve is 0.706 [P = 0.009; 95% confidence interval (CI), 0.563–0.850], and the cutoff value was 0.73130. If the benign MSK tumor was diagnosed with the mean power value greater than or equal to the cutoff value of 0.73130, then the sensitivity and the specificity were 83% and 59%, respectively (Figure 3).




Figure 3 | The receiver operating characteristic (ROC) curve of mean power of three frequency points (0.1508, 0.1534, and 0.247 Hz). The area under the ROC curve value was 0.706 (P = 0.009). The mean power of musculoskeletal tumor is 0.73130, which means that, if the power value is greater than or equal to 0.73130, then it is considered benign MSK tumor with sensitivity of 83% and specificity of 59%.



These data were further processed with post hoc analysis. The two frequency points of 0.1508 and 0.1534 Hz may be related to the frequency of myogenic activity in the arteriole (45–49). Hence, we further merged the two frequency points of 0.1508 and 0.1534 Hz to compare the sum powers between benign and malignant MSK tumors. The difference of the sum powers between the benign and malignant MSK tumors was tested by using two-sample t-test. The result showed that the sum powers of benign MSK tumors was significantly higher than that of malignant ones (P = 0.014) (Figure 4). The ROC analysis of sum powers of two frequency points (0.1508 and 0.1534 Hz) showed that the area of under ROC curve is 0.661 (P = 0.041; 95% CI, 0.515–0.806), and the cutoff value was 1.41241. If the benign MSK tumor was diagnosed with the sum power value greater than or equal to the cutoff value of 1.41241, then the sensitivity and the specificity were 67% and 68%, respectively (Figure 5).




Figure 4 | The error bars of two sample t-test after merging the two frequency points of 0.1508 and 0.1534 Hz. The sum power of benign MSK tumors was significantly higher than that of malignant tumors. P-value is 0.014.






Figure 5 | The receiver operating characteristic (ROC) curve of sum power of two frequency points (0.1508 and 0.1534 Hz). The area under the ROC curve value was 0.661 (P = 0.041). The cutoff value is 1.41241, which means that, if the sum power value is greater than or equal to 1.41241, then it is considered benign MSK tumor with sensitivity of 67% and specificity of 68%.






Discussion

In our previous study, we extracted BOLD signal fluctuations from different regions of the MSK tumor by manually selecting the ROIs, and we characterized them in benign and malignant MSK tumors via power spectrum analyses in pre-established low-frequency bands (band-1, 0.01–0.027 Hz; band-2, 0.027–0.073 Hz; band-3, 0.073–0.198 Hz; and band-4, 0.198–0.25 Hz). It was found that BOLD fluctuations at 0.073–0.198 Hz were stronger in the peripheral than central regions of the malignant tumors, and no such difference was observed for the benign tumors (13 benign tumors and 35 malignant tumors) (39).

In current study, the integral MSK tumor-related signal components were extracted by using ICA without defining ROI. After that, we analyzed the powers via power spectrum analyses on 96 specific frequency points ranging from 0 to 0.25 HZ. The result showed that there was significant difference in power at the frequency points of 0.1508 Hz (P = 0.037), 0.1534 Hz (P = 0.032), and 0.247 Hz (P = 0.014), respectively, between the benign and malignant MSK tumors after two-sample t-test analysis (Table 2).

BOLD signal usually is very weak and can easily be masked by noise. Although we used the two different signal extraction methods and data analysis methods in our two studies, the significant fluctuation power of two frequency points of 0.1508 Hz (P = 0.037) and 0.1534 Hz (P = 0.032) between the benign and malignant MSK tumors in this study is consistent with that of the significant frequency band of 0.073–0.198 Hz (P < 0.05) in the previous study, which may indicate that the significant fluctuation power around 0.073–0.198Hz is really true.

ICA is a method of blind source separation, which linearly decomposes the observed data into statistically independent components and separates noise and artifacts effectively, making the tumor detection robust to imaging noise (50, 51). It is a multivariate signal processing method to explore the spatiotemporal properties of fMRI data (52–54). The test–retest reliability of ICA on functional component detection generally stays high (55, 56). In addition, previous BOLD fMRI studies have demonstrated the feasibility of rs-fMRI-based automatic tumor tissue identification by using individual ICA (57, 58).

The ICA method is better than the defined ROI method used by previous study, because ICA is capable of extracting desired tumor BOLD time series from noise (e.g., scanner, physiological, and motion artifacts). Moreover, the variability caused by the operator-defined ROI can be avoided by using the ICA method. In particular, the great heterogeneity in tumors may also mask the really signal by using defined ROI method.

Interestingly, the frequency band of 0.073–0.198 Hz in tumors has been suggested to be caused primarily by vascular myogenic activity in vasomotion (45–49). Vasomotion is a phenomenon of blood flow in normal tissue, which in vivo is associated with the rhythmic oscillations in vessel diameter (26, 59). These oscillations of the lumen diameter modify blood flow in a corresponding fashion and produce periodical fluctuations known as flowmotion (26, 60).

The frequency of myogenic activity in the arteriole (0.052–0.15Hz) is similar to the first two frequency points (0.1508 and 0.1534 Hz) related to MSK tumors in current study and the band of 0.073–0.198Hz in the previous study, which may indicate that different fluctuation power of frequency points between the malignant and benign MSK tumors is related to the different power of vasomotion between the malignant and benign MSK tumors (39).

The BOLD fluctuation power of benign MSK tumors was significantly higher than that of malignant ones on three frequency points. The difference in the power of the benign and malignant tumors may be explained by the differences of their blood vessel structure (24, 61). The blood vessels, especially smooth muscle cells, are relatively mature in benign tumor compared with the malignant one (21). Relative normal function of smooth muscle may explain higher power of frequency points (0.1508 and 0.1534 Hz) that indicate vasomotion status.

The ROC analyses of mean power of three frequency points (0.150, 0.1534, and 0.247 Hz) showed that the area under the ROC curve value was 0.706 (P = 0.009; 95% CI, 0.563–0.850), and the cutoff value was 0.73130, which means that, if the mean power value is greater than or equal to 0.73130, then it is considered benign MSK tumor, and the sensitivity and specificity are 83% and 59%, respectively. The AUC was 0.706, whose diagnosis accuracy is moderate. This indicates that the mean power of BOLD fluctuation at the frequency points of 0.1508, 0.1534, and 0.247 Hz, as a biomarker can be used to differentiate the benign from malignant MSK tumors with a high sensitivity but low specificity (Figure 4). Our current results are similar to new developed state-of-the-art methods such as DWI, PWI, and MRS for differentiating benign from malignant MSK tumors with low specificity (15–18).

The ROC analyses of sum power of two frequency points (0.1508 and 0.1534 Hz) showed that the cutoff value was 1.41241. If the benign MSK tumor was diagnosed with the sum power value greater than or equal to the cutoff value of 1.41241, then the sensitivity and the specificity were 67% and 68%, respectively. This specificity is higher than that analyzed by mean power of three frequency points (0.1508, 0.1534, and 0.247 Hz) above. It indicated that the frequency points of 0.1508 and 0.1534 Hz could better reflect the true difference between benign and malignant MSK tumors.

The ICA method used to detect tumor-related signal component has the potential to determine the boundary of the tumor more precisely and delineate the tumor tissue from the surrounding healthy tissues (57), which may be helpful for making a comprehensive presurgical planning, especially for tumor resection or other image-directed interventions.

The relatively high frequency (0.247 Hz, P = 0.014), whose pathophysiological significance we have not yet understood, may be a noise because of the many factors that affect BOLD imaging. Perhaps, it represents a different kind of pathophysiology, which needs to be explored.

This study had limitations. First, the substantially smaller sample size of benign tumors compared with malignant tumors may induce statistical bias. Second, the sensitivity (83%) and the specificity (59%) are low when our new biomarker is used to differentiate benign from malignant MSK tumors.

In the future, more research studies should be done to improving its sensitivity and specificity. For example, the BOLD signals unrelated to the MSK tumor should be further removed through advanced algorithm. In particular, the more precise methods to acquire the powers of BOLD fluctuations at the frequency points of 0.1508, 0.1534, and 0.247 Hz are needed, of which the first two frequency points may be related to vascular myogenic activity. The sensitivity and the specificity of other functional MRI techniques (PWI, MRS, and DWI) (62–66) (Table 3) in the literature were low too for differentiating benign from malignant MSK tumors. The research studies should be conducted to clarify if the sensitivity and specificity can be promoted when this new biomarker is associated with other biomarkers.


Table 3 | Advanced functional MRI techniques (PWI, MRS, and DWI) to differentiate benign and malignant musculoskeletal tumor and their sensitivities and specificities.



In conclusion, we found that the BOLD fluctuation power of the benign tumors is higher than that of malignant MSK tumors on the frequency points of 0.1508, 0.1534, and 0.247 Hz using the ICA method to extract tumor BOLD time series. By combining the power of 0.1508 and 0.1534 Hz, we could better detect the difference between benign and malignant MSK tumors with higher specificity. The meaning of this difference remains under investigation. However, our finding suggested that BOLD fMRI allows a non-invasive in vivo study that avoids contrast agent administration, with a potential to differentiate between malignant and benign MSK tumors. Furthermore, this result was more effective and clear to distinguish between benign and malignant MSK tumors than our previous study.
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View Axial Coronal
Matrix size 320 x 320 3820 x 320

Flip angle 160° 147°
Resolution 0.625 x 0.625 x 3.6 0.625 x 0.625 x 3.6
Field of view (mm?) 200 x 200 200 x200
Repetition time (ms) 3,000-7,480 2,880-7,200
Echo time (ms) 97-112 97-109
Number of slices 20 20

Scan time (s) 200 200

ms, millisecond: s, second: mm, millimeter.
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Score Visual scoring description

3 The segmentation is excellent. The vast majority (>90%) of the prostate region has been correctly segmented, and the percentage of prostate slices with
the failure segmentation is less than 10%.

2 The segmentation is acceptable. Most of the region (>70%) is correctly segmented, and the percentage of prostate slices that the method fails to
segment is less than 30%.

1 The segmentation is unacceptable. More than 30% of the prostate region has been not correctly segmented or wrongly segmented, or the percentage of

prostate slices that the method fails to segment is larger than 30%.
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No. APTmean (%) APTy (%)
EBV-DNA
+ 23 1.72 (1.48-2.04) 3.44 (3.12-4.04)
- 53 1.69 (1.28-2.06) 3.45 (3.05-3.78)
Not available 4 - -
P-value - 0.995 0.730
EA-IgA
+ 18 1.70 (1.27-1.78) 3.14 (2.94-3.60)
= 16 1.84 (1.49-2.20) 3.54 (3.16-4.15)
Not available 46 = =
P-value - 0.164 0.126
EB-VCA-IgA
+ 27 1.72 (1.69-1.74) 3.05 (2.92-3.38)
- 7 1.80 (1.69-2.00) 3.45 (2.92-4.01)
Not available 46 = =
P-value - 0.531 0.206
EBER
+ 67 1.73 (1.40-2.08) 3.45 (3.05-4.03)
- 0 - -
Not available 13 o =





OPS/images/fonc.2021.818329/fonc-11-818329-g004.jpg
LDPET

LDPET+MRI

2.5% dose

5% dose

0.4

0.2

0.0

0.4

0.2

0.0

25% dose

(&)

oy

0.10
0.05
0.00
-0.05
-0.10
-0.15
-0.20
-0.25

0.10
0.05
0.00
-0.05
-0.10
-0.15
-0.20
-0.25

50% dose

<

‘]
3

0.05

0.00

-0.05

-0.10

0.05

0.00

—0.05

-0.10





OPS/images/fonc.2021.818329/fonc-11-818329-g005.jpg
B=1500sec/mm*

100% 50%Prior 50%Synthesis  25%Prior

L n"/ ?
> > > >

-~ -~ ~ -
< < \J &





OPS/images/fonc.2021.818329/fonc-11-818329-g006.jpg
B 1 point 2 points 3 points 0 4 points B 5 points

25 [

2.5%LDPET |l

2.5%LDPET+MRI

5% |I——

5%LDPET

5%LDPET+MRI

25%

25%LDPET

25%LDPET+MRI

50%

S0%LDPET{ e
50%LDPET+MRIT e

100%






OPS/images/fonc.2021.818329/crossmark.jpg
©

2

i

|





OPS/images/fonc.2021.818329/fonc-11-818329-g001.jpg
@© Concatenate

N7eY7 + AU0d

N9 + Auoo

N8y + Auco






OPS/images/fonc.2021.818329/fonc-11-818329-g002.jpg
ssim

I

nmse

1.0

0.8
0.6

0.4
0.2

0.0





OPS/images/fonc.2021.818329/fonc-11-818329-g003.jpg
LDPET Original

LDPET+MRI

2% dose 5% dose 25% dose 50% dose 100% dose
.3 - ~ ~ -
- o o & &
“» Rl - ~
& <& ¢ ¢
. - - -
o ¢ & &






OPS/images/fonc.2021.801876/table4.jpg
All Reader 2 Kappa (x)
Reader 1 Visual grade 1 2 3 Substantial agreement
1 47 (1.5) 1(0.0) 0(0.0) (x=0.75)
22 (0.7) 99 (3.1) 49 (1.5)
3 0(0.0 63 (2.0 2,929 (91.3)

Kappa coefficient (k) is used to measure the inter-rater variability between the two readers.
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Methods DSC
Proposed method 0.93 + 0.02
Deeplab v3+ 0.92 +0.02
p<0.05
UNet 0.91 +0.03

p<005






OPS/images/fonc.2021.801876/table6.jpg
Without coronal segmentation assistance With coronal segmentation assistance

Overall inference time estimation in the qualitative evaluation 16.4 min (67,775) 12.6 min (45,713)
DSCs obtained in the quantitative evaluation 0.93 0.93

() indicates the total amount of MR slices the method needed to segment.
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Advanced technique Parameter P-value
PWI Ktrans (62) p=0028
Ve (62) NS
EP Slope (63) P < 0.001
MRS Choline SNR (64) P <0.001
PoA of cho (18) NS
DWI ADC* (65) P <001
ADC** (66) P = 0.004

Cutoft value

0.19 min™"

0.37min™"
45%/s

Presence/absence

1.45 x 10 mm?/s
1.132 x 10~° mm?/s

Diagnostic performance

Accuracy (%) Sensitivity (%) Specificity (%)

- 79% 27%
- 79%% 38% %
76 74 77
733 = -
- 50%% eIEE=
82.4% 64.3%
- 90.9 60
- 83 81

Perfusion-weighted imaging (PWI), magnetic resonance spectroscopy (MRS), diffusion-weighted imaging (DW1I), the transfer rate of plasma contrast agent to the extracellular extra
vascular space (Ktrans), the volume fraction of the extracellular extra vascular space (Ve), first pass (FP), signal-to-noise ratio (SNR), the presence or absence of a choline peak at 3.2 ppm
(PoA of cho), apparent diffusion coefficient (ADC), soft tissue tumors (STT), and not statistically significant (NS). *Non-myxoid STT; **non-myxoid, nonhaemosiderin STT; %STT; %

bone tumor.
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Mean
58th (0.1508 Hz) 1.400
59th (0.1534 Hz) 1.550
95th (0.247 Hz) 2.117

‘wo-sample t-test. The test standard is 0.05.

18)
Std. Error

0.4310
0.4473
0.5484

Malignant (N = 56)

Mean

0.7330
0.7872
0.9857

Std. Error

0.1133
0.1374
0.1867

t-value

2127
2.106
2,510

P-value

0.0369
0.0321
0.0143
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Cohort

VP BP Normal controls Total
Volumes Slices Volumes Slices Volumes Slices Volumes Slices
Training set 95 15,931 30 5,068 43 7,310 168 28,309
Testing set 58 7,832 12 3,107 20 4173 90 15,112
Total 153 23,763 42 8,175 63 11,483 258 43,421
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Method Slice/Sequence-Level Case-level
Kappa F1 B-Acc Sen Spe Kappa F1 B-Acc Sen Spe

AlexNet 0.5207 0.5680 0.6872 0.6375 0.7370 0.6889 0.7381 0.8207 0.8274 0.8140
VGG19 0.6258 0.6574 0.7502 0.7152 0.7853 0.7709 0.8000 0.8571 0.8690 0.8601
ResNet34 0.6767 0.7100 0.7948 0.7783 0.8112 0.8489 0.8598 0.9045 0.9048 0.9043
InceptionV3 0.5177 0.6107 0.7156 0.6978 0.7333 0.7692 0.7976 0.8607 0.8631 0.8582
Xception 0.6802 0.6776 0.7688 0.7252 0.8124 0.8500 0.8631 0.9048 09107 0.9061
C3D 0.7382 0.7442 0.8232 0.8013 0.8450 0.8616 0.8729 0.9158 0.9183 0.9132
13D 0.7437 0.7513 0.8403 0.8302 0.8132 0.8481 0.8952 0.9229 09167 0.9290
S3D 0.7525 0.7332 0.8106 0.7696 0.8517 0.8696 0.8796 0.9297 09133 0.9157
SLP-Net 0.8280 0.8123 0.8665 0.8397 0.8934 0.9263 0.9291 0.9523 0.9524 0.9521

The best performance of all the methods is highlighted in bold.
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C3D 13D S3D SLP-Net

Model size (MB) 39.2 48.7 42.3 34.4
Time (ms) 41.4 59.0 471 39.5
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kappa F1 Acc B-Acc Sen Spe

0.7376 0.7469 0.8546 0.8272 0.8096 0.8449
0.7652 0.7701 0.8684 0.8453 0.8307 0.8599
0.8241 0.8091 0.9012 0.8641 0.8471 0.8911
0.8280 0.8123 0.9034 0.8665 0.8397 0.8934
0.7453 0.7567 0.8577 0.8362 0.8231 0.8493
0.7329 0.7068 0.8577 0.7930 0.7450 0.8410

Here, n and k denote the number of slices in the sequence and the number of overlapping slices between two sequences, respectively.
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Method Kappa F1 B-Acc Sen Spe

Without Attention Map 0.8731 0.9090 0.9167 0.9174 0.9160
With Attention Map 0.9263 0.9291 0.9523 0.9524 0.9521
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Method Acc Sen Spe AUC (p-value)
AlexNet 0.7327 0.8182 0.6650 0.8700 (o <0.001)
VGG19 0.7776 0.8197 0.7442 0.8785 (p <0.001)
ResNet34 0.7939 0.8305 0.7649 0.8874 (o <0.001)
InceptionV3 0.7429 0.8028 0.6955 0.8697 (o <0.001)
Xception 0.8170 0.7704 0.8438 0.8874 (o <0.001)
C3D 0.8218 0.869 0.7844 0.9129 (p <0.05)
13D 0.8320 0.8274 0.8356 0.8956 (o <0.001)
S3D 0.8361 0.8413 0.8319 0.9035 (p <0.01)
SLP-Net 0.8476 0.8459 0.8490 0.9170

P-value is calculated by Delong’s test.
The best performance of all the methods is highlighted in bold.
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Milestone Description Due date

ID (months)
M1 Initial repository design available for regulatory clearance. Repository’s legal operational model established. 12
M2 Start of data collection at data provider sites, with clearance for data to be incorporated into the CHAIMELEON repository. 13
M3 Completion of the repository design phase and the verification of the repository's compliance with GDPR. 18
M4 First repository prototype released, fully interfaced with data provider sites 24
M5 Start of the repository’s technical validation phase Stage 1 — Internal by project partners 30
M6 Start of the repository’s technical validation phase Stage 2 — External validation via open challenges to the Al community 31
M7 End of the repository’s technical validation phase Stage 1 — Internal validation completed and documented 34
M8 Execution of the repository’s technical validation phase Stage 2 — External validation via open challenges 34
M9 Start of the repository’s data expansion stage — addition of new datasets provided by external collaborators. Legal clearance and IT 37
interfacing with selected centers.
M10 End of the repository’s technical validation phase Stage 2 — External validation via open challenges 38
M11 Start of the clinical validation phase - observational studies for Al-based solutions developed/refined using the repository start 41
M12 End of the clinical validation phase 46

M13 Assessment of observational studies finalized. 48
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Type of cancer

Lung cancer
Breast cancer
Colorectal cancer
Colon
Rectum
Prostate cancer

Imaging Data

CT/PET/CT
Mammography, Digital breast tomosynthesis, Ultrasound and MRI

CcT
MRI
MRI

Estimated number of cases

Training phase

7000
3500

2334
1167
6000

Validation phase

4500
2500

1667
833
4000
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Feature

Description

Distributed
infrastructure

Single-entry
point for pan-
European users
Publicly
available, upon
user registration
Types of roles

Powered with
automatic tools,
human refined
Pseudonymized
and anonymized
data

In the first phase of the project, data will be centralized, after it has been collected, curated and anonymized by a set of tools deployed locally. In the
second phase of the project, we will explore a distributed architecture, where the architecture will be composed of a central index and multiple
physical repositories (local indexes), which may be either regional, national or hospital-based data warehouses connected to the hospital's PACS and
EHR/RIS. Repositories will be connected using encrypted communications and standards for interoperability, such as DICOM-TLS or DICOM web.
Federated Learning approaches and distributed data exploration solutions will be explored.

CHAIMELEON will be designed to facilitate Al developers access to any relevant curated datasets, independently of their origin.

The registration process will include requirements for the researchers to sign acceptance of the conditions of use and access to the data. These will
include commitments related to the purposes of data use and contracting of non-identification commitments.

Different entities and physical persons under different roles will be key parties to the repository, including data providers, entities providing
infrastructure or services (primary data users), and researchers willing to access data for research purposes (data users). Roles will be carefully
defined and assigned the applicable rights and obligations.

The latest machine learning advancements on data ingestion, curation, quality control, annotation, segmentation and harmonization will be
incorporated into CHAIMELEON. During the project execution, extensive human resources will be devoted to the supervision and refinement of the
automation tools. As technologies evolve, the repository will steadily progress towards less human supervision and more automated processes.
The Repository will have two levels of de-identification. The first one will be pseudonymization at local premises, in order to preserve traceability and
enable potential linkage to other biobanks (e.g., Pathological or genetic). The second, at the central repository level, will be complete anonymization,
meaning the data will no longer be identifiable, even indirectly.
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Type of
Cancer

Lung
Colorectal

Breast

Prostate

Current therapies

Immunotherapy
Surgery/neoadjuvant
chemotherapy

Surgery, radiation and systemic
therapy
Wide range due to heterogeneity

CEPs

Predicting patients with a positive response to immunotherapy

(Rectal cancer) Prediction of patients with a positive response to chemoradiation and classification in different
treatment response sub-groups.

(Colon cancer) Identification of patients at higher risk of distant metastases at an early timepoint.

Diagnostic performance and cancer staging.

Early Staging/Grading
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Grade group

OR

p value?

Grade 1 vs. grade 2, 3, 4

1

2

3

4

Grade 0-1 vs. grade 2, 3, 4
0-1

2

3

4

1.00 (reference)
1.361 (0.810-2.286)
2317 (1.403-3.827)
5.918 (3.010-11.636)

1.00 (reference)
1.620 (0.982-2.671)
2.759 (1.703-4.469)
7.045 (3.634-13.659)

0.245
<0.01
<0.01

0.059
<0.01
<0.01

LN, lymph node; OR, odds ratios.

aCompared with reference.
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Risk grade Negative LN (n = 445) Positive LN (n = 174) OR p value?
0 39 (92.9%) 3(7.1%) 1.00 (reference) -

1 126 (80.8%) 30 (19.2%) 3.095 (0.896-10.696) 0.074
2 142 (75.5%) 46 (24.5%) 4.211 (1.243-14.271) 0.021
3 116 (64.4%) 64 (35.6%) 7.172 (2.132-24.132) 0.001
4 22 (41.5%) 31 (58.5%) 18.318 (6.016-66.892) <0.001

LN, lymph node; OR, odds ratios.
ACompared with reference.
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Specificity (%) (95% CI)

AUC (95% CI)

Method Sensitivity (%) (95% Cl)
Logistic regression equation 59.20 (51.5-66.6)
The weighting method 54.60 (46.9-62.1)
The counting method 54.60 (46.9-62.1)

64.72 (60.1-69.2)
68.99 (64.5-73.3)
68.99 (64.5-73.3)

0659 (0.621-0.697)
0656 (0.617-0.693)
0.656 (0.617-0.693)

AUC, area under curve; Cl, confidence interval: LN, lymph node.
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Suspicious features

Logistic regression

OR (95% CI) p value? Weighting value
BI-RADS categories
3-4C 1.00 (reference) 1
5 2.155 (1.431-3.247) <0.05 2
Emin
>3.31 1.00 (reference) <0.05 1
<3.31 1.654 (1.120-2.442) 2
Ermin Of shell 3 mm
>3.52 1.00 (reference) i
<3.562 1.564 (1.019-2.401) <0.05 2
“Stiff rim” sign in SWE
Present 1.00 (reference) 1
Absent 1.900 (1.210-2.982) <0.05 2

BI-RADS, Breast Imaging Reporting and Data System; Ep,», minimum elastic modulus; LN, lymph node; OR, odds ratios; SWE, shear wave elastography.

ACompared with reference.
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Sensitivity (%) (95% CI) Specificity (%) (95% CI) Cutoff value AUC (95% CI) p value
SWE parameters of the tumor
Ermean (KPa) 54.02 (46.3-61.6) 51.69 (46.9-56.4) <24.16 0.508 (0.468-0.548) 0.756
Emax (kPa) 4.60 (2.0-8.9) 89.89 (86.7-92.5) <49.43 0.508 (0.468-0.549) 0.745
Enmin (kPa) 50.77 (52.1-67.1) 55.96 (51.2-60.6) <3.31 0573 (0.533-0.613) <001
E.q (kPa) 27.59 (21.1-34.9) 80.67 (76.7-84.2) <9.91 0.524 (0.484-0.564) 0.352
Evatio 50.57 (42.9-58.2) 56.40 (51.7-61.1) <5.24 0514 (0.474-0.554) 0.582
Shell of tumor
1mm
Ermean (kPa) 44.83 (37.3-52.5) 62.02 (57.3-66.6) <30.90 0.515 (0.475-0.555) 0.567
Enmax (Pa) 27.01 (46.3-61.6) 79.78 (75.7-83.4) <90.87 0531 (0.490-0.570) 0.234
Emin (KPa) 63.22 (55.6-70.4) 45.84 (41.1-50.6) <3.67 0.528 (0.488-0.568) 0.282
E.q (kPa) 40.23 (32.9-47.9) 66.29 (61.7-70.7) <1834 0525 (0.485-0.565) 0.338
2 mm
Ermean (kPa) 27.59 (21.1-34.9) 77.98 (73.8-81.7) <25.51 0.517 (0.476-0.557) 0.525
Emax (kPa) 74.14 (67.0-80.5) 32.13 (27.8-36.7) <193.19 0.517 (0.477-0.557) 0.498
Emin (KPa) 67.82 (60.3-74.7) 42.92 (38.3-47.7) <3.38 0.538 (0.498-0.578) 0.134
Esq (kPa) 47.13 (39.5-54.8) 60.22 (55.5-64.8) <20.59 0.524 (0.484-0.564) 0.353
3 mm
Enmean (KPa) 27.59 (21.1-34.9) 78.43 (74.3-82.2) <2461 0518 (0.477-0.558) 0.497
Emax (kPa) 82.76 (76.3-88.1) 22.47 (18.7-26.6) <218.08 0.507 (0.467-0.547) 0.772
Ennin (kPa) 75.29 (68.2-81.5) 39.78 (35.2-44.5) <352 0.570 (0.530-0.609) <0.01
Esq (kPa) 37.93 (30.7-45.6) 70.11 (65.6-74.3) <17.85 0.530 (0.490-0.570) 0.238

AUC, area under curve; Cl, confidence interval: Eyean, mean elastic modulus; E s, the maximum elastic modulus; Ey,, minimum elastic modulus; Ey, elastic modulus standard deviation;

E..io, ratio between mean elastic modulus of breast lesions and normal fatty tissue; LN, lymph node; SWE, shear wave elastography.
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SWE parameters of the tumor
Emean (KPa)
Emax (kPa)
Emin (KPa)
Eso (kPa)
Eratio

Shell of tumor
1mm
Ermean (KPa)
Emax (kPa)
Emin (KPa)
Eso (kPa)
2mm
Ermean (kPa)
Emax (kPa)
Emin (KPa)
Eso (kPa)
3mm
Ermean (kPa)
Ermax (kPa)
Enmin (KPa)
Esq (kPa)

Negative LN (n = 445)

24.50 (17.88-32.89)
115.08 (79.18-165.53)
3.64 (1.67-5.41)
15.02 (10.67-21.64)
5.61 (4.20-7.31)

34.47 (25.88-47.87)
140,54 (97.98-207.07)
3.23 (1.05-5.65)
22.92 (16.87-31.86)

36.02 (26.27-47.75)
147.05 (1056.21-212.23)
272 (0.90-5.27)
22,63 (16.79-32.33)

35.97 (25.60-45.77)
147.68 (104.28-209.37)
2,65 (0.98-5.40)
22.23 (16.27-31.31)

Positive LN (n = 174)

23.66 (18.00-34.07)
110.05 (73.31-163.98)
2,67 (1.18-4.79)
14.67 (9.35-22.11)
5.24 (4.27-7.39)

33.34 (25.75-47.33)
131.76 (89.86-194.43)
2.70 (1.01-5.35)
21.91 (14.78-30.08)

34.73 (25.13-47.18)
146.00 (100.27-199.41)
2.32 (0.83-4.39)
22,11 (15.13-30.31)

34.64 (23.77-45.69)
146.00 (101.97-202.73)
2.03 (0.66-3.55)
21.42 (15.43-28.84)

p value

0.754
0.743
0.005
0.344
0.579

0.564
0.237
0.281
0.336

0.523
0.500
0.141
0.351

0.495
0.775
0.007
0.238

All data represent as median with interquartile range in parentheses. Emean, mean elastic modulus; Emax, the maximum elastic modulus; Emin, minimum elastic modulus; Esq, elastic modulus

standard deviation; E, .., ratio between mean elastic modulus of breast lesions and normal fatty tissue; LN, lymph node; SWE, shear wave elastography.
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Parameters Negative LN (n = 445) Positive LN (n = 174) Total (n = 619) p value
Tumor staging 0.340
T 244 (73.5%) 88 (26.5%) 332
T2 and T3 201 (70.0%) 86 (30.0%) 287
Tumor location 0.390
Upper outer quadrant 263 (72.3%) 101 (27.7%) 364
Upper inner quadrant 106 (75.7%) 34 (24.3%) 140
Lower outer quadrant 55 (65.5%) 29 (34.5%) 84
Lower inner quadrant 21 (67.7%) 10 (32.3%) 31
BI-RADS categories p < 0.001
3 8 (72.7%) 3 (27.3%) 1"
4A 57 (75.0%) 19 (25.0%) 76
4B 111 (75.0%) 37 (25.0%) 148
4C 191 (77.6%) 55 (22.4%) 246
5 78 (56.5%) 60 (43.5%) 138
“Stiff rim” sign in SWE p < 0.001
Present 304 (68.0%) 143 (32.0%) 447
Absent 141 (82.0%) 31 (18.0%) 172

BI-RADS, Breast Imaging Reporting and Data System; LN, lymph node; SWE, shear wave elastography.





OPS/images/fonc.2021.842169/crossmark.jpg
©

2

i

|





OPS/images/fonc.2022.830910/table1.jpg
Histological type

Number

Invasive ductal carcinoma

Invasive lobular carcinoma

Mucinous breast carcinoma

Invasive ductal carcinoma with neuroendocrine differentiation
Metaplastic breast carcinoma

Invasive adenocarcinoma of breast

Invasive apocrine carcinoma

Tubular carcinoma

Others

Intraductal carcinoma associated with microinvasive carcinoma
Invasive breast carcinoma with micropapillary features
Intracystic papillary breast carcinoma with areas of infiltration
Intraductal carcinoma associated with metaplastic squamous cell
carcinoma
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Variable Smax Emax SD AR

p B (95% CI) p B(95% CI) p B (95% CI) p B(95% CI)
WL \

i 0006  2.208 (0.586 to 3.469)
ER ER \ \

ER* 0000 -3.838 (-5.491 to -2.184) 0032  0.257 (0.022 to 0.492)
K67 <14% \ \ \

>14% 0.005 2.239 (0.677 to 3.801) 0.004 33.541(10.525 to 56.557)  0.006  7.900 (2.272 to 13.528)

LVI, lymphovascular invasion; ER, estrogen receptor; Ki67, Ki67 index; Smax maximal size; Emax, maximal elasticity; SD, standard deviation of elasticity; AR, area ratio of shear wave
elastography to B-mode ultrasound.
p < 0.05 was considered statistically significant.
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Variable N Simax Emmax Emean SD AR
p B (95% CI) P B(95% CI) P B (95% CI) P B(95% CI) p B(95% CI)
ALN AN 164\ \ \ \ \
ALN* 60 0.004 2448 (0.792to 0248 14.699(-10286t0 0970 0.169(-8551t0 0.318 3.102(-3.004to 0237 -0.142 (-0.377
4.103) -10.286) 8.889) 9.209) t0 0.094)
(RYAY Y 148\ \ \ \ \
LV 76 0003 2.342(0795to 0034 25086(1.882t0 0252 4.735(-3.397to 0045 5807 (0.135t0 0.143 -0.164 (-0.384
3.889) 48.289) 12.867) 11.480) t0 0.056)
ER ER 59\ \ \ \ \
ER* 165 0.000 -4.719(-6296t0 0301 -13.229(-38.363 0.373 -3.967 (-12.718 0.043 -6.295(-12.391to 0.032 0.257 (0.022 to
-3.142) to 11.906) to 4.784) -0.198) 0.492)
PR PR 82 \ \ \ \ \
PR* 142 0000 -3.794(-5262t0 0.245 -13574(-36.541 0.720 -1.458(-9.472t0 0.047 -5.646 (-11.223t0 0.106 0.178 (~0.038 to
-2.327) 10 9.394) 6.556) -0.070) 0.394)
HER2 HER2™ 178 \ \ \ \ \
HER2* 46 0002 2.936(1.128t0 0384 12.140(-15.285t0 0927 -0.443(-10.003 0.141 5003 (-1.674t0 0055 -0.251 (-0.508
4.744) 39.566) 109.116) 11.679) t0 0.006)
K67 <14% 76\ \ \ \ \
>14% 148 0000 3.971(2483to 0004 33.541(10.525t0 0247 4.785(-3.347to 0.006 7.900 (2272t0 0259 -0.127 (-0.347
5.459) 56.557) 12.916) 13.528) t0 0.094)

ALN, axillary lymph node status; LVI, lymphovascular invasion; ER, estrogen receptor; PR, progesterone receptor; HER2, human epidermal growth factor receptor 2; Ki67, Ki67 index;
Smax Maximal size; Emay, maximal elasticity; Enean mean elasticity; SD, standard deviation of elasticity; AR, area ratio of shear wave elastography to B-mode ultrasound.
p < 0.05 was considered statistically significant.
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Variable Smax Emax Emean sb AR

n p B(95% CI) p B(95% CI) p B(95% CI) p B(95% CI) p B (95% CI)

Histological

grading of IDC
I 4 0010 -6.809(-11.945t0 0.024 -99.363 (-185.467 to 0.189 -20.634 (-51.483t0 0.024 -24.090 (-45.082to 0.555 -0.255 (-1.107 to

-1.673) -13.260) 10.215) -3.147) 0.597)

I 115 0.000 -4.983(-6.510to 0.103 -21.281(-46.882t0 0.212 -5.820(-14.992t0 0.016 -7.662(-13.889t0 0.277 0.140(-0.113to
-3.456) 4.320) 3.353) -1.435) 0.393)

1l 68 \ \ \ \ A

IDC, invasive ductal carcinoma; Smax, maximal size; Emax, maximal elasticity; Emean, mean elasticity; SD, standard deviation of elasticity; AR, area ratio of shear wave elastography to B-

mode ultrasound.
p < 0.05 was considered statistically significant.
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Variable Smax Emax Emean sb AR

n P B(95% Cl) P B (95% CI) P B (95% CI) P B(95% CI) P B (95% CI)

Pathological type

IDC 188 0583 -0.716(-3.287to 0.182 25.933(-12.246t0 0.484 4.739(-8.577to 0.080 8280(-1.009to 0.128 0.278(-0.080 to
1.854) 64.113) 18.055) 17.569) 0.636)

DCIs 21 \ \ \ \ \

LC 8 0.143 -3.458(-8.100to 0.919 3.544(-65.400t0 0.634 -5.826(-29.871to 0.611 4.330(-12.444to0 0.500 0.222 (-0.425 to
1.183) 72.488) 18.220) 21.103) 0.869)

Else 7 0514 -1.619(-6.495t0 0.846 7.148(-65.274t0 0.834 2690 (-22.568t0 0.999 -0.010(-17.629to 0.535 -0.214 (-0.894 to
3.257) 79.570) 27.949) 17.610) 0.465)

Histopathological

classification

cancer in situ 25 \ \ \ \ \

invasive breast 199 0.707 -0.542 (-2.824to 0.190 23.432 (-11.676to 0589 3.363(-8.893to 0.062 8.121(-0.419to  0.161 0.236 (-0.095 to

cancer 1.919) 58.540) 15.619) 16.661) 0.567)

IDC, invasive ductal carcinoma; DCIS, ductal carcinoma in situ; LC, lobular carcinoma; Spax, maximal Size; Epay, maximal elasticity; Eean mean elasticity; SD, standard deviation of
elasticity; AR, area ratio of shear wave elastography to B-mode ultrasound.
p < 0.05 was considered statistically significant.
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Models Hausdorff (mm) | Dice t Specificity t Sensitivity t

WT TC ET wWT TC ET WT TC ET wT TC ET
Two-stage cascaded U-Net (43)  4.4438 58620 3.2055 0.9082 0.8632 0.8020 0.9943 09974 009984 09237 0.8622 0.8038
Hamhanghala et al. (44) 6.9 8.4 4.6 0.8965 07901 07665 0.9939 0.9976 0.9985 09132 0.7771 0.7688
DDU-Nets46] 4.874 8.013 3.376 0.898 0.793 0.780 0.994 0.996 0.998 0.903 0.808 0.791
Myronenko et al. (46) 5.89 6.562 3.921 0.8900 0.8340  0.8000 = — - = - =
3D U-Net (47) 7.357 5.667 5.994 0.807 0.894 0.737 0.996 0.995 0.998 0.826 0.897 0.766
Our 6.8692 6.0015 2.9980  0.9001 0.9061 0.8311 09892 0.9975 09966 0.9172 0.9028  0.8730

Results are specified for WT, whole tumor: ET, enhancing tumor; and TC, tumor core. The results are marked in bold.
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Models Hausdorff (mm) | Dice 1 Specificity t Sensitivity

WT TC ET WT TC ET WT TC ET WT TC ET
Myronenko (40) 4.41 6.84 3.82 0.9068 0.8602 0.8173 - - - - - -
No New-Net (41) 4.97 7.04 2.54 0.9083 0.8544 0.8101 0.9955 0.9986 0.9979 0.9187 0.8444 0.8312
C-A-Net (42) 4.1724 6.5445 2.7162 0.9095 0.8651 0.8136 0.9951 0.9968 0.9983 0.9142 0.8683 0.8135
AGResU-Net (39) 5.62 8.36 3.57 0.872 0.808 0.772 = = = = = -
S3DU-Net (38) 4.7165 7.7478 4.4321 0.8935 0.8309 0.7493 0.9927 0.9981 0.9976 0.9290 0.8161 0.7849
Our 5.0206 6.1829 2.1260 0.9094 0.9071 0.8446 0.9922 0.9987 0.9975 0.9161 0.8699 0.8805

Results are specified for WT, whole tumor: ET, enhancing tumor; and TC, tumor core. The results are marked in bold.
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Models Hausdorff (mm) | Dice t

wT TC ET wT b1
RDU-Net 69705 61778 30002 08895  0.9018
(without CBAM)

RDAU-Net 68692 60015 29980 09001  0.9061

Results are specified for WT, whole tumor: ET, enhancing tumor; and TC, tumor core.

ET

0.8222

0.8311

WT

0.9894

0.9892

Specificity t
TC

0.9969

0.9975

ET

0.9958

0.9966

WT

0.9169

09172

Sensitivity 1
TC
0.9031

0.9028

ET

0.8714

0.8730
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2.5%
5%
25%
50%
100%

Original

1.00+0.00
1.69+0.46
2.47+0.50
3.03+0.39
3.94+0.24

LDPET

2.44+0.56
2.94+0.43
3.62+0.48
4.03+0.17

LDPET+MRI

2.69+0.46
3.28+0.57
3.84+0.36
4.03+0.17
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Image

2.5%
2.5%LDPET
2.5%LDPET+MRI
5%

5%LDPET
5%LDPET+MRI
25%

25%LDPET
265%LDPET+MRI
50%

50%LDPET
50%LDPET+MRI

PSNR

25.56+4.99
32.51+4.89
33.34+4.47
26.99+5.56
33.25+4.57
33.78+4.25
29.58+7.05
36.90+4.40
37.86+4.16
32.02+8.66
39.48+3.90
39.88+3.83

In bold: The best performance in this indicator.

SSIM

0.745+0.112
0.820+0.079
0.846+0.060
0.766+0.113
0.814+0.137
0.817+0.141
0.832+0.114
0.893+0.090
0.916+0.063
0.865+0.123
0.919+0.067
0.896+0.092

NMSE

0.065+0.045
0.029+0.021
0.026+0.018
0.057+0.037
0.026+0.018
0.024+0.017
0.047+0.036
0.017+0.012
0.015+0.012
0.040+0.036
0.012+0.008
0.012+0.007

RCNR

0.835+0.267
1.046+0.213
1.118+0.218
0.860+0.227
1.032+0.216
0.964+0.248
0.901+0.195
1.035+0.123
1.004+0.126
0.909+0.183
1.009+0.079
0.996:+0.080
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Characteristics Al patients (n = 153) Training set (n = 77) Test set (n =76) p-Value

Sex Male 78 (52%) 43 (56%) 35 (46%) 0.26
Female 75 (48%) 34 (44%) 41 (54%)

Age Median (IQR) 66 (13) 6712.5) 66 (14) 0.89
[95% Cl] [64.97-68.16] [64.00-68.67) [64.62-68.98]

Race White 98 (82%) 48 (62%) 50 (66%) 0.73
Black 55 (18%) 29 (38%) 26 (34%)

Smoking Never 6 (4%) 3 (4%) 3 (4%) 1.00
Former/current 147 (96%) 74 (96%) 73 (96%)

Stage Limited stage 21 (14%) 0(13%) 11 (14%) 0.81
Extensive stage 132 (86%) 67 (87%) 65 (86%)

Chemotherapy Agents Carboplatin 64 (42%) 30 (39%) 34 (45%) 0.51
Cisplatin 89 (58%) 47 (61%) 42 (55%)

Median OS Months (IQR) 9.37 (12.73) 8.27 (12.55) 10.18 (12.48) 0.12
[95% Cl] [11.63-15.77] [10.10-16.40] [11.46-16.85]

Median PFS Months (IQR) 8.35(11.8) 7.57 (12.2) 9.23 (11.9) 0.19

[95% Cl] [11.2-16.84] [9.68-17.36] [10.37-18.68]
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Search for patients with suspected PCa due to elevated tPSA
from September 2020 and May 2021

(n =306)
83 patients without ¥F-PSMA-1007
PET/CT excluded

Suspected PCa patients with biopsy or radical prostatectomy
proven reports
(n=223)

122 cases excluded:

47 with benign prostatic hyperplasia
59 with local or systemictreatment
13 with tPSA value lost

3 with insufficient quality PET/CT

PCa patients with negative PCa patients with postive
distant metastases distant metastases
(n=38) (n=63)
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Test Absolute Absolute Diagnostic OR[Rank] Superiority Index Rel.

Relative Datasets, n Studies, n

Sensitivity ~ Specificity [Rank] Sensitivity Specificity
18F-NaF PET/CT 0.95 0.89 256.89 1.08 1.00 1.00 10 9
(0.91-0.99) (0.84-0.94) (34.08-796.33) (0.11-5.00) (1.00-1.00) (1.00-1.00)
4] [4]
18F-Choline PET/CT 0.89 0.91 121.19 0.51 0.94 1.03 T 7
(0.84-0.94)  (0.86-0.96) (22.43-355.84) (0.09-3.00) 0.87-1.01)  (0.95-1.11)
6] 6]
11C-Choline PET/CT 0.86 0.94 212.63 0.75 0.91 1.07 7 7
(0.81-0.91) (0.89-0.99) (20.64-791.67) (0.09-5.00) (0.84-0.98) (0.98-1.16)
5] 5]
68Ga-PSMA PET/CT 091 0.96 4,633,299.15 4.56 0.96 1.09 5 5
(0.83-0.99) (0.87-1.05) (14.51-4,438,033.15) (0.11-11.00) (0.86-1.06) (0.96-1.22)
1 i)
3.0-T high-quality MRI 0.94 0.94 6033.33 4.43 0.99 1.07 4 4
0.86-1.02)  (0.86-1.02) (27.09-39,719.47) (0.14-11.00) 0.89-1.09)  (0.96-1.18)
2] 2]
1.5-T high-quality MRI 0.96 0.90 2,056.83 3.38 1.02 1.02 4 4
0.90-1.02)  (0.81-0.99) (23.96-11,589.08) (0.11-9.00) 0.93-1.11)  (0.90-1.14)
3] 3]

Data are reported as mean (range) unless otherwise indicated.

PET/CT, positron emission tomography/computed tomography; MRI, magnetic resonance imaging; PCa, Prostate cancer; NaF, Sodium fluoride; PSMA, Prostate membrane antigen; T,
Tesla; Cl credible interval; OR, odds ratio.

High-quality MRI was referred to the MRI equipped with multisequence, DWI used, and =2 imaging planes.
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Study, year Country No. of patients Clinical Age (years) PSA (ng/ml) Clinical T  Gleason score Type of  Inclusion
setting stage ——— study interval
Total Metastasis Newor Mean+ Range Mean+ Range Range Median Range
(M) — treated sD SD
n %
Even-Sapir et al. Israel 44 28 5227 Mixed 716+ NR NR 220 NR NR >8 P NR
@) 8.8
Eschmann etal. Germany 44 44 100.00 Mixed Median 51-79 Median 0.15- T1-T4 NR NR R 11.2004-
(43) 64.1 5.4 200 01.2006
Lecouvet etal.  USA 66 41 62.12 Mixed 74 46-85 NR NR  NR NR NR P NR
(44)
Nemeth et al. USA 8 7 8750 NR NR NR NR NR NR NR NR R 1998-2004
(45)
Beheshtietal.  Austria 38 NR - Mixed 69+8 NR 56 + 64 NR  NR NR NR P NR
(46)
Beheshtietal.  Austria 70 NR = Mixed 68 +7 NR  NR =10 NR NR =7 P NR
6)
Venkitaraman UK 99 14 1414 Newly Median 44-83 Median 2- NR 7 6-10 P 12.2001-
et al. (47, 48) diagnosed 66 26.5 1600 12.2005
Venkitaraman UK 39 10 25.64 Newly Median 54-82 Median 5 T1-T4 8 5-9 P 12.2001-
etal. (47, 48) diagnosed 65 34 1300 07.2004
Fuccio et al. (50) ltaly 25 22 88.00 Treated 702 58-80 Median 0.2-  T2NO/Nx 7 6-9 R NR
6.3 37.7  MO-TAN1MO
lagaru et al. (51) USA 18 9 50.00 Mixed NR NR  NR NR  NR NR NR P 09.2007-
12.2010
Langsteger Austria 40 22 55.00 Mixed 66 51-82 NR 0.38- NR NR 4-9 P 01.2003—
et al. (52) 617 12.2009
Bortot et al. (53) Brazil 9 2 2222 NR 67.6 56-82 NR NR  NR NR NR P NR
Jadvar et a (54) USA 37 14 37.84 Treated Median 53.5- Median 0.5~ Tic-T3 NR NR P 22.09.2010-
an! 869 32 40.2 23.06.2011
Lecouvetetal.  Belgium 100 51 51.00 Mixed 69 53-88 32 12-78 =T3b NR >8 P 03.2007-
(55) 03.2010
Mosavi et al. Sweden 49 5 10.20 Newly Median 57-80 Median 13- Tic-T4 9 8-10 P 01.2009-
(56) diagnosed 67 14 950 03.2011
Picchio et al. Italy 78 27 34.62 Treated 69 47-82 211 0.2-  T2NO-T4NO NR NR R 03.2005~
(57) 500.0 02.2010
Takesh et al. Germany 37 18 48.65 Treated 697 NR 26 0.3-21 NR 7 39 R NR
(58)
Damle et al. (59) India 49 32 65.31 Mixed 65 50-84 NR NR  T3/T4 NR — P NR
Kitajima et al. USA 95 16 16.84 Treated 65.7 49-87 Median  0.58- T2NO-any T 7 R 12.2011-
(60) 25 68.3 N1 01.2013
Pasoglou et al.  Belgium 30 9 380.00 Treated Median 51.0- Median 1.7-  cT2—cT4 7.8 6-9 P NR
(61) 625 920 30 4612.0
Piccardo et al. ltaly 21 6 28.57 Treated 772+ 70-85 58+ 22- NR 8 7-9 P NR
(62) 5.1 34 13.4
Poulsen et al. Denmark 50 NR - Treated 73+£86  53-94 Median 4~ NR 7 5-10 P 05.2009-
(63) 84 5740 03.2012
Evangelista Italy 48 11 22.92 Newly 70 49-86 38.34+ 2.80- T2-T4 NR 6-10 R 04.2010-
et al. (64) diagnosed 90.12 581.0 04.2013
Pasoglou et al.  Belgium 30 10 33.33 Mixed 69 NR 3128 NR  NR NR NR P 02.2012-
(65) 12.2012
Sampath etal. ~ USA 38 22 5789 NR NR NR  NR NR  NR NR NR R 09.2007-
(66) 07.2013
Wieder et al. Germany 57 50 87.72 Treated Median 54-80 29.9 1-670 NR 8 6-9 P NR
(67) 86
Barchetti et al. Italy 162 70 46.05 Treated NR 53-88 NR NR  NR NR 7 P 09.2011-
(68) 01.2014
Conde-Moreno ~ Spain 35 17 48.57 Treated Median 52-80 Median  4.54- T1NOMO- 7 5-9 P 01.2014-
et al. (69) 70 £6.77 12 75.86 T4NOMO 03.2015
Nanni et al. (70)  ltaly 89 6 6.74 Mixed 69 55-83 6.99 0.20-  TINO/Nx— NR NR P NR
20.72  T3NO/Nx
Woo et al. (71)  Korea 308 21 6.82 Newly 68.5 + 38-91 30.9 12- NR 7 6-10 R 01.2013-
diagnosed 7.8 955.5 12.2013
Yietal (72) China 26 12 46.15 Mixed 722 60-88 NR 220 T2-T4 NR 8-10 R 08.2010-
11.2014
Fonager et al. Denmark 37 27 7297 Mixed 7 46-87 Median 53- T1-T4 9 7-10 R 02.2014-
(78) 180 9708 122015
Huysse et al. Belgium 64 62 96.88 Treated NR NR  NR NR NR NR NR P NR
(74)
Janssen et al. Germany 54 29 5370 Mixed 69.6 + NR 384+ NR NR NR NR P NR
(75) 6.5 77.9
Kitajima et al. Japan 21 11 52.38 Mixed 70.6 £ 47-90 3429 02- NR NR NR P 01.2015-
(76) 10.8 5916 01.2017
Vargas et al. USA 228 57 25.00 Newly Median 36-83 Median 04~ Tic-T4 7 6->8 R 01.2000-
(77) diagnosed 63 6.3 222 06.2014
Wondergem Netherlands 104 61 58.65 Mixed 74.9 49-93 Median 25- T1-T4 9 6-10 R 01.2011-
etal. (78) 88.7 13500 04.2012
Dyrberg et al. Denmark 55 20 36.36 Newly 75+9 54-91 85 5~ NR 8 6-10 P 05.2016—
(79) diagnosed 1000 06.2017
Kawanaka et al.  Japan 30 17 56.67 Treated 713+ 4790 65.2 0.23- NR NR NR R 01.2015-
(80) 9.0 177.4 946 07.2017
Larbietal. (81)  Belgium 50 37 74.00 Newly 67 £10 59-87 NR 220 NR NR 28 R 01.2015-
diagnosed 122015
Lengana et al. South 113 26 2301 Mixed 66.65 43-88 NR NR  NR NR NR P NR
(82) Africa
Zacho et al. (83) Denmark 68 10 14.71 Treated 67.2 47-80 NR 0.2-11 MO-M1 i 59 P NR
Chenetal. (84) USA 106 14 13.21 Mixed Median 47-80 Median  0-61 NR 8 6-10 R 01.2017-
70 13 01.2018
Johnstonetal. UK 56 5 893 Newly 67.9 57.9- Median 10.07- NR 7 6-10 P 07.2012-
(85) diagnosed 84.4 20.05 61.20 112015
Uslu-besli et al.  Turkey 28 11 39.29 Mixed 67.3 + 49-82 25649+ 05- NR T 6-9 R 03.2015-
(86) 7.4 327 125.1 03.2016

SD, Standard deviation; NR, Not reported: PSA,

\, Prostate specific antigen; P, Prospective: R, Retrospective. *Represents different study.
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Test Absolute Absolute Diagnostic OR Superiority Relative Relative Datasets, n Studies, n

Sensitivity Specificity [Rank] Index [Rank] Sensitivity Specificity
18F-NaF 0.95 0.88 248.15 3.33 1.00 1.00 10 9
(0.91-0.99) (0.83-0.93) (34.14-799.75) (0.20-9.00) (1.00-1.00) (1.00-1.00)
2] 2
18F-Choline 0.89 0.91 123.18 74l 0.94 1.03 7 7
(0.85-0.93) (0.86-0.96) (21.09-361.86) (0.14-7.00) (0.88-1.00) (0.95-1.11)
4] 4]
11C-Choline 0.86 0.94 208.88 1.92 0.91 1.07 7 7
0.81-091) (0.89-0.99) (21.37-780.88) (0.14-7.00) (0.84-0.98) (0.98-1.16)
3 3
68Ga-PSMA 0.91 0.99 3379817.37 7.30 0.96 1.12 5 5
(0.83-0.99) (0.94-1.04) (49.99-5941029.19)  (0.60-11.00) (0.87-1.05) (1.04-1.20)
1 1
18F-FDG 0.69 0.85 81.17 0.49 0.73 0.96 3 3
(0.54-0.84) (0.70-1.00) (1.35-497.30) (0.09-3.00) (0.57-0.89) (0.78-1.14)
6 6
18F-FACBC 0.80 0.59 92.40 0.55 0.84 0.67 2 2
(0.62-0.98) (0.37-0.81) (0.40-598.84) (0.09-3.00) (0.65-1.03) (0.42-0.92)
5 5

Data are reported as mean (range) unless otherwise indicated.
PET/CT, positron emission tomography/computed tomography; PCa, prostate cancer; NaF, sodium fluoride; PSMA, prostate membrane antigen; FDG, fludeoxyglucose; FACBC,
fluciclovine: Cl, credible interval: OR, odds ratio.
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Prognostic model

T1 radiomics prognostic model

T2 radiomics prognostic model

T1C radiomics prognostic model

T1+1C radiomics prognostic model

T1+2+1C radiomics prognostic model

Variable

T1_shape_Sphericity
T1_Wypn GLSZM_LGLZE
T1_WiysGLCM_IMC2
T1_Wip GLCM_IMC2
T1_Wpn GLCM_IMC2

T1_log.sigma.3.0.mm.3D_NGTDM_Strength

T1_Wiy_NGTDM_Contrast

T2_Wiy GLDM_LDHGLE
T2_log.sigma.5.0.mm.3D_FOS_Skewness
T2_Wi GLSZM_SALGLE
T2_logarithm_NGTDM_Coarseness
T2_W,11y_GLCM_IDMN

T1C_Whi GLCM_Correlation

T1C_Wy i GLSZM_SAHGLE
T1C_Gradient_GLCM_IMC1
T1C_Square_GLCM_Correlation
T1C_Gradient_GLSZM_ZE
T1C_square_GLRLM_RE
T1C_log.sigma.3.0.mm.3D_GLSZM_ZE
T1C_Wy_GLSZM_ZE
T1C_gradient_GLSZM_GLN

T1 radscore®

T1C radscore*

T1 radscore™

T2 radscore”

T1C radscore*

DMFS

coefficient

-4.67
-1.47
-6.33
4.93
-3.41
1.36
-14.64
8.04E-05
-0.45
-23.50
17.62
25.21
6.59
0.03
9.33
3.22
0.60
-1.66
0.94
-1.05
0.04
0.59
0.75
0.42
0.48
0.58

HR (95% CI)

0.01 (1.78E-04, 0.49)

0.23 (0.04, 1.37)
1.78E-08 (5.51E-05, 5.76E-02)
138.93 (2.39, 8.09E3)
0.03 (6.41E-04, 1.71)

3.91 (1.19, 12.89)
4.37E-07(3.20E-16, 595.36)
1.00008 (1.0000086, 1.000115)
064 (0.38, 1.06)
6.25E-11 (6.92E-18, 5.64E-04)
4.48E+07 (1.22E+02, 1.65E+13)
8.86E+10 (1.22E-01, 6.45E+22)
7.30E+02 (6.08, 8.77E+04)
1.08 (1.01, 1.08)
1.18E+04 (0.40, 3.23E+08)
25.02 (195, 3.21E+02)
1.83 (093, 3.58)

0.19 (0.06, 0.61)

2565 (1.07, 6.07)
0.35 (0.11, 1.06)
1.04 (099, 1.08)
1.80 (1.25, 2.59)
2.12 (1,53, 2.94)
1.52 (1.04, 2.23)
1.61 (1.14, 2.28)
1.79 (1.26, 2.54)

P

0.021
0.107
<0.001
0.017
0.090
0.025
0.172
0.034
0.084
0.004
0.007
0.070
0.007
0.010
0.075
0.013
0.079
0.005
0.035
0.063
0.104
0.002
<0.001
0.031
0.007
0.001

Cl, confidence interval; DMFS, distant metastasis free survival; HR, hazard ratio. Textural features should be decomposed into three-dimensional wavelet transform (8 decompositions),
and the wavelet decompositions are labeled as Wi 1, Wirr Wir, Wirr Wi Wik, Wik, and Wige. T1-w = T1-weighted; T2-w = T2-weighted; T1C-w = contrast-enhanced T1-
weighted. GLSZM, Gray Level Size Zone Matrix; GLCM, Gray Level Co-occurrence Matrix; NGTDM, Neighbouring Gray Tone Difference Matrix; GLDM, Gray Level Dependence Matrix;
FOS, First order statistics; GLRLM, Gray Level Run Length Matrix; LGLZE, Low Gray Level Zone Emphasis; IMC, Informational measure of correlation; JA, Joint Average; LDHGLE, Large
Dependence High Gray Level Emphasis; SALGLE, Small Area Low Gray Level Emphasis; IDMN, Inverse Difference Moment Normalized; SAHGLE, Small Area High Gray Level Emphasis;
ZE, Zone Entropy; RE, Run Entropy; GLN, Gray Level Non-Uniformity.

*radscore from nomogram.
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Prognostic model

Clinical prognostic model

Radiomics prognostic model

Merged prognostic model

Remerged prognostic model

T

T2

TiC
T1+2
T1+1C
T2+1C
T1+2+1C
MT1

MT2
MT1C
MT1+2
MT1+1C
MT2+1C
MT1+2+1C
™MT1
MT2
MT1C
MT1+2
MT1+1C
MT2+1C
MT1+2+1C

Degree of freedom

Primary cohort

Validation cohort

C-index (95% ClI)

0.736 (0.68 0.791)

0.723 (0.666, 0.780)
0.715 (0.656, 0.774)
0.733 (0676, 0.791
0.771 (0.720, 0.823
0.757 (0.703, 0.81)
0.763 (0.712, 0.813)
0.784 (0.737, 0.831)
0.784 (0.731, 0.837)
0.773 (0.719, 0.826)
0.791 (0.741, 0.841)
0.801 (0.752, 0.850)
0.812 (0.768, 0.860)
0.806 (0.758, 0.854)
0.818 (0.771, 0.865)
0.780 (0.726, 0.834)
0.773 (0.719, 0.827)
0.789 (0.739, 0.839)
0.799 (0.749, 0.848)
0.809 (0.761, 0.857)
0.804 (0.757, 0.851)
0.815 (0.769, 0.862)

Pt
Reference

0.181
0.232
0.708
0.175
0.468
0.430
0.070
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001

P*

reference
reference
reference
reference
reference
reference
reference
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001

C-index (95% CI)
0.552 (0.457, 0.647)

0.676 (0.588, 0.764)
0.645 (0,546, 0.744)
0.711 (0615, 0.807)
0.679 (0,594, 0.763)
0.722 (0632, 0.811)
0.697 (0.599, 0.795)
0.711 (0.622, 0.799)
0.640 (0558, 0.729)
0.605 (0500, 0.710)
0.661 (0563, 0.759)
0.648 (0560, 0.735)
0.678 (0589, 0.767)
0653 (0.554, 0.753)
0.677 (0587, 0.767)
0653 (0570, 0.736)
0.612 (0.508, 0.716)
0.671 (0576, 0.766)
0.661(0.573, 0.748)
0.685 (0.597, 0.774)
0.665 (0.566, 0.763)
0683 (0.592, 0.775)

Pt
Reference

<0.001
0.016
<0.001
<0.001
<0.001
<0.001
<0.001
0.057
0.055
0.003
0.004
<0.001
<0.001
<0.001
<0.001
0.046
<0.001
<0.001
<0.001
<0.001
<0.001

reference
reference
reference
reference
reference
reference
reference
0.511
0.647
0.857
0.322
0.391
0.600
0.297
0.843
0.964
0.893
0.480
0.663
0.874
0.385

Note. — C-index = concordance index; DMFS = distant metastasis-free survival; Cl = confidence interval. MT1, MT2, MT1C, MT1+T2, MT1+T1C, MT2+T1C and MT1+T2+T1C prognostic
models were built, and they integrated clinical risk factors (T stage, N stage, and plasma EBV DNA) with the T1, T2, T1C, T1+T2, T1+T1C, T2+T1C and T1+T2+T1C radiomics prognostic
models, respectively. iMT1, rIMT2, rMT1C, rMT1+T2, IMT1+T1C, iMT2+T1C and rMT1+T2+T1C prognostic models were built based on N stage, plasma EBV DNA withthe T1, T2, T1C,
T14T2, T1+T1C, T2+T1C and T1+T2+T1C radiomics prognostic models, respectively.
*P-values were calculated compared with the clinical prognostic model.
*P-values were calculated by comparing with the corresponding radiomics prognostic model. For example, P=.0511 was the result of the comparison between the MT1 model and the T1

model in the validation cohort.
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MVD Hif-1o
Pearson’s r P Spearman r P Spearman r P
ADC 0.767 0.075 -0.848 0.033" -0.278 0.594
D 0.527 0.283 -0.928 0.008* -0.879 0.010*
D* 0.886 0.019* 0.866 0.019" -0.626 0.052
f 0.802 0.055 -0.314 0.544 -0.463 0.355

Pearson correlation was used for the comparison between MVD and IVIM-DWI parameters; Spearman’s analysis was used for comparisons between PCNA, Hif-1¢, and IVIM DWI

parameters ("p < 0.05).
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Characteristic

Age (years)
Median (IQR)
Gender
Male
Female

WHO pathologic classification

Type /Il
Type Il
T classification
™
T2
T3
T4
N classification
NO
N1
N2
N3
AJCC clinical stage (2010)
|
I
n
Va
Treatment regimen
RT alone
CCRT
IC + CCRT
EBV DNA (10° copies/ml)*
<1
<10
<100
>100
Blood type
A
B
AB
o
HBsAg
Negative
Positive
LDH (UA)*
<245
>245
hs-CRP (g/ml)*
<1
1-3
>3
Platelet counts (10%/L)*
<100
100-300
>300
Leucocyte counts (10%/L)*
<4
4-10
>10
Follow-up time (months)
Median (min, max)

Primary
cohort (N=518)

44 (38-53)

371 (71.6%)
147 (28.4%)

27 (5.2%)
491 (94.8%)

140 (27%)
60 (11.6%)
186 (35.9%)
132 (25.5%)

128 (24.7%)

282 (54.4%)
69 (13.3%)
39 (7.5%)

53 (10.2%)
117 (22.6%)
185 (35.7%)
163 (31.5%)

71 (18.7%)
201 (38.8%)
246 (47.5%)

232 (44.8%)

117 (22.6%)

129 (24.9%)
40 (7.7%)

139 (26.8%)
130 (25.1%)
17 (3.3%)
232 (44.8%)

427 (82.4%)
91 (17.6%)

492 (95%)
26 (5%)

196 (37.8%)
166 (32%)
156 (30.1%)

4(0.8%)
436 (84.2%)
78 (15.1%)

9 (1.7%)
457 (88.2%)
52 (10%)

84.6 (3.3-104.1)

Validation
cohort (N=260)

46 (38-52)

194 (74.6%)
66 (25.4%)

19 (7.3%)
241 (92.7%)

61 (23.5%)
37 (14.2%)
103 (39.6%)
59 (22.7%)

53 (20.4%)

151 (58.1%)
40 (15.4%)
16 (6.2%)

19 (7.3%)

57 (21.9%)
112 (43.1%)
72 (27.7%)

34 (13.1%)
91 (35%)
135 (51.9%)

125 (48.1%)
67 (25.8%)
49 (18.8%)
19 (7.3%)

56 (21.5%)
67 (25.8%)
16 (6.2%)

121 (46.5%)

210 (80.8%)
50 (19.2%)

240 (92.3%)
20 (7.7%)

101 (38.8%)
96 (36.9%)
63 (24.2%)

2(0.8%)
227 (87.3%)
31 (11.9%)

9 (3.5%)
225 (86.5%)
26 (10%)

84.4 (6.9-103.9)

0.944

0.389

0.253

0.389

0.425

0.181

0.490

0.262

0.145

0.620

0.142

0.186

0.459

0.347

0.886

IQR, interquartile range; WHO, World Health Organization; Type I, keratinizing; Type I,
non-keratinizing differentiated; Type lll, non-keratinizing undifferentiated; T, tumor; N, node;
AJCC, American Joint Committee on Cancer; RT, radiotherapy; CCRT, concurrent
chemoradiotherapy; IC, induction chemotherapy; EBV DNA, Plasma Epstein-Barr virus
DNA; HBsAg, hepatitis B surface antigen; LDH, serum lactate dehydrogenase levels;
hs-CRP, high-sensitivity C-reactive protein; min, minimum; max, maximum. *Results

before treatment.
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Groups MVD PCNA Hif1-a

Control 38.890 + 6.571 10.896 + 2.326 5.677 +1.213
Treated 18.328 + 4.256 4.875 £ 1.191 2.940 + 0.046
p <0.001 <0.001 <0.001

Comparisons of histological assessment between the control and treated groups on day 7 were performed using the independent-samples t-test.
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Day 0 Day 1 Day 3 Day 5 Day 7
ADC (x107% mm?/s)
Control 0.585 + 0.112 0.577 +0.126 0.487 +0.130 0.450 + 0.150 0.363 + 0.140
Treated 0.643 + 0.290 0.668 + 0.271 0.733 £ 0.182 0.846 + 0.278 0.968 + 0.340
p 0.215 0.055 0.033 <0.001 <0.001
D (x107% mm?/s)
Control 0274 + 0.052 0.268 + 0.040 0.192 + 0.087 0.145 +0.058 0.086 + 0.039
Treated 0.288 + 0.050 0.265 + 0.064 0.396 + 0.150 0.499 + 0.016 0.630 + 0.290
p 0.730 0.798 0.052 <0.001 <0.001
D* (x107® mm?s)
Control 5797 + 1.642 5.946 + 1.620 7.233 + 2.760 8.189 + 2.830 9.061 +1.870
Treated 6.374 +1.730 5.758 + 1.450 4.446 £ 1.709 3.475 + 1.440 3.290 +1.102
p 0.505 0810 0.005 <0.001 <0.001
f (%)
Control 65.833 + 11.502 50.837 + 14.230 68.440 + 22.003 60.164 + 22.340 80.335 + 28.037
Treated 69.525 + 11.320 67.325 + 12.530 59.355 + 20.026 56.329 + 24.703 44,858 + 14.930
p 0.581 0.368 0.498 0.304 0.008

Comparisons of IVIM-DWI parameters between the control and treated groups at the same time point were performed by the independent-samples t-test.

ADC, apparent diffusion coefficient: D, diffusion coefficient: D*, pseudodiffusion coeffificient;: f, perfusion fraction.
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Interobserver

ADC 0.944
(0.702-0.956)
D 0.778
(0.692-0.895)
D* 0.856
(0.603-0.881)
f 0.648
(0.497-0.785)

Intraobserver

0.903
(0.783-0.936)
0.895
(0.744-0.921)
0.842
(0.689-0.911)
0.731
(0.568-0.802)

The 95% confidence intervals of interclass correlation coefficient (ICC) were in

parentheses.

ADC, apparent diffusion coefficient; D, diffusion coefficient; D*, pseudodiffusion

coeffificient; f, perfusion fraction.
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Feature Gini importance Statistics across cohorts

cohort 1
g J Cohort 1 (mean = std) Cohort 2 (mean = std) Cohort 3 (mean = std) p-value (Kruskal-Wallis)
Radiomic shape ~ Normal_th_kt 1.26 0.68 + 0.21 0.67 +0.16 0.64 £0.13 0.25
Normal_phi_sk 1.14 0.52 + 0.14 0.54 +0.09 0.52 +0.13 0.37
Normal_phi_kt 0.83 0.63 +0.18 0.64 +0.12 0.66 +0.12 0.23
Curvature_mn 0.87 0.26 + 0.13 0.26 £ 0.13 0.29 £ 0.17 0.72
Curvature_kt 0.81 0.27 £ 0.12 0.25 +0.12 0.28 +0.16 0.7
Radiomic texture  Haralick_IM_T2 141 0.34+0.18 0.31+0.14 0.34+0.18 0.99
Laws_edge_T2 1.07 0.44 +0.24 0.43 +0.19 0.56 +0.15 <0.01
ColLIAGe_ent_ADC 0.9 0.71 £ 0.16 0.54 +£0.24 0.71£0.16 0.03
Haralick_en_ADC 0.88 0.26 + 0.14 0.51 £0.19 0.75+0.13 <0.01
Gabor_T2 0.84 0.69 + 0.15 042 +0.21 071 £0.12 <0.01

The values in bold indicate no statistical significance p < 0.05. This implies that the feature descriptors were less affected by inter-site variations.
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Parameter Institution 1
Scanner 1 Scanner 2
Manufacturer Philips Medical Systems, Best, Netherlands Siemens Healthcare, Erlangen, Germany
Model 3T Achieva 3T Skyra
Coils ERC PPAC
T2-weighted sequence (T2WI)
TR/TE, ms 3,802-5,151/105-115 3,730/121
Resolution, mm® 03x03x3 05x05x3
Diffusion-weighted imaging (DWI)
TR/TE, ms 3,751-4,880/50-74 4,700/86
Resolution, mm® 14x1.4x3 1.6x1.6x3
b-values 0, 500, 1,000, 1,500, 2,000 0, 400, 900, 1,500

TR, reconstruction time: TE, echo time.

Institution 2

Siemens Healthcare, Erlangen, Germany
3T Skyra
PPAC

7,200/96
06x06x3

7,900/88
12x12x3
50, 600, 1,000, 1,400





OPS/images/fonc.2021.811355/fonc-11-811355-g006.jpg
Test images Aceuracy (%) Test images. Accurucy (%)
et | CoviD | Narmat " Viethod [ CovID | Narmal

Tl 000 037 NN |06 035

NS Moble | 0337|0168 7

z Vi G606 osor (ST e
H ReeloT |08 o3rT ResloT—| 062|038
H e —| oo —o1ov oo —| 0w o100
T N LT3 (5

Pl | 0913|0057 07—

T S 1 {7,

Nithod | COVID | Norns COVID | Normal

T O 3 SN | 063|055

_ NASNsMoble | 0361|0136 NASNen bl 0378|013
g Vi s | oms Vocic oo —ozr
g RealoT |01 0I%S TaaloT—| 0837 oles
g st |07 —0ns Reeso 07602
S o8 —020r Voci—{—oso——onr

(077 T e |0 066

(T WiiNer o | oo

COVID | orms Method | COVID | Normt

05700 MoiNe |~ 0g1s |03

_ (i NASNsuAobe 0757 |0
g (Y7 e VT T
H ReeloT 0336 0ter ResitT | 0867|013
£ Resiso—| o603 0
T . 13 I T -1

e |05 0051 ] 5 S N

T DT i






OPS/images/fonc.2022.841801/table1.jpg
Parameter Training D4 Validation D,
Cohort 1 Cohort 2 Cohort 3

N (patients) Il 42 20
N (BCR+) 27 5 8
N (BCR-) 44 37 12
Median age (range), years 59 (47-79) 64 (42-76) 61 (47-86)
Mean PSA (range), ng/ml 10 (1-68) 10.6 (1.8-88.3) 9 (1.2-69.4)
Lesion volume (cm®) 3.93 + 6.47 3.34 +5.13 2.20 +5.05
Prostate volume (cm?) 35.65 + 12.37 38.81 + 19.04 40.83 + 16.99
Follow-up (months) 43 + 28 30+24 33+18
biopsy Gleason Grade Group and RP Gleason Grade Group (N)

q 15 v 3

2 20 27 6

3 8 13 5

4 10 3 4

5 18 6 2
RP pGG

1 6 4 3

2 22 24 8

3 13 15 4

4 7 3 2

5 18 10 3
PI-RADS-v2.0

] 0 1 0

2 10 8 2

3 6 3 2

4 21 10 6

5 34 34 10
EPE

Yes 33 21 8

No 30 21 12

N/A 8 0 0
svI

Yes 24 5 4

No 42 37 16

N/A 5 0 0
PSM

Yes 0 20 6

No 0 22 14

N/A el 0 0
LNI

Yes 12 15 1

No al 22 18

N/A 18 5 1
Decipher risk

Low N/A 20 N/A

Intermediate N/A 5 N/A

High N/A 17 N/A

BCR, biochemical recurrence; RP, radical prostatectomy ;PI-RADS, Prostate Imaging Reporting and Data System; EPE, Extra Prostatic Extension; SVI, Seminal Vesicle Invasion; PSM,
Positive Surgical Margin; LNI , Lymph Node Invasion; N/A, Not Available.
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Classifier D,
AUC (std) Specificity AUC (std) Sensitivity Specificity

Csi (templates) 0.64 (0.58-0.72) 0.63 (0.56-0.79) 0.71 (0.56-0.88) 0.67 (0.52-0.71) 0.49 (0.44-0.65) 0.61 (0.49-0.73)

Cs (consensus) 0.78 (0.69-0.82) 0.67 (0.59-0.71) 0.75 (0.69-0.88) 0.69 0.59 0.65

Cii 0.76 (0.73-0.88) 0.72 (0.63-0.78) 0.86 (0.73-0.88) 07 0.6 0.66

- 0.85 (0.76-0.93) 0.65 (0.61-0.75) 0.82 (0.77-0.91) 0.75 0.65 0.58
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Characteristics

Age, years, mean + SD
Sex

male

female
HBV infection

Present

absent
PLT, 109, mean + SD
Alb, g/L, median (IQR)
TBIL, umol/L, median (IQR)
DBIL, pmol/L, median (IQR)
ALT, U/L, median (IQR)
AST, U/L, median (IQR)
ALP, U/L, median (IQR)
GGT, U/L, median (IQR)
PT, mean + SD
INR, mean + SD
CEA> 5 ug/L.
CA-199>37 ug/L
Tumor size
Liver cirrhosis
No. of segments involved

Single

Two or more
Satellite nodules
lymph node metastasis
Intrahepatic duct dilatation
Tumor contour
Well-defined
Blurry/infiltrative
Arterial rim- enhancement
Arterial hypo-enhancement
Intratumor vascularity
Hepatic capsular retraction

Training dataset

Test dataset

MVI-positive (n=48)

61.2+88

27 (56.3)
21(43.7)

10 (20.8)
38 (79.2)
202.3 + 56.6
407 (37.1-43.2)
13.9 (10.4-23.3)
30 (2.2-4.9)
27.5(19.3-48)
31.5 (21.3-48.8)
118.5 (90-225.5)
81.5 (42.3-179)
130+ 1.0
1.0£0.10
15 (31.9)

32 (66.7)
59426
10 (20.8)

MVI-negative (n=62)

65.6 + 8.5

30 (48.4)
32 (41.6)

1(17.7)
51(82.3)
1735 + 70.2
40.0 (36.6-42.7)
13.8(10.6-18.4)
2.9(2:3-4.0)
23 (15.8-31.3)
28 (22-35.6)
95.5 (76.8-140.8)
46 (318-76.3)
13310
1.0 +0.09
17 (27.4)

32 (51.6)
44£21
9(14.5)

50 (80.6

2 (19. 4)
3(4.8)
8(12.9)
16 (25.8)

2 (83.9)
10 (16.1)
27 (43.5)
28 (45.2)

4 (54.8)
14 (22.6)

p value

0.008
0.413

0.682

0.023
0.341
0.109
0.091
0.159
0.223
0.202
0.099
0.119
0.603
0.661
0.112
0.002
0.385
0.005

<0.001
<0.001
0.695
<0.001

0.075
0.007
0.883
0.967

MVI-positive (n=20)

56.0 £ 12.6

0(50)
0(50)

6 (30.0)

14 (70.0)
243.8 + 116
40.4 (35.6-43.6)
11.7 (8.7-17.8)
24 (2.0-5.8)
27 (16.6-52.5)
27 (22.3-47.3)
141.5 (106.3-315.0)
71.5 (65.8-200.8)
13015
1.0+0.3
9 (45.0)

17 (85.0)
6.4+2.1
2(10.0)

9 (45.0)
11 (55.0)
7(35.0)
13 (65.0
8(40.0)

5(25.0)
15 (75.0)
6(30.0)
14 (70.0)
5(25.0)
2(10.0)

MVI-negative (n=27)

57.5+88

15 (55.6)
12(44.4)

4(14.8)
23(85.2)
203.1 +68.8
421 (37.8-44.0)
11.1(9.2-132)
23(2-29)
21 (14-36)
27 (20-34)
134 (111-145)
83 (44-208)
181 £1.1
1001
7(25.9)

12 (44.5)
46+20
5(18.5)

22 (81.5)
5(18.5)
5(18.5)
11 (40.7)
7(25.9)

19 (70.4)
8(29.6)
9(333)
17 (63.0)
5(18.5)
6(222)

p value

0.616
0.706

0.209

0173
0.890
0.309
0.258
0.477
0.406
0.152
0.801
0.959
0.481
0.172
0.005
0.004
0.417
0.009

0.200
0.100
0.306
0.002

0.808
0.615
0.591
0.270

MVI, microvascular invasion; HBV, hepatitis B virus; PLT, platelets; Alb, albumin; TBIL, total bilirubin; DBIL, direct bilirubin; ALT, alanine aminotransferase; AST, aspartate transaminase;
ALP, alkaline phosphatase; GGT, y-glutamyl transpeptidase; PT, prothrombin time; INR, international normalized ratio; CEA, carcinoembryonic antigen; CA-199, cancer antigen 19-9; SD,
standard deviation; IQR, interquartile range.
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Signature

Features selected

Feature name

Arterial phase image signature

Portal phase image signature

Fusion radiomics signature

PP, portal phase; AP, arterial phase.

5

log-sigma-5-0-mm-3D_firstorder_Variance
wavelet-LHL_glcm_InverseVariance
wavelet-LHL_gldm_DependenceVariance
wavelet-HLH_glcm_Correlation
wavelet-HHL_glszm_SizeZoneNonUniformity
original_firstorder_Skewness
wavelet-LLH_glcm_Correlation
wavelet-HLL_glcm_InverseVariance
wavelet-HHL_glszm_SizeZoneNonUniformity
wavelet-LLL_glem_Imc1

wavelet-LLL_ngtdm_Strength
PP_original_firstorder_Skewness
PP_log-sigma-3-0-mm-3D_glszm_GraylLevelVariance
PP_wavelet-LLH_glcm_Correlation
PP_wavelet-HLL_glszm_LargeAreaLowGrayLevelEmphasis
PP_wavelet-HLH_glcm_InverseVariance

PP_wavelet-HHL _glszm_SizeZoneNonUniformity
PP_wavelet-LLL_ngtdm_Strength
AP_log-sigma-4-0-mm-3D_glszm_LargeAreaHighGrayLevelEmphasis
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AP_wavelet-LLL_firstorder_Mean
AP_wavelet-LLL_glcm_Contrast
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Variables Univariate analysis Multivariate analysis

OR 95%Cl P-value OR 95% Cl P-value

Age (=50 vs <50) 1.067 0.096-11.837 0.958

Sex (male vs female) 0.571 0.118-2.762 0.486

HBV infection 6.761 0.841-54.374 0.072

Alb (>40 vs < 40) 1.712 0.387-7.572 0.479

TBIL (>50 vs < 50) 2.087 0.329-13.235 0.435

DBIL (>6.8 vs < 6.8) 5.270 0.251-110.61 0.285

ALT (>50 vs < 50) 13.122 0.658-261.57 0.092

AST (>40 vs < 40) 0.219 0.017-2.756 0.240

ALP (>125 vs < 125) 1.619 0.174-15.069 0.672

GGT (>50 vs < 50) 1.214 0.206-7.149 0.830

PT (>13vs < 13) 0.902 0.077-10.608 0.195

INR (per 0.1 increase) 0.208 0.012-3.619 0.281

(>1.0vs <1.0)

PLT 1.006 0.995-1.017 0.256

CEA (>5 vs < 5) 0.779 0.129-4.688 0.785

CA-199 (>37 vs < 37) 1.469 0.371-5.820 0.584

Tumor size 0.990 0.953-1.029 0.617

Cirrhosis 0.967 0.086-10.835 0.978

No. of segments involved (single vs two/more) 2.244 0.508-9.519 0.287

Satellite nodules 33.154 2.689-408.79 0.006 13.726 3.144-59.93 <0.001
lymph node metastasis 4.386 0.906-21.247 0.066

Intrahepatic duct dilatation 0.252 0.034-1.882 0.179

Tumor contour (well-defined vs blurry/infiltrative) 7.535 1.267-42.660 0.026 4.992 1.7567-14.18 0.003
Arterial rim- enhancement 2135 0.315-14.443 0.437

Arterial hypo-enhancement 20.298 2.365-174.22 0.006 4.308 1.554-11.94 0.005
Intratumor vascularity 0.814 0.213-3.120 0.764

Hepatic capsular retraction 1.400 0.256-7.662 0.698

MVI, microvascular invasion; HBV, hepatitis B virus; Alb, albumin; TBIL, total bilirubin; DBIL, direct bilirubin; ALT, alanine aminotransferase; AST, aspartate transaminase; ALP, alkaline
phosphatase; OR, odds ratios; GGT, y-glutamy! transpeptidase; Cl, confidence intervals; PT, prothrombin time; INR, international normalized ratio; PLT, platelets; CEA, carcinoembryonic
antigen; CA-199, cancer antigen 19-9.
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Model

AttR2U-Net
Nested UNet
SEUnet
FCDenseNet
DeepLabV3
DANet

FCN

Fold number
;| 2 3 4 5
0.8020 0.8044 0.8030 0.7552 0.7923
0.8080 0.7870 0.8023 0.7295 0.7627
0.8118 0.7893 0.7926 0.7353 0.7588
0.7871 0.7561 0.7932 0.7327 0.7126
0.7722 0.7435 0.7708 0.7059 0.7499
0.7651 0.7269 0.7474 0.6933 0.7146
0.7461 0.6885 0.7247 0.6727 0.7072

Mean

0.7914 + 0.021
0.7779 + 0.032
0.7776 + 0.030
0.7563 + 0.035
0.7485 + 0.027
0.7295 + 0.028
0.7078 + 0.029
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Model

Att+Rec+Res
Att+Rec
Att+Res
Rec+Res
Only Att

Only Rec
Only Res
Skeleton
Without Norm

DSC

0.816 + 0.041
0.799 + 0.038
0.785 + 0.051
0.792 + 0.033
0.783 + 0.044
0.739 + 0.058
0.775 + 0.048
0.769 + 0.063
0.716 + 0.060

Js

0.692 + 0.058
0.668 + 0.052
0.650 + 0.067
0.658 + 0.045
0.646 + 0.058
0.592 + 0.002
0.636 + 0.064
0.632 + 0.080
0.562 + 0.072

PC

0.825 + 0.058
0.725 + 0.050
0.780 + 0.060
0.728 £ 0.047
0.736 + 0.065
0.679 + 0.079
0.753 + 0.059
0.713 + 0.089
0.686 + 0.071

SP

0.998 + 0.001
0.996 + 0.001
0.998 + 0.001
0.996 + 0.001
0.997 £ 0.001
0.996 + 0.001
0.997 + 0.001
0.996 + 0.002
0.996 + 0.001

SE

0.814 + 0.057
0.896 + 0.047
0.803 + 0.084
0.879 + 0.041
0.846 + 0.056
0.827 + 0.073
0.808 + 0.077
0.858 + 0.076
0.764 + 0.097
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Metrics

Validation set

c-Index
Age 0.70
Sex 0.51
Vascular invasion 0.64
AJCC stage Il and IV 0.65
SGFR 0.52
Deep survival grade 0.64

log HR

0.065
-0.07
112
091
-0.44
1.78

p-Value

<0.001
0.94
<0.001
0.004
0.66
0.008

Test set
c-Index log HR p-Value
0.56 -0.01 0.38
0.57 0.58 0.11
0.69 243 <0.001
0.62 -7.15 0.07
0.64 3.53 0.02

AJCC, American Joint Committee on Cancer; SGFR, semi-quantitative gland formation ratio.
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DSC

Js

PC SP SE
1 0.792 + 0.045 0.659 + 0.061 0.722 £ 0.067 0.996 + 0.001 0.885 + 0.046
2 0.815 + 0.039 0.690 + 0.055 0.750 £ 0.057 0.997 + 0.001 0.898 + 0.045
3 0.816 + 0.041 0.692 + 0.058 0.825 + 0.058 0.998 + 0.001 0.814 + 0.057
4 0.803 + 0.046 0.675 + 0.063 0.743 £ 0.072 0.997 + 0.001 0.885 + 0.046
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TCGA-COAD TCGA-READ Local dataset p-Value
Number of subjects 451 185 106 =
Primary cancer p < 0.0001
Colon 444 (98%) 5 (3%) 104 (98%) (Fisher’s exact test)
Rectosigmoid 7 (2%) 65 (42%) 0 (0%)
Rectal 0(0%) 83 (54%) 2 (2%)
Other 0(0%) 2 (1%) 0(0%)
Biological sex 0.113
Male 240 (53%) 87 (56%) 66 (62%) (Pearson’s test)
Female 211 (47%) 68 (3%) 40 (38%)
Years of diagnosis 1998-2013 Not reported 2008-2009 =
Mean age (range) 70 (31-90) 67 (31-90) 57 (27-78) p < 0.0001 (U test)
Overall staging 0.136
| 71 (16%) 33 (21%) 10 (9%) (Pearson'’s test)
4 170 (38%) 49 (32%) 39 (37%)
7l 123 (27%) 50 (32%) 37 (35%)
v 64 (14%) 23 (15%) 20 (19%)
Not known 23 (5%) 0 (0%) 0(0%)
Median survival time (months) 101 52 Not reached =
Mediian follow-up time (months) 30 26 87

TCGA-COAD, The Cancer Genome Atlas Colon Adenocarcinoma: TCGA-READ, The Cancer Genome Atlas Rectum Adenocarcinoma.
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miRNAs

miR-21-5p
miR-199a-3p
miR-132-3p
miR-126-3p
miR-214-3p

Spindle-shaped melanoma M (P25, P75)

3.97 (1.76, 9.45)
6.80 (4.81,9.88)
9.1 (6.77, 14.45)
1.30 (0.96, 1.82)
0.42 (0.30, 0.50)

Epithelioid cell melanoma M (P25, P75)

29.98 (18.84, 59.17)
3.65 (2.34, 7.30)
5.02 (2.55, 6.57)
1.57 (1.14, 2.65)
0.75 (0.64, 1.40)

Wilcoxon Mann-Whitney

Z value

3.63
4.27
2.80
0.8

3.25

p value

<0.0001
0.07
<0.01
0.236
<0.001
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Group Sensitivity (%) Specificity (%) Accuracy (%) PPV (%) NPV (%) AUC (95%ClI) Cut-off

Training dataset 77.1(37/48) 90.3 (56/62) 84.5(93/110) 86.0 (37/43) 83.5 (56/67) 0.886 (0.823-0.949) >0.157
Test dataset 77.8 (21/27) 75.0 (15/20) 76.6 (36/47) 71.4 (15/21) 80.8 (21/26) 0.800 (0.675-0.925) >0.157

PPV, positive predictive value; NPV, negative predictive value; AUC, area under the curve.
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Patients with newly suspected NPC
who have undergone APT-weighted
imaging eligible for study (n=114)

Patients who have undergone:
3D APT-weighted imaging (n = 16)
or 2D APT-weighted imaging with B, =1 uT (n=1)
or both 3D APT-weighted imaging and 2D APT-
weighted imaging with B, = 1 uT (n= 10)

Patients with newly suspected NPC
who have undergone 2D APT-weighted
imaging with B, =2 uT (n = 87)

Histopathologically confirmed nasopharyngitis (n = 4)
No available histopathology information (n = 1)

Patients with histopathologically
confirmed NPC who have undergone
2D APT-weighted imaging with B, =2
uT (n=82)

Newly NPC patients qualified for
analysis (n = 80)

The quality of APT-weighted image was degraded by
motion (n = 1)
Original APT-weighted image was lost (n= 1)
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Dataset Model Original dataset

CXI (18) Sensitivityt Specificityt Accuracy?t
SqueezeNet (40) 0.980 0.920 -
WEENet 0.850 1.0 0.995

XDC (32) ResNet50 (35) 0.981 0.958 0.970
WEENet 1.0 0.957 0.978

CRD (33) ChestNet (41) 0.962 0972 0.962

WEENet 0.986 0.996 0.993
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Dataset name

CXI (18)

XDC (32)

CRD (33)

Model

MobileNet (38)
NASNet-Mobile (39)
VGG16 (34)
ResNet101 (35)
ResNet50 (35)
VGG19 (34)
EfficientNet (31)
WEENet
MobileNet (38)
NASNet-Mobile (39)
VGG16 (34)
ResNet101 (35)
ResNet50 (35)
VGG19 (34)
EfficientNet (31)
WEENet
MobileNet (38)
NASNet-Mobile (39)
VGG16 (34)
ResNet101 (35)
ResNet50 (35)
VGG19 (34)
EfficientNet (31)
WEENet

Original dataset

TPt FPl FNJ TNt Sensitivity t Specificityt Accuracyt ROCt
219 149 134 266 0.620 0.641 0.631 0.630
307 61 64 336 0.827 0.846 0.837 0.837
280 88 126 388 0.689 0.815 0.757 0.758
249 119 101 299 0711 0.715 0.713 0.712
307 61 98 302 0.758 0.832 0.793 0.795
291 77 79 321 0.786 0.806 0.796 0.797
339 29 37 363 0.901 0.926 0914 0.914
364 4 3 397 0.991 0.990 0.991 0.991
61 33 39 55 0.610 0.625 0617 0.617
83 1" 19 75 0.813 0.873 0.840 0.840
il 23 30 64 0.703 0.735 0.718 0.718
7 17 20 74 0.793 0.813 0.803 0.803
72 22 19 75 0.791 0.773 0.781 0.782
68 26 20 74 0.772 0.740 0.755 0.755
88 6 12 82 0.880 0.931 0.904 0.904
93 1 2 92 0.979 0.989 0.984 0.984
759 261 402 618 0.653 0.703 0.675 0.675
822 198 174 846 0.825 0.810 0.817 0.818
784 236 433 587 0.644 0.713 0672 0.672
833 187 116 904 0.877 0.828 0.851 0.851
751 269 478 542 0.611 0.668 0.633 0.634
798 222 198 822 0.801 0.787 0.794 0.794
947 73 108 917 0.901 0.926 0.913 0.914
1004 16 19 1001 0.981 0.984 0.982 0.983

Cross-corpse evaluation

Accuracy?t
0.583
0.784
0.693
0.647
0.691
0.738
0.883
0.947
0.587
0.816
0.687
0.774
0.698
0.714
0817
0.974
0.597
0.798
0.586
0.880
0.595
0.742
0.847
0.914
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No. APTmean (%) APToo (%)

Nonkeratinizing squamous cell carcinoma 0 = -
Undifferentiated carcinoma 66 1.72 (1.836-2.10) 3.54 (3.05-4.04)
Differentiated carcinoma 14 1.77 (1.45-1.99) 3.20 (3.14-3.77)
P-value - 0.810 0.695
Primary tumor stage

™ 16 1.81 (1.60-2.07) 3.70 (3.46-4.11)

T2 8 2.01 (1.72-2.42) 3.67 (3.23-4.52)

T3 41 1.64 (1.32-1.96) 3.39 (2.86-3.74)

T4 15 1.80 (1.31-2.26) 3.22 (3.03-4.16)
P-value = 0.330 0.108
Nodal stage

NO 1 = =

N1 25 1.76 (1.48-2.00) 3.44 (3.14-4.09)

N2 25 1.86 (1.48-2.14) 3.59 (3.06-4.28)

N3 29 1.72 (1.32-2.00) 3.45 (3.07-3.82)
P-value o= 0.644 0.867
Metastatic stage

Mo 66 1.74 (1.48-2.01) 3.42 (3.05-4.03)

M1 1 1.53 (1.02-2.21) 3.74 (3.64-4.05)

Mx* 3 - -
P-value = 0.432 0.048*
Overall tumor stage

I 0 = =

n 5 1.76 (1.62-1.80) 3.25 (2.89-4.04)

m 33 1.86 (1.58-2.14) 3.56 (3.14-4.09)

IVA 27 1.59 (1.36-1.91) 3.16 (2.95-3.58)

VB 12 1.62 (1.08-2.18) 3.75 (3.67-4.10)
Not available 3 - =
P-value - 0.343 0.068

*P < 0.05 indicates significant difference. Mx?, metastatic status undetermined.
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Characteristic Value

Age (years)

Median (range) 72 (560-90)
Mean + SD 71.39 £ 8.72
tPSA (ng/mL)

Median (range) 24.97 (0.17-2139)
Mean + SD 128.57 + 296.50

Non-metastatic Patients (%)
Metastatic Patients (%)
Gleason Score

6

7

8

9

Risk Group

Low-Intermediate risk

High risk

Number and percentage of metastatic malignant

lesions

Extrapelvic Lymph node metastases

Bone metastases

38 (87.6%)
63 (62.4%)
3 (3.0%)
(34 7%)
1 (20.8%)
(41 5%)

38 (37.6%)
63 (62.4%)

67/107 (62.6%)
40/107 (37.4%)
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Clinical characteristics

Values/No. of

patients
Age (years) 415
(34-51.25)

Gender

Male 55

Female 25
Histology

Nonkeratinizing squamous cell carcinoma 0

Undifferentiated carcinoma 66

Differentiated carcinoma 14
Primary tumor stage

T 16

T2 8

T3 41

T4 16
Nodal stage

NO 1

N1 25

N2 25

N3 29
Metastatic stage

MO 66

M1 i

Mx 3
Clinical stage

| 0

I 5

I} 33

IVA 27

VB 12
Not available 3
Treatment strategy

Radiotherapy only 1

Concurrent chemoradiotherapy 15

Induction chemotherapy and concurrent chemoradiotherapy 58
Treatment strategy not available 6
MRI scan

Baseline MR scan 80

Follow-up MR scan after induction chemotherapy 53

Follow-up MR scan after radiotherapy only 1

Follow-up MR scan after concurrent 12

chemoradiotherapy

No follow-up MR scan 14
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Categorical PSA <20 PSA > 20 Sig GS<8 GS=>8 Sig Low- High-risk Sig
variable (n = 40) (n=61) (n =38) (n=63) Intermediate (n=79)

risk (n = 22)
SUVmin
Mean + SD 6.85 + 5.84 10.68 +7.27 P=0.01 6.77 £ 5.53 10.61 +7.37 P=0.01 4.92 £4.77 32.37 £ 19.77 =
(range) (1.41-23.8) (1.89-37.95) (1.41-21.18) (1.75-37.95) (1.41-21.12) (1.75-37.95) 0.002
SUVmax
Mean + SD 22.35 + 16.30 33.84 +20.23 P =0.006 22.80 + 14.99 33.21 + 20.96 P=0013 1822+1413 1588+ 1049 P=
(range) (6.95-57.83) (7.06-101.89) (5.95-57.83) (7.06-101.89) (6.95-57.83) (7.06-101.89) 0.004
SUVmean
Mean + SD 10.75 + 8.80 16.42 £ 10.77 P=0.01 10.69 + 8.15 16.27 + 11.04 P=0012 8.05+7.28 10.34 + 7.04 P=
(range) (2.67-36.19) (3.72-57.85) (2.67-31.75) (3.72-57.85) (2.67-31.75) (3.72-57.85) 0.003





OPS/images/fonc.2021.759053/table3.jpg
Categorical variable OR 95% CI P
SUVmax 1.032 1.005-1.059 0.018
Gleason Score 3.120 1.179-8.257 0.019
(high vs low-intermediate)

SUVmean 1.040 0.994-1.088 0.087
tPSA (high vs low) 2.389 1.043-5.472 0.038

tPSA, total PSA; OR, odds ratio; Cl, confidence interval. SUVmax and SUVmean here represent the PET/CT indexes of the primary tumor.
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80
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tPSA Level tPSA Level

=3 Negative Distant Metastasis
M Positive Distant Metastasis

Low prediction tPSAHigh prediction tPSA

Cases of PET/CT Scan

Cases of PET/CT Scan

80

= Negative Distant Metastasis
M Positive Distant Metastasis

80

Low (< 8) High (=8)
Gleason Score Gleason Score

3 Negative Distant Metastasis
Il Positive Distant Metastasis

Low prediction High prediction
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Ref.
(18)
(19)
(21)
(22)

(32)

Year

2020

2021

2021

2021

2021

2021

2021

Dataset

CXl

SARS-COV-2 CT scan dataset

COvID-CS

CT scan dataset

XDC

CRD

CXl

XDC

CRD

covip

200

1,262

68,626

349

94

3,616

200

94

3,616

Non-COVID
5,000

1,230

75,541

397

94

10,192

5,000

94

10,192

Technique

ResNet18, ResNet50, SqueezeNet, and
DenseNet121

ADECO-CNN

Novel joint classification and segmentation
along fine-grained pixel-level labels of
opacifications

Four models for feature extraction and
machine learning classifiers for classification
Centralized-VGG16 + data augmentation.

Centralized-ResNet50 + data augmentation.

U-Net
Modified U-Net
WEENet

Inclusion

v

X

Performance (%)

Sensitivity = 98 ( + 3)
Specificity = 90
Accuracy = 98.99
Sensitivity = 95
Specificity = 93

Accuracy = 87.9

Sensitivity = 95.1
Specificity = 93.0
Sensitivity = 96.8
Specificity = 96.2
Accuracy = 98.21
Accuracy = 98.63
Sensitivity = 85.0
Specificity = 100
Accuracy = 99.5
Sensitivity = 100
Specificity = 95.7
Accuracy = 97.8
Sensitivity = 98.6
Specificity = 99.6
Accuracy = 99.3
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Dataset

CXI (18)
XDC (32)
CRD (33)

Original dataset

Augmented dataset

COVID-19 Normal
200 5,000
94 94
3,616 10,192

COvID-19 Normal
3,000 3,000
940 940
10,848 10,848
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Variables (malignant)®

Cases

Age (yrs)

Mean + std
Range

Men-no. (%)
Position-no. (%)
Femur

Tibia

Fibula

Humerus
Sacrum

Os Innominatum
Calcaneus

Soft tissue
Tumor volume *(cm®)
Mean + std

Range

Values

56

37.39 + 19.89
11-73
45 (70.31)

5 (39.06)
12 (18.75)
2(3.12)
3 (4.69)
1(1.56)
4(6.25)
1(1.56)
16 (25.00)

163.02 + 140.88
23.403-546.60

Variables (benign)"

Cases

Age (yrs)

Mean =+ std
Range

Men-no. (%)
Position-no. (%)
Femur

Tibia

Fibula

Humerus
Sacrum

Os Innominatum
Calcaneus

Soft tissue
Tumor volume *(cm®)
Mean = std

Range

Values

36.71 + 13.34
14-57
11 (45.83)

6 (25.00)
8(33.33)
2(8.33)
3 (12.50)

5(20.83)

159.13 + 180.96
19.60-588.60

*Osteosarcoma, malignant fibrous histiocytoma, synovial sarcoma, alveolar sarcoma, Ewing sarcoma, liposarcoma, chondrosarcoma, metastatic adenocarcinoma, primitive

neuroectodermal tumor, malignant chondroblastoma, epidermoid leiomyosarcoma, fibrosarcoma, malignant tenosynovial giant cell tumor, lymphoma, malignant peripheral nerve
sheath tumor, plasma cell tumors, mesenchymal malignant tumor, pleomorphic sarcoma, and pleomorphic rhabdomyosarcoma. *Giant cell tumor of bone, neurofibroma, fibromatosis,
giant cell tumor of bone associated with aneurysmal bone cyst, low-grade malignant fibrous histiocytoma, and atypical fibroblastic tumor. yrs, years; no, number. * Selected 37 tumors to

calculate their volumes using formula: (4/3)rabc (a, b, ¢ = the three radiuses). N.s., not specified.
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No. Technique Parameter range
1 Rotation -26~25

2 Zoom 0.10

3 Width shift 0.01

4 Height shift 0.01

5 Shear 0.1

6 Fill mode Nearest

7 Flip Right and left

8 Brightness 0.50, 1.50
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Parameter HR Lower 0.95 CI Upper 0.95 CI C-index p-value

Cs:m 241 0.35 11.33 0.76 0.03
Pathologic GG 26 1.16 5.93 0.82 0.01
EPE 25 1.06 11.26 0.66 0.04
svi 0.8 0.24 257 0.49 07
PSM 29 1.32 30.2 0.71 0.03
CAPRA 18 1.1 3.56 0.69 0.02
CAPRA-S 241 1.2 5.72 0.75 0.03
Decipher 14 0.61 245 0.59 0.18

GG, Gleason grade; EPE, extraprostatic extension; SVI, seminal vesicle invasion; PSM, positive surgical margins; CAPRA, Cancer of the Prostate Risk Assessment (UCSF nomogram);
CAPRA-S, post-surgical CAPRA. The p-values in bold indicate statistical significance.
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Parameter

Univariable HR
Lower 0.95 CI
Upper 0.95 Cl
C-index
p-value
Multivariable HR
Lower 0.95 Cl
Upper 0.95 CI
G-index
p-value

Age

1.08
0.98
1.08
0.53
0.3
0.92
0.69
1.31

0.18

PSA

1.05
1.02
1.07
0.69
0.03
1.01
0.78
117

0.07

Biopsy GG

212
1.55
29

0.72
0.01
1.21
0.34
2.65

<0.01

PI-RADS

1.37
0.56
3.33
0.64
0.16
1.16
0.42
3.75
0.85 (95% Cl 0.80-0.90)
0.06

cT stage

221
1.03
5.02
0.67
0.02
217
112
4.32

0.01

Cs.r

291

1.45
11.51
0.78

4.51
1.87
14.55

<0.01

HR, hazard ratio; PSA, prostate-specific antigen; GG, Gleason grade; Cl, confidence interval; PI-RADS, Prostate Imaging Reporting and Data System v2.1.

The values in bold indicate statistical significance.
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Dataset name Model Original dataset Cross-corpse evaluation
CXI (18) TPt FPJ FNJ TNt Sensitivityt Specificity Accuracyt ROC?t Accuracy?t
MobileNet (38) 12 24 485 515 0.024 0.955 0.508 0.424 0.435
NASNet-Mobile (39) 26 10 254 746 0.092 0.986 0.745 0.734 0.714
VGG16 (34) 17 19 380 620 0.042 0.970 0.614 0.546 0.597
ResNet101 (35) 21 15 402 598 0.049 0.975 0.697 0.591 0.557
ResNet50 (35) 19 17 341 659 0.052 0.974 0.654 0.593 0.604
VGG19 (34) 16 20 258 742 0.058 0.973 0.731 0.5693 0.710
EfficientNet (31) 24 12 179 811 0.118 0.985 0.813 0.743 0.847
WEENet 25 1 97 903 0.200 0.988 0.895 0.799 0.887
XDC (32) MobileNet (38) 11 9 8 12 0.578 0.571 0.585 0.575 0.5563
NASNet-Mobile (39) 14 6 4 16 0.777 0.727 0.750 0.750 0.782
VGG16 (34) 13 7 9 11 0.590 0.611 0.600 0.600 0.574
ResNet101 (35) 16 4 6 14 0.723 0.777 0.750 0.750 0.745
ResNet50 (35) 16 5 4 13 0.681 0.722 0.700 0.700 0.617
VGG19 (34) 12 8 6 14 0.666 0.636 0.650 0.650 0.592
EfficientNet (31) 18 2 4 16 0.818 0.888 0.850 0.850 0.817
WEENet 19 1 2 18 0.904 0.947 0.925 0.925 0.894
CRD (33) MobileNet (38) 231 182 466 554 0.331 0.807 0.567 0.590 0.517
NASNet-Mobile (39) 309 54 274 746 0.530 0.930 0.762 0.791 0.698
VGG16 (34) 244 119 436 584 0.358 0.830 0.598 0.622 0.578

ResNet101 (35)
ResNet50 (35)
VGG19 (34)
EfficientNet (31)
WEENet

251
223
187
329
329

12
140
176

34

464
499
238
138

556
521
782
882

0.451
0.308
0.440
0.704

0.833
0.788
0.816
0.962

0.583
0.538
0.700
0.875

0.618
0.563
0.641
0.886

84

0.796

0.964

0.914

0912

0.514
0.482
0.697
0.837
0.894
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