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Editorial on the Research Topic 
Microscopic structure effect on the macroscopic property of geomaterials

1 INTRODUCTION
It is widely believed that the microscopic structure affects the macroscopic property of the material. The long geological period leads to a complex micro-structure in geomaterials. Therefore, the microstructure’s effect on the macroscopic property has been a hot topic for many years. This Research Topic includes 62 papers, grouped under the “Microscopic Structure Effect on the Macroscopic Property of Geomaterials.” This editorial highlights the papers, which relate to three significant aspects and five sub-aspects, including experimental investigation, microstructure characterization, advanced numerical methods and engineering applications.
2 MICROSCOPIC STRUCTURE EFFECT ON THE MACROSCOPIC PROPERTY
2.1 Experimental investigation
2.1.1 Microscopic structure characterization
The microscopic structure of geomaterials is exceptionally complex with different types of minerals, porosity and fractures. With the development of measuring equipment like scanning electron microscope and micro-CT, the quantitative analysis of the microstructure is possible [1]. Hui Liang proposed a precise and digitized reconstruction of sand particles using high-resolution X-ray micro-computed tomographic (X-CT) scanning Liang et al. Liu and Ren analyze the sandstone pore geometry based on a digital core.
The present micro-structure characterization represented in this Research Topic proposed the state-of-art techniques. Employing these quantitative parameters, it is helpful to explain the effect of microstructure on macroscopic properties like elastic modulus, conductivity and strength.
2.1.2 Experimental test of heterogeneous geomaterial
A laboratory or in-situ test is a common technique to analyze the physical parameters of geomaterials [2]. Experimental studies can be categorized into two types in this Research Topic. The first is the natural geomaterials with heterogeneous structures. The microscopic structure of natural geomaterial has apparent diversity. Zhang et al. implemented a triaxial experiment for rock samples with different sampling angles and got the relationship between strength parameters and inherent anisotropy.
Another type of test is for the artificial materials with different components. Li et al. proposed a polyvinyl alcohol (PVA) reinforcement method to improve the stability of sand slopes in Southeast Tibet. Cao et al. presented a Brazilian compression test incorporating a scanning electron microscope for sandstone containing pre-existing cracks. Compared with natural geomaterials, the artificial material is more appropriate in designing geomaterial with high physical properties.
2.2 Multiscale numerical method
The multiscale analysis between the macroscopic behavior and microscopic structure is highly significant in civil engineering. The past several decades witnessed a significant development of multiscale simulation. For analyzing macroscopic behavior like slopes, dams and tunnels, two typical solutions, the multiscale constitution model and the advanced numerical method, are most widely used [3, 4], Chen et al.].
2.2.1 Multiscale constitution model
The constitution model to describe the mechanical behavior of the material can date back to the 17th century. Incorporating the microscopic structure in the constitution model is an efficient solution that can be easily used in many commercial and open-source codes. Chao et al. presents a simple homogenized-based elastoplastic damage constitutive model of porous rock material consider the heterogeneities of the studied porous rock. Based on the proper assumption, this kind of model can predict the primary mechanical behavior of heterogeneous geomaterial.
2.2.2 Advanced numerical method
Due to the limitation of analytical solutions, most multiscale constitution models are established based on the simple assumption. For example, the shape of the pore is spherical, and the crack is penny-shaped in these models. Compared with the multiscale constitution model, a numerical method is applicable for complex shapes. Yan et al. presented a numerical simulation of irregular columnar jointed rock mass mechanical properties based on the Voronoi random graph generation algorithm and contact surface elements. It is noted that the numerical method often consumes a huge amount of computation cost for complex structures.
2.3 Engineering application
The main purpose of microscopic structure study is for engineering application. Many famous projects like the Kala hydropower station, Three Gorges reservoir and Changqing oil field are involved in this topic. Xu et al. presented a three-dimensional finite-difference simulation to analyze the mechanical responses of the stilling basin structure and the foundation rock mass under various working conditions. Wang et al. studied the characteristics of Chang 8 reservoir of Triassic Yanchang Formation using a polarizing microscope, field emission scanning electron microscope, image particle size, X-ray diffraction analysis of clay, and constant pressure Mercury intrusion. These studies provide important references for related engineerings.
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This paper aims to study the shear behavior of binary particles with irregular shapes by discrete element method simulations of the biaxial test in the membrane boundary condition. Binary particle samples are generated according to different volume fractions of coarse and fine particles. The deviatoric stress and volumetric strain curves are plotted to describe the contracting-dilatancy relationship of binary samples under shearing conditions. The anisotropy of the normal and tangential contact forces are explored by visualization of the orientation of contact forces to describe the evolution of micro structures of samples during the shearing process. Besides, the formations of the shear band are observed by the visualization of the newly generated contact force chains between particles. The research shows that the volume fraction of coarse particles and particle size ratio have significant influences on the shear behavior of binary particles both in macroscopic and microscopic points of view. Moreover, the increased volume fraction of coarse particles leads to a more difficult formation of a shear band.
Keywords: DEM, shear, binary, membrane, biaxial test
1 INTRODUCTION
Binary mixtures are special granular materials which consist of coarse particles and fine particles [1–3]. Due to the different attributes of coarse and fine particles (such as sizes, shapes, and volume fractions, etc.), the macroscopic behavior of binary mixtures distinguish with homogeneous materials [4–6]. Previous researches show that the strength of binary mixtures are significantly affected by the particle size ratio and the volume fraction of coarse particles [7, 8]. However, the interactions between coarse and fine particles at microscopic scale has not been studied in depth. As experimental test is difficult to reveal the mechanism of granular materials in particle scale, and it often requires a lot of manpower and financial resources, the numerical simulations have become an alternative to study this problem.
In 1979, Cundall and Stack [9] first proposed the discrete element method (DEM), which has become an efficient tool to investigate the mechanical behavior of granular materials from both macroscopic and microscopic perspectives [10–13]. Many researchers have investigated the effect of particle size for various types of particles, including monodispersed [14, 15], binary mixtures [16–19], polydispersed [20, 21], as well as graded particles [22–24]. It is reported that there exist three packing states of coarse particles in the binary mixtures, including the coarse particle floating state, the transitional state, and the coarse particle non-floating state [2]. For the coarse particle floating state, most coarse particles are separated by fine particles, and the force chain networks are dominated by fine particles. For the coarse particle non-floating state, fine particles can hardly fill the voids between coarse particles, and the force chain networks are dominated by coarse particles. The transitional state is between the above two states. Ref. 25 pointed out that the maximum packing efficiency was obtained when there are enough fine particles to separate the coarse particles from each other. However, previous studies mainly studied the binary mixtures from macroscopic point of view, but the evolution of micro-structure of binary mixtures during the shearing process has not been fully discussed, and the formation mechanism of shear band in binary particle samples is still blank. Therefore, this issue is worthy of further study.
In this study, the shear behavior of binary particle samples is studied by DEM simulation of the biaxial test in a flexible membrane boundary condition in 2D. The coarse and fine particles are generated with irregular shapes. Binary samples with different volume fractions of coarse particles and different particle size ratios are investigated on the shear behavior. The rose diagrams are plotted to explore the anisotropy of orientations of normal and tangential contact forces, which helps us to better understand the macroscopic behavior of binary mixtures at particle scale. The comparisons of the shear band of binary samples in different states are visualized by the contact force chains as well.
2 DEM SIMULATION OF BIAXIAL TEST
2.1 Contact Law
In this paper, the software PFC 5.0 [26] is used for numerical simulations. The rolling resistance linear model is adopted [27, 28] for the contact law, which is commonly used to investigate the rolling effect on irregular-shaped particles (non-sphericity in 3D or non-circularity in 2D) [29] in pseudo-static system.
The force-displacement law for the rolling resistance linear model calculates the contact force and moment as in Eq. 1.
[image: image]
where Fl is the linear force, and Fd is the dashpot force.
The linear force Fl includes the normal force Fn and the shear force Fs. The normal force Fn is calculated by Eq. 2.
[image: image]
where kn and ks are respectively the normal and shear stiffness, gs is the surface gap between contact particles at the beginning of the timestep.
The shear force Fs is calculated by Eq. 3.
[image: image]
The rolling resistance moment Mr is incremented as:
[image: image]
where Δθb is the relative bend-rotation increment.
[image: image]
where kr is the rolling resistance stiffness, and ks is the shear stiffness.
The normal and tangential stiffness can be calculated by the effective modulus E* and normal to shear stiffness ratio κ* at the contact as shown in Eqs. 6, 7, respectively.
[image: image]
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where A is the surface area of the particle, L is the distance between the center of two contacting particles.
The effective radius [image: image] is calculated in Eq. 8.
[image: image]
The rolling resistance moment Mr is updated, but it cannot exceed the limiting torque Mlimit calculated in Eq. 9.
[image: image]
where the rolling resistance coefficient μr corresponds to the tangent of the maximum angle of a slope on which the rolling resistance torque counterbalances the torque produced by gravity acting on the particle.
2.2 Preparation of Binary Particle Samples
Binary mixture samples are prepared in different particle size ratios between coarse gravels and fines sands(SR) with SR = 1:2, 1:5, and 1:10. The coarse particles are distributed randomly in the samples with different volume fractions (VF). The simulation process involves three stages: sample preparation, isotropic consolidation, and shearing stage. In the beginning, the binary particle samples are generated in a rigid boundary condition with a diameter of 1,000 mm and a height of 2,000 mm. The particle sizes with different particle size ratios include 10, 20, 50, and 100 mm. The numbers of particles in the samples with different particle size ratio and volume fractions are different. The maximum number of particles in the sample with SR = 1:10 and VF = 0% is about 23,000, while the minimum number of particles in the sample with SR = 1:10 and VF = 100% is about 3,000. The particles are generated by using falling rain method, that is firstly created at the top of the boundary, and then deposited at the bottom of the sample under the influence of gravity. Each particle is created with irregular shapes by randomly selecting one of particle templates, shown in Figure 1. After reaching the equilibrium of the particle assembly, the confining pressures are exerted on the samples for isotropic consolidation. Then, samples are sheared under the same confining pressure. The main parameters of binary particle can be found in Table. 1 [30]. In this table, the damping is the ratio of the energy dissipated after collision to the energy before collision. The critical damping constant is calculated by [image: image]. Figure 2 presents the numerical binary particle samples of SR = 1:10 with different volume fractions of coarse particles 0, 20, 40, 60, 80, and 100%. According to the different packing states, Figures 2A–C are in the coarse particle floating state, Figure 2D is in the transitional state, and Figures 2E,F are in the coarse particle non-floating state.
[image: Figure 1]FIGURE 1 | Particle templates of irregular shapes.
TABLE 1 | Values of parameters used in the simulations of binary particle samples.
[image: Table 1][image: Figure 2]FIGURE 2 | Numerical samples of binary mixtures of SR = 1:10 with different volume fractions of coarse particles: (A) VF = 0%, (B) VF = 20%, (C) VF = 40%, (D) VF = 60%, (E) VF = 80%, and (F) VF = 100%.
2.3 Shearing Process of Biaxial Test
DEM simulations of the biaxial test are carried out in the membrane boundary condition, which allows to observe the irregular deformation of the samples during the shearing process. The membrane boundary condition consists of two rows of membrane particles, as shown in Figure 3A. The diameter of the sticky membrane ball is 5 × 10–3 m by default. The external force on the membrane particles generated by confining pressure and the composition of membrane boundaries are exhibited in Figure 3B. The external force exerted on the membrane particles by confining pressure is calculated by Eq. 10:
[image: Figure 3]FIGURE 3 | Illustration of (A) the composition of a membrane boundary, (B) the external force by confining pressure on membrane particles, and (C) the geometric area division for calculating irregular volume deformation of the sample.
[image: image]
where p is the confining pressure, D is the diameter of the membrane ball, [image: image] and [image: image] are unit vectors normal to the central lines that connect membrane ball O and its adjacent membrane balls A and B, respectively.
The deviatoric stress q is calculated by Eq. 11.
[image: image]
where F is the external force applied on the upper platens, S is the surface of the upper platens, and p is the confining pressure.
The axial strain is defined by Eq. 12.
[image: image]
where h is the current difference between the upper and bottom platens, and h0 is the initial difference between the upper and bottom platens.
The evolution of the volumetric strain of samples is investigated in the simulations. In order to accurately trace the volume deformation, the area geometric division method is proposed in this study. This method calculates the volume of the sample by areas of four parts, as shown in Figure 3C. The upper part S1 and the bottom part S2 maintain triangles during the whole simulations, while the left part S3 and the right part S4 are two zones composed of a set of small triangles. Each small triangle consists of two adjacent membrane ball center points and the center point of the sample. During the shearing process, S3 and S4 deform irregularly, so the area of these two parts is calculated by accumulating the areas of small triangles. By summing up the four parts of the sample, the accurate volume of the deformed sample can be obtained. The volumetric strain is defined by Eq. 13.
[image: image]
where V is the current volume of the sample, and V0 is initial volume of the sample.
The simulations are carried out under different confining pressures of 100, 200, and 300 kPa, respectively. The compression rate is fixed at 0.005 m/s, which meets the criterion of the inertia [image: image] smaller than 10–3, where [image: image] is the shear strain rate, m and d are the average mass and average diameter of particle, and p is the confining pressure [31]. The simulation stops when the shearing strain reaches 15%.
3 RESULTS AND DISCUSSIONS
3.1 Influence of Volume Fraction of Coarse Particles
Figures 4A–C show the deviatoric stress curves of binary particle samples of SR = 1:10 with different volume fractions of coarse particles under confining pressures of 100, 200, and 300 kPa. For each curve, the deviatoric stress first increases to the peak value then decreases to the residual value. The deviatoric stress curve is gentle at the residual stage. It can be seen that the volume fraction of coarse particles has an important impact on the deviatoric stress. For the granular system in the coarse particle floating state, the peak value of deviatoric stress decreases with the increase of volume fraction of coarse particle, as the mechanical strength is generally dominated by small particles. Fine particles play a lubrication role between coarse particles, which offsets the increase of the shear strength. The turning point happens in the transitional state. The lowest peak value is obtained at about VF = 60%. Then the peak value of deviatoric stress begins to increase with the volume fraction of coarse particles. In the coarse particle non-floating state, the peak value keeps increasing with the volume fractions of coarse particle. It is because that fine particles can not fill the voids between coarse particles, which weakens the lubrication effect of fine particles, and that the strength is dominated by the coarse particles with the increasing of its volume fraction.
[image: Figure 4]FIGURE 4 | Deviatoric stress curves of binary samples of SR = 1:10 with different volume fractions of coarse particles under confining pressures of (A) 100 kPa, (B) 200 kPa, and (C) 300 kPa; volumetric strain curves of binary samples of SR = 1:10 with different volume fractions of coarse particles under confining pressures of (D) 100 kPa, (E) 200 kPa, and (F) 300 kPa.
Figures 4D–F present the volumetric strain curves of binary particle samples of SR = 1:10 with different volume fractions of coarse particles under confining pressures of 100, 200, and 300 kPa. If samples are in the coarse particle non-floating state or the coarse particle floating state, the samples shrink first and then dilate. On the other hand, if the samples are in or close to the transitional state, the initial porosity of samples is relatively small. The samples shrinkage while hardly dilate. The larger the particle size ratio is, the more obvious this phenomenon is. The finding is consistent with the evolution of the packing efficiency of the three states [25].
The intrinsic parameters of binary particle samples can be calculated from stress-strain curves. The friction angle φ is calculated by Eq. 14.
[image: image]
where M is the ratio between q and p′ by M = q/p′.
Figure 5 shows the friction angle of samples of SR = 1:10 at peak and at residual state under different confining pressures. The friction angles initially reduce with the increasing volume fraction of coarse particles and reach a minimum corresponding to the volume fraction of coarse particles of 60% for mixtures. A further increase of volume fraction of coarse particles causes an increase in friction angle up to the values obtained for GF = 100%. The variations of friction angle versus volume fraction of coarse particles with SR = 1:2 and SR = 1:5 are not shown here because they nearly follow the same trends as the SR = 1:10.
[image: Figure 5]FIGURE 5 | Curves of friction angles for binary samples with different particle size ratios of SR = 1:10 at (A) peak state and (B) residual state under confining pressures of 100, 200, and 300 kPa.
3.2 Influence of Particle Size Ratios
Figure 6 shows the deviatoric stress and volumetric strain of binary particle samples with different particle size ratios SR = 1:2, SR = 1:5, and SR = 1:10 under the confining pressure of 100 kPa. It can be seen that the difference of deviatoric stress of samples with the same particle size ratio under the same confining pressure is not apparent. However, the influence of the volume fraction of coarse particles on the deviatoric stress still follows the same trend of first decreasing and then increasing. Figure 7 shows the friction angle of binary particle samples with various particle size ratios SR = 1:2, SR = 1:5, and SR = 1:10 at peak and at residual state under the confining pressure of 100 kPa. The friction angle versus the volume fraction of coarse particles generally follows the same trend as the deviatoric stress, but this trend is not obvious when SR = 1:2, then the concave extent of curve increases obviously with the increase of particle size difference. The lowest point of friction angle at peak and at residual stage both appear at VF = 60%, but the change of internal friction angle at peak stage is slightly larger than that in residual stress stage.
[image: Figure 6]FIGURE 6 | Deviatoric stress curves of samples of different particle size ratios (A) SR = 1:2, (B) SR = 1:5, and (C) SR = 1:10 under the confining pressure of 100 kPa; volumetric strain curves of samples of different particle size ratios (D) SR = 1:2, (E) SR = 1:5, and (F) SR = 1:10 under the confining pressure of 100 kPa.
[image: Figure 7]FIGURE 7 | Curves of friction angle for binary samples with different particle size ratios SR = 1:2, SR = 1:5, and SR = 1:10 at (A) peak state and (B) residual state under the confining pressure of 100 kPa.
3.3 Anisotropy of Force Chain Orientation
To better understand the evolution law of contact force distribution between particles under shearing, the statistical distribution maps of normal contact force and tangential contact force are plotted. The distribution of orientations of normal and tangential contact forces are visualized. Ref. 32 proposed Eq. 15 of particle-to-particle contact force distribution to fit the statistical results of particle-to-particle contact force of anisotropic assemblies.
[image: image]
where fn(θ) and ft(θ) are angular distribution functions of normal and tangential forces between particles, respectively; f0 is the measure of average normal contact force over all contacts calculated by the formula of [image: image]; an and at are second order Fourier coefficients which define the magnitude of average normal forces anisotropy and average tangential forces anisotropy, respectively; θn and θt are second-order principal direction of average normal contact force anisotropy and average tangential contact force anisotropy.
Figure 8 exhibits the evolution of orientations of normal contact force distribution between particles in samples with different volume fractions of coarse particles at the axial strain of 15%. The distribution of the average normal forces changes from a peanut shape to an ellipse shape then returns to the peanut shape. The evolution of the tangential contact force distribution for samples of SR = 1:10 with different volume fractions of coarse particles at the axial strain of 15% is shown in Figure 9. The variation of the average tangential force distributions is obvious. The non-uniformity is more evident when volume fraction of either coarse or fine particles is low. As the content of the two tends to the average, the uniformity of the distribution of the average tangential force becomes larger.
[image: Figure 8]FIGURE 8 | Distribution of orientations of normal contact forces for binary particle samples of SR = 1:10 with different volume fractions of coarse particles: (A) VF = 0%, (B) VF = 20%, (C) VF = 40%, (D) VF = 60%, (E) VF = 80%, and (F) VF = 100%.
[image: Figure 9]FIGURE 9 | Distribution of orientations of tangential contact forces for binary particle samples of SR = 1:10 with different volume fractions of coarse particles: (A) VF = 0%, (B) VF = 20%, (C) VF = 40%, (D) VF = 60%, (E) VF = 80%, and (F) VF = 100%.
3.4 Shear Band
The shear band can be regarded as a sign of failure for granular samples in the shearing process. DEM simulations of the shear band have been reported in the literature by particle rotation field [33, 34], particle displacement field [35, 36], porosity densification [35], as well as incremental deviatoric strain [37, 38]. As we know, particles in the shearing zone have a more frequently changed contact status than those in other zones, so the variations of contact status can be applied for the observation of shear bands. In DEM simulations, the contact force is represented by the segment of the line that connects the centroids of two contact particles. The existence of contact force chains has been demonstrated by photoelastic tests [39]. The thickness of the force chain represents the intensity of contact force. Generally, large force chains often exist between coarse particles, while small force chains often exist between fine particles.
During the shearing process, the arrangement and the contact status of particles are constantly changing, and the force chain between particles is incessantly generating and disappearing. Therefore, the change of the shear band can be determined by observing the newly generated contact force chain, which has the merit of presenting the shear band more accurately and sensitively. Figure 10 exhibits the evolution of the shear band in the monodispersed particle sample with VF = 0% under the confining pressure of 100 kPa. All the force chains in the samples have been counted. The evolution of the formation of shear bands can be clearly observed. As the axial strain increases, the non-uniform dilatation of the sample starts from the axial strain of 5%. When the axial strain increases to 7%, the first shear band starts to develop. When the axial strain grows to 9%, the first shear band is fully developes, and the top part of the second shear band appears on the top left corner of the sample. When, the axial strain grows to 13%, the bottom part of the second shear band starts to develop. Finally at 15%, two shear bands form an X-shape. The observation is consistent with the finding of Ref. 40 who indicated that the failure in all specimens can be characterized by two distinct and opposite shear bands.
[image: Figure 10]FIGURE 10 | Evolution of shear bands by newly generated contacts during the shearing process for monodispersed sample.
Figure 11 shows the contact force chains of samples with different volume fractions of coarse particles at the axial strain of 15%. It can be seen that the shear band for the homogeneous sample without coarse particles is more clear. The contribution of the fine particles cannot be negligible even in small content. When the average spacing of coarse particles is around two times of the small particle size, the contribution of coarse particles disappears [4]. With the increase of the volume fraction of coarse particles, it becomes more and more difficult to form the shear bands. This could be due to the very small sample-particle size ratio. The shear band can be generated when the width of shear band is very small compared to the sample’s size. The number of force chains decreases, while the strength of force chains increases significantly. The coarse particles carry relatively large contact forces, which can be observed in Figure 11F. It is expected that the sample with VF = 100% has a higher shear strength than samples with other volume fractions of coarse particles.
[image: Figure 11]FIGURE 11 | Contact force chains of binary samples with different volume fractions of coarse particles at the axial strain of 15% under the confining pressure of 100 kPa: (A) VF = 0%, (B) VF = 20%, (C) VF = 40%, (D) VF = 60%, (E) VF = 80%, (F) VF = 100%.
4 CONCLUSION
In this paper, numerical analysis on the shear behavior of binary particle samples is carried out using the DEM simulation of the biaxial triaxial test in the membrane boundary condition. The samples are prepared with different volume fractions of coarse particles and particle size ratios. The formation of the shear band has been systematically investigated through monitoring the disappearance and subsequent formation of contacts. Some essential conclusions can be drawn as follows:
• The biaxial model in the membrane boundary condition can successfully describe the stress-strain relation of binary samples. Especially, the volumetric strain of irregular deformation of sample during the shearing process can be exactly recorded by the area geometric division method proposed in this research.
• In the macroscopic point of view, the volume fraction of coarse particles and particle size ratios have been demonstrated to have important impacts on the macroscopic shear behavior of binary particle samples. For the granular system in the coarse particle floating state, the peak value decreases with the increase of volume fraction of coarse particles. For particles in the coarse particle non-floating state, the peak value increases monotonously with the volume fraction of coarse particles, the turning point happens in the transitional state. The friction angle at peak and at residual state are also affected by the volume fraction of coarse particles and particle size ratios.
• In the microscopic point of view, The orientations of normal contact forces and tangential contact forces are applied to study the anisotropy of binary particle samples. An increased mixing degree between binary mixtures enhances the non-uniformity of the samples.
• The evolution of the shear band can be followed via the vanishing and newly generated contacts between particles. The shear band in the sample with lower volume fraction of coarse particles is more obvious than samples with higher volume fraction of coarse particles. The binary particle samples with low coarse content are more likely to form shear bands.
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GLOSSARY
Fl: Linear force
Fd: Dashop force
Mr: Rolling resistance moment
kr: Rolling resistance stiffness
ks: Shear stiffness
Α: Friction coefficient
μr: Rolling resistance coefficient
E∗: Effective moulus
P: Confining pressure
[image: image]: Effective confining pressure
Q: Deviatoric stress
M: Ratio of q and p′
Rij: Effective radius
Ν: Poisson’s ratio
Ρ: Density
Φ: Friction angle
E: Initial porosity
I: Criteria of inertia
P: Confining pressure Confining pressure
D: Diameter of the membrane particle
ɛz: Axial strain
ɛv Volumetric strain
H: Height of the sample
V: Volume of the sample
fn(θ)/ft(θ): Angular distribution functions of normal contact forces/tangential forces
f0: Measure of average normal contact force over all contacts
an/at: Second order fourier coefficients of average normal/tangential forces anisotropy
θn/θt: Second-order principal direction of average normal/tangential contact force anisotropy
VF: Volume Fraction
SR: Particle size ratio
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Particle morphology is a fundamental inherent property that substantially affects the macroscopic behavior of granular materials. The division and separation of particle morphology at different scale levels contributes to the further multiscale morphology related orthogonal researches. In this context, the high-resolution X-ray micro-computed tomographic (X-CT) scanning and spherical harmonic (SH) analysis were combined to complete the precise and digitized reconstruction of sand particles. The 3D sphericity, roundness and roughness were introduced to define the particle morphology at three scale levels (the general shape, local angularity and surface textures). Two typical sand particles, Calcareous sand (CS) and Fujian sand (FS), were tested in this study. The results showed that the irregularity, angularity and roughness of CS is higher than that of FS, and the multiscale morphological features of the two types of natural sand were given and compared digitally.
Keywords: particle morphology, multiscale, calcareous sand, spherical harmonic, morphological description
INTRODUCTION
Particle morphology is an important factor affecting the mechanical properties of granular materials. Recent years have seen increasing research efforts aimed at gaining better approaches to the acquisition of authentic particle morphology [1, 2], and more insights into the relationships between morphological features and macroscopic responses [3, 4]. Shapecharacteristics of ballast aggregates subjected to monotonic and cyclic triaxial tests indicated that particle shape varies with load frequency because of breakage and the ballast aggregates become increasingly regular with the increase of load frequency [5]. As a typical kind of naturally occurring granular materials, sand particles often retain their inherent morphological features derived from the generating environment, geological process, and chemical compositions [6]. The macroscopic engineering properties of natural sands, including compressibility, shear strength, crushability and critical state behavior, were demonstrated to be significantly affected by particle morphology through computational and experimental methods [7–9]. Studies based on discrete element method (DEM) have revealed the micromechanical mechanism of the influence of particle morphology on the macro-mechanical behavior of sand assemblies at the particle scale level, such as interlocking mechanism, energy dissipation mechanism and particle breakage [10]. Moreover, the 3D printing techniques have further provided opportunities for laboratory testing in systematic parametric researches [11]. Therefore, in order to quantitatively analyze the influence of particle morphology on the mechanical properties of sand assemblies, there is a need of accurate reconstruction for the 3D morphology of sand particles, and reasonable quantification for their morphological features.
The study of sand morphology originated from two dimensions and gradually developed to three dimensions. The two-dimensional projection plane of sand morphology is often obtained by means of microscope observation and high-definition photography, and the two-dimensional morphology descriptors of sands, such as sphericity, roundness, convexity and size, were calculated by means of image processing [12]. However, due to the high randomness of the two-dimensional projection plane, the morphological descriptors are not able to accurately represent the authentic three-dimensional morphological features [13]. Comparison of the 3D true sphericity and the corresponding two-dimensional sphericity indicated that the latter would underestimate sphericity [14]. In recent years, the development of X-CT scanning technology provides a powerful tool for the study of three-dimensional morphology of granular matters at a much smaller scale level. CT-based image processing and analysis technology can be used to calculate the volume, surface area and three-dimensional size of sand particles [15]. However, due to the serrations of volume element pixels in the CT images and the excessive stacking of boundary volume elements detected by the boundary search algorithm, the surface morphology reconstructed by image processing are quite different from the real sand surface, which leads to the inaccuracy in calculating the surface area and surface curvature of sand particles. To overcome this problem, SH analysis was developed for convex concrete aggregates by expanding the polar radius from a standard sphere [16]. The SH expansion was also demonstrated to be successfully used in the identification and reconstruction of morphological structure in bioinformatics [17], and topography surveying in geophysics and astronomy [18]. As for the sand particles, modified SH series was introduced to reconstruct the three-dimensional surface morphology of natural sand particles [19]. Based on the mathematical and digital reconstruction of the particle surface, a series of morphological descriptors, such as sphericity, roundness, elongation, aspect ratio, were proposed to further quantify these morphology features [20]. But the current descriptors generally lack a clear scale level division to guide further single scale level morphology related orthogonal experiments.
Calcareous sand (CS) is a special geotechnical medium with marine biological origin and calcium carbonate content of more than 50%, mainly distributed in the continental shelf and coastline of tropical or subtropical areas between latitude 30° north and south. CS particles are porous and irregular in shape, which is due to the fact that most of the CS particles has not been transported long distance during the deposition process and retains the fine pores in the protozoan skeleton [21]. According to the classical soil mechanics, sand does not possess cohesive force, but CS was found to have distinct characteristics from the ordinary terrigenous sands [22]. The interlocking between particles contributes greatly to the shear strength, which is manifested as a high apparent cohesion during the shear process [23]. Moreover, the internal friction angle of CS is much higher than that of other ordinary sands, mostly about 40°, and some even exceed 50° [22]. Recent researches showed that the irregular grain shape is the precondition of CS to produce interlocking, which is also a major factor leading to its high shear strength [24]. For these reasons, it is necessary to introduce a sophisticated method to accurately characterize the 3D particle morphology of CS, and quantify its morphological features for further computational and experimental researches.
Hence, in this paper, the high-resolution X-CT scanning and SH analysis were combined to complete the precise and digitized reconstruction of two typical types of natural sand particles. The three-dimensional morphological information of the sand particles at different scale levels, including general form, local roundness and surface roughness, was extracted and analyzed respectively. A series of descriptors were further proposed accordingly to characterize and quantify these morphological features. The morphological characteristics of the two types of natural sand were given and compared digitally.
RECONSTRUCTION OF PARTICLE SURFACE
Two sands of different shapes and similar sizes were used in this study. Fujian sand (FS), also known as China ISO standard sand, is a type of natural sand with a silica content of more than 98% and rounded and smooth particle morphology. The calcareous sand (CS) used in this paper is derived from islands and reefs in the South China Sea. To implement the X-CT scanning of the sand particles, more than 130 CS particles and 100 FS particles with grain size of 1–2 mm were randomly selected from the screening packing.
X-CT Particle Imaging
In order to fasten the particles and ensure the scanning accuracy, transparent epoxy glue, a two-component fast curing transparent epoxy resin adhesive, was used to make the scanning sample. The sample was made layer by layer, and each layer included 30–40 particles. A total of 8 layers of sand particles were placed, including 4 layers of CS and 4 layers of FS. After that, the particles were scanned using an X-ray CT scanner (Phoenix Nanotom s) at the Institute of soil science, Chinese academy of science. A voxel size of 18 µm was achieved.
Then, the section images obtained by X-CT scanning were processed and reconstructed. The main objective of processing the original scanning images was to capture information of the shape irregularity and surface texture of the sand particles, both visually and digitally. Processing of the X-CT scanning images mainly includes four steps: separating the solid phrase (sand particle), reducing noise, obtaining point cloud information of each particle and getting the surface voxel of each particle. The solid phases were distinguished from the void and transparent epoxy glue using thresholding. A filter of size two was used to reduce noise in the raw images. The voxel coordinate information of each particle was obtained through the plugin of ImageJ, Point Cloud [25]. Finally, intrinsic MATLAB function of boundary was used to get the surface voxel of each particle.
SH-Based Analysis and Reconstruction
After obtaining the surface vertices of a given particle from the image processing and reconstruction of X-CT images, SH analysis was used to reconstruct the particle surface. For completeness, the SH theory used in this study is simply introduced in the following.
The basic idea of SH analysis is to expand the polar radius of the particle surface from the unit sphere, and take the associated coefficients dn,m of the SH series as the mathematical representation of the 3D particle morphology, which can be expressed as:
[image: image]
where [image: image] denotes the distance from the center to boundary of a bounded subset; [image: image]and [image: image]are the spherical coordinates; un,m is the SH series given by Eq. 2; dn,m is the SH coefficient.
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where pn,m(x) are the associated Legendre polynomials function given by Eq. 3:
[image: image]
where n and m are the degree and order of pn,m(x), respectively.
Taking the surface vertices with spherical coordinates r(θ, φ) as the input on the left side of Eq. 1, the optimised solution of dn,m can be easily determined by adopting the standard least-squares estimation for the linear equation system. Thus, the complex surface morphology of a three-dimensional particle can be succinctly characterized by a set of dn,m.
In order to reduce distortion and improve computational efficiency, a bijective mapping from the surface profile to a unit sphere with 10,240 vertices and 20,480 faces was used, which has been proved to be sufficient to characterize the multiscale morphology of sand particles, from the general form to the surface texture and roughness [20]. It has been found that the resemblance between the SH reconstruction particle and the actual one has a great positive correlation with SH degree n, and the maximum SH degree nmax was set to 15 in this study. Figure 1 shows the triangular mapping mesh and computational algorithms used in this paper. The line slope between the results of particle volume and surface area by SH analysis and by image analysis is 1.017 and 1.109, respectively, both close to 1, which indicates that SH reconstructed particles can well reproduce the multiscale morphological characteristics of natural particle surface. The higher line slope between the results of surface area is due to the overestimation of the surface area resulting from the highly overlapping boundary voxels in X-CT reconstruction. Directly from the reconstructed image, it can be seen that both X-CT images and SH reconstructed particles show great multiscale morphological differences of the two type of sand particles. As expected, CS generally exhibit a more varied general shape, richer edges and corners, and more complex surface textures than FS. However, it is still a challenge to accurately describe and quantify such morphological differences, especially on a single scale-level. In the next section, a novel method will be proposed to discuss particle morphology features at three scale levels including general form, local angularity and surface roughness. Furthermore, a series of descriptors will be proposed accordingly to characterize and quantify these morphological features.
[image: Figure 1]FIGURE 1 | Mapping mesh and computational algorithms and results comparison with the SH degree of 15: correlation between the results of (A) particle volume, (B) surface area by SH analysis and by image analysis.
MULTISCALE MORPHOLOGICAL DESCRIPTION AND QUANTIZATION
Scale Division
Actually, the essence of the SH-based reconstruction of particle surface lies in the accumulation of spherical harmonics in different frequency spaces fn and the spherical harmonic accumulation from a low to a high degree can be understood to represent the morphological features from a large-scale to a small-scale level [26]. It has been found that f0 contains only the information of the particle volume; f1 contains information of a small shift in the particle profile with respect to the position of the original particle center, which has no effect on the reconstruction of particle morphology [27].
Figure 2 shows the SH reconstructions of two types of sand particles in different scopes of frequency spaces. Obviously, there is a strong corresponding representation relationship between spherical harmonics accumulation in different frequency spaces and the particle morphology at different scale levels. Specifically, f2 to f4 represent the general shape of the particle at general form scale level; f5 to f8 represent the local angularity and roundness of the particle at small scale level; and f9 to f15 represent the surface texture and roughness of the particle at a much smaller scale level. This scale division was also used in [28] for Leighton Buzzard sand and highly decomposed granite. The corresponding representation relationship is of great significance to the multiscale morphological study of sand particles: 1) The morphological information at certain scale levels can be easily extracted by definable accumulation of spherical harmonics. 2) The morphological descriptors of certain scale levels are able to be unaffected by the morphological information from other scale levels, which greatly improves the reliability and stability of the morphological descriptors. 3) Independent control variables for particle morphology at certain scale levels are obtained, and the characterization and quantization of particle multiscale morphology is more intuitionistic and laconic.
[image: Figure 2]FIGURE 2 | SH reconstructions of a typical CS particle and a typical FS particle by accumulating harmonics in different scopes of SH frequency spaces (A) the typical CS particle, (B) the typical FS particle. The columns from left to right are X-CT images, SH reconsturction at f0 and f2-f15, f0 and f2-f4, f0 and f5-f8, f0 and f9-f15, which represent the complete form, general shape, local angularity and surface roughness, respectively.
Multiscale Morphological Descriptors
Three morphological descriptors, sphericity, roundness and roughness, are introduced accordingly to quantify the particle morphology at three scale levels, general form, local roundness and surface texture. These morphological descriptors are calculated based on surface reconstruction in f2-f4, f5-f8, f9-f15, respectively.
Sphericity is a common parameter to characterize the general shape of particles, which is defined by:
[image: image]
where V and S denote the particle volume and surface area, respectively. The algorithm is based on the triangular mesh in Figure 1. The value of sphericity ranges from 0 to 1, and the closer the value is to 1, the closer the general shape of the particle is to spherical.
Roundness is a parameter to characterize the local angularity on the particle surface, in other words, the angularity of the particle surface, which is defined by [29]:
[image: image]
where N is the number of sharp corners on the particle; kins is the curvature of the maximum inscribed sphere of the particle; kmax is the max curvature of each sharp corners on the particle. The sharp corner was identified by [image: image], where [image: image] is the radius of the maximum inscribed sphere of the particle.
In order to measure the local principal curvatures at a given vertex vc (xc, yc, zc) on the SH-reconstructed surface, a Taylor Series was introduced to approximate the micro-surface consisting of a central point and six vertices, which is also used in [30], as expressed by:
[image: image]
where a1, a2, a3, a4, a5 and a6 are the unknown coefficients that need to be determined.
For reasons of avoiding the fitting error of the micro-surface caused by the difference of its position in Cartesian coordinate system, a rotation of the micro-surface was performed before each calculation of the curvature.
[image: image]
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where vms is the component vertices of the ith micro-surface; vms′ is the component vertices of the ith micro-surface after rotation; [image: image], [image: image]are the spherical coordinates of the center point vc (xc, yc, zc); Ry and Rz are the rotation matrices about the x and y axes.
Taking vms′ as the input of Eq. 6, a fitting surface function can be obtained. The maximum curvature at a given vertex kmax was used to characterize the local roundness of the micro-surface. Consequently, the roundness of the particle can be obtained by Eq. 5.
According to [31], the roughness of a fracture surface is defined as follows:
[image: image]
where Sfs is the true fracture surface area and Ap is the apparent projected area on a plane parallel to the mean or average topographic plane of the fracture surface.
Similarly, for spherical particles in three dimensions, the quantitative descriptor of surface roughness can be defined by:
[image: image]
where S is the particle surface area under f9-15 accumulation and SE is the surface area of a sphere of the same volume.
RESULTS AND DISCUSSION
According to the reconstruction methods in the previous section ‘Reconstruction of particle surface’, it is proved that SH reconstructed particles can well reproduce the multiscale morphological characteristics of the surface of the two typical natural sand particles, CS particles and FS particles, with the SH degree of 15. Then, the 3D sphericity, roundness and roughness of real CS and FS can be obtained by the methods proposed in ‘Multiscale morphological description and quantization’. Figure 3 shows the cumulative distribution functions of sphericity, roundness and roughness of the CS particles and FS particles. As expected, CS tends to have lower values of sphericity and roundness than the FS particles, which again prove that the particle morphology of CS is more irregular and angular than that of FS. With regard to roughness, the value of CS is higher than those of the FS particles. This indicates that the surface textures of the CS particles are rougher and more complex than those of FS. Numerically speaking, the mean value of sphericity of CS (0.892) is 3% higher than that of FS (0.921), and the mean value of roundness of CS (0.625) is 14% higher than that of FS (0.728), the mean value of roughness of CS (1.081) is 6% lower than that of FS (1.021).
[image: Figure 3]FIGURE 3 | Cumulative distribution functions of sphericity, roundness and roughness of the CS particles and FS particles (A) sphericity under f2-f4; (B) roundness under f5-f8; (C) roughness under f9-f15.
Figure 4 further displays the correlation between the multiscale morphological descriptors. Obviously, there is a fairly strong correlation between the descriptors in each subfigure, indicating that the morphological features of natural sand particles at different scale levels are not independent from each other. Specifically, the correlation coefficients between sphericity and roundness, sphericity and roughness, and roundness and roughness are 0.736, 0.688, 0.786, respectively. This result agrees well with the results of [20], who found a strong correlation between the sphericity and the roundness and fractal dimension of sand particles. Moreover, it is believed that most environmental data displays the fractal property of statistical self-similarity through at least a limited range of scales [32]. The strong correlation between morphological features and different scale levels potentially results from the natural self-similarity of sand particles, which only depends on the natural properties of the sand particles, including particle composition, sedimentary environment, transport path, etc. Therefore, although the particle morphology at a single scale level can be easily isolated, there is still a notable correlation between the morphological features of natural sand particles at different scales.
[image: Figure 4]FIGURE 4 | Correlation between the multiscale morphological descriptors (A) sphericity plotted against roundness, (B) sphericity plotted against roughness, (C) roundness plotted against roughness.
CONCLUSION AND FUTURE WORK
This study successfully combined X-CT scanning and SH analysis to complete a precise and digitized reconstruction of two morphologically different natural sand particles: CS particles and FS particles. It is proved that a maximum spherical degree of 15 is sufficient for the reconstruction of the multiscale morphology of CS and FS. The particle morphology was divided and separated at three scale levels, and 3D sphericity, roundness, and roughness were introduced to define the general form, local angularity and roundness, and surface texture and roughness.
Based on the algorithms of the morphological descriptors proposed above, the multiscale morphological features of CS and FS were rigorously defined and quantified. The mean value of sphericity and roundness of CS are 0.892 and 0.625, which are 3 and 14% lower than that of FS (0.921 and 0.728), respectively. With regard to roughness, the mean value of CS (1.081) is 6% higher than that of FS (1.021). The results indicates that the particle morphology of CS is more irregular and angular than that of FS, and the surface textures of the CS are rougher and more complex than those of FS. Moreover, the morphological difference between CS and FS mainly exists in the smaller scale levels, namely, the roundness and roughness scale levels. The higher standard deviation indicates that CS is more diverse and random in particle morphology. The correlation coefficients between the morphological descriptors at different scale levels are greater than 0.6, indicating that the morphological features of natural sand particles at different scale levels are not independent from each other. This potentially results from the natural self-similarity of sand particles, in other words, the fractal features.
Based on this work, the present authors’ future research will focus on experimental and numerical studies of the effect of these multiscale morphological descriptors on the micro- and macro-mechanical behavior of granular sands. In particular, the influence of particle morphology at different scale levels on the mechanical response of particle assembly will be as a significant problem in the future’s research, aiming at establishing better relationships between the multiscale particle morphology of these geomaterials and their mechanical, hydrological and rheological performance.
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For horizontal wells in Longmaxi Formation, oil-based drilling fluid that soaks for a long time is more likely to cause a wellbore collapse. Therefore, in this paper, the downhole core method of shale formation, in Longmaxi Formation, was adopted. First, rock samples were selected from different sampling angles and soaked with field drilling fluid. Second, a triaxial mechanics experiment was carried out. Based on the anisotropic wellbore stress distribution model, the stability of shale wellbore was calculated and analyzed. The results show that the compressive strength and cohesion of the shale are reduced after soaking in the drilling fluid. Hence, the reduction range of various sampling angles obviously differs as well. Shear failure occurs in vertical stratification; shear slip failure occurs along the weak plane, showing strong anisotropy. Combined with the experimental results, the collapse pressure is calculated, and it is found that the weakening effect of drilling fluid makes the overall collapse pressure rise by about 0.2 g/cm3. Finally, the shale bedding dip and dip direction have a great influence on the collapse pressure. The lower critical mud weight always takes the minimum value when the borehole axis is perpendicular to the bedding.
Keywords: shale gas, anisotropy characterization method, weak bedding planes, collapse pressure, strength weakening
INTRODUCTION
Shale accounts for more than 75% of the oil and gas deposits drilled globally [1]. The Longmaxi Formation, in Sichuan Basin, is rich in unconventional oil and gas resources. Moreover, the efficient development of shale gas holds great significance for prolonging the life of the petroleum industry in China [2]. The commercial development of Fuling shale gas, specifically, marks the rapid development of shale gas in China. At present, horizontal well drilling technology, and large-scale hydraulic fracturing, are key technologies for the successful development of shale gas. However, shale gas reservoirs are characterized by strong structural stress, strong formation heterogeneity and strong bedding development. However, irregular wellbore collapses and accidents often occur in drilling operations [3]. Considering the JY1HF well in the Jiaoshiba block area, for example, a wellbore collapse frequently occurred in the drilling process. The logging data showed that the wall expansion rate of the inclined section was as high as 50–100%. Therefore, an accurate understanding of the collapse rule, for the Longmaxi shale formation in Jiaoshiba, and the selection of the most optimal drilling design both have a significant influence on the efficient development of shale gas.
As for the collapse and instability of shale formation, scholars both at home and abroad have carried out a large number of studies from different perspectives. In the past, most of the studies focused on the influence of the anisotropy characteristics of shale formation, specifically on its strength and its seepage characteristics. Among these studies, a series of mechanical experiments on different stratified shale were carried out [4–8], and some theoretical studies on heterogeneous rocks were also carried out [9–11]. It is recognized that the mechanical parameters (cohesion and angle of internal friction) of the bedding plane are the most important causes of shale failure [12]. It is also recognized that the seepage effect of the shale formation causes shale hydration, which has a significant impact on shale strength, and results in the reduction of cohesion and internal friction angle [13–15]. Wall rock strength decreases after prolonged exposure to drilling fluid [16–18]. A hydration test was conducted on the shale formation of Longmaxi, and it was discovered that the rock sample expanded with water absorption, permeated along the bedding, and finally peeled off the block [19]. Since another researcher established the wellbore stress distribution model based on anisotropy, and studied the wellbore instability, the anisotropy characteristics have become the focused research direction of the wellbore stability model [20]. Another researcher established a weak plane model and discovered that it is effective in predicting stratigraphic wellbore failure, except for obvious loose or plastic formations [21]. Therefore, it is determined that the direction of the weak plane is closely related to wellbore failure [22]. As a result, the isotropic wellbore stress distribution model is established [23, 24], and it is found that Poisson’s ratio has little influence on borehole stability in shale formation [25, 26]. However, these studies often adopt assumed values, or only give experimental results, for the anisotropy of shale strength. Most of the research and literature adopts outcrop samples for the study of shale strength characteristics; few of them use the downhole core method of shale, and few of them use field drilling fluid to weaken it. In addition, the mechanical characteristics of the system are studied. Most shale hydration tests only use common formation water, or water-based drilling fluid, and there are few studies on the effect of oil-based drilling fluid on borehole wall instability.
In this paper, 2,450 m of downhole core from the Longmaxi Formation was adopted for the preparation of core from different sampling angles. Field oil-based drilling fluids were used to weaken the core in groups. Triaxial mechanical experiments were conducted on the core to obtain the mechanical parameters, before and after weakening of drilling fluids from different bedding angles. Next, combined with the single weak surface criterion and anisotropic wellbore stress distribution model, the calculation method of shale formation collapse pressure is established. Finally, mechanical parameters, before and after weakening, were used to study the variation law of collapse pressure in shale formations with different bedding occurrences. The results of this study can provide some theory and basis for guaranteeing borehole wall stability during drilling in the Longmaxi Formation.
Experiment and Analysis
There is a great deal of low-dip bedding in the shale formation of Jiaoshiba, and the strength of the shale formation is significantly reduced by the weak bedding surface, which shows obvious strength anisotropy. Meanwhile, Longmaxi shale is easy to hydrate [19], and oil-based drilling fluid is typically used for drilling in the field. However, long-term immersion of drilling fluid tends to reduce the shale strength. In order to better understand the influence of oil-base drilling fluid on the strength of shale with different drilling angles, the underground core of the Longmaxi Formation was used to carry out a triaxial mechanics experiment. Furthermore, the strength of shale at different angles, before and after drilling fluid immersion, were tested in order to provide parameters for the study of borehole wall stability in shale formation.
In order to study the rock mechanics parameters of bedding shale formation, only three bedding angles were taken, due to the difficulty in obtaining underground core. According to GB 23561.1-2009 “Determination of Physical Properties of Coal and Rock”, the rock samples were made into specimens with a length and diameter of 50 mm × 25 mm where the included angle between the coring direction and the normal direction of the bedding surface of (a), was 90°, the included angle of (b) was 60°, and the included angle of (c) is 0° (as shown in Figure 1). All samples were dried in an oven at 60°C for 24 h and then set aside.
[image: Figure 1]FIGURE 1 | Sampling diagram at different bedding angles.
After drilling the core, the end face should be ground with a grinding machine, and the parallelism error of the two end faces should not exceed 0.5 mm. After the sample preparation, the triaxial mechanics experiment was carried out using a GCTS RTR-1000 (high temperature and high pressure) triaxial mechanics test machine. During the test, when the deformation rate signal feedback by the rock specimen was inconsistent with the predetermined signal, the servo controller would generate a corresponding comparison signal. This signal pushed the servo valve to move and increase or decrease the oil supply quantity of the loading device. Furthermore, the deformation rate of rock specimens was always controlled within an appropriate range. At the moment the rock specimen ruptured, its bearing capacity decreased, and its deformation rate increased. Then, the servo controller would actively close the servo valve, reduce the supply of oil source, and play the role of “letting pressure”, so that the rock specimen could overcome the “burst” phenomenon. Next, the deformation data, after the peak value and before the peak value, can be obtained. Finally, the stress and strain data can be obtained in the process of rock deformation and failure under the formation conditions. In this experiment, each sampling angle was required to carry out experiments under two different confining pressures. The experimental loading confining pressures were 0 and 25 Mpa. The core was taken from the JY1HF well with vertical depth of 2450 m, so the confining pressure was set as 25MPa, and the confining pressure of 0 MPa was selected as the comparison. All cores were divided into two groups, A and B. Group A were dry cores, and Group B were immersed in an on-site oil-base drilling fluid for 30 days to simulate the downhole environment. It was found that in Group A, the compressive strength of the samples is the lowest when the included angle is 60°, and the strength of the samples in the vertical stratification direction is the highest (as shown in Table 1). The rock samples are shown in Figure 2. In addition, the damaged samples are shown in Figure 3. It was found that shear failure occurs at an angle of 0°, shear slip failure along the bedding plane occurs at an angle of 60°, and longitudinal cleavage failure occurs at an angle of 90°. Therefore, the shear slip failure along the weak bedding plane is the key failure mechanism that leads to the low strength of the bedding shale.
TABLE 1 | Triaxial test results of dry samples of Group A.
[image: Table 1][image: Figure 2]FIGURE 2 | Rock samples before failure of triaxial rock mechanics test.
[image: Figure 3]FIGURE 3 | Rock samples after failure of triaxial rock mechanics test.
In addition, the cores of Group B were soaked with on-site, oil-base drilling fluid for 30 days, and subjected to triaxial mechanical experiments. The experimental results are shown in Table 2.
TABLE 2 | Triaxial test results of soaked samples of Group B.
[image: Table 2]The results of three-axis experiments of shale, before and after soaking, are compared (as shown in Figure 4 and Figure 5). It is found that the cohesion and internal friction angle of the shale matrix and bedding decreased when soaking time was increased. Figure 4 shows that after drilling fluid immersion, the compressive strength of shale with different sampling angles decreases at 0 and 25 MPa confining pressure. Among them, at the angles of 0° and 90°, the compressive strength decreases greatly, while at the angle of 60°, the compressive strength only slightly decreases. Because the strength of the rock sample is very low at an angle of 60°, the space for decline is very limited. Figure 5 shows that the shale cohesion and internal friction angle of different sampling angles decrease after immersion in drilling fluid, and cohesion decreases the most when the angle is 90°. Moreover, the compressive strength of some rock samples increases after immersion, which may be due to heterogeneity. The influence of oil-based drilling fluid on shale strength may be one of the key factors of wellbore instability. Therefore, the data fitting of shale strength before and after soaking was carried out (as shown in Figure 6). The fitting correlation coefficient is close to 1, and the fitting regression effect is good. The compressive strength of shale in Jiaoshiba area from different angles can be predicted according to the fitting formula.
[image: Figure 4]FIGURE 4 | Comparison of compressive strength before and after drilling fluid immersion.
[image: Figure 5]FIGURE 5 | Cohesion and angle of internal friction before and after immersion.
[image: Figure 6]FIGURE 6 | Fitting of compressive strength data before and after immersion.
Wellbore Stability Analysis Model and Criterion of Anisotropic Formation
It is necessary to establish a wellbore stability analysis model for the anisotropic formation of shale after triaxial mechanics experiments, with different included angles, are performed. Then, combined with the rock failure criterion, the influence of drilling fluid weakening on the stability of shale formation wellbore can be estimated.
Wellbore Stabilization Model for Anisotropic Formation
Assuming the formation is completely heterogeneous, and on the basis of only considering the elastic deformation of the material line, according to the generalized Hooke’s law the stiffness matrix contains 21 elastic constants. Because the Longmaxi Formation belongs to bedding strata, the bedding strata can be equated with transverse isotropic materials. At this point, the flexibility matrix can be simplified, including five independent flexibility coefficients, and the constitutive equation can be expressed as Eq. 1:
[image: image]
Among them, the parameter is specific, as expressed in Eq. 2:
[image: image]
Under the bedding plane coordinate system, the rock equilibrium equation and the strain coordination equation are represented in Eq. 3 and Eq. 4, respectively, according to the assumed conditions, when the rock around the well meets the plane strain assumption.
[image: image]
[image: image]
In order to solve the problems listed, the stress function [image: image] and [image: image] is introduced, so that each stress in the balance equation can be expressed as Eq. 5:
[image: image]
Since it is a plane strain problem, it can be obtained from the physical equation. The axial stress [image: image] can be solved by Eq. 6, as follows:
[image: image]
For the exact solution of stress concentration in anisotropic rock, two stress functions about stress components are defined, and the general expressions of stress function are given, as shown in Eq. 7:
[image: image]
Setiawan [23] introduced a new complex variable function on complex variables, which was expressed as Eq. 8:
[image: image]
By using the above formula, Eq. 9 of the stress component in bedding wells is given:
[image: image]
Finally, the formula of stress components around borehole is expressed in Eq. 10.
[image: image]
The borehole stability model, Eq. 11, under polar coordinates, can be obtained by plugging into the borehole polar coordinate formula:
[image: image]
where, [image: image]and[image: image]is the stress component under the borehole column coordinates; [image: image]is the borehole radius; [image: image]is the radial distance between surrounding rocks and borehole axis; [image: image]is the Poisson’s ratio of rock; and [image: image] is the well circumference angle. According to the formula listed above, the stress distribution of the surrounding rock, under the coordinates of any inclined shaft, can be obtained when the original ground stress and the liquid column pressure in the wellbore are acted upon.
Shale Matrix Failure Criteria
It is necessary to select appropriate strength criterion for accurately evaluating the stratigraphic stability. According to the test results, when the included angle of the rock sample is 0°, the rock is considered a single shear failure. Rock failure shear force on the shear surface must overcome rock cohesion and friction, as shown in Eq. 12:
[image: image]
M-C criterion can be expressed as Eq. 13 in the form of principal stress, as shown in Figure 7.
[image: image]
[image: Figure 7]FIGURE 7 | Failure mode and M-C circle for single shear failure.
Strength Criterion for Weak Plane
According to the test results, when the included angle of the sample is 60°, the sample is shear-slippage failure along the bedding plane. The local layer slips along the weak surface, and it is unstable when the surrounding rock is destroyed by the crack structure surface. For a formation containing micro-fractures, when the angle between the fracture surface and the maximum principal stress is within a certain range [21], the formation will appear to collapse, and drop blocks along the fracture surface. Strength criterion is expressed as Eq. 14:
[image: image]
where [image: image] is the circumferential stress on borehole, Pa; [image: image] is radial stress, Pa; [image: image] is Biot coefficient; [image: image] is pore pressure, Pa; [image: image] is cohesion of shale bedding, Pa; [image: image] is friction angle of shale bedding, °; and [image: image] is the angle between weak-plane normal and maximum principal stress, °. However, the weak plane criterion needs to satisfy Eq. 15 in order to make the rock sample shear slip along the weak plane, as shown in Figure 8.
[image: image]
[image: Figure 8]FIGURE 8 | Failure mode under the single weak plane criterion.
INFLUENCE OF DRILLING FLUID ON WELLBORE STABILITY OF BEDDED SHALE
In this paper, polar coordinates are used to characterize the minimum drilling fluid density in the shale formation of the Longmaxi Formation with the change of drilling direction, and the influence of weak surface. Based on the experimental data, the variation rule of formation collapse pressure is compared and analyzed before and after drilling fluid weakening.
Geomechanics Parameters and Rock Mechanical Parameters
In this model, the X axis is consistent with the north geographical pole, and the Y axis is aligned with the east geographical pole. Weak plane occurrence is defined by inclination direction (α) and inclination angle (β). In order for the weak plane to be studied in the wellbore stability analysis model, the inclination angle is assumed to be 30° and 60°, and the study is carried out under different inclinations. The experimental samples, in this paper, are the underground core of Longmaxi Formation, with a sampling depth of 2,450 m. According to the field hydraulic fracturing and logging data, the geomechanics parameters of the target interval were obtained (as shown in Table 3). Then, according to laboratory rock mechanics experiments, rock mechanics parameters, before and after drilling fluid immersion, are obtained (as shown in Table 4). All these parameters are input parameters for the lower critical mud weight analysis of the Longmaxi shale formation in Fuling.
TABLE 3 | Geomechanical parameters of Longmaxi Formation in Fuling.
[image: Table 3]TABLE 4 | Mechanical parameters of rock before and after immersion.
[image: Table 4]Collapse Pressure of Rational Formation Before and After Drilling Fluid Immersion
In shale formations, horizontal wells usually pass through bedding strata with different well angles, and bedding strata also have different tendencies, which affects the formation’s lower critical mud weight, and the choice of the optimal drilling direction. In addition, it is found that bedding inclination angles are mostly low-dip angles in field drilling construction. Therefore, the formation dip angle of 30° and 60° were selected for the study. Based on the experimental data, the influence of drilling fluid on wellbore stability of shale formation is studied. The purpose is to get closer to identifying the best working conditions, and also choose the optimal drilling construction scheme.
When the bedding inclination angle is 30°, it is found that the collapse pressure is generally lower along the direction of bedding tendency, or its relative direction (as shown in Figure 9). However, in the direction where the angle with bedding tendency is 90°, the collapse pressure is generally heightened to the maximum value, which is not suitable for a drilling well trajectory direction. Moreover, with the increase of the azimuth of stratigraphic tendency, the lower critical mud weight of bedding tendency decreases gradually, with a decrease of 0.3 g/cm3. In the direction of bedding inclination, the closer the angle of the well inclination is to the bedding inclination, the lower the collapse pressure. The collapse pressure is minimal when the axial direction of borehole is perpendicular to the bedding. Combined with the laboratory triaxial rock mechanics experiment, it is found that when the loading direction is perpendicular to the bedding, the maximum rock mechanical parameters are taken, so the borehole is more stable. By comparing and analyzing the collapse pressure, before and after drilling fluid immersion, the overall lower critical mud weight increased to a certain extent. The minimum collapse pressure rose to 0.2 g/cm3, while the maximum collapse pressure rose from 1.75 g/cm3 to 1.95 g/cm3. However, the choice of borehole for the azimuth angle is greater than it was before immersion. Drilling is not necessary along the bedding tendency, but within a certain angle to the bedding tendency. The optimal drilling azimuth is changed to an angle of about 30° with the bedding tendency.
[image: Figure 9]FIGURE 9 | The collapse pressure before and after soaking, when the bedding inclination angle (β) is 30°.
When the bedding inclination angle is 60°, the change of collapse pressure is shown in Figure 10. It is found that with the increase of the bedding inclination angle, the figure shows that different bedding plane inclination angles have a significant effect on the collapse pressure density of the shaft wall. When the inclination is 0°, the included angle with the azimuth angle is 30°, which is the optimal drilling direction. The overall lower critical mud weight is around 1.45 g/cm3. When the angle of inclination is 30° and the well bevel is below 40°, the collapse pressure is higher than 1.70 g/cm3. When the inclination angle is 60°, the optional orientation of the wellbore trajectory is smaller, and the collapse pressure is lower, but only when the well is drilled with a high inclination angle in the bedding inclination azimuth. Also, the minimum collapse pressure is 1.1 g/cm3. When the inclination angle is 90°, the lower critical mud weight is smaller, in the range of about 30° of bedding tendency, and the collapse pressure range is 1.1–1.4 g/cm3. The collapse pressure, before and after soaking, is compared and analyzed. Similar to the inclination angle with bedding of 30°, the overall rise amplitude of the collapse pressure is 0.2 g/cm3. However, the choice of borehole orientation is larger, and the collapse pressure is higher, but only in a small range. When the trend is 0°, the larger value is 1.9 g/cm3 when the azimuth angle is 60°. When the trend is 30°, the collapse pressure is higher than 1.9 g/cm3, within the azimuth range of 0°–60° and 210°–240°. When the trend is 60°, the value of collapse pressure is higher, in the azimuth range of 90°–180° and 270°–360°. When the trend is 90°, the optimal drilling direction is 60°–120° and 240°–300°, and the collapse pressure is lower than 1.6 g/cm3.
[image: Figure 10]FIGURE 10 | The collapse pressure before and after soaking, when the bedding inclination angle(β) is 60°.
By comparing and analyzing the bedding inclination angles of 30° and 60°, with the increase of the bedding inclination angle, the optimal well inclination angle also increases. When the borehole axis is perpendicular to the bedding surface, the minimum value of lower critical mud weight is always set. In addition, when the bedding inclination angle is 30°, the optional borehole bearing angle is also more concentrated than when the bedding inclination angle is 60°. When the bedding inclination angle is 60°, the collapse pressure changes are more complex, and the bedding occurrence has a significant influence on the selection of the optimal drilling direction. Finally, the oil-base drilling fluid has a significant effect on shale strength, making the overall minimum drilling fluid density increase by about 0.2 g/cm3, and the maximum collapse pressure rise from 1.75 g/cm3 to 1.95 g/cm3. In other words, the mechanism of shale mechanical failure, bedding occurrence and weakening effect of drilling fluid, are all very important in the wellbore stability analysis of shale formation.
CONCLUSION
In this paper, the triaxial mechanics experiments of different bedding angles and different confining pressure conditions are carried out by examining the shale of Longmaxi Formation in Fuling, for example. Based on the experimental data, the variation law of wellbore collapse pressure, before and after drilling fluid immersion, is studied. The main controlling factors of borehole collapse are revealed in the middle rational shale formation during drilling. The following conclusions are obtained:
1) Because of the shale bedding development of Longmaxi Formation, the strength of weak bedding is lower than that of shale body. The compressive strength of the specimens is the lowest under the condition of a 60° angle with bedding, and the cohesion and internal friction angle are also the lowest. However, the strength of the samples is the highest in the vertical stratification direction, and the cohesion and internal friction angle are also the highest. This indicates that Longmaxi shale shows strong intensity anisotropy.
2) Experimental results of triaxial rock mechanics show that the samples have shear failure in the vertical bedding direction. The samples specifically have shear slip failure along the bedding plane at an angle of 60° with the bedding plane, and the samples occur split failure in the parallel bedding direction. This indicates that shear slip failure along the weak bedding plane is the key mechanical mechanism that leads to the decrease of shale strength.
3) After soaking the drilling fluid, the compressive strength, cohesion, and angle of internal friction of the shale all have measured changes. The compressive strength decreases after soaking, in which the compressive strength decreases the most under 90°, and is very low before soaking under 60°, where the decrease is the smallest. The cohesion decreases after soaking, where the degree of decline was the highest at 90°, and the smallest at 60°. Meanwhile, the internal friction angle did not change obviously after immersion.
4) The bedding occurrence has a great influence on the distribution law of collapse pressure. When the borehole axis is perpendicular to the bedding surface, the minimum value of lower critical mud weight is always taken. While at a low bedding dip, the optimal drilling direction is more concentrated. As the azimuth of bedding tendency increases, the distribution of collapse pressure becomes more complicated.
5) The weakening effect of the drilling fluid makes the overall collapse pressure rise by about 0.2 g/cm3. Before the drilling fluid weakens, the collapse pressure tends to take the minimum value on the bedding tendency. After weakening, the collapse pressure is distributed more evenly in the appropriate direction, and the included angle of 30°, with the bedding tendency, can also be the optimal direction.
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The volume fraction of rock blocks plays a particularly significant role in static/dynamic shear behaviors of soil–rock mixtures (SRM). Large-scale cyclic triaxial tests for SRM with different volumetric block proportions (VBPs) were performed at different confining pressures to investigate the reduction of dynamic shear modulus (G) and the increase of damping ratio (λ). Results indicate that VBP has a significant effect on the dynamic behaviors of SRM. The higher VBP is more likely to result in a gentler reduction of G and a faster increase of λ. The variations of dynamic shear modulus ratio (G/G0) and normalized damping ratio (λnor) fall within relatively narrow bands but are very different with gravelly soils and sands due to VBP with particle size larger than 2 mm. The G/G0 and λnor can be characterized by empirical functions about normalized shear strain amplitude (γnor).
Keywords: soil–rock mixture, shear modulus, damping ratio, volumetric block proportion, dynamic properties
INTRODUCTION
Soil–rock mixtures (SRMs) are inhomogeneous and heterogeneous geological materials widely used in infrastructure projects such as road foundations, earth dams, and slopes [1]. However, since their mechanical and physical properties are significantly determined by the interaction and properties of rock blocks, SRM belongs to neither the category of soil nor rock [2]. Great difficulties in parameter determination represent a significant challenge in engineering practice and thus have attracted the attention of scholars from home and abroad.
Soil dynamic parameters, including dynamic shear modulus (G), dynamic shear modulus ratio (G/G0, G0 was initial shear modulus), and damping ratio (λ) from small to large shear strain amplitude (γa), are significant indexes for the seismic design and stability analysis of structures and geo-structures subjected to seismic/repeated loading. Seed et al. [3], Rollins et al. [4], and Hardin and Kalinski [5] examined the G and λ of gravelly soils by cyclic triaxial tests. However, only a few tests were performed on gravel and gravelly soils due to the large size of the testing apparatus required. Lin et al. [6] pointed out that the large proportion of gravels and the unusual gap grading were the causes for the differing behavior of gravelly deposits. Tanaka [7] found that the G/G0-γa relation of an undisturbed soil could be approximately described by that of the reconstituted soil sample. Araei et al. [8] believed that the dynamic characteristics of reconstituted gravelly soils were significantly affected by gravel content, confining pressure, and loading frequency. Wang et al. [9] further indicated that the dynamic soil properties showed significant changes when VBP was higher than 30%. Alhassan and VandenBerge [10] proposed a better distinguish between the behavior of compacted sand and gravel soils in normalized dynamic shear modulus and damping ratio with shear strain. Zhang et al. [11] studied the dynamic properties and damage evolution of silty soils with different volumetric block proportions (VBPs). Xu et al. [12] investigated the dynamic properties of sand–gravel mixtures with varying contents of gravel, loading cycles, and loading frequencies. Ye et al. [13] summarized the empirical models of dynamic shear modulus and the range of reduction curves for coarse-grained soils. It is not a stretch to infer that VBPs will significantly affect the dynamic properties of SRM. This study conducted undrained cyclic triaxial tests on SRM with different VBPs and confining pressures (CPs) to investigate their dynamic characteristic evolution. The relationships of G and λ with shear strain amplitude (γa) were discussed in detail.
EXPERIMENTS
The Large-Scale Cyclic Triaxial System (GCTS HCA-300) was used to study the dynamic behavior of SRM. SRM samples were prepared with fine-grained soil and rock blocks. The fine-grained soil with particle size less than 2 mm was a residual soil formed in Quaternary, collected at Nanjing Tech University’s campus. The dry density of this soil was 1.63 g/cm3. The natural water content was 21.58%. The maximum dry density was 1.91 g/cm3, and the optimum moisture content was 12%. Considering that the sizes of cylindrical samples were 100 mm in diameter and 200 mm in height, the maximum diameter of rock blocks was limited to 20 mm to avoid the size effect. The natural density of dry rock blocks with particle sizes ranging from 2 to 20 mm was 2.36 g/cm3. Since the aerial phenomenon of rock blocks would result in significant difficulties in packing SRM samples into the mold when VBP was higher than 60%, only five VBP (0/15/30/45/60, %) combined with four CP (100/200/400/800, kPa) were considered in undrained cyclic triaxial tests. Given the water absorption of rock blocks, the extra 5% of water was mixed into SRM to avoid rock blocks absorbing water from the fine-grained soil. When SRM specimens were ready, they were saturated by a vacuum extractor until Skempton’s B achieved 0.95. The axial strain amplitude during loading process increased from 1 × 10–5 to 1 × 10–2 level by level. The specimen was reconsolidated at the same confining pressure for 15 min at least to achieve an effective pore water pressure dissipation as each strain loading level ended. The loading frequency was 0.5 Hz, and the loading cycle was 5.
RESULTS AND DISCUSSION
Figure 1A shows the G of SRM with different VBPs and CPs. The G of SRM exhibits degradation with γa on the whole. High CP always results in larger G values for SRM with the same VBP. The more significant deviation in CP, the more tremendous difference in the G of SRM. The G of SRM at low CP illustrates a slight discrepancy of G regardless of VBP. However, when CP increases, the difference in the G of SRM increases with VBP. These variations should be due to specimens’ compaction. High VBP may cause significant overhead phenomena in SRM. The higher CP can compact SRM specimens effectively, thereby resulting in denser structures with higher stiffness. The G0 shows that both VBP and CP can positively impact soils’ fundamental stiffness.
[image: Figure 1]FIGURE 1 | G and λ of SRM with different VBPs and CPs.
Figure 1B shows the λ of SRM with different VBPs and CPs. The λ of SRM increases with γa and shows a zonal distribution on the whole. The whole growth process of λ can divide into the initial stage (γa < 0.01%), the growth stage (0.01% ≤ γa ≤ 1.0%), and the stable stage (γa > 1.0%). High VBP always results in λ growing earlier in the initial stage. The growth rate of λ is approximately the same at the growth stage, no matter what VBP is. Results of SRM with the same VBP show that high CP can narrow the distribution of λ.
Figure 2A presents the envelope curves of G/G0 of SRM with different VBP and CP, which exhibits a similar behavior identified by previous researchers. The G/G0 falls within a relatively narrow band at the γa of 5 × 10–4% but has almost no effect on the curve shape of G/G0 in γa less than the order of 10−4%. In 1972, Hardin and Drnevich [14] proposed a hyperbolic shear modulus reduction function for soils. Darendeli [15] further proposed a modified hyperbolic model based on testing of sand and gravel samples as
[image: image]
where γr is the reference shear strain and is determined as the shear strain when G/G0 = 0.5; α is the regression parameter. The G/G0 of SRM thus can be characterized by following this hyperbolic model. It can also be found that when VBP in SRM is higher than 45%, the G/G0 curve begins to overlap with the bounds proposed by Rollins et al. [4]. When VBP in SRM is less than 45%, the G/G0 curve almost does not overlap anymore, especially in γa between 0.01 and 0.1%. Seed et al. [3] indicated that the curve characteristics of G/G0 for natural gravel deposits with VBP of 92% at least were similar to that of sandy soil but gentler. This find also highlights that the envelope curves of G/G0 for gravelly soils are below that of SRM.
[image: Figure 2]FIGURE 2 | Envelope curves of G/G0 and λ of SRM with different VBPs and CPs.
Figure 2B shows the envelope curves of normalized λ (λnor) of SRM with different VBP and CP, following the empirical model proposed by Chen et al. [16].
[image: image]
where λmin and λmax are the minimum and maximum damping ratios, λ0 and β are regression parameters related to soil properties. Similarly, the variation of λnor falls within a relatively narrow band at the γa of 5 × 10–3% and has almost no effect on the shape of λnor with γa < 10–3%. The reason why the envelope curves of λnor for SRM is lower than gravelly soils examined by Seed et al. [3] and Rollins et al. [4] may be that the soil with high VBP is harder to compact but more likely to form a loose structure in low CP when subjected to cyclic loadings, thereby resulting in a faster increase of λnor.
Figure 3 illustrates the G/G0 and λnor of SRM with normalized shear strain amplitude (γnor = γa/γr). Both of them are falling within the relatively narrow bands. Namely, the G/G0 and λnor of SRM with γnor are not sensitive to VBP and CP. According to the modified hyperbolic model as Eq. 1 proposed by Darendeli [15], the nonlinear relationship of G/G0 with γnor for SRM was fitted. It can be found that this modified hyperbolic model is also appropriate to SRM with an excellent correlation coefficient up to 0.9879.
[image: Figure 3]FIGURE 3 | G/G0 and normalized λ of SRM with γnor.
Taking Eq. 1 into Eq. 2 yields the following:
[image: image]
The fitting result of λnor shows that it has a high correlation of 0.9789 with γnor. So the empirical correlation can also be used to characterize the changes in the λ of SRM under cyclic loadings.
CONCLUSION
Cyclic triaxial tests were conducted to understand the dynamic properties of SRM further. Outcomes indicate that both VBP and CP can positively impact the fundamental stiffness (G0) and λ of SRM. High VBP in coarse-grained soils is more likely to result in a gentler reduction in G/G0 and a faster increase of λnor. Both G/G0 and λnor of SRM can be evaluated by functions of γnor regardless of VBP and CP. This study’s results can provide a valuable reference to understand the dynamic response characteristics and energy dissipation mechanisms of SRM and other similar geo-materials.
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Steel fibers were delivered into the numerical concrete specimens using a mixed congruence method. A coplanar projection method is proposed to solve the problem of discriminating the crossing among steel fibers. Numerical models were built for reactive powder concrete (RPC) cylindrical specimens with 1 and 2% steel fiber. Comparisons between the numerical model and actual specimen slices show that the modified method has a good simulation effect. An improved anchor cable unit was used to simulate the bond–slip behavior between the steel fiber and concrete; the drawing of a single steel fiber was simulated. Then, the uniaxial compression, triaxial compression, and three-point bending of RPC specimens with 1% steel fiber were simulated, reproducing the concrete cracking and steel fiber slipping behaviors of RPC specimens. The failure modes of the numerical RPC specimen under various mechanical tests are consistent with the experimental results, proving the practicability and accuracy of this established numerical model. This study provides a foundation for the numerical simulation of RPC properties.
Keywords: reactive powder concrete (RPC), steel fibers, bond force, numerical simulation, failure mode
INTRODUCTION
Reactive powder concrete (RPC) is a class of cement-based composite reinforced with steel fibers; RPC has a very low water-to-cement ratio and strong plasticity, first developed by [1]. Compared with high-strength concrete (HPC), RPC has higher strength (including compressive strength and tensile strength), durability, and environmental adaptability; RPC also has lower permeability. Therefore, RPC has broad application prospects in civil engineering [2–5].
In the previous two decades, many studies have been conducted on RPC, mainly focusing on the configuration, mechanical properties, component performance and design, and high-temperature resistance. The configuration of RPC is mainly achieved by improving the RPC homogeneity [6–8], increasing the matrix density [9], and improving the microstructure [10] and steel fiber content to improve the material properties of RPC [11, 12]. For the mechanical properties of RPC, previous studies mainly focused on the material size effect and mechanical performance index [2, 13, 14] (compressive strength, tensile strength, elastic modulus, Poisson ratio, dynamic characteristics, and stress–strain relationship). For component performance and design application of RPC, previous studies mainly focused on the anchorage performance of steel bars [15, 16], bending and shear performance of RPC beams [17], and compression performance of steel tube RPC columns [18, 19]. Studies on high-temperature resistance of RPC mainly focused on resistance to chloride ion penetration, resistance to carbonization [20], resistance to freeze–thaw [21], and corrosion resistance [22].
In terms of numerical simulation, many studies have been conducted on ordinary concrete [23–26], and few studies explored the properties of the steel fiber RPC material due to the difficulty of delivery of the steel fiber, discriminating the mutual position of the steel fiber, and simulation of bond–slip behavior between the steel fiber and concrete [27] uses a three-dimensional meshing algorithm to generate a finite element analysis model. Bonding and sliding contact algorithms were used to simulate the interaction between the steel fibers and the matrix. The mechanical behavior of the SFRC material was simulated, and good agreement with the test data was observed. The authors in ref [28] proposed to use a outsourced hexahedron for discriminating the crossing among steel fibers, but the specific separation method is not given. The authors in ref [29] performed numerical simulations of steel fiber concrete beams by ANSYS software. It was found that the addition of steel fibers had a positive effect on reducing the formation of cracks and controlling the deformation of the beams [30]. The study in ref [31] presents a new numerical model based on the use of coupled finite elements to simulate the behavior of steel fiber–reinforced concrete using an implicit–explicit integration scheme. Comparison with experimental results shows that the numerical simulation method is very promising. Because RPC does not contain coarse aggregates, the diameter of the steel fiber is generally about 0.2 mm, the length is about 13 mm, and the volume of a single steel fiber is about 0.4 mm3, which is about 2 parts per million of the standard concrete specimen (φ 50 mm × 100 mm). If steel fibers with a volume content of 3%, that is, 14,726 steel fibers, are incorporated into standard concrete specimens, it is necessary to consider the positional relationship between steel fibers when the number of steel fibers is large. Thus, it not only satisfies the condition of no intersection between steel fibers but also overcomes the problem of delivery efficiency of steel fibers in a fixed space. In addition, if the contact method is used to simulate the bonding force between the steel fiber and concrete, they are meshed separately, and the final number of grids may reach millions, which is also difficult to achieve using general computers. Therefore, other methods must be used to simulate the bonding force.
To overcome the problem of steel fiber delivery so that the numerical simulation of a steel fiber RPC can be carried out smoothly, a mixed congruence method is proposed to achieve the delivery of the steel fiber into a fixed space using Matlab software, and the coplanar projection method was used to solve the problem of discriminating the crossing of steel fibers during delivery. The slice of the numerical model was compared with that of actual RPC specimens to prove that the steel fiber delivery method can truly simulate the mesostructural characteristics of RPC. Moreover, the uniaxial compression test, triaxial compression test, and three-point bending test of RPC specimens were simulated. The cracking of concrete and slipping of the steel fiber were evaluated, and finally, the failure modes of RPC specimens with 1% steel fiber between the numerical and experimental results were compared. The effectiveness and feasibility of the proposed method for simulating RPC are shown.
STEEL FIBER DELIVERY METHOD
Principle of Steel Fiber Delivery
In this study, we use the mixed congruence method for random generation of spatial locations of steel fibers, which is one of the methods for generating random numbers by congruence operation, and the commonly used congruence methods also include the additive congruence method, the multiplicative congruence method, and the division congruence method. The mixed congruence method was proposed by Lehmer in 1951, which is a method of generating uniform random numbers by making a recursive formula using the congruence formula of a constant and the product of the generated pseudo-random numbers. Compared with the other methods mentioned before, the mixed congruence method has the advantages of speed, memory saving, long cycle time, and good statistical properties.
The geometry shows that the spatial position of a steel fiber can be determined from the coordinates [image: image] and [image: image] of its two end points, or from the coordinates [image: image] of a certain point and the angle [image: image] between the steel fiber and the three coordinate axes in space.
In general, the random function method [image: image] can be used to generate the coordinates of any spatial position. R is a random function, and it can be the translation or rotation operation. When the spatial points are constrained in the calculation area and satisfy a certain position relationship, these points can be used to deliver steel fibers.
Supposing that the specimen has a diameter [image: image] and height [image: image], and the steel fiber is a straight cylinder with a length [image: image] and diameter [image: image], the positions of steel fibers can be randomly distributed within a specimen. The number of steel fibers [image: image] that need to be placed into specimens under different ratios [image: image] can be calculated from the ratio of the RPC specimen and volume of a single steel fiber. As shown in Eq. 1, 
[image: image]
The steps of delivering steel fibers are as follows:
Step 1: Use a random function to generate a steel fiber in the calculation area and ensure that the entire steel fiber is in the calculation domain. In this method, one end of the steel fiber is randomly generated inside the area, and the other end of the steel fiber is determined from the randomly generated steel fiber direction angle[image: image]. Then, whether the entire steel fiber is in the calculation domain is determined. If the steel fiber is in the computational area, then proceed to step 2.
Step 2: The rotation angle [image: image] generated by the random function is used to rotate the steel fiber generated in the first step. The direction angle of steel fiber after rotation can be calculated as follows:
[image: image]
Step 3: Randomly generate a translation vector [image: image] using a random function, and randomly translate the steel fiber generated in step 2. Assuming that the coordinates of both ends of the i-th steel fiber are [image: image] and [image: image] the midpoint coordinate of the i-th steel fiber is [image: image]. Then, the coordinate of the steel fiber after translation can be expressed as follows:
[image: image]
Step 4: Perform the iteration of steel fiber delivery. Repeat the second and third steps, and continuously generate new steel fibers until the targeted number N is reached.
Method for Discriminating the Mutual Position of Steel Fibers
Assuming that the end coordinates of two steel fibers are [image: image], [image: image] and [image: image], [image: image], the vectors of these two steel fibers can be expressed as follows:
[image: image]
It is difficult to discriminate the positional relationship between two steel fibers in a three-dimensional (3D) space. However, if both steel fibers are projected into a plane parallel to them, the discrimination in 3D space can be converted into a two-dimensional (2D) plane (Figure 1). Assuming that this plane passes through point A[image: image], this parallel plane can be obtained according to the analytic geometry as follows:
[image: image]
[image: Figure 1]FIGURE 1 | Discriminating the mutual position of steel fibers. (A) Spatial location of the steel fiber (type 1). (B) Steel fibers do not intersect in the projection plane. (C) Spatial location of the steel fiber (type 2). (D) Steel fibers intersect in the projection plane.
In the previous formula, [image: image] represents the coordinate of point A and [image: image] represents the coordinates of any point in the plane.
Because two steel fibers should be judged whether they are parallel to the plane, according to the property of parallel projection, the shape of the steel fiber on the projection surface is rectangular. Its length is [image: image], and the width is the steel fiber diameter [image: image]. In this manner, the spatial position relationship between the two steel fibers can be determined by determining the positional relationship of two rectangles in the plane. If the two rectangles have an intersection point, it indicates if the two steel fibers intersect or are in different planes.
At this time, if the distance between the two steel fibers is greater than 2d, no intersection is present between the two steel fibers; otherwise, the two steel fibers intersect each other. If the two rectangles have no intersection, the two steel fibers do not intersect in space. Therefore, this method can solve the problem of discriminating whether the spatial steel fibers cross and overlap.
Distribution Comparisons of Steel Fibers in Numerical and Actual Slices
Figure 2A shows the delivery result of the steel fiber when its content is 1%. Figure 3A shows the delivery result of the steel fiber when its content is 2%. The aforementioned placement method can also be used for model construction for steel fiber volume content of 3% and above. Experimentally, the higher the volume content of steel fibers, the longer the delivery time required. In this section, only the results for the 1 and 2% contents are presented. The steel fiber randomly fills the interior of the calculated cylinder, and its distribution is relatively uniform. As shown in Figure 2A, the distances of the three sliced positions A, B, and C from the bottom of the specimen were 80, 50, and 20 mm, respectively. All specimens undergoing slicing were intact and untested specimens. Before cutting, the specimen positions were calibrated so as to ensure that the spatial orientation of the cut slices would not change.
[image: Figure 2]FIGURE 2 | Slice comparisons between numerical and experimental RPC specimens with 1% steel fiber. (A) Numerical model of 1% steel fiber inside the specimen. (B) Steel fiber distribution point in slice A. (C) Steel fiber distribution point in slice B. (D) Steel fiber distribution point in slice C. (E) Steel fiber distribution point of sample at slice A position. (F) Steel fiber distribution point of sample at slice B position. (G) Steel fiber distribution point of sample at slice C position.
[image: Figure 3]FIGURE 3 | Slice comparisons between numerical and experimental RPC specimens with 2% steel fiber. (A) Numerical model of 2% steel fiber inside specimen. (B) Steel fiber distribution point in slice A. (C) Steel fiber distribution point in slice B. (D) Steel fiber distribution point in slice C. (E) Steel fiber distribution point of sample at slice A position. (F) Steel fiber distribution point of sample at slice B position. (G) Steel fiber distribution point of sample at slice C position.
Figures 2B–G and Figures 3B–G show that the distributions of steel fiber points in the upper (A), middle (B), and lower (C) slices are also random and uniform, also close to the actual slice of the RPC specimen. This proves that the proposed method of steel fiber delivery better reflects the random distribution characteristics of the real steel fiber inside a concrete specimen and has good application potential for establishing an RPC numerical model.
ESTABLISHMENT OF REACTIVE POWDER CONCRETE NUMERICAL MODEL
Selection of Concrete Model
In the numerical simulation of the RPC specimen, the RPC matrix is a concrete material, and the constitutive model selected for concrete materials is the Mohr–Coulomb model. During calculation, the concrete materials are divided into 4,859 small tetrahedrons, with a side length of 7 mm; thus, the contact model between the blocks in the model is the Coulomb slip model. The input parameters of these models include density, bulk modulus, shear modulus, internal friction angle, cohesion, dilatancy angle, and tensile strength, and these parameters are obtained through experiments, as shown in Table 1.
TABLE 1 | Mechanical parameters of Mohr–Coulomb constitutive model.
[image: Table 1]Selection of Steel Fiber Material Model
To consider the friction bond force between the steel fiber and concrete, the model of the steel fiber used the anchor cable model in 3DEC software (Figure 4). The anchor cable model considers both the axial force deformation of the anchor cable itself and the shear slip between the anchor cable and the contact material, which is more consistent with the force characteristics between steel fibers and concrete, where the shear slip characterizes the frictional slip of the steel fibers in the concrete matrix and the axial force characterizes the mechanical process of the steel fibers being stretched. In the model, the steel fiber was discretized into several elements, and the mass of each element was concentrated on the nodes at both ends. The axial deformation of the steel fiber can be achieved by expansion and contraction between nodes. The contact between the steel fiber and the surrounding concrete is viscous. Therefore, the concrete in the contacting part can withstand shear and slip. This mechanical process can be achieved by a viscoelastic connection of joints between the steel fiber and concrete. The mechanical properties of the steel fiber are shown in Table 2. This model is based on the premise that the concrete should be meshed in advance; then, the steel fiber units are arranged on the concrete grid. This method not only overcomes the problems that cannot be solved by the finite element method but also achieves the simulation of frictional grip force.
[image: Figure 4]FIGURE 4 | Schematic diagram of interaction between steel fiber and concrete (Itasca Consulting Group [32]).
TABLE 2 | Mechanical properties of steel fiber.
[image: Table 2]Although the 3DEC5.2 model is used in this study to simulate and calculate the mechanical behavior of steel fiber–activated powder concrete, the model still has its shortcomings. First, the steel fiber is abstracted as an anchor cable model, which can basically consider the frictional slip and tensile processes, but it does not truly reflect the real action between the steel fiber and the concrete matrix. In addition, the steel fiber concrete specimens are macroscopically continuous, and the simulations in this study use the 3DEC5.2 model to perform calculations, which can only simulate the slip action between the steel fiber and the concrete matrix from a macroscopic point of view, while the fine mechanical processes are not realized.
3DEC5.2 software is a three-dimensional discrete unit method software exited by Itasca, United States, which uses a convex hull to describe the spatial morphology of continuous object elements in a medium. The biggest advantage of this software is that it can simulate the process of slip, separation, and destruction among blocks and can visualize the dynamic destruction process of objects. This is the main reason for choosing 3DEC 5.2 in this study. The damage process of steel fiber concrete is difficult to be simulated by using the finite element method, and with the many advantages of this software, the calculation of slip, cracking, and damage process between the steel fiber and concrete can be better realized.
Drawing Process Simulation of Single Steel Fiber
To verify the applicability of steel fiber model and concrete model, Figure 5A shows the drawing simulation model of a single steel fiber. In the model, a displacement loading rate of 0.002 mm/s is applied to the upper end of the steel fiber, and the lower end face of the model is the displacement fixed boundary. Figure 5B shows the relationship between drawing force and displacement of the steel fiber. The numerical simulation curve is consistent with the experimental curve reported by [16], indicating that this model can be used to simulate the mechanical behavior between the steel fiber and concrete. Using the pull-out test, it can be determined that the critical shear force of steel fibers slipping in the concrete matrix is 75N, in addition to the test with steel fibers selected from Liaoning Anshan Hongchang Steel Fiber Factory, with a diameter of 0.22 mm, length of 13 mm, tensile strength of 2800 MPa, and modulus of elasticity of 210 GPa.
[image: Figure 5]FIGURE 5 | Drawing process simulation of single steel fiber. (A) Numerical model of drawing of single steel fiber. (B) Relationship between drawing force and displacement of steel fiber.
NUMERICAL SIMULATION OF REACTIVE POWDER CONCRETE SPECIMENS UNDER VARIOUS MECHANICAL TESTS
Numerical Simulation of Reactive Powder Concrete Specimens Under Compression Tests
To compare with the experimental results, the simulations of standard RPC specimens with 1% steel fiber (φ = 50 mm, h = 100 mm) were carried out by performing uniaxial compression and triaxial compression tests using the displacement control method with a constant loading rate of 0.002 mm/s. In the model shown in Figure 6A, the upper platen is fixedly displaced and the lower platen moves upward at a constant speed of 0.002 mm/s after applying a given constant pressure in the circumferential direction of the specimen. To simulate the cracking characteristics of concrete, 4,859 tetrahedral blocks with a side length of 7 mm were generated in the model using 3DEC software (Figure 6A). Each block was meshed, and a total of 38,845 tetrahedral elements were obtained. In the numerical model, a total of 3,973 steel fibers were calculated according to the volume calculation. The spatial position of steel fibers was generated using the mixed congruence method. In the model, the steel fiber and tetrahedral block were connected and coupled together in addition to joints, thus simultaneously determining the mechanical behavior of RPC specimens. The concrete blocks can open and close, or slip, providing the crack and failure behaviors of concrete under compression. On the one hand, a steel fiber restricts the relative motion of the concrete block, increasing the maximum bearing capacity of the specimen; on the other hand, the relative motion between the steel fiber and concrete belongs to shear slip. The strength of the steel fiber is far higher than the strength of concrete. Therefore, when the shear force reaches the maximum friction between them, the steel fiber shows a relative slip with the concrete, and the steel fiber itself does not break. This effectively improves the plastic behavior of the specimen. As shown in Figure 6B, the simulation results of the stress–strain curves before reaching the peak agree with the experimental results for both uniaxial compression and triaxial compression. The simulation results after the peak are slightly different from the experimental results. After reaching the peak stress, the stress decrease rate of the numerical model is larger than that of the experiment. This is because the experimental process uses the servo control method, while the simulation process uses the displacement control method. Overall, the numerical simulation processes of steel fiber RPC specimens under the uniaxial and triaxial compression tests were successfully performed. The peak strength and peak strain of numerical results are relatively consistent with the experimental results.
[image: Figure 6]FIGURE 6 | Compression simulation of RPC specimens. (A) Numerical model of RPC specimens. (B) Comparison of simulation and experimental results of RPC under compression tests.
Analysis of Uniaxial Compression Test
Figures 7A,B show the variation trends of shear force and shear displacement of the steel fiber. At the initial stage of loading (the key point A), the shear force between the steel fiber and concrete is small and distributed relatively cluttered. Only a few steel fibers reach the maximum shear stress and begin to slip, and most of the steel fibers do not slip. At the key point B, more steel fibers reach the maximum shear force, and they are in a local slip state. At the key point C, a 45° slip band appears in the middle of the specimen, starting from the upper left to the lower right (Figure 7B). The lower part of the specimen shows the expansion, also leading to the slippage of the steel fiber and cracking of concrete. At the key point D, with the increase in displacement, the lower right part and upper left part of the specimen show a relatively large displacement, forming a large shear bond. This indicates an obvious dislocation of concrete in this position. At the same time, the upper right part also shows stress concentration. Overall, a dominant failure mode of the 45° slip plane was fully formed at this stage. When reaching the key point E, the specimen showed shear movement along the 45° slip plane, and the specimen is also shortened and widened. The cracks perpendicular to the loading direction are widened, and the bearing capacity of the specimen decreased constantly. The failure mode is mainly shear failure, accompanied by splitting failure, consistent with the experimental results.
[image: Figure 7]FIGURE 7 | Failure of steel fiber under uniaxial compression test. (A) The change of axial shear force of steel fibers. (B) Change in axial shear displacement vectors of steel fibers.
Figures 8A–C show the equivalent stress change diagram, displacement change diagram, and shear slip of joint change diagram of concrete (i.e., RPC matrix). The change trend of equivalent stress of concrete is consistent with the change trend of axial shear force of steel fiber. At the key point A, the levels of equivalent stress and absolute displacement in the concrete are low, and the RPC specimen is in the compaction stage. The deformation of concrete is mainly elastic deformation, and no shear slip occurs. At the key point B, the concrete enters the initiation stage of the internal crack and the level of equivalent stress significantly increases. Combined with the axial shear force of the steel fiber, staggered slip was observed inside the concrete. Starting from the key point C, equivalent stress begins to show local concentration. Because the specimen reaches the peak stress, an equivalent stress band with 45° direction appears, and the displacement diagram in Figure 8B shows several vertical cracks in the specimen. At the same time, the sliding of the block also gradually occurs toward 45°. Figure 8C shows the large slip vector in 45° direction. At the key point D, due to the decrease in bearing capacity and the formation of a shear surface in the 45° direction, the equivalent stress level reduces slightly, and the crack in the middle of the specimen is expanded further. The specimen is divided into two pieces along the shear surface. The sliding of the block is further accelerated, and the failure area is extended along the shear surface toward the periphery. At the key point E, the specimen is further compressed, and the equivalent stress in the local extrusion part of the specimen is large. The other parts are relatively small. Owing to the existence of friction shear stress provided by the steel fiber, the specimen under 0.73% axial strain still maintains the axial bearing capacity of more than 70 MPa. The results show that the existence of a steel fiber can restrain the movement of concrete and effectively improve the strength and plastic performance of RPC.
[image: Figure 8]FIGURE 8 | Failure characteristics of concrete under uniaxial compression. (A) Equivalent stress change of concrete material. (B) Displacement change of concrete material. (C) Joint shear displacement vectors of concrete.
Analysis of Triaxial Compression Test
Figures 9A,B show the variation trend of shear force and shear displacement of the steel fiber. The specimen at the initial loading stage is in the compaction state. The concrete and steel fiber have elastic deformation, while most of the steel fibers do not slip. At the key point B, with the axial compression and radial expansion of concrete, the steel fibers attached to concrete move with the concrete, and the steel fibers in radial distribution first reach the maximum shear force. Although they are in a local slip state, they also restrict the movement of concrete. Figure 9B shows that the slippage of the steel fiber is still small. At the key point C, the specimen reaches the peak stress. As the specimen is further compressed, more steel fibers reach the slip state, and a 40° slip band appears from the upper left 3/4 position to the lower right corner (Figure 9B). At the same time, swelling occurs in the middle and lower parts of the specimen. At the key point D, with further increase in compression, the 40° shear slip band is further connected, and the movement of the specimen changes from local slip of each point to a movement mode dominated by the shear slip band. The steel fibers have two 40° shear slip bands, indicating that the 40° shear slip surface of the specimen is completely formed. At the key point E, the specimen begins to clearly move on the 40° slip surface. The specimen is also significantly shortened and widened, and the bearing capacity of the specimen continues to decrease. The failure mode belongs to shear failure, consistent with the experimental results.
[image: Figure 9]FIGURE 9 | Failure of steel fiber under the triaxial compression test. (A) The axial shear force change of steel fibers. (B) Change in axial shear displacement vectors of steel fibers.
Figures 10A–C show the equivalent stress change diagram, displacement change diagram, and shear slip of joints change diagram of concrete (i.e., RPC matrix), respectively. At point A, the specimen is in the compaction state, and the levels of equivalent stress and absolute displacement in the specimen are low. Thus, no slip occurs. At point B, the concrete enters the initiation stage of internal cracks, and the equivalent stress level increases rapidly. At point C, the equivalent stress in the 40° direction increases locally to the maximum value due to local extrusion, and no obvious shear displacement of the specimen occurs at this time. At key point D, because of the decrease in bearing capacity force and the formation of 40° direction shear slip surface, the equivalent stress level in the 40° direction significantly decreases, and the specimen is divided into two parts by the shear slip surface. The slip of the block is further accelerated, and a low-stress band perpendicular to the 40° direction also appears in the lower part of the specimen. At the key point E, except for the local extrusion part of the specimen, the equivalent stress of other parts is small, and the specimen under 1.31% axial strain still has an axial bearing capacity of more than 160 MPa. The results indicate that under triaxial compression, the steel fibers restrict the movement of concrete and effectively improve the strength and plastic properties of RPC.
[image: Figure 10]FIGURE 10 | Failure of concrete under the triaxial compression test. (A) Equivalent stress change of concrete material. (B) Displacement variation of concrete material. (C) Joint shear displacement vectors of concrete.
Numerical Simulation of Reactive Powder Concrete Specimens Under Three-point Bending Test
A three-point bending numerical specimen of RPC with 1% steel fiber was built, as shown in Figure 11. The dimensions of the cube are 160 mm in length, 40 mm in width, and 40 mm in height, loaded in the same way as the experimental procedure. In the middle of the upper surface of the numerical specimen, a steel bar with a diameter of 10 mm is set as a displacement restraint, while two steel bars with a diameter of 10 mm, 20 mm from the end of the specimen, are set as loading supports on the lower surface of the numerical specimen. The loading method is displacement control, and the loading rate is 0.002 mm/s.
[image: Figure 11]FIGURE 11 | Loading diagram of three-point bending test.
Figures 12A,B show the variation trend of shear stress and shear displacement of the steel fiber under the three-point bending test. In the initial loading stage, owing to the increase in force on the lower surface of the specimen, the tensile force applied to the neutral axis of specimen increases gradually, and concrete and steel fiber begin to deform. Because the steel fibers have a higher strength than concrete, their deformation velocities are inconsistent, leading to a relative sliding between steel fibers and concrete, and the stress of this part is mainly the shear force. From the key point A to the key point B, the shear force increases gradually, and the shear band expands upward. At the key point C, the shear band expanded to the upper edge of the specimen, and the specimen is disconnected. With continuous loading, loading force shows a wavy decline mainly because although the concrete has cracked, a part of steel fibers connected with the concrete still provide the shear force. This prevents further cracking of concrete. Thus, the specimen still maintains a high residual strength for a period after cracking. Figure 12B shows that the shear displacement of steel fiber only occurs at the lower part of the middle part of the specimen at the initial loading stage, and the displacement is also small. With continuous loading, the displacement of the neutral axis is gradually developed. From the key point C to the key point D, the shear band penetrates through the middle area of the specimen, and the shear displacement increases gradually.
[image: Figure 12]FIGURE 12 | Failure of steel fiber under the three-point bending test. (A) The axial shear force change of steel fiber. (B) Change in axial shear displacement vectors of steel fibers.
Figures 13A–C show the equivalent stress change diagram, displacement change diagram, and shear slip of joints change diagram of concrete (i.e., RPC matrix), respectively. At point A, the levels of equivalent stress and displacement in the specimen are relatively low. Figure 13C shows that the middle of the specimen has a relatively small sliding displacement. At point B, the lower edge of the middle of the concrete begins to show cracks. Owing to loading on the specimen, the stress concentration appears at the restraint part, and the equivalent stress level significantly increases. It can also be seen from Figure 12A above that most of the steel fibers exhibit staggered sliding, but the amount of sliding is small. At point C, the specimen reaches the maximum bearing capacity, and the concrete has completely cracked. The equivalent stress figure shows a dark blue low stress band in the middle of specimen. Under the loading of both ends of the specimen, the upward displacements of both ends increase and the shear displacement of concrete further increases to 0.8 mm. At point D, the maximum shear displacement reaches 1.5 mm. The three-point bending test shows that even if the specimen reaches the maximum bearing capacity and cracks appear because the steel fiber provides enough shear force to resist further cracking of concrete, the specimen still has a high residual strength and high residual deformation after failure, extending the warning time of specimen failure. This also proves that the existence of steel fibers can effectively improve the strength and plasticity performance of RPC.
[image: Figure 13]FIGURE 13 | Failure of concrete under the three-point bending test. (A) Equivalent stress change of concrete material. (B) Displacement variation of concrete material. (C) Joint shear displacement vectors of concrete.
Comparison of Failure Modes of Reactive Powder Concrete Specimens Between Numerical Results and Experimental Results
Figure 14 shows a comparison of the failure modes of concrete specimens reinforced with 1% steel fiber under the uniaxial compression test, triaxial compression test, and three-point bending test between the experiment and numerical results. The specimens under the uniaxial compression test are mainly shear failure, accompanied by splitting failure perpendicular to the loading direction. The specimens under the triaxial compression test with 25 MPa confining pressure mainly show pure shear failure. The specimens under the three-point bending test show tensile failure at the middle of the specimen. At the same time, as shown in the comparison figures, the numerical results of failure characteristic of the specimens are consistent with those of experimental results. This further verifies the practicability and accuracy of this method.
[image: Figure 14]FIGURE 14 | Failure modes of concrete specimens reinforced with 1% steel fiber under various mechanical tests. (A) Failure mode of uniaxial compression test. (B) Failure mode of simulated uniaxial compression test. (C) Failure mode of triaxial compression test. (D) Failure mode of simulated triaxial compression test. (E) Failure mode of three point bending test. (F) Failure mode of simulated three point bending test.
As seen in Section Analysis of Uniaxial Compression Test and Section Analysis of Triaxial Compression Test, the presence of steel fibers resulted in residual stresses of 84.2 and 166.1 MPa in the specimens after the uniaxial and triaxial compression processes, with deformations of 0.68 and 1.34%, respectively. These values only decayed by 33.5% and 23.8 relative to the peak stresses of the specimens, and it can be seen that the presence of steel fibers significantly increased the peak and residual strengths of the activated powder. The peak and residual strengths of the concrete were increased considerably by the presence of steel fibers. The reason for this improvement is the interaction force between the steel fibers and the concrete, the frictional grip between them improves the shear deformation of the concrete, while the axial force of the steel fibers improves the tensile displacement of the concrete matrix. Thus, steel fibers improve the strength and plasticity of the steel fiber–activated powder concrete from the aforementioned two ways.
CONCLUSION
Research on the mechanical properties of RPC is popular. This study carried out a numerical simulation of RPC under various tests. The following conclusions are drawn.
1) The spatial delivery of steel fibers was achieved by using the mixed congruence method, and the discriminatory problem of crossover between steel fibers was solved by using the coplanar projection method. Spatial generation was performed for numerical RPC specimens of steel fibers with volume contents of 1 and 2%, respectively. Comparison of slices of numerical and experimental specimens showed that this method provided good steel fiber delivery. The bond–slip behavior between steel fibers and concrete was simulated using a modified anchor cell, and the pull-out process of a single steel fiber was simulated, and the results were in good agreement with the actual experimental results.
2) The damage process of RPC with the steel fiber volume content of 1% was simulated in uniaxial compression and triaxial compression tests. The simulation results reproduce the shear damage characteristics of the steel fiber–activated powder concrete specimens, and the macroscopic damage of steel fiber concrete is mainly shear damage as corroborated by numerical simulation.
3) The three-point bending test process of steel fiber–activated powder concrete at 1% volume content of steel fibers was simulated. The tensile damage characteristics of the steel fiber–activated powder concrete specimens are clearly reproduced, and the motion process of frictional slip between the steel fiber and concrete is given.
4) The experimental and numerical simulation results show that the addition of steel fibers to the RPC matrix can effectively improve the plastic behavior and strength of RPC specimens, so that the specimens can maintain high mechanical strength even after large deformation, which proves that the RPC material with the addition of steel fibers has good application potential and provides a new way for the numerical simulation study of RPC properties.
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Interfacial transition zone (ITZ) is an important component of a concrete-like material. Accurately simulating the ITZ's characteristics of the concrete-like materials is a difficult process in numerical simulation. This article proposed a random three-phase mesostructural modeling method using the incorporation of random aggregate generation, Minkowski sum theory, and polygon union techniques. It was found that this method can better simulate the mesostructure and ITZ characteristics of concrete-like materials. By using this method, a random three-phase mesostructural model had been built for conducting a finite element analysis to investigate the effective permeability parameters of concrete. A good agreement between numerical and experimental results indicates the feasibility of this method in the concrete-like material analysis.
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INTRODUCTION
Concrete is regarded as a composite material composed of aggregates, cement mortar, and an interfacial transition zone (ITZ) between it. The concept that an ITZ exists around sand and coarse aggregate particles in concrete has been one of the accepted tenets of concrete technology for many years [1]. Due to low strength, low elastic modulus, and high permeability, the ITZ is considered to be the weakest area of concrete. To some extent, the ITZ is the main factor which determines the mechanical properties of concrete.
How to accurately describe the characteristics of the ITZ is significant in the study of concrete mechanical behavior. Compared with the simple analytical investigation, numerical simulation technology can be considered to be competent for the mechanical description of complex morphological ITZ characteristics of concrete-like materials [2]. By establishing a random aggregate mesoscale model which can reflect the aggregate gradation, content, and morphology, the performance index of each phase of concrete can be obtained with a numerical simulation. The application of numerical simulation has gradually deepened the understanding of the meso-mechanical behavior of concrete-like materials [3].
At present, there are four main ways to model an ITZ of concrete. The first method is to treat the concrete aggregates as a polygon and to extend around the polygon [4,5]. However, when the particles have sharp corners, this method overestimates the range of the ITZ. The second method is using the same cubic elements and setting the boundary element of aggregates as that of the ITZ [6]. This solution is easy to use but the geometry of the ITZ cannot be described accurately. The third approach is to treat the ITZ as a thickness-free interface element and set a weak parameter for the ITZ [7–9]. However, two problems exist in this method. The parameters of the thickness-free interface element are difficult to determine, and the time step will be very small due to large stiffness of the cohesive element. The fourth method is realized by the Minkowski sum theory, which can reasonably determine the ITZ [10–12]. This method can describe the geometry of the ITZ accurately and can set different thicknesses easily. However, most of the particles used in the current research are convex, and there are only a few studies that use concave particles.
This research proposed a three-phase random mesostructure model generation method consisting of an aggregate, a matrix, and an ITZ. A Minkowski sum algorithm for the concave aggregate is employed to calculate the ITZ. Based on the random mesostructural model established using this method, a finite analysis had been conducted to study the effect of the ITZ on the effective permeability coefficient of concrete.
METHODS
Aggregate Generation
There are many methods to generate aggregates, like point extension [13], Fourier transform [14], and spherical harmonics [15]. In this article, a simple random perturbation, which was proposed by the previous study, is employed [16,17]. The procedure of the rock aggregate generation is described as follows:
1) Generate a set of random length sequences [image: image]:
[image: image]
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2) Generate a set of random angle increments [image: image], where the range of Δθi is from −2π/n to 2π/n:
[image: image]
where η is a coefficient between 0 and 1.
3) Memorize all Δθi which are equal to 360°, the Δθi are processed following Eq. 3 and then updated to the sequence as follows:
[image: image]
4) Convert the polar coordinate system into the Cartesian coordinate system; the following coordinates are obtained:
[image: image]
In the above five equations, the subscript “[image: image]” means the corresponding variables at the [image: image]-th point for generating a polygon.
Minkowski Sum-Based ITZ
Minkowski sum is named after the great German mathematician Hermann Minkowski. It is used as the sum of two convex point sets. The Minkowski sum of point set A and B is defined as follows:
[image: image]
It is noted that the original Minkowski sum is only suitable for the convex polygon. For two concave polygons, a set of convex sub-polygons is obtained using the convex decomposition method.
We then calculate the pairwise sums using a simple procedure for the Minkowski sum and finally compute the union to get the final shape. As for the generation of the ITZ of concrete, we can add the concave aggregate with a small disk as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Concrete ITZ generation using the Minkowski sum.
Three-Phase Mesostructure Model
Random Aggregate Placement
Random aggregate placement includes particle generation, trial placement, judging intersections, adjusting positions, and determining the placement. The detailed process is given as follows:
1) Randomly select a particle size in the range of the particle gradation sizes. If the aggregates tend to arrange, rotate the particles to the specified inclination angle.
2) Transfer the block randomly into a box and judge whether it intersects with the placed block; polygon contact analysis is a well-studied problem in computational geometry.
3) If they do not intersect, the placement of this block is determined. If the result of the block intersection is obtained in step (2), re-determine the placement position of the block and repeat step (2) until the placement is confirmed.
ITZ Union
After the ITZ of concrete is generated, a new problem arises. The rock aggregate is non-overlapping as shown in Figure 2A. After the Minkowski sum of a disk is calculated, the ITZ geometry will be connected (Figure 2B). In this study, we simply use a union algorithm in Matlab to put together the connected areas into one area, as shown in Figure 2C.
[image: Figure 2]FIGURE 2 | Union of the ITZ geometry: (A) Two aggregates, (B) ITZ boundary, and (C) Union of ITZ.
Concrete Model Generation
The random generation of concrete is based on a procedure which is commonly called the “take-and-place method” [18]. Based on the analysis mentioned above, there are mainly five steps proposed for the model generation, stated as follows:
1) The size segment and size distribution of aggregates are determined based on the proposed method.
2) Generate a random aggregate initially and reshape it according to properties such as elongation, direction, and smoothness.
3) Place the aggregates in the domain while considering the border effect. If there is no overlap with the previously generated rock blocks, new rock aggregates will be generated one-by-one in this way.
4) Implement the Minkowski sum with a small disk with a radius of the ITZ 's length for all the rock aggregates.
5) Merge the ITZ geometry and write the information of the ITZ and rock aggregates in the geometry software. In this study, the “dxf” file format was adopted in AutoCAD.
RESULTS
To validate the feasibility of this method, we refer to a laboratory test by [19] to analyze the effective permeability of concrete. A cubic concrete sample (Ls = 100 mm) having 88 aggregates in a volume fraction of 40% is randomly generated, as shown in Figure 3A. After adding a disk with a radius of 0.5 mm using the Minkowski sum and union operation, the three-phase concrete model is built as shown in Figure 3B.
[image: Figure 3]FIGURE 3 | Generation of the three-phase concrete: (A) rock aggregate model and (B) three-phase model.
In this study, GeoStudio is employed to calculate the permeability of the three-phase concrete. Considering this model to be a multiply-connected region, the three-phase model cannot be imported directly into GeoStudio. We first collect the centroids of all particles and plot the ray line. In this way, the whole model can be cut into a lot of slices. In this way, the multiply-connected region is divided into a simply connected region that can be imported into GeoStudio in the format of a closed polyline. Afterward, we re-assign the group for each area that can generate the final model.
The permeability parameter is referred from previous studies. The coefficient of the permeability of mortar is readily obtained from the laboratory experiment as [image: image], and the aggregates are assumed to be impermeable (e.g., [image: image]). The permeability coefficient of the ITZ is defined as [image: image], and the coefficient is set as 10.
After the permeability parameter for each material is assigned, a seed density of 0.5 mm is used to mesh the model. To compute the effective coefficient of concrete, a numerical constant water head with a height of 1 m is employed as shown in Figure 4A.
[image: Figure 4]FIGURE 4 | FEM simulation of the three-phase concrete: (A) mesh model and (B) FEM simulation result.
Based on the numerical simulation results of the seepage field (Figure 4B), the effective permeability of concrete is estimated with a value of [image: image]. The value of the laboratory test result is [image: image]. The error between the numerical and laboratory test values is 8.37%. The result indicates that the proposed numerical model can give a good estimation of the permeability of concrete.
CONCLUSION
This work proposed a three-phase model generation method for concrete-like materials using the Minkowski sum theory. This method can give an accurate description of the ITZ geometry. The numerical simulation result of FEM shows a good agreement with the experimental parameters. This study indicated that the ITZ is a very important factor which affects the property of the concrete-like material.
Besides, this method provides a numerical tool for the analysis of percolation. With the variation in the ITZ's thickness and parameters, a more interesting result will be obtained. As a common technique, this study has a broad application prospect in the future.
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The spatial variability of soil properties is inherent. A series of direct shear tests were carried out on strongly weathered slates samples with weak bedding planes, the result of which indicates the existence of variability of shear strength parameters. Based on the testing results, several numerical simulations of slopes were conducted considering such a variability of shear strength. The results had shown that the weak bedding planes affect the shape of sliding arc as well as the factor of safety of slopes. As the dip angle of bedding planes increases, the shape of the sliding surface changes from circular to a mixed form of circular and planner. When incorporating the spatial variability of weak planes’ shear strength into the stability analysis, the safety factors of slopes would reduce, in which the sliding arc exhibited a sliding band comprising multiple sets of sliding arcs.
Keywords: shear strength, spatial variability, slope stability, weak bedding planes, sliding arc
INTRODUCTION
The factor of safety (FS) is one of the commonly exploited indicators in slope stability analysis. It is defined as the ratio of the shear strength to the resistance force on the critical slip surface (CSS) of the slope. The CSS refers to a particular slip surface with the lowest FS in the slope. Many studies have revealed that the shear strength of rocks and soils usually exhibits a high degree of spatial variability due to complex geological, environmental, and physical effects. Such inherent variability leads to the uncertainty of slope stability. As a result, it is of great importance to take into account the spatial variability of shear strength parameters in the analysis of the problem.
In the past few decades, numerous works have focused on the spatial variability of rock and soil strength and its effect on the slope stability and reliability. For instance, Pinheiro Branco et al. [1] investigated the spatial variability of a granite residual soil and variation coefficients and fluctuation scales as quantitative statistical indicators are proposed. Ip et al. [2] evaluated and compared the algorithms of random forest, ordinary kriging, and regression kriging in predicting the spatial variation of soil shear strength parameters. Cai et al. [3] and Jiang et al. [4] examined the influence of the shear strength variability of soil on the slope reliability by utilizing the infinite and two-dimensional slope models, respectively. Qi and Li [5] studied the effects of such a variability on the evolution of the critical slip surface. By exploiting the random fields simulation technique, Nguyen et al. [6] assessed the probability of rainfall-induced landslides by considering the spatial variation of soil strength.
This study is aimed to scrutiny the stability of a bedding slate slope accounting for the spatial variability of shear strength of bedding surfaces. A highway slope with bedding slates is chosen as the case study. The contents of this paper are organized as follows. Initially, a series of direct shear tests are performed to measure the shear strength parameters of slate bedding planes. Then, the probabilistic distribution of shear strength parameters is evaluated by fitting the experimentally observed data. Finally, the numerical models for the slopes accounting for the spatial variability of weak bedding planes are established and explained in some detail.
DIRECT SHEAR TESTING
Slate Materials
The tested materials in the present study are strongly weathered argillaceous slates, which are collected from an exposed slope along the No.76 Xiamen-Chengdu national highway. The composition of the slope is argillaceous slate. Due to the frequent and heavy tectonic activities, these slates have experienced moderately or highly weathering with well-developed bedding structures. Based on the field survey, the dipping direction and angle of structural planes of the testing slope are 120° and 40°, respectively. The composition of the interlayer filler of the structural planes are clay minerals, and slate debris with thickness varying from 3 to 15 mm. During the rainfall period, the water content of filling argillaceous would increase, significantly reducing its strength. Thereby, the strength of the structural planes plays a crucial role in determining slope stability. To obtain the shear strength parameters required for the slope stability analysis, the samples of slates with structural planes are collected from the testing slope for the in-door direct shear test. To explore the spatial variability of parameters associated with the mechanical aspects of slates, 12 samples in total are collected from different parts of the slope.
Testing Procedure
As demonstrated in Figures 1A–C, the testing equipment exploited in the present scrutiny is XJ-1 portable shearing system. The normal and shear loading forces are applied using four SYB-2S hydraulic pumps. The maximum applied force on samples was 10 MPa. The horizontal and normal components of displacements are measured during the loading process by utilizing four dial indicators. In the laboratory, some steel units are built to prepare the testing specimens.
[image: Figure 1]FIGURE 1 | (A) Illustration of side view of testing equipment; (B) Illustration of top view of testing equipment; (C) Photo of testing equipment; (C–F) Preparation of testing specimen; (G) Setup of specimen; (H) Failed specimen.
As shown in Figures 1C–H, the dimensions of the exploited units are 200 mm × 200 mm × 200 mm in cubic form with two mirror parts. To guarantee us that the size of the shearing plane would be greater than 70 × 70 mm, each slate sample is cut into a size of 100 mm × 100 mm × 100 mm. The cut slates are placed inside the unit with mortar fulfilled the rest space. In this process, two parts of slate samples in separated units are aligned. Additionally, a gap of 5–10 mm between the two parts of the unit is reserved. Before performing the test, these prepared specimens are cured for 14 days under room temperature and humidity conditions. In total, twenty testing specimens are prepared, and the laboratory shearing tests are conducted based on the following steps.
Step 1. Placing the prepared specimen in the shearing equipment.
Step 2. Execration of the normal force via the hydraulic pumps. The normal force is applied with an increment of 10% of the estimated maximum normal force. The normal displacements corresponding to each force level are simultaneously recorded.
Step 3. Execration of the shear force via the hydraulic pumps. The shear force is applied with an increment of 10% of the estimated maximum shear force. Similarly, the horizontal displacements associated with each force level are simultaneously recorded. If the shear displacements of a shear force level exceeds 1.5 times of those resulted from the previous shear force level, half of the shear force is exerted until reaching the peak strength. The loading is terminated as the residual strength is reached (i.e., the loading force is harshly reduced while the shear displacement quickly grows). During applying shear force, the normal force should be fairly kept fixed with a disturbance less than 1%.
Step 4. When the shearing process is finished, first the shear force and then the normal force is unloaded. The unloading of both normal and shear forces in each step is performed with a reduction rate of 10% of the highest value.
Testing Results
The plots of the shear stress [image: image] in terms of its corresponding displacement [image: image] are displayed in Figure 2A. It can be seen from each demonstrated curve that the [image: image] increases with [image: image] before reaching the yield shear stress [image: image]. Each [image: image] curve has been tested under various normal stress [image: image]. In general, the higher the [image: image] is, the steeper the slope of [image: image] curve is. For shear forces greater than [image: image], the [image: image] would no longer increase, while the [image: image] continuously grows until failure occurrence of the specimen.
[image: Figure 2]FIGURE 2 | (A) Direct shear test result; (B) Fitting of yield shear stress.
The Mohr-Coulomb (M-C) failure criterion is the most frequently exploited one to describe materials’ strength. To obtain the shear strength parameters (i.e., cohesion strength [image: image] and friction angle [image: image]) based on the M-C criterion, the data pair of [image: image] and its corresponding yield shear strength [image: image] should be plotted and linearly fitted in an [image: image] plane, as presented in Figure 2B. The fitting results show that the values of [image: image] and [image: image] of the tested slates are about 95.85 kPa and [image: image], respectively. The variability of [image: image] and [image: image] are apparent (see the demonstrated plots in Figure 2B).
NUMERICAL MODELING
Due to the spatial variability of rock masses, the mechanical parameters at all points of the slope medium would not be constant, as illustrated in Figure 2B. By this view, two important issues should be taken into account in the stability analysis of bedding slopes: one is the dip angle of bedding, and the other is the spatial variability of the shear strength for weak bedding structures. These issues affect the failure modes of bedding slopes as well as their stabilities. Hence, this section establishes a FLAC3D slope model, as demonstrated in Figure 3, by considering the inclination and spatial variability of bedding structures. The constitutive model of the slope adopts a ubiquitous joint model, adding a weak surface in Mohr-Coulomb material, which also obeys the Mohr-Coulomb yielding criterion. The physical and mechanical properties of rock mass and weak surface are considered by the model simultaneously. The failure may firstly occur in rock mass or along the weak surface, or both at the same time, which mainly relies on the stress state of rock mass, joint occurrence, and mechanical properties of rock mass and joints. The strength reduction method is commonly employed for slope stability analysis. For the given numerical analyses, the strength parameters of the slope’s rock and soil mass (including rock mass and weak surface) would gradually reduce until the slope reaches the limit state. The ratio of the strength parameter value of rock and soil mass to the strength parameter of the limit state can be readily calculated, the so-called safety factor. Simultaneously, the position and shape of the potential failure of the sliding surface can be achieved based on the elastic-plastic calculation results.
[image: Figure 3]FIGURE 3 | Numerical models of slopes.
Obviously, the available test data are usually limited due to the limitation of engineering investigation and test costs, and it is challenging to achieve statistical characteristics of geotechnical parameters based on the limited test data. According to previous examinations, the normal distribution function can better reflect the statistical characteristics of strength parameters of the rock mass. As a result, we choose the normal distribution to understand the spatial variability of the shear strength of the soft slope layer. The friction angle and cohesion are generally considered as the independent factors among all the shear strength parameters of the rock mass [7,8]. According to the laboratory test results, it is assumed that the friction angle obeys the normal distribution with mean value and standard deviation of 23° and 2°, respectively. Further, the cohesion parameter follows the normal distribution whose mean value and standard deviation in order are 100 and 20 kPa. The rock matrix is assumed to be homogenous of friction angle 25°and of cohesion 200 kPa. The elastic modulus and Poisson’s ratio of the model are 500 MPa and 0.3, respectively. Further, the dip angle varies in the range of 0°–90°. As depicted in Figure 3, the strength parameters of each block in the model are randomly set on the basis of the normal distribution. When it is relatively difficult to obtain the real parameters of all positions of the slope body in the geological survey, the random field model could be a suitable replacement for the actual geological situation in a mathematical sense through the limited geological survey or test data. The results of each implementation of the random field model can be regarded as a possible actual situation. For the sake of comparison, the modeling results that ignore the spatial variability of the shear strength have also been provided.
SLOPE STABILITY ANALYSIS
In Figure 4, the results of various cases have been provided. Figures 4A,C,E,G illustrate the modeling results of slopes containing the bedding planes with various dip angles. In these models, the shear strength parameters of the slope masses are assumed to be constant. Figures 4B,D,F,H show the corresponding modeling results of slopes accounting for the spatial variability of shear strengths. It can be observed from Figures 4A–H that the sliding arcs of bedding slopes with constant shear strength parameters are generally similar to those obtained for the cases with considering the spatially variable parameters; nevertheless, the sliding arcs calculated with constant shear strength parameters would be smoother than those obtained based on the spatial variability of shear strength parameters. Additionally, a few sub-arcs are also detectable in Figures 4B,F,H, which formed a sliding band.
[image: Figure 4]FIGURE 4 | Simulation results of slopes. (A), (C), (E), (G) Slope cases with constant shear strength parameters and different dip angles of bedding planes. (B), (D), (F), (H) Slope cases with random shear strength parameters and different dip angles of bedding planes. (J) Homogeneous slope without bedding planes. (I) Safety factor (SF) of all modeled slope cases.
It can also be observed that the failure modes of slopes change with dip angle. When the dip angle of beddings is relatively gentle (i.e., [image: image]), the upper part of the slide arc in Figure 4B would be identical to that given in Figure 4A, while the lower part close to the outlet of the slide arc in both cases could be controlled by the dip angle. When the dip angle of beddings increases to a moderate gradient, i.e., [image: image] as shown in Figures 4C,D, the sliding arc exhibits a planar shape, which is in accordance with the dip angle of beddings. As the dipping angle of bedding planes continuously increases to a high value (i.e., [image: image]), the upper part of sliding arcs in Figures 4E, F is controlled by the dip angle of bedding planes. It can be seen from Figures 4G,H that if the dip angle of beddings would be 90°, the head part of the slope displays a tensile crack failure, while the lower part of the sliding arc near the outlet would be approximately horizontal. Most of the rupture surfaces of the failure specimens developed along the laminae. Of course, due to the heterogeneity of the rock specimen, these rupture surfaces sometimes crossed more than one lamina, while the obtained experimental results are able to reflect the mechanical parameters of shear strength effectively.
Figure 4I presents the simulation results of a homogeneous slope without bedding planes, which exhibits a circular arc sliding surface. The safety factor (SF) of all modeled slope cases was summarized in Figure 4J. It can be seen from Figure 4J that the presence of weak bedding planes has significantly reduced the slope stability compared with the homogenous slope. When the slope is subjected to the same dip angle of bedding planes, the slope cases with the spatial variability of shear strength parameters had lower SFs than those with constant shear strength parameters. With the increase of bedding planes’ dip angle from 0° to 50°, the shape of the sliding surface tends to be controlled by bedding planes, and as a consequence of which the SF gradually decreases; however, when the dip angle of bedding planes exceeds the slope gradient (i.e., from 50° to 90°), the SF would increase with the dipping angle. The lowest SF is obtained when the bedding planes become vertical. This is concluded that the possible tensile crack as well as the fracture failure could reduce its stability.
CONCLUSION
To examine the influence of dip angles and spatial variability of shear strength parameters of weak bedding planes on the slope stability, a series of direct shear tests were carried out, based on the results of which several numerical simulations of slopes were conducted. The main obtained results are as follows:
1. Twelve strongly weathered slates samples with weak bedding planes were randomly collected from a field slope in Guizhou province of China. The strength parameters of weak bedding planes were reported through direct shear tests. The obtained results indicated the existence of variability of shear strength parameters.
2. For the strongly weathered slate slopes with bedding planes, numerical studies with the ubiquitous-joint model revealed that the predicted results by models accounting for the spatial variability of the shear strength of the weak planes tend to be more in line with those of the actual rock mass in engineering practices.
3. As the dip angle of bedding planes increases, the shape of the sliding surface changes from circular mode to a mixed mode of circular and planner. When the dip angle of planes is relatively low (or high), the weak planes usually determine the lower (or upper) part of the sliding surface. In the case of vertical bedding planes, toppling or bending failure may be occurred, reducing the safety factor.
4. The safety factors would reduce by incorporating the spatial variability of weak planes’ shear strength into the stability analysis. Additionally, the sliding surface can be replaced by a sliding band comprising multiple sets of sliding paths.
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To improve the stability of sand slopes in Southeast Tibet, the wet–dry cycle test, immersion test, and permeability test were carried out using polyvinyl alcohol (PVA) as the improving material. The improvement effect was evaluated by considering the unconfined compressive strength. The results have revealed that the unconfined compressive strength of the improved soil significantly increased with the PVA content, while the degradation of the improved soil by wet–dry cycling and water immersion weakened. However, the permeability of the improved soil slightly decreased compared with that of unmodified soil. Through scanning electron microscopy (SEM), it was found that PVA only forms an elastic network structure in the sand to wind and connect the soil particles, but pores remain in the sand. This indicates that the addition of PVA does not affect the permeability to a great extent but greatly increases the strength. The findings of this study provide a useful reference for the practical application of PVA.
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INTRODUCTION
The engineering characteristics of sandy soil are poor, which increases the likelihood of various engineering geological problems. Specifically, sandy slopes are prone to deformation under rainfall conditions, which leads to slope instability [1, 2]. The permeability coefficient is an important physical index for measuring the soil’s permeability. The large permeability of sand causes local seepage deformation and damage to the soil by hydraulic erosion, in turn affecting the consolidation and stability of soil [3–6]. In recent years, as global warming increases, severe weather conditions, particularly heavy rainfall, frequently occur all over the world. Many natural disasters have been caused by heavy rainfall on roads in Nyingchi, Bomi, and Medog, Tibet. Heavy rainfall does not only erode the shallow soil of slopes but also raises the water levels of the Yarlung Zangbo River, Niyang River, Palong Zangbo River, and other rivers in Southeastern Tibet, thus accelerating the erosion caused by rivers to the soil of slopes, resulting in soil instability, which severely affects local traffic and development of the tourism industry.
Sand improvement and reinforcement have been the focus of studies in the field of engineering geology. Soil improvement and reinforcement technology refer to the addition of substances to the soil to exploit the interaction between the added substances and the soil and improve the soil’s engineering characteristics. The physical reinforcement materials are mainly geosynthetics, including geogrids, geotextiles, and various types of fiber. The interface forces between the reinforcement materials and the soil are used to enhance the compressive strength, shear strength, and tensile strength of the soil and improve the soil’s toughness. These reinforcement materials do not change the mineral composition of soil but do improve the strength of the soil through interface friction and a mesh overlapping structure. Fiber materials are dispersed in soil, and the connection between each unit is weak [7–10]. Chemical modification can also enhance the engineering characteristics of the soil. Traditional chemical modifiers, including cement, lime, and fly ash, can fill the pores between the soil particles and exert a bonding effect on the soil particles, which greatly improves the strength of the soil. However, such modified materials have a drastic reaction process and high alkalinity and change the mineral composition of the soil, which is harmful to the environment because the soil ecology is significantly affected. After reinforcement, the soil becomes brittle [11–13]. The polymer modifier is a new type of improved reinforcement material that uses polymer cross-linking to form a three-dimensional structure to wrap and cement soil particles. Some polymer modifiers have highly active groups and can be used for the reaction of active substances in soil to form new chemical groups and enhance the bonding strength of various soil parts. Some polymers do not react with soil particles and instead form a network structure after dehydration and drying. The film formed by polyvinyl alcohol (PVA) has good tensile strength and the polymers are uniformly distributed in the soil, which limits the soil particles to a certain position, increases the strength of the soil, and improves the soil’s durability [14, 15]. Most high-molecular polymers are used as auxiliary materials for improvement but cannot be separated from traditional curing agents such as cement [16–19].
In this study, the organic polymer PVA-20-99H was used as an improving material because it is capable of coating sand particles, increasing the interaction force between the particles, and changing the engineering characteristics of sand. The effects of the PVA content, wet–dry cycles, and soaking time on the engineering characteristics of the improved sand were investigated, and the reinforcement mechanism of PVA 20-99 was analyzed using scanning electron microscopy (SEM). The results can be useful as a reference in the development of engineering applications.
EXPERIMENTAL SCHEMES
Experimental Materials and Sample Preparation
Sand
The sand used in the test was obtained from the Palong-Tibet River in Southeast Tibet. Figure 1 shows the satellite map of the sampling site. The samples had an effective particle size of approximately 0.02 mm, a limited particle size of approximately 0.13 mm, an uneven coefficient of 6.23, and a curvature coefficient of 1.44. The particle size distribution was mainly in the range of 0–0.316 mm, and more than 50% of the particles with a particle size d > 0.075 mm were fine-grained sand with good gradation. Figure 2A shows the sand used in the test.
[image: Figure 1]FIGURE 1 | Sampling location.
[image: Figure 2]FIGURE 2 | Test materials, sample preparation, and sample appearance: (A) sand used in test; (B) polyvinyl alcohol gel; (C) sample-making process; (D) sample appearance.
Polyvinyl Alcohol
The reinforcing material used in the test was an organic polymer curing agent called PVA 20-99 (PVA-20-99H). The PVA is a white floccule at normal temperature and insoluble in cold water. After being dissolved in boiling water, it forms a stable PVA gel, which is light yellow, as shown in Figure 2B. After being dissolved, it can be diluted with water, and after being dried and dehydrated, it is still insoluble in cold water. The basic properties of this polymer are listed in Table 1.
TABLE 1 | Physical properties of polyvinyl alcohol (PVA) for test.
[image: Table 1]Sample Preparation
The sampled soil was air-dried and subsequently screened using a sieve with 2.5 mm square holes. According to the mass ratio of PVA gel to sand, four proportions of 6, 8, 10, and 12% were added, and the effective substance content of the used PVA solution was 5.34%. The sample was made using the static pressure method and demolded using an electric demolding machine. This process is shown in Figure 2C. The sample diameter was 50 mm and the height was 100 mm, as shown in Figure 2D. Each sample was set with three parallel samples to avoid test errors.
Test Apparatus and Procedures
After preparation and standing for 1 day, the samples were air-dried and cured under simulated natural conditions for 3, 7, 14, and 28 days. When the curing age reached 7 days, the samples were removed and subjected to wet–dry cycle testing and immersion testing. When the specified test times were reached, one sample of each ratio was reserved for a subsequent SEM experiment, and the remaining samples were subjected to unconfined compression testing using a triaxial testing machine with a loading rate of 1 mm/min.
Wet–dry cycling consists of two processes: saturation and drying. The saturation process of the sample was carried out as follows:
1) After placing a permeable stone at the bottom of the container, water was added to the container until the water surface was as high as the permeable stone, and the sample was then placed on the permeable stone.
2) Water was gradually added until the sample was completely submerged in water, and permeable stones were placed on top of the sample.
3) A certain amount of water was added to the container every 2 h to keep the water level in the container unchanged.
4) After 24 h of saturation, the sample was removed.
The drying process was carried out as follows:
1) The saturated sample was placed in a drying oven at 40°C.
2) The sample was weighed every 4 h during the drying process to ensure that the water content satisfied the test requirements.
3) When the moisture content stopped changing (after approximately 40 h), the drying ended. The entire process is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Wet–dry cycling process.
In the immersion test, drying was carried out after immersion for 3, 5, 7, and 10 days to simulate the immersion process, which is longer than a single wet–dry cycle. Additionally, an unconfined compressive strength test was carried out.
RESULTS ANALYSIS AND DISCUSSION
Influence of Polyvinyl Alcohol on Unconfined Compressive Strength of Sand
Figure 4A shows the stress–strain curves of different PVA contents after curing for 3 days. As can be seen, the unconfined compressive strength of the stabilized sand increased with the PVA content. With 6% PVA content, the unconfined strength was 147.70 kPa; with 12% PVA content, the unconfined strength was only 320.86 kPa. Therefore, the strength did not improve as the PVA content increased. Additionally, the stress–strain curve fluctuates because some areas with high water content still existed in the samples cured for 3 days. In these areas, the PVA was not dehydrated to form an elastic screen that provides strength. As the strain increased, the PVA screen that provided strength appeared to separate from the soil particles or break, which resulted in a not raise in strength.
[image: Figure 4]FIGURE 4 | Stress–strain curves obtained under different curing ages: (A) curing for 3 days. (B) curing for 7 days. (C) curing for 14 days. (D) curing for 28 days.
In the curing process, the water content in the sample gradually became uniform and the PVA formed a complete network structure to provide strength. Figure 4B shows the stress–strain curve of different PVA contents under outdoor curing for 7 days. The unconfined compressive strength of the improved sand with 12% content increased to 1038.96 kPa, which is significantly higher than that obtained under curing for 3 days. Figure 4C shows the stress–strain curve obtained under air-dried curing for 14 days. Compared with curing for 7 days, the strength slightly increased because the unconfined compressive strength of PVA in the sample increased by continuous dehydration, and the unconfined strength obtained with 12% PVA content reached 1115.36 kPa. Figure 4D shows the stress–strain curve obtained after air-dried curing for 28 days. The strength is essentially the same as that obtained under curing for 14 days and did not obviously increase compared with that obtained under curing for 7 days. Figure 5 shows a typical photograph of the damage of the improved sample.
[image: Figure 5]FIGURE 5 | Typical photos of damaged samples.
Figure 6A shows the change curve of the unconfined compressive strength of the improved soil and the PVA addition amount under different curing ages. As can be seen, when the sample was air-dried and cured for 3 days, the lubrication of water among the soil particles was the main controlling factor because the sample contained more water at this time and the strength increase was not obvious. After the water content became uniform, the PVA formed an elastic three-dimensional screen to provide strength, and the PVA content became the main controlling factor. As the PVA addition amount increased, the unconfined compressive strength of the improved soil obviously increased. Figure 6B shows the variation curve of the unconfined compressive strength with the curing time under different PVA contents. As can be seen from the graph, the strength of the air-dried curing rapidly increased in the 3–7-day stage, and the unconfined compressive strength of the improved soil slowly increased in the 7–14-day stage. After 14 days, the unconfined compressive strength of each content tended to be stable, and the unconfined compressive strength obtained under curing for 28 days was essentially the same as that obtained under curing for 14 days. Ling et al. [20] added PVA to improved soil and cured it for 28 days. They reported that the PVA fiber significantly improved the unconfined compressive strength. Zuanfeng Pan et al. [19] added PVA fiber directly to soil and reported that as the PVA fiber amount increased, the fiber agglomerated in the soil and affected the soil’s strength. Their test results revealed that this problem did not occur when PVA gel was used.
[image: Figure 6]FIGURE 6 | Unconfined compressive strength under different conditions: (A) curing time-strength. (B) PVA dosage-strength. (C) dry-wet cycle times and strength. (D) soaking time and strength.
Influence of Wet–Dry Cycles on Unconfined Compressive Strength of Improved Sand
Figure 6C shows the relationship between the unconfined compressive strength and the number of wet–dry cycles with different PVA contents. The non-stabilized soil sample disintegrated when immersed in water, but the PVA-stabilized soil sample did not break or peel after being immersed in water. The unconfined compressive strength essentially exhibited the same change trend as the number of wet–dry cycles increased. The unconfined compressive strength of the stabilized soil samples decreased with the increase of the wet–dry cycles. Moreover, after 10 wet–dry cycles, the unconfined compressive strength of the improved soil with 12% PVA content decreased from 1038.96 kPa to 875.99 kPa and was still much higher than the unconfined compressive strength of the non-stabilized soil samples cured for 7 days (10.19 kPa).
Cracks were not observed on the surface of the sample after the wet–dry cycles because the PVA gel lost water and clung to the surface of the soil particles during the drying process, which limited the displacement of soil particles and resulted in the closer arrangement of soil particles. Because the PVA gel is insoluble in water, the degradation of the improved soil caused by the wet–dry cycles slowed down. Ye et al. [21] reported that if the curing time is short, the unrestricted compressive strength first increases and then decreases with the increase of the wet–dry cycles. After 10 cycles, the unrestricted compressive strength tends to be stable. For samples with long curing times, as the wet–dry cycles increased, the unrestricted compressive strength always decreased. Kaveh Roshan reported that the addition of fibers reduced the uniaxial strength loss under wet–dry cycles [22].
Influence of Immersion on Unconfined Compressive Strength of Improved Sand
Figure 6D shows the relationship between the unconfined compressive strength and the soaking days under different PVA contents. As can be seen, the unconfined compressive strength of the stabilized sand gradually decreased with the increase of the soaking days, and the unconfined compressive strength of the stabilized sand with 6, 8, 10, and 12% PVA gel content after soaking for 10 days was 57.50, 71.43, 70.00, and 77.45%, respectively, under curing for 7 days.
With a PVA content of 6%, the strength ratio of the stabilized sand after immersion was smaller compared with that obtained with a PVA content of 12%, and the unconfined compressive strength was still 804.69 kPa after immersion for 10 days, indicating that the deterioration of soil by immersion diminishes with the increase of PVA content. Similar results have been obtained by Liu et al. [23], who reported that the polymer obviously enhanced the stability of the soil in water.
Effect of PVA Content on Permeability
Sand particles in contact with each other form a skeleton structure, and pores function as seepage channels. After being added to sand, PVA gel becomes uniformly distributed in the soil and wraps sand particles to form a three-dimensional network structure.
The constant head test uses the following formula to calculate the permeability coefficient:
[image: image]
where [image: image] is the permeability coefficient of the sample at the water temperature t measured in degrees Celsius (cm/s); Q is the osmotic water volume at time t measured in seconds (cm3); L is the penetration diameter (cm), which is equal to the sample height between the centers of two pressure taps; A is the cross-sectional area of the sample (cm2); T is time (s); H1 and H2 denote the hydraulic gradient.
As shown in Figure 7, according to the formula, the permeability coefficient of plain soil is 8.61E-03. When the PVA content was 6, 8, 10, and 12%, the permeability coefficients were 8.42E-03, 8.37E-03, 8.27E-03, and 8.20E-03, respectively. As the PVA content increased, the permeability coefficient slightly decreased, but the overall change was not significant. However, the unconfined compressive strength of the improved soil obviously increased, which indicates that the addition of PVA gel did not obviously fill or block the pores of the sample. Notably, the maximum content of PVA gel is 12%, but the effective substance content of the PVA gel is only 5.34%, which means that approximately 95% of PVA gel is water.
[image: Figure 7]FIGURE 7 | Relationship between permeability coefficient and PVA gel dosage.
As the curing time increased, the PVA gel gradually dehydrated and its strength improved. Additionally, with the separation of water, the remaining effective substance accounted only for approximately 0.6% of the soil weight, at most. Because PVA does not react to produce new substances to fill the pores, it is obvious that such a small amount of PVA does not have an obvious effect on pore filling, and the change of the permeability coefficient conforms to the known law. Therefore, PVA gel with higher effective substance content should be added in a later stage. Sito Ismanti [24] used bamboo chips to reinforce sand and reported that the size and content of the bamboo chips had a significant effect on permeability. Cabalar [25] solidified sand with xanthan gum and reported that the permeability of sand decreased by 3–4 orders of magnitude. Huang [26] reported that the addition of latex and sand may lead to a small decrease in permeability. Chegenizadeh [27] reported that natural fiber can increase permeability.
MECHANISM OF PVA CURING SAND
Figure 8A shows a SEM photograph of the sand used in the test; the photograph was magnified 150 times. As can be seen, the sand used in the test was packed with loose particles with clear and obvious particle boundaries, and cementation did not exist between the sand particles. Figure 8B shows the SEM image after adding 6% PVA. At this time, the boundary of the soil particles was blurred, and there were filaments connecting the sand particles in the pores. The soil particles were cemented with PVA and were no longer loosely stacked but rather had a three-dimensional structure. Figure 8C shows the SEM image of the modified soil with 12% PVA. At this time, obvious cementation substances existed among the soil particles, and it can be seen that the network structure produced by the PVA gel was wrapped around the soil particles. Figure 8D shows an electron micrograph with 12% PVA addition at a magnification of 500 times, from which it can be clearly seen that PVA existed in the pores.
[image: Figure 8]FIGURE 8 | Scanning electron microscopy image: (A) test soil. (B) 6% PVA modified soil (150X). (C) 12% PVA modified soil (150X). (D) 12% PVA modified soil (500X).
As the PVA gel was added, the volume of PVA shrank with the loss of water and finally formed a complete three-dimensional network structure close to the surface of the sand particles, which limited the displacement of the soil particles and increased the strength of the soil through its own strength. However, a large number of pores still existed in the cured samples, and the density was low. The amount of PVA effective substances was still small and could only fill a few pores. After the PVA gel was added to the samples for dehydration, a complete three-dimensional network structure formed and connected the pores. The connected pores and the PVA only filled a few pores, which only slightly changed the permeability of the samples.
CONCLUSION
Based on the experimental data and the above discussion, the following conclusions can be drawn from this study:
1) The addition of PVA improved the unconfined compressive strength of sand, and the unconfined compressive strength of the sample with 12% PVA solution reached 1038.96 kPa, which is much higher than that of non-stabilized soil (10.19 kPa).
2) The strength of PVA-stabilized sand gradually decreased under wet–dry cycles, and the strength after 10 wet–dry cycles was approximately 80% of that obtained without wet–dry cycling.
3) As the soaking days increased, the unconfined compressive strength of the PVA-stabilized soil gradually decreased. After soaking for 10 days, the unconfined compressive strength with 12% PVA content was 804.69 KPa, which is still much higher than the 7-day strength of non-stabilized soil.
4) With the addition of PVA gel, the permeability coefficient slightly decreased, but the change was small. Additionally, the content of the PVA effective substances was only approximately 0.6% of the soil weight, which indicates that PVA can effectively improve the unconfined compressive strength of improved sand without changing the permeability.
5) After dehydration, the PVA wrapped and wound the sand particles, which interconnected to form a spatial three-dimensional network structure, thereby limiting the displacement of soil particles and significantly increasing the strength of soil through its own strength.
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Gravelly soils exhibit complicated mechanical behaviours closely related to particle breakage and relative density state. To better capture the mechanical responses of gravelly soils, a generalised plastic model considering evolution of void ratio and particle breakage was developed within the framework of critical state soil mechanics. In the model, particle breakage effect was described by incorporating breakage index to deviate the critical state line off the ideal position. A differential equation relating increment of void ratio to variation of volumetric strain was used to depict the evolution of current void ratio. It indirectly reflected the relative density state of gravelly soils. The model was applied to conducting numerical simulations for a series of triaxial tests on four types of gravelly soils. Comparisons between the test data and the modelling results indicated that considerations of void ratio evolution and particle breakage could better simulate the stress-dependent dilatation/contraction behaviours of gravelly soils.
Keywords: gravelly soil, volume-dilatation/contraction, evolution of void ratio, particle breakage, constitutive model
1 INTRODUCTION
Gravelly soils (including coarse-grained aggregates, rockfill materials and railway basalts) are widely used as construction materials in the various geotechnical projects (e.g. roadbeds and dams). Over the past several decades, researchers have made efforts to investigate the mechanical properties of gravelly soils [1]. Experimental studies have indicated that particle breakage greatly affects the mechanical behaviours of gravelly soils [2,3]. In a microstructure view, particle breakage changed the grain distributions. Then, the mechanical responses of gravelly soils have changed remarkably with the reconfiguration of particle grading [3].
Based on the fundamental observations, particle breakage has been generally taken into account to build the constitutive models for gravelly soils [3–6]. In the constitutive descriptions, effect of particle breakage was described using a variable of breakage index. Particle grading evolution was often used to define the breakage index [2,3]. Investigations have indicated that particle breakage index is correlated to plastic-dissipation energy and formulated as a hyperbolic function of plastic work [5].
Besides the constitutive frameworks of traditional elastoplasticity [7], generalised plasticity [8] and critical state soil mechanics [9] have been often combined to construct the constitutive models of gravelly soils. In this group of models, as an important state parameter, particle breakage index has been incorporated into the equation of critical state line [3,5,6]. Such mathematical treatments can describe the translation effects of particle breakage on the critical state line of gravelly soils [5]. On the other hand, generalised plasticity is a type of simple constitutive framework, due to without consideration on the complex failure surfaces of geomaterials [8]. Thus, a number of generalised plastic models have been developed for gravelly soils based on the critical state concept [5,10–12]. These models considering particle breakage could well capture the main mechanical behaviours of gravelly soils, including stress-dependent volumetric dilatancy and nonlinear strength and deformation.
However, most of these models have not made clear expositions on the variations of void ratio during volume changing process. As we all know, current void ratio of a soil mass closely relates to and evolves with the volume deformation. By identifying the current, maximum and minimum void ratio values, the relative density state of soil mass could be estimated. As for gravelly soils, relative density state (dense or loose sates relative to critical state) decides whether they exhibit volume dilatation or contraction behaviours [12]. Considering the relationship between void ratio and relative density state, the evolution of void ratio should be included in the constitutive descriptions. In this way, the changing process of relative density state synchronous with the variation of volume deformation can be captured precisely. Therefore, besides particle breakage, it is reasonable to take the evolution of void ratio into account to build the constitutive models for gravelly soils. In this respect, there are some research attempts of considering evolution of void ratio in the constitutive models of granular soils [6,13].
In this study, an evolution equation of void ratio was incorporated into a generalised plastic model that was established within the framework of critical state soil mechanics. In the model, current void ratio and particle breakage index were regard as two state-dependent variables updating with the variation of volumetric strain and shifting the critical state line, respectively. The model was used to simulate the mechanical responses of four types of gravelly soils during triaxial tests. By analysing the simulation results, constitutive modelling effectiveness of considering evolution of void ratio and particle breakage was evaluated.
2 CONSTITUTIVE MODELLING DESCRIPTION
2.1 Generalised Plasticity Framework
In this study, generalised plasticity framework firstly proposed by Pastor and Zienkiewicz [8] was used to build the constitutive model for gravelly soils. In a generalised plasticity model, incremental stress-strain relationship is expressed as follows:
[image: image]
where [image: image] and [image: image] represent the increments of stress [image: image] and strain [image: image], respectively. [image: image] is the elastoplastic stiffness matrix, explicitly expressed as follows:
[image: image]
where [image: image] is the elastic constitutive stiffness matrix. [image: image] and [image: image] are the normalised plastic flow and plastic loading direction, respectively. [image: image] denotes the plastic modulus.
2.2 Elastic Behaviour
Nakai [14] provided the following Eqs 3, 4 to describe the elastic and plastic volumetric strains of sands under isotropic consolidation.
[image: image]
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where [image: image] is the mean stress. [image: image] denotes the volumetric strain. [image: image] and [image: image] are the compression and resilience indexes. [image: image] is a material constant. [image: image] represents the initial value of mean stress. [image: image] denotes the engineering atmosphere pressure.
Using Eq. 3 and Poisson’s ratio [image: image], the elastic bulk modulus [image: image] and shear modulus [image: image] can be defined as follows:
[image: image]
2.3 Critical State Considering Particle Breakage
As for gravelly soils, particle breakage remarkably changes the critical void state. This phenomenon was observed in triaxial tests [15,16]. In this study, a sigmoid function suggested by Liu et al. [3] was adopted to define the critical state line (CSL) influenced by particle breakage. That is:
[image: image]
where [image: image] means the critical-state void ratio, [image: image] and [image: image] are the maximum and minimum critical state void ratios of a gravelly soil mass, respectively. [image: image] and [image: image] are the material constants. [image: image] is the particle breakage index. In this study, a function proposed by Lade et al. [17] is adopted to link particle breakage index [image: image] to plastic dissipated energy [image: image]. That is:
[image: image]
where [image: image] and [image: image] are both the material constants. [image: image] denotes the plastic dissipated energy that is calculated using:
[image: image]
2.4 Evolution of Void Ratio
In soil mechanics, it is always assumed that the volume of solid phase [image: image] is constant during loading and volume change is only related to the void phase [image: image]. Assuming [image: image], void phase volume [image: image] is equal to void ratio [image: image]. Thus, the change of void ratio causes an increment of volumetric strain. This relationship is formulated with:
[image: image]
The second formula in Eq. 9 is a differential equation. It has a solution expressed as follows:
[image: image]
In Eq. 10, the parameter [image: image] can be determined using the initial condition. That is [image: image], [image: image].
The current void ratio [image: image], however, is not always just onto the CSL, but usually above or below the CSL. To identify the relative density state of soils, Been and Jefferies [18] proposed the following state parameter [image: image]:
[image: image]
where the state variable [image: image] describes the evolution of dilatation curve from contraction line towards the critical state line. [image: image] indicates that the relative density state of a gravelly soil is denser than the critical state. The gravelly soil may undergo a volume-dilatation behaviour. [image: image] means the gravelly soil is in the looser state than the critical state. The gravelly soil may exhibit a volume-contraction behaviour.
2.5 Nonlinear Strength and Dilatancy Behaviours
Gravelly soils generally exhibit significant nonlinear strength behaviours. A power function is widely used to describe the nonlinear strength behaviours of geomaterials [3,19]:
[image: image]
where [image: image] is the deviatoric stress. Correspondingly, [image: image] is the second-order stress tensor. [image: image] is the Kronecker tensor, with [image: image], [image: image]; [image: image], [image: image]. [image: image] is a shape function of the failure criterion on the deviatoric plane. For simplification, [image: image] is used in this study.
In Eq. 12, [image: image] and [image: image] are both material constants. Using Eq. 12, the critical stress state ratio [image: image] is defined as the tangent slope of the strength envelope, that is:
[image: image]
The dilatation stress ratio [image: image] is used to describe the stress state of transition phase point, which locates the stress threshold for the onset of volume-dilatation behaviour. Following the studies of Dafalias and Manzari [20], the dilatation stress ratio [image: image] in this work is defined as a function of the state variable [image: image]:
[image: image]
where [image: image] is a material constant for describing dilatation behaviour.
The dilatation coefficient [image: image] is related to the shear stress ratio [image: image] and the dilatation stress ratio [image: image] using the following equation [11]:
[image: image]
where [image: image] is the plastic component of the equivalent shear strain [image: image].
2.6 Plastic Flow and Loading Direction
In the [image: image] stress plane, the plastic flow [image: image] is given by Pastor et al. [8]:
[image: image]
As the nonassociated flow rule is assumed, the plastic loading direction [image: image] is different with the plastic flow [image: image]. For simplification, [image: image] can be expressed in a formula similar to [image: image], as follows:
[image: image]
where [image: image] is defined as the loading direction factor, which is a state variable related to critical state. Similar to [image: image], [image: image] is defined as:
[image: image]
2.7 Plastic Modulus
Under the isotropic compression condition, there is [image: image] and [image: image]. The incremental relationship between plastic volumetric strain and mean stress can be simply expressed as follows:
[image: image]
Additionally, the plastic volumetric strain increment can be determined by differentiating Eq. 4, that is:
[image: image]
Combination Eqs 19, 20 leads to the formula of plastic modulus [image: image]:
[image: image]
Eq. 21 is only suitable for the isotropic compression condition. Inspired by Chen et al. [10], a formulation of plastic modulus [image: image], suitable for more general cases, was developed. That is expressed as follows:
[image: image]
3 MODEL CALIBRATION AND SIMULATIONS
This constitutive model has 15 material constants and can be classified into six groups. They can be determined using triaxial compression tests.
3.1 Calibration of Model Constants
3.1.1 Compression and Elastic Constants
Material constants [image: image], [image: image] and [image: image] can be determined using loading/unloading [image: image] curves under various isotropic compression stress states. In particular, by analysing the unloading curves, [image: image] and [image: image] can be accurately distinguished from [image: image]. Then, using Eqs 3, 4 to fit the test data pairs [image: image] and [image: image], respectively, the values of [image: image], [image: image] and [image: image] can be determined.
Additionally, using the elastic constants: [image: image], [image: image] and [image: image], the value of [image: image] can be determined. Then, using [image: image] and Poisson’s ratio [image: image], the value of [image: image] can be calculated.
3.1.2 Initial void Ratio
Initial void ratio [image: image] can be determined using the following formula:
[image: image]
where [image: image] is the specific weight of soil particles. [image: image] and [image: image] are the water content and density of soil mass, respectively. [image: image] denotes the water density.
3.1.3 Critical state Constants
The critical state constants [image: image], [image: image], [image: image] and [image: image] are determined from the triaxial tests under small confining pressures, which no obvious particle breakage occurred. Eq. 6 (with [image: image]) is used to fit a number of data pairs [image: image]. Then, the values of [image: image], [image: image], [image: image] and [image: image] can be determined.
3.1.4 Strength constants
The strength constants: [image: image] and [image: image] can be determined by fitting the strength data [image: image] at the failure states using the strength criterion in Eq. 12. Because of nonlinearity of Eq. 12, at least three triaxial compression tests under different confining pressures are needed.
3.1.5 Dilatation constants
Using the test data of plastic volumetric and shear strains, [image: image] can be calculated by [image: image]. Certainly, it is difficult to depart the plastic strain increment [image: image] from the total strain increment [image: image]. For simplification, it is assumed that [image: image]. By relating [image: image] and [image: image], then using Eq. 15, [image: image] can be determined.
Using the test data at the dilatation point, the dilatation stress ratio [image: image] can be calculated. With the value of initial void ratio [image: image], Eq. 10 is used to compute the current void ratio [image: image]. Then, using Eqs 6, 11, the state variable [image: image] can be determined. In this way, the dilatation constant [image: image] can be determined using the formula [image: image] to fit the test data pairs [image: image].
3.1.6 Particle breakage Parameters
Using Eq. 8, the plastic dissipated energy [image: image] can be calculated. By comparing the particle size gradation before and after the tests, particle breakage index [image: image] can be estimated [2,3]. Then, using Eq. 7, the particle breakage parameters [image: image] and [image: image] can be determined.
If [image: image] cannot be explicitly estimated, an available method is combining Eqs 6, 7 to fit a number of test data pairs [image: image] on the CSL to indirectly determine the values of [image: image] and [image: image].
3.2 Performance of the Proposed Model
The proposed model was used to simulate the mechanical behaviours of four gravelly soils: Hekouchun rockfill [21], Wudongde rock-soil aggregate [22] and crushed latite basalt [23]. The material constants of the gravelly soils are given in Table 1. The test data and simulation results are shown in Figures 1–3. In these figures, the scatter symbols and curves represent the test data and modelling results, respectively.
TABLE 1 | Material constants of the gravelly soils simulated in this study.
[image: Table 1][image: Figure 1]FIGURE 1 | Model predations and experimental results of the Hekouchun rockfill (test data were from [21]).
[image: Figure 2]FIGURE 2 | Model predations and experimental results of the Wudongde rock-soil aggregate (test data were from [22]).
[image: Figure 3]FIGURE 3 | Model predations and experimental results of the crushed basalt (test data were from [23]).
Two factors: particle breakage and evolution of void ratio were taken into account to formulate the constitutive model. To observe their influences on the modelling effectiveness, three computing conditions were comparatively analysed. They are termed as:
A “EVR + PB”, which represent that the modelling predictions consider the compound effects of evolution of void ratio and particle breakage.
B “PB_NoEVR”, which represent that the modelling predictions only consider the effect of particle breakage.
C “EVR_NoPB”, which represent that the modelling predictions only consider the evolution of void ratio.
In the model, the shapes of numerical modelling [image: image] curves are mainly controlled by the material constants: [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image]. Thus, EVR + PB, PB_NoEVR and EVR_NoPB obtain almost the same modelling predictions of [image: image] curves.
3.2.1 Hekouchun rockfill
Hekouchun rockfill material was a type of dolomitic limestone, which would be adopted to construct the Hekouchun reservoir dam. Cai et al. [21] conducted a series of large-scale consolidated and drained triaxial shear tests on Hekouchun rockfill material with an initial relative density [image: image]. The model parameters of the Hekouchun rockfill material are summarised in Table 1. The test data and modelling results are shown in Figure 1.
As seen from Figure 1 in both stress-strain and volume deformation responses, there is a good agreement between the test data and modelling predictions. Figure 1A shows that the model is capable of capturing the deformation and strength behaviours of Hekouchun rockfill material over a range of confining pressures from 0.3 to 1.5 MPa. Figures 1B,C show the testing volumetric strains and modelling results predicted by EVR + PB, PB_NoEVR and EVR_NoPB. It is found that, on the whole, EVR + PB achieves better simulations, but PB_NoEVR and EVR_NoPB overestimates and under-predicts the volumetric contraction strains, respectively.
The evolution curves of current and critical-state void ratios modelled by EVR + PB are shown in Figure 1D. The ideal CSL without considering particle breakage is plotted using a red dash curve. It is found that the realistic CSLs are influenced by particle breakage and gradually depart from the ideal CSL with the increase of mean stress. When the confining pressure increases, the volume-contraction behaviour of Hekouchun rockfill material becomes more prominent. The evolution rule of current void ratio is consistent with the volume changing rules.
3.2.2 Wudongde rock-Soil Aggregate
Wudongde rock-soil aggregate was a type of natural gravelly soil, sampled from an ancient landslide mass, which was located downstream of the Wudongde Hydropower Dam on the Jinsha River, southwest China. Huang et al. [22] conducted large-scale triaxial tests on the Wudongde rock-soil aggregate under the confining pressures of 0.4, 0.8, 1.2, and 1.6 MPa. The material constants are listed in Table 1 and the modelling results are compared with test data in Figure 2.
Figure 2A shows that the modelling stress-strain relations exhibit good agreements in accordance with the test data. Figures 2B,C show that EVR + PB provides more accurate modelling predictions. PB_NoEVR overestimates volume contraction strains. EVR_NoPB tends to over-predict the volume-dilatation behaviour. In Figure 2D, it is found that EVR + PB modelling curves of current and critical-state void ratios have an intersection point at [image: image]. This indicates that, at this mean stress state, the volume deformation transits from dilatation to contraction. Therefore, it is reasonable to deduce that, under the confining pressure of 1.6 MPa, Wudongde rock-soil aggregate undergoes a phase change from relative dense to loose state.
3.2.3 Crushed latite Basalt
Salim and Indraratna [23] used a series of confining pressures: 0.05, 0.1, 0.2, and 0.3 MPa to conduct large-scale triaxial tests on a type of crushed latite basalt. Although the confining pressures were relatively lower, the volumetric strains had still undergone a transition from dilatation to contraction. Table 1 lists the material constants of the crushed latite basalt. Figure 3 shows the test data and modelling predictions.
Figure 3A indicates that the model is capable of reproducing the stress-strain relations of the crushed latite basalt. The testing and modelling volumetric strains are compared in Figures 3B,C. Under the confining pressures of 0.05 and 0.1 MPa, EVR + PB, PB_NoEVR and EVR_NoPB achieve relatively better simulations for the volume-dilatation behaviour. With an increase of confining pressure, PB_NoEVR predicts larger volumetric contraction strains. This phenomenon may be related to that PB_NoEVR overestimates the gap between the current void ratio and the CSL. Figure 3D shows the EVR + PB modelling curves of current and critical-state void ratios. Upward-bending evolutions of current void ratios indicates that volume-dilatation responses occur under the confining pressures of 0.05, 0.1, and 0.2 MPa. Under the confining pressure of 0.3 MPa, when the mean stress ratio [image: image], volume deformation of the crushed latite basalt transits from dilatation to contraction.
4 CONCLUSIONS
In this study, a generalised plastic model considering evolution of void ratio and particle breakage was developed for gravelly soils. The model was used to simulate the mechanical behaviours of four gravelly soils. By comparing three computing conditions: EVR + PB, PB_NoEVR, and EVR_NoPB, the effects of void ratio evolution and particle breakage on the modelling predictions were analysed. Following conclusions can be summarised:
1. Because the evolution of void ratio and particle breakage are not considered in the constitutive descriptions of stiffness and strength behaviours, the three computing conditions: EVR + PB, PB_NoEVR, and EVR_NoPB predict almost the same relations between deviatoric stress and axial strain.
2. Under the PB_NoEVR computing condition, current void ratio is constant. In this condition, the proposed model overestimates the volume-contraction strains. The higher the confining pressure, PB_NoEVR will more greatly overestimate the volume-contraction strains.
3. Under the EVR_NoPB computing condition, the ideal CSL is used and current void ratio evolves with the variation of volumetric strain. Overall, EVR_NoPB underestimates the volume-contraction strains and overestimates volume-dilatation strains.
4. In general, the model considering EVR + PB achieves relatively better simulation results for the volume dilatation/contraction responses of gravelly soils. It is reasonable for us to believe that the constitutive model considering EVR + PB could better reflect the volume deformation and failure mechanism of gravelly soils.
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Faults or joints widely exist in rock masses, which deeply affect the mechanical properties of rock. The seismic frequency of the Gaoqiao fault and its surrounding areas in the Three Gorges Reservoir area before and after water storage is significantly higher than that in other areas. In this study, a curved joint is used to simulate the occurrence characteristics of the Gaoqiao fault, and the influence of reservoir water is simulated by adjusting the fracture water pressure. Compared with the changes of joint surface morphology parameters before and after the test, it is found that the macro failure characteristics of rock samples are in good agreement with the micromorphology changes of the joint surface. Among them, the parameters such as root-mean-square height (Sq), arithmetic mean height (Sa), reverse load area ratio (Smc), and minimum autocorrelation length (Sal) can better characterize the joint surface deterioration of rock samples under the action of fracture water pressure. The test results have a certain reference value for studying the fault response under the action of reservoir water.
Keywords: rock joints, microscopic morphological characteristics, fracture water pressure, macroscopic mechanical characteristics, curved joint
INTRODUCTION
Faults or joints are widespread in rock masses, and the mechanical characteristics of the rock masses vary with the environment in which they occur [1]. Especially, the mechanical response of faults or joints has a significant influence on the mechanical properties of the rock mass within the reservoir's influence range. In 1963, during the impounding of the Vajont Dam in Italy, rainstorms triggered the sliding of the left bank rock mass along the internal structural plane, with a volume of 240 million cubic meters, resulting in serious casualties and property losses [2–4]. On July 13, 2003, Qianjiangping Village, Zigui County of China, suffered a sudden decline of more than 15 million square meters, resulting in houses collapsing, plant destruction, traffic interruption, river blockage, and 24 deaths. According to the analysis of deformation traces, sliding process, and mechanical causes of the landslide, it was concluded that Qianjiangping landslide was a new-type, super-large, high-speed, deep bedding rock landslide of the reservoir which was mainly induced by reservoir impounding, combined with strong rainfall [5].
The existence of a rock mass interruption layer or joint in a reservoir area not only causes shallow geological disasters such as landslides but also induces a series of reservoir earthquake problems in the deep crust. The 1967 earthquake at the M6.5 reservoir at the Koyna Dam in India caused about 180 deaths [6–8]. Similarly, the 1966 M6.3 reservoir earthquake at Kremasta reservoir in Greece [9], the 1963 M6.1 reservoir earthquake at Kariba reservoir in Zambia–Zimbabwe [10, 11], and the 1962 M6.1 reservoir earthquake at Xinfengjiang reservoir in China [12] are also included. Seismologists mainly study from the perspective of seismology, focusing on the study of specific seismic parameters such as focal depth, corner frequency, seismic moment, seismic energy, apparent stress, fractal dimension, and b value [13–17]. Hydraulic fracturing technology commonly used in the field of energy exploitation may also produce similar induced seismic effects [18, 19].
Therefore, the study of the mechanical response of joint surface under natural water provides a new idea for studying geological disasters and reservoir earthquakes in reservoir areas. Previous studies have shown that the mechanical properties of compression and shear of jointed rock masses deteriorate under the action of water [20, 21]. The seismogenic fault of reservoir earthquakes is generally affected by groundwater, in-situ stress, and other factors. The porosity, pore geometry [22], and fracture surface [23] of different types of rock masses are different. Coupled with the changes in the groundwater storage environment (such as fracture water pressure), the pore water pressure in rocks shows great differences.
However, most of the above studies only consider the variation of joint shape and fracture water pressure. The deep rock mass in the reservoir area is also affected by water pressure at the fracture surface and pore water pressure, which makes its mechanical properties more complex. Furthermore, in the laboratory test of rock mechanics, most studies mainly generalize the natural joints as linear or plane joints [24–27], and the occurrence form is through joints or non-through joints. However, in the process of actual geological structure evolution, different strata and faults are mostly curved surfaces from a macro point of view.
In this study, immersion saturation of rock mass with listric fault in the reservoir area and crack water pressure are considered. Triaxial compression tests of dry and saturated rock samples were carried out by simulating the listric fault structure with curved joints in the samples. At the same time, different fracture water pressures are applied to the fractured surface of rock samples to simulate the dry and wet state of rock mass during impounding. By comparing the changes of three-dimensional morphological parameters of the joint surface before and after the test, the morphological parameters which can characterize the variation of joint surface are screened out, and the three-dimensional morphological changes of the joint surface under different conditions are studied by combining the strength and failure characteristics. The test results can provide some reference for mechanical response research of listric fault structure in the reservoir area.
EXPERIMENT
Sample Preparation and Experimental Apparatuses
The rock samples are taken from the Gaoqiao fault area where earthquakes are more frequent in the Three Gorges Reservoir area and where the Triassic Jialingjiang Formation thick limestone is widely distributed. From the perspective of the geological structure, the Gaoqiao fault is larger in the Badong section of the Three Gorges Reservoir area, which has the conditions to “trigger” structural reservoir earthquakes. According to the rock outcrops in this area (Figure 1), the rock inclination angle is from steep to gentle, about 20°–40°. The preparation method is to first drill and core the rock blocks retrieved on-site and then perform joint cutting with a water jet, and finally obtain a rock sample with curved joints. The permeable hole at the bottom of the rock sample is used to exert fracture water pressure on the joint surface.
[image: Figure 1]FIGURE 1 | Seismic Earthquake distribution (M ≥ 3.0) and sampling map in the Three Gorges Reservoir area since the impoundment.
The French Top Industrie rock triaxial tester is used for the triaxial stress-fracture hydraulic coupling test, and the ST500 three-dimensional noncontact surface profiler is used for the study of the microscopic characteristics of the joint surface (Figure 2).
[image: Figure 2]FIGURE 2 | Test instruments.
The basic physical and mechanical parameters of the complete rock sample obtained through the triaxial test are shown in Table 1.
TABLE 1 | Basic physical and mechanical parameters of the rock sample.
[image: Table 1]In the triaxial compression test, when the confining pressure is 5, 10, 15, 20, and 25 MPa, the corresponding triaxial compressive strength is 169.22, 194.02, 234.76, 271.53, and 307.73 MPa, respectively. According to the fitting formula of triaxial compressive strength under different confining pressures, the uniaxial compressive strength is 129 MPa.
Test Method
According to the stress conditions of rock mass in the study area, in the triaxial test, the initial axial pressure is 100 MPa and the confining pressure is 50 MPa. The rock samples in dry and saturated states are selected, respectively, to simulate the rock mass state before and after water storage. After reaching the initial stress state, different water pressures (0, 5, 10, and 20 MPa) are applied to the fracture surface through the permeable hole at the bottom of the rock sample. During the test, the loading rate of axial pressure, confining pressure, and the water pressure remains constant. In the test, the axial pressure loading rate is 2 MPa/min, the confining pressure loading rate is 1 MPa/min, and the hydraulic loading rate is 1 MPa/min. When the water pressure reaches the predetermined value, it needs to be maintained for 30 min to ensure that the water pressure is evenly distributed on the fracture surface. After the water pressure is maintained for 30 min, the axial pressure is applied continuously until the sample is damaged.
Through the triaxial compression tests of dry and saturated jointed rock samples under different fracture water pressures, the alternation of three-dimensional morphology parameters and macro-mechanical properties of the joint surface before and after the test are compared, and the correlation between the morphology parameters of the joint surface and the mechanical properties of rock mass is studied.
Three-dimensional Surface Texture Parameters
On the upper and lower parts of the contact surface (joint surface) of the rock sample, there are complex shapes with different heights, depths, and gaps. Among them, the small spacing and the unevenness of the small peaks and valleys on the surface are called surface roughness. During the loading process, the upper and lower parts of the rock sample will inevitably have frictional slippage on the contact surface (joint surface). Therefore, observation and analysis of the microscopic morphology parameters (surface roughness) of the joint surface before and after the test is helpful for the comprehensive analysis of the rock sample—the changing characteristics of joint surfaces in the destruction process and the impact of changes in the external environment can also be explored through microscopic morphology parameters. Since the joint surface of the rock sample is a curved surface arranged obliquely, to better collect the morphological features, the angle between the axis of the sample and the normal of the horizontal plane is maintained at 30° during scanning. According to the geometric characteristics of the joint surface, the root-mean-square height (Sq), arithmetic average height (Sa), reverse load area ratio (Smc), and minimum autocorrelation length (Sal) are selected as the main analysis parameters.
The parameter formulae definitions are shown in Table 2.
TABLE 2 | Definitions of three-dimensional morphological parameters.
[image: Table 2]CORRELATION ANALYSIS OF MACROSCOPIC MECHANICAL CHARACTERISTICS AND THREE-DIMENSIONAL MORPHOLOGICAL CHARACTERISTICS
It can be seen from Figure 3 that the triaxial compressive strength of the dry sample is greater than that of the saturated sample under different fracture water pressures. It shows that the saturation state degrades the strength of the jointed rock mass. For dry rock samples, when the fracture water pressure is low, the strength deterioration is not obvious, and when the fracture water pressure rises to 20 MPa, the strength decreases significantly. According to the available data, the depth of the reservoir earthquake in the Three Gorges Reservoir area is 4–10 km. Without considering the excess pore water pressure, the hydrostatic pressure of the magnitude depth of the reservoir earthquake will reach 40–100 MPa. Obviously, under the condition of reservoir water storage, the deterioration of the mechanical properties of seismogenic faults is inevitable.
[image: Figure 3]FIGURE 3 | Strength and failure characteristics of dry and saturated samples (Thick white lines represent the principal cracks and the thin white lines represent the secondary cracks).
According to the distribution of cracks when the specimen is a failure, when the fracture water pressure is low, a single through crack appears and a few secondary cracks distributed along the joint plane appear; when the fracture water pressure is higher, multiple through cracks and secondary cracks appear. It can be inferred from this that the specimens under low water pressure are dominated by compression–shear failure. With the gradual increase of water pressure, the failure mode turns to slide shear failure along the joint plane. The changes of the morphological characteristic parameters indicate that the morphological characteristics of the joint surface are closely related to the failure form of the sample. The change rate of surface topography parameters is shown in Tables 3, 4. The variation trend of each parameter is shown in Figure 4.
TABLE 3 | The change rate of morphological parameters of dry rock samples (%).
[image: Table 3]TABLE 4 | The change rate of morphological parameters of saturated rock samples (%).
[image: Table 4][image: Figure 4]FIGURE 4 | Comparison of the change rates of morphological parameters with different samples and joint surfaces.
Based on the change rate of topography parameters, it can be concluded that the wear degree of concave and convex surfaces along the curved joints is different.
The alteration of Sq is used to characterize the degree of dispersion of the height of each point. The Sq value of the dried sample under the condition of lower water pressure changes greatly, indicating that the frictional damage of the joint surface under pressure is more significant on the dried sample. The Sq values of the concave surface of the saturated samples all increase, while the Sq value of the convex surface decreases, indicating that the damage degree of the concave surface is greater than that of the convex surface.
Another spatial parameter Sa is used to characterize the arithmetic average height of each point on the surface. For dry samples, the changing trends of the concave and convex surfaces of the joint surface are almost opposite. Even when the surface is worn, the roughness of the concave surface is still greater than that of the convex surface.
A functional parameter Smc is used to characterize the change in smoothness of the joint surface, and the decrease of the parameter indicates the decrease of the surface roughness. The Smc values of the concave and convex surfaces on the joint surface of the dried sample under different water pressures mainly showed a decreasing trend, indicating that the slippage of the sample along the joint surface would reduce the roughness of the joint surface. The increase of the Smc value of the concave surface of the saturated sample is related to the change of the surface morphology caused by the formation of secondary cracks.
The Sal, a spatial parameter, is an autocorrelation function. According to the profile variation of the measured surface, Sal represents the overlap between the height data after offset and the height data itself. If the offset is small, the overlap portion is large, so the autocorrelation also becomes large. If the offset is large, the overlap portion is small, so the autocorrelation also becomes small. The changes of the Sal value under different samples and different water pressures are all within 10%, indicating that the relative deviation of the upper and lower parts of the rock sample is relatively small on the whole.
It can be inferred from the various characteristics of the above joint surface that under the joint action of external load and water, more failure cracks will appear in the lower half of the fault, to form more reservoir water infiltration channels, which may induce deeper earthquakes. According to the variation trend of parameter Sal, the relative slip of the upper and lower surfaces of the seismogenic fault should be within 10%, so multiple earthquakes may occur in the same area.
CONCLUSION
The rock mass containing curved fault structures in the reservoir area is affected by water storage, and its mechanical properties are degraded. Through the triaxial compression test, the article considers the effects of dry and saturated conditions and the water pressure of different fracture surfaces, combined with the failure characteristics of the sample, and analyzes the degree of change of the topography parameters on the joint surface. It is concluded as follows:
For curved joints, under pressure, the adjacent surfaces contacted by the joint have different degrees of wear.
The morphology change of the joint surface is affected by the main failure mode of the sample, and the wear degree of the dry sample is greater than that of the saturated sample.
The convex surface of the saturated sample shows a trend of decreasing surface morphology with the increase of the fracture water pressure, indicating that water has a certain lubrication effect on the joint surface, and the greater the water pressure, the more significant the lubrication effect.
For dry rock samples, the lubrication effect of fracture water pressure is not obvious. It is because the fissure water partially acts on the saturation process, and the lubrication effect on the joint surface is weakened.
The test results reveal the trend that reservoir earthquakes extend to the deep and occur repeatedly in the same area.
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The bearing capacity, stability, and durability of subgrade are affected by the compaction quality of fillers to a large extent. In this study, samples of graded coarse-grained fillers with different rock block contents were designed and prepared with the aid of an improved continuous gradation equation for coarse-grained soils. Then standard compaction tests of these samples with different water content conditions were conducted to understand the influence of rock block content on the compaction characteristics of graded coarse-grained fillers. Results show that the compaction curve peaks of graded coarse-grained fillers always increase with the rock block content. The maximum dry density of graded coarse-grained fillers increases linearly with the rock block content in approximation, while the optimal water content is the opposite. The optimal water content of graded coarse-grained fillers decreases in nonlinearity with characteristics of rapidly first and then slowly. Two empirical formulas about the rock block content were summarized for predicting the maximum dry density and optimal water content of graded coarse-grained fillers. The results of this study can provide a reference for the engineering application of graded coarse-grained fillers.
Keywords: graded coarse-grained filler, compaction characteristics, rock block content, maximum dry density, optimum water content, empirical formulas
INTRODUCTION
The compacted coarse-grained fillers have outstanding engineering performances, such as high strength, good stability, and excellent permeability. They have been widely used in earth-rock dams and railway subgrade engineering [1,2]. However, engineering performances of such geo-materials are significantly determined by their phase composition and inner structural characteristics. Significant difficulties in parameter determination, especially in compaction quality, always represent a considerable challenge in engineering practices [3].
Scholars from home and abroad have made significant efforts to determine the maximum dry density and optimal water content of coarse-grained fillers, as well as their influence factors [4,5]. Some studies by standard compaction tests and surface vibration tests illustrated that the compaction quality of subgrade engineering was significantly affected by their gradation, rock block content, rock block shape, compaction method, and so on. Makedon et al. [6] investigated the influence of gradation on the compaction characteristics of in-situ geo-materials in road construction. Ham et al. [7] studied the influence of gravel content on the compression characteristics of decomposed granite soil. Cavarretta et al. [8] indicated that the behavior of coarse-grained fillers might be slightly dependent on the surface roughness and friction, and the influence of particle shape was also very much more significant. Wang et al. [9] indicated that the maximum dry density and optimum water content of crushed sandstone-mudstone particle mixtures were increasing then decreasing with the increase of mudstone particle content. Deng et al. [10] found a parabolic relationship between the maximum dry density and coarse grain content and a linear relationship between the optimal water content and coarse grain content for coarse-grained soils. Qiao et al. [4] reported that the size effect, skeleton, and gravel-doped amount were the key factors of compaction characteristics of clay mixed with gravel. Ding et al. [11] pointed out that there was an intrinsic dependence of grain sizes on the maximum dry density for gravelly fillers. Wu et al. [12] studied the effect of gradation on the compatibility of coarse-grained fillers. Several scholars also have discussed the feasibility of empirical prediction methods to indirectly determine the maximum dry density of coarse fillers, such as the elastic wave method and SRM-G prediction model [13,14]. All these studies provide a good reference for the engineering performance cognition of coarse-grained fillers. In this study, the graded coarse-grained fillers with different rock block contents were designed and prepared based on an improved continuous empirical gradation equation of coarse-grained fillers, and then standard heavy-duty compaction tests were carried out to explore the influence of rock block content on the compaction characteristics of graded coarse-grained fillers under different water contents. The relationships between the maximum dry density, the optimal water content, and the rock block content of graded coarse-grained fillers were further discussed.
MATERIALS AND METHODS
Materials and Apparatus
The coarse-grained fillers can be regarded as a mixture of fine-grained fillers and rock blocks. The size threshold (dthr) of rock blocks as a function of grain size is always employed to distinguish rock blocks from the fine-grained fillers as
[image: image]
where d is the size of rock blocks or fine-grained filler particles. Some studies have pointed out that the coarse-grained fillers exhibit scale independence in terms of their physical and mechanical properties. Medley and Lindquist [15] summarized an empirical formula based on particle sizes and engineering features as
[image: image]
where Lc denotes the characteristic dimension, representing the scale of engineering problems at hand. For three-dimensional problems, the considered diameter of samples is selected as Lc. In this study, the diameter of samples was 152 mm. So the maximum value of the dthr should be 7.6 mm. For the sake of conservatism, the value of the dthr was fixed at 2 mm.
The fine-grained fillers used in this study were clay collected from a highway subgrade in Kunshan, China. The color of this clay was yellowish-brown, and no organic impurities were contained. For the sake of experimental convenience, this clay was dried and sieved to obtain particles lower than 2 mm, and then used to determine its basic physical parameters. The contents of particles ranging 1.0–2.0, 0.63–1.0, 0.63–0.25, 0.25–0.075 and <0.075 mm were 18.24, 15.83, 23.69, 35.03, and 7.20%. The maximum dry density and optimal water content of this clay were 1.74 g/cm3 and 16.35%, respectively. Its specified gravity was 2.56. The natural water content of this clay was 12.44%. The liquid and plastic limits of this clay were 40.23 and 18.58%, respectively. The rock blocks used in the study were crushed gray stone blocks. The density of them was 2.53 g/cm3. The primary shape of rock blocks was angular. According to the Test Methods of Soils for Highway Engineering (JTG 3430-2020) issued by the Ministry of Transport of the People’s Republic of China, a standard heavy-duty compactor Ⅱ-2 was suggested for compaction tests. The inner diameter and height of the sample tube for this apparatus are 152 and 116 mm, respectively. The height of the protective cylinder is 50 mm. The weight of the compaction hammer was 4.5 kg. The maximum particle size of coarse-grained fillers for this compactor is limited to be 40 mm for ensuring the accuracy of testing results. So the size of rock blocks was from 2 to 40 mm. Besides, numerous previous experiments and engineering practices indicated that as the compaction work increased, the maximum dry density of soils increased, and the optimal water content decreased [4,5]. Particularly, the maximum dry density of soils would increase nonlinearly with the compaction work. However, when the compaction work reached a certain level, the increase of the maximum dry density of soils almost could be negligible. Therefore, a minimum compaction number on each layer of soil was suggested as 94 in heavy-duty compaction tests. For the reliability of compaction tests on coarse-grained fillers in this study, this number was selected to be 98.
Testing Scheme and Procedure
The engineering properties of coarse-grained fillers are affected by rock block content significantly [3]. The rock block content can be determined by the gradation curve with a specified threshold of rock blocks and fine-grained fillers [12,14]. Therefore, the influence of rock block content on compaction characteristics of coarse-grained fillers can come down to their gradations in the final. Some studies pointed out that the properties of coarse-grained fillers will significantly change with the rock block content greater than 20% [16]. Hence, four kinds of coarse-grained fillers with rock block mass contents of 30, 45, 60, and 75% were considered in this study. Zhu et al. [14] proposed a continuous gradation equation for coarse-grained fillers and proved its broad applicability and superiority in depth. However, the shape parameter determination of that gradation equation depends on massive data fitting. Here, a new improved continuous gradation equation is proposed for being more convenient to apply in practice.
[image: image]
where p is the proportion of particles smaller than a certain particle size; dmax is the maximum particle size; m is the shape parameter of the gradation curve, 0 < m < 1. The greater the value of m is, the more the particles with small size are. The small value of m is the opposite.
According to the above gradation equation and the rock block content design of four kinds of coarse-grained fillers, the gradation curves of coarse-grained fillers used in this study were designed with a maximum rock block size of 40 mm, as shown in Figure 1. The shape parameters of these four gradation curves corresponding to rock block contents of 30, 45, 60, and 75% are 0.978, 0.960, 0.930, and 0.875, respectively. It can be found that the shape parameters of gradation curves are decreasing with the increase of rock block content.
[image: Figure 1]FIGURE 1 | The gradation curves of coarse-grained fillers used in this study.
The compaction procedures of coarse-grained fillers are as follows: 1) Smear vaseline on the inner wall of the sample tube and the cushion plate, then connect the sample tube and the protective cylinder. The prepared samples are filled into the sample tube three times and compacted with 98 strikes at each layer. To ensure a good connection, the surface of coarse-grained fillers after compaction was roughened. The final height of the compacted coarse-grained filler sample beyond the top of the sample tube shall not exceed 6 mm after compaction. 2) Scrape off the excess coarse-grained filler at the top and bottom of the sample tube, and then use an electronic scale to weigh the total mass of the coarse-grained filler sample and the sample tube. 3) Collect testing samples from the center of the compacted coarse-grained filler sample for water content determination. The weighing accurate limits to 0.01 g. The water content of the compacted coarse-grained filler sample should be measured two times. The parallel difference of these testing samples should be no more than 1%. 4) Repeat the above steps for the other tests with pre-arranged water content. 5) Calculate the dry density of compacted coarse-grained filler samples with different water content, draw compaction curves, and determine the maximum dry density and optimal water content for the tested coarse-grained filler.
Sample Preparation
During sample preparation, the dosages of rock blocks and fine-grained clay were first determined by the designed gradation curves. The sizes of rock blocks were divided into four levels, including 2–5, 5–10, 10–20, and 20–40 mm. Namely, the coarse-grained fillers used in tests were composed of clay and rock blocks with the above-specified sizes. When these materials were prepared, they were dry-mixed fully. The initial water content for sample preparation was pre-selected by the optimal water content of the clay. The water content range and levels were adjusted dynamically according to the compaction test results of the coarse-grained fillers. The water was mixed into the coarse-grained fillers several times in the form of spraying. When the sample preparation is completed, these mixtures were stored in an airtight container for 24 h. The aim of this step, on the one hand, was to distribute the water in coarse-grained fillers evenly, on the other hand, was to ensure the adequate hydration of clay minerals and avoid the influence of the water absorption of rock blocks on the compaction of coarse-grained fillers. Then the prepared coarse-grained fillers were used to conduct compaction tests. All coarse-grained fillers were filled into the compaction sample tube by multiple times and roughened between adjacent layers.
RESULTS AND DISCUSSION
Compaction Characteristics of Graded Coarse-Grained Fillers
Figure 2 shows the compaction results of four designed graded coarse-grained fillers. It can be observed that the dry density of all graded coarse-grained fillers increases first and then decreases with the increase of water content. The graded coarse-grained fillers with 30% of rock blocks have the highest optimal water content and lowest maximum dry density, while the graded coarse-grained fillers with 75% of rock blocks are the opposite. The compaction curve peaks of graded coarse-grained fillers rise with the increase of rock block content but shift towards the lower water content. When the rock block content of graded coarse-grained fillers increases from 30 to 75%, their maximum dry densities increases from 1.91 g/cm3 to 2.14 g/cm3 with a gradually slowing-down increment. The optimal water content corresponding to the peak of compaction curves decreases from 12.4 to 8.1% and the reduction amplitude was rather high at the lowest rock block content and then slowed down with the increase of rock block content.
[image: Figure 2]FIGURE 2 | Compaction curves of four designed graded coarse-grained fillers.
Influence of Rock Block Content on Maximum dry Density
Figure 3 shows the variation of the maximum dry density of graded coarse-grained fillers with different rock block contents. It can be observed that the maximum dry density of graded coarse-grained fillers increases linearly with the rock block content approximately. Since the density of rock blocks is relatively greater than that of the clay, more rock blocks will contribute to the higher maximum dry density of graded coarse-grained fillers. However, the increasing rate of the maximum dry density of graded coarse-grained fillers does not increase with rock block content in a uniform linear manner. When the rock block content increases from 0 to 30, 45, 60, and 75%, the maximum dry density of graded coarse-grained fillers increases by 9.7, 12.6, 21.3, and 23.0% compared to the case of the pure clay, correspondingly. The reason for this nonuniform increase may be: when the rock block content is lower than 45%, the rock blocks are encased in the clay and do not contact each other directly or completely; the clay is the main contributor to bear the external loading subjected to graded coarse-grained fillers; when the rock block content lies between 45 and 60%, the rock blocks begin to contact and connect to form a relatively stable skeletal structure, replacing the clay as the primary framework of skeleton partially in graded coarse-grained fillers; when the rock block content is greater than 60%, the large amounts of rock blocks with relatively big sizes begin to contact completely; although small rock blocks are filling into skeleton pores among rock blocks and the clay is filled in smaller pores, there are no guarantees for the overhead pores existing in graded coarse-grained fillers. Since the stiffness of rock blocks is relatively higher than that of the fine-grained clay, it is difficult to rearrange the stable skeleton structure of graded coarse-grained fillers at the same compaction loads. The growth rate of the maximum dry density of graded coarse-grained fillers thus decreases. On the whole, the relationship between the maximum dry density (γd,max) and rock block content (Rc) of coarse-grained fillers can be described by a linear function as
[image: image]
where the fitting line slope denotes the increasing rate of γd,max, γclay is the maximum dry density of the clay. The fitting results by Eq. 4 also show that there is a good correlation coefficient for fitting data, which proves the validation of the proposed empirical formula.
[image: Figure 3]FIGURE 3 | Variation of the maximum dry density of graded coarse-grained fillers with different rock block contents.
Influence of Rock Block Content on Optimal Water Content
Figure 4 shows the variation of the optimal water content of graded coarse-grained fillers with different rock block contents. It can be observed that the optimal water content of graded coarse-grained fillers has a nonlinear reduction with the increase of rock block content approximately. Namely, the optimal water content of graded coarse-grained fillers changes fast first and then slow with the increase of rock block content. The reason for this nonlinear reduction may be that the increase of rock block content in graded coarse-grained fillers causes the relative content of fine-grained fillers to decrease, thereby resulting in the reduction of free water content and bound water content in the graded coarse-grained fillers. When the rock block content lies between 0 and 45%, namely the clay content in graded coarse-grained fillers is more than rock blocks, the water in graded coarse-grained fillers is more hidden in the clay by the form of combing free water and bound water. The relative content of the clay thus primarily controls the optimal water content of graded coarse-grained fillers. However, the relative content of the clay in graded coarse-grained fillers will decrease rapidly with the increase of rock block content and the water absorption of rock blocks is always limited. So the optimal water content of graded coarse-grained fillers decreases with the increase of rock block content following a gradually reduced amplitude. However, the relationship between the optimal water content (OWC) and rock block content (Rc) of coarse-grained fillers can also be approximately described by piecewise linear functions as
[image: image]
where OWCclay denotes the optimal water content of the clay, OWCRc=45% denotes the optimal water content of coarse-grained fillers with the rock block content of 45%. The high fitting correlation coefficients of these two piecewise linear functions show their feasibility for predicting the optimal water content of coarse-grained fillers.
[image: Figure 4]FIGURE 4 | Variation of the optimal water content of graded coarse-grained fillers with different rock block contents.
CONCLUSION
The compacted coarse-grained fillers are ideal subgrade fillers with outstanding engineering performances. However, their complex composition and inner structure characteristics cause great difficulties in parameter determination. In this study, the compaction characteristics of graded coarse-grained fillers with different rock block contents were investigated by a standard heavy-duty compactor first and then the influence of rock block content on the maximum dry density and optimal water content of graded coarse-grained fillers was discussed. The results show that the maximum dry density of graded coarse-grained fillers increases linearly with the rock bock content approximately but posses a nonuniform linear increased amplitude. The graded coarse-grained fillers with the rock block content ranging from 45 to 60% have the most significant change due to the forming relatively stable skeletal structure. The optimal water content of graded coarse-grained fillers decreases nonlinearly with the increase of rock block content and their reduced amplitudes are fast first and then slow with the increase of relative content of rock blocks due to limited water absorption of rock blocks. Two empirical formulas about the rock block content were summarized for predicting the maximum dry density and optimal water content of graded coarse-grained fillers. The results of this study can provide a reference for the application of graded coarse-grained fillers in subgrade engineering.
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As a substitute for traditional Portland cement, the development and research of “low-temperature-synthesized fly ash cement” has been receiving extensive attention. This study explores the effects of calcium oxide content on the fly ash–lime system hydrothermal synthesis reaction under autoclave curing, focusing on the effects of CaO content on the strength of the cement paste. The changes in phase composition, microstructure, and morphology were characterized using X-ray diffraction and scanning electron microscopy (SEM) analysis. The results show that with an increase in the CaO content, the amounts of β-C2S and C12A7 in the gelling material also increase. However, when the CaO content is very high, the amounts of β-C2S and C12A7 in the gelling material no longer increase, and the strength is lost.
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INTRODUCTION
Cement is an indispensable building material in contemporary society. Its manufacturing process consumes a large amount of non-renewable resources as well as energy, which leads to greenhouse gas emissions [1–4]. Therefore, researchers have been extensively searching for an alternative gelling material.
High belite cement is one of the most researched alternatives. Three types of high belite cements have been studied, which includes: 1) belite-rich Portland cement [5–8]; 2) belite-rich sulfoaluminate cement or aluminoferrite cement as the main hydraulic minerals [9–17]; and 3) low-temperature-calcined active belite cement or low-temperature-synthesized fly ash cement [18–21]. Low-temperature-synthesized fly ash cement provides additional advantages of employing solid waste instead of clay as a resource. This decreases the consumption of limestone and allows sintering at low temperatures, which saves energy, and protects the environment. Therefore, it has good prospects for further development. Fly ash, lime, and a small number of admixture are smoothly mixed, and water is added until it molds. Subsequently, steam is cured at 100°C for 6–12 h to form calcium silicate hydrate and calcium aluminate. They are calcined at a proper temperature and heat is preserved until they quench. They are finely grounded and subsequently gypsum is added to finally produce cement.
This article prepared low-temperature-synthesized fly ash cement at different mixing ratios of CaO and Na2O. The effects of changing atmospheric pressures were observed during autoclave curing. Additionally, we observed the effects of calcium oxide content on the fly ash–lime system hydrothermal synthesis reaction under the autoclave curing. Particularly, this article focused on the effects of CaO content on the compressive strength of the prepared cement pastes. The changes in the phase composition, microstructure, and morphology were characterized using X-ray diffraction (XRD) and scanning electron microscopy (SEM) analyses.
MATERIALS AND METHODS
The fly ash in the test was a gray powder. The specific surface area of the raw fly ash was 257.9 m2 kg−1, the specific surface area of ground fly ash was 436.2 m2 kg−1, and its chemical composition is as shown in Table 1. We analyzed pure lime i.e., CaO in the tests.
TABLE 1 | Chemical composition of fly ash.
[image: Table 1]The fly ash and lime were mixed smoothly at a certain percentage (the CaO content was 33, 38, 42%and 50%, respectively), and an appropriate amount of NaOH(1% measured by Na2O) was added. The sample was homogenized by adding water at a water:material ratio of 1:1. Subsequently, the prepared specimen was placed in an autoclave (at 160°C for 8 h), which was placed in a thermostat oil bath cauldron. The obtained autoclaved material was a synthetic material (precursor). It was calcined at 780°C in a high-temperature furnace and this temperature was maintained for 1.5 h. Subsequently, the material was quenched in air to obtain clinkers. The obtained clinkers were ground to a particle size of 0.08 mm using a mill, leaving a residue of 2% on the sieve. The ground clinkers were mixed with lime to obtain the gelling material.
The gelling material was made into a cement paste, with a water–cement ratio of 0.5:1; it was poured into a 20 × 20 × 20 mm size model. This was placed undisturbed in wet air for 24 h and was later demolded. Subsequently, it was maintained in water at 20 ± 1°C. Additionally, the compressive strengths were tested at 3d, 7d, and 28d.
RESULTS AND ANALYSIS
Cement Paste Strengths
The results are presented in Table 2. The compressive strengths of the cement pastes at 3d, 7d, and 28d were maximum when the CaO content was 42%. This was because when CaO was present in excessive amount, the content of dissociative CaO in the gelling material also increased and produced Ca(OH)2 on hydration, which further influenced (increased) the compressive strength of cement pastes. When the content of CaO was low, the content of C2SH2 and C3AH6 in steam curing decreased, which further decreased the amount of β-C2S and C12A7. This deteriorated the quality of gelling materials.
TABLE 2 | Compressive strengths of the samples.
[image: Table 2]Micro-analysis
XRD Analysis
This article conducted XRD analysis of the prepared specimens B and C (with CaO content 38 and 42%, respectively). Figure 1A shows the XRD atlas of the autoclaved material. In addition to the characteristic peaks of unreacted mullite and quartz, the XRD atlas exhibited the presence of C-S-H(I), C-A-H, C3ASH4, CH, and CaCO3 from the hydrothermal synthesis reaction and a small amount of reacted tobermorite in the autoclaved material. Figure 1B exhibits the XRD atlas of specimens B and C after calcination. In addition to the residual mullite and silica, the characteristic peaks of β-C2S, C12A7, CaCO3, and some melilite calcium aluminum (non-gelatinous) were observed. Figure 1C shows the XRD atlas of the two specimens (B and C) in hardened cement pastes (28d) obtained from their corresponding gelling materials. As the CaO content increased, the Ca(OH)2 content (in the hydration sample) and the gelling material also increased. The diffraction peaks of Ca(OH)2 and gelling material were acute, and the strength of the diffraction peak increased.
[image: Figure 1]FIGURE 1 | X-ray diffraction patterns of the two specimens (B and C): (A) autoclaved, (B) after calcination, and (C) hardened cement pastes.
From the XRD atlas, this article concluded that the CaO content, to some extent, influenced the phase composition and content of the autoclaved materials, calcined materials, and hardened cement pastes. With an increase in the content of CaO, the hydrothermal synthesis in the autoclaved material increased, which further increased the content of Ca(OH)2. Therefore, the amounts of gelling materials in the calcined materials increased. Additionally, the content of dissociative CaO increased. When it approached 50%, the increase in the gelling material was limited. The redundant unreacted CaO converted into dissociative CaO in the gelling material, which decreased the compressive strength.
Morphologies Analysis
Morphologies of Autoclaved Materials
Figures 2A,B shows the SEM analysis of the autoclaved materials of fly ash-lime system with different CaO contents after autoclaved curing at 160°C for 8 h. The material exhibited in Figures 2A,B contain 42 and 50% CaO respectively. When CaO doping was 42%, the hydrothermal reaction produced a large number of gelatinous C−S−H, other hydration products, some well-crystallized octagonal-shaped C3ASH4, and a small number of Ca(OH)2 crystals partially carbonized into CaCO3. Additionally, the surfaces of the particles exhibited a layer of hydration products with pores which overlapped each other. The well-crystallized tobermorite crystals formed using some gelatinous substances produced layered materials composed of single chain Si−O tetrahedral and polyhedral CaO. Figure 2 shows flaky or sheet like structures with their length varying from 4.5 to 11 μm. The fine particles of irregular mullite and quartz grains were wrapped with condensed matter and were not involved in the hydrothermal synthesis reactions. This micromorphology was consistent with the XRD results. From specimen B, it was observed that when the CaO content was 50%, the gelatinous material produced in the autoclaved material did not increase, whereas the crystalline state of Ca(OH)2 increased, and CaO did not participate in the reaction. CaO was present in the autoclaved materials, therefore the autoclaved material had greater amount of free CaO. Additionally, the aggregation of the particles was loose, the pores were large, and the whole structure was relatively loose. This indicated that the amount of CaO in the ingredients was not too high.
[image: Figure 2]FIGURE 2 | SEM patterns of different autoclave (A and B) and calcining (C and D) materials.
Morphologies Analysis of Calcined Materials
Figures 2C,D shows the SEM analysis of the calcined fly ash–lime system with different CaO contents after hydrothermal synthesis and calcination at 780°C. The CaO content in Figures 2C,D was 42 and 50%. As observed from Figure 2C, before hydrothermal synthesis, C-S-H and C-A-H gels convert to β-C2S and C12A7, respectively under high temperature. The hydrothermally synthesized C−S−H was gelatinous; β-C2S also remained gelatinous but the β-C2S particles were finer than that of C−S−H. The better crystallized Ca(OH)2 in the autoclaved material decomposed into CaO and some substances such as irregular mullite, quartz particles, and CaCO3 did not participate in the reaction of hydrothermal synthesis. It was observed that the calcined materials had higher porosity, lower crystallinity, looser structure, and higher activity, owing to the high porosities of β-C2S and C12A7. Some materials exhibited a long square columnar cross-section, which was designated as the non-gelling calc alumina feldspar crystal (C2AS), produced by the decomposition of C3ASH4. This micromorphology was consistent with the XRD results. Figure 2D indicated that when the CaO content was increased to 50%, there was no increase in the content of β-C2S particles. The amount of most important cementitious minerals did not increase, and therefore the final strength did not improve. Additionally, the strength decreased owing to the existence of too much free CaO.
Morphologies Analysis of 28 d Hardened Pastes
Figures 3A,B exhibits the SEM analysis of the 28 d hardened cement pastes prepared using the fly ash–lime system with different CaO contents. The CaO doping in Figures 3A,B was 42 and 50%, respectively. Figure 3A shows that after curing for 28 days, when the CaO content in the original mixture was 42%, a large number of needle and flake hydration products were generated in the hardened cement slurry, including a well-crystallized flake or plate tobermorite composed of a single chain silica tetrahedron and CaO polyhedron. These were clustered with the generated Ca(OH)2 crystals and CaCO3, forming a network structure with a small number of pores. Almost all the C12A7 particles hydrated rapidly at 28d, while a small amount of small β-C2S particles present at the edge of the gel product were not hydrated. After adding gypsum, before molding, with the hydration at 28d, larger needles and sheet calcite crystals were observed, which mainly existed in some holes and seams. Owing to the decomposition of the hydrated garnet, some non-gelling calc alumina feldspar crystals (C2AS) were formed. The SEM analysis exhibited a long square columnar section, which was consistent with the results of XRD and exhibited a low 28d strength. Figure 3B, shows that on increasing the CaO doping to 50%, the CaO required for hydrothermal synthesis reached a saturation state, and the resulting hydrated calcium silicate and other gel products were flocculent. Compared with that of the CaO doping of 42%, the particles at CaO doping of 50% were loosely bound and resulted in a loose structure. Additionally at CaO doping of 50% there was more Ca(OH)2 crystallization, excess CaO, irregular mullite, quartz, and other particles occupying the holes and structural gaps. Therefore, when high amount of CaO (50%) was doped into the original ingredients, the pressure strength of the produced cement hardener did not show any change (neither increased nor decreased). This indicated that when the amount of CaO doping exceeded 42%, it had a negligible effect on the strength of the produced hardened cement slurry.
[image: Figure 3]FIGURE 3 | SEM patterns of different hardened cement pastes.
CONCLUSION

1) Under autoclaved conditions, the main gelatinizing active substance in the calcined material prepared by the hydrothermal synthesis of the fly ash–lime system was β-C2S and C12A7. With an increase in the CaO content, the amount of β-C2S and C12A7 in the final cementitious material increased correspondingly. When the content of CaO reached 50%, the amount of β-C2S and C12A7 did not change significantly. However, the existence of excessive free CaO led to a loose structure and loss of strength.
2) The results showed that the compressive strength of the paste reached a maximum at 3d, 7d, and 28d when the CaO content was 42%. When the CaO content was excessive, the content of free CaO in the cementitious material increased, and the Ca(OH)2 formed after hydration affected the strength of the paste. When the content of CaO was too low, the hydration products such as C2SH2 and C3AH6 in the steam feed were reduced, which further reduced the production of β-C2S and C12A7 after calcination, leading to a decrease in the final cementitious properties.
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Determination of the mechanical properties of rock containing pre-existing cracks under tension condition is of great significance to understand the failure process of rock in engineering. This paper presents the experimental results of sandstone containing pre-existing cracks under Brazilian compression. The characteristics of the microcracks were analyzed by a scanning electron microscope. The results show that the rock containing pre-existing cracks has an obvious anisotropic characteristic. When the crack inclination is 45°, the rock has the minimum tensile strength and the weakest axial deformation resistance.
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INTRODUCTION
Crack is widely distributed in the rock mass, which is an important reason for significant anisotropy in the mechanical properties of rock. Many engineering activities and geological disasters had close connection with the new crack emanating from the pre-existing crack as well, including hydraulic fracture [1], the failure of surrounding rock [2], and the rock-slope collapse [3]. Therefore, to maintain the safety and stability of the engineering project and environment, it is practically important to study the effect of cracks on the mechanical properties of rock.
Considerable efforts have been done to study the strength and failure behavior of rock materials containing cracks through laboratory tests and numerical simulations [4–8]. The fracture mode and initiation mechanism of crack under compression condition are also well analyzed. However, the mechanical behavior of cracks under tensile condition is still a great challenge to safety of rock engineering. Thus, the study of strength and failure behavior of sandstone containing pre-existing cracks under Brazilian compression was carried out.
EXPERIMENTAL METHOD AND MATERIALS
The sandstone used in this study was drilled from a hydropower station in Southwest China. The mean natural density is 2.18 g/cm3. The sandstone has a homogenous structure; therefore, the specimens without pre-existing cracks are assumed to be not anisotropic obviously at sample scale. The sandstones were cut and polished to disk-shaped specimens of 50 mm diameter and 25 mm thickness; then, the cross-cutting cracks through the center of disks were drilled in the specimens, which are 20 mm in length and 0.8 mm in width. Before testing, the specimens were dried for 36 h at 60°C.
The Brazilian test on the sandstone specimen with pre-existing cracks was conducted in the electronic universal testing machine CMT5504, whose capacity is 50 kN. In this test, the displacement control mode is employed to apply the axial force at a rate of 0.1 mm/min, which can ensure that the sandstone specimen is under a quasi-static loading condition. A high-speed video camera was employed to capture the extension of new cracks in the specimen. As shown in Figure 1, the crack inclination (α) is defined as the pre-existing crack angle with respect to the horizontal direction, and the loading direction is vertical.
[image: Figure 1]FIGURE 1 | Schematic diagram of the Brazilian test on the sandstone disk specimen containing pre-existing cracks.
The Brazilian tensile strength is calculated by the following equation:
[image: image]
where [image: image] is the peak loading force applied to the sandstone specimen and D and L are the diameter and thickness of the specimen, respectively. In Tavallali’s research studies [9,10], the applicability of Eq. 1 has been illustrated.
RESULTS AND DISCUSSIONS
The loading force–displacement curves of sandstone specimens are presented in Figure 2A. In the initial stage, we can see that the deformation of specimen increases quickly, which is caused by the compaction of pores in the specimen. After compaction, the loading force rises linearly before the plastic-hardening stage. When the specimen is close to failure, the curve obviously flattens out, and the propagation of pre-existing cracks captured by a high-speed camera is at this stage. Exceptionally, the loading force rises linearly in the initial stage when α = 0°, and two peaks appear on the loading force–displacement curves when α = 90°. For the first peak, the new transfixion crack extending from the pre-existing crack appeared, and the specimen is destructed into two parts, but the two parts of the specimen are still intact and have a certain bearing capacity. When the load continues to increase, the two pieces of the specimen are broken, and the second peak appears on the curve.
[image: Figure 2]FIGURE 2 | (A) Loading force–displacement curves of sandstone specimens; (B) relationship between the axial deformation rate and the crack inclination; (C) relationship between the tension strength and the crack inclination.
The slope at the linear elastic stage of the curves shown in Figure 2 can characterize the axial deformability with respect to the axial loading force of the sandstone specimen. Figure 2B shows the relationship between the axial deformation rate and the crack inclination. We can see that the axial deformability variation displayed a “V” shape with respect to the crack inclination. The strongest axial deformation resistance is at α = 0°, while the weakest is at α = 45°. Due to the existence of crack inclination (not 0° or 90°), there are dislocation deformations on both sides of the pre-existing crack, which increase the axial deformability of the specimen. The inclination of the pre-existing crack also has an influence on the failure strength of the specimen. The tested Brazilian tensile strength (BTS) values are listed in Table 1, and the BTS variation with pre-existing crack inclination is plotted in Figure 2C. The BTS variation also displayed a “V” shape with respect to the crack inclination. The maximum failure strength appears at 0°, and the minimum is at 45°. The sandstone disk specimen shows obvious anisotropic characteristics in strength and deformation, which are caused by the existence of pre-existing cracks.
TABLE 1 | Brazilian test results of the sandstone specimen.
[image: Table 1]The propagation evolution of new cracks before failure is observed by the high-speed camera with 250 FPS (frames per second). The resolution of the image taken by the high-speed camera is 1,624 × 1,224 pixels. The failure pattern of the specimen is shown in Figure 3A. The inclination of pre-existing cracks also affects the initiation and propagation of new cracks under loading. There is no obvious dislocation phenomenon on both sides of the new crack. For the point of new crack initiation, except for the specimen at 0°, the initiation points in which are near the center of the pre-existing crack. The initial new cracks of the other specimens are generated near the tip of the pre-existing crack. In terms of extension direction, the new crack does not continue to extend along the direction of the pre-existing crack. The propagation path of new cracks is significantly affected by the direction of the load. The wing crack forms at the tip of the pre-existing crack, propagates along the direction perpendicular to the maximal principal stress, and eventually extends to the loading end. The new crack in specimens at 0° and 90° is linear, and that in other specimens is “Z”-shaped (Figure 3A).
[image: Figure 3]FIGURE 3 | (A) Failure pattern of the specimen captured by a high-speed camera; (B) tensile microcrack in the 0° specimen; (C) shear microcrack in the 75° specimen.
In addition, some small cracks near the loading end appear in specimens at 30°, 45°, and 60°. These small cracks do not connect with the cracks extending from pre-existing cracks, and appear later, which would be caused by the load reaching the failure strength of sandstone itself. From the perspective of the final failure mode, the new cracks have a certain symmetry with respect to the specimen center, while in the Brazilian test, the stress distribution in the specimen has a symmetry with respect to the specimen center, which indicates that the extension direction of pre-existing cracks is controlled by the stress state in the specimen.
Additionally, as shown in Figures 3A,B, tensile microcracks in the 0° specimen can be observed at ×5,000 magnification. Different from microcracks caused by shear failure [11], the surfaces of the microcrack are relatively smooth and clean. Moreover, the crack trajectory shows that the microcrack is transgranular. A small amount of hair-line tensile cracks can be observed in the vicinity of tensile microcracks (in the yellow box). However, the shear microcracks in the 75° specimen indicated that the surfaces of shear microcracks are rough and rugged, and there are obvious signs of sliding friction on both sides of the microcracks, such as exfoliated debris (Figure 3C). A lot of flocculent microcracks are concentrated in the en-echelon microcracking zone (in the red box), which is adjacent to the shear microcrack.
CONCLUSION
Both the axial deformability and the BTS variation displayed a “V” shape with respect to the crack inclination. The strongest axial deformation resistance is at α = 0°, while the weakest is at α = 45°. The existence of pre-existing cracks results in the anisotropy of sandstone in strength and deformation under tension condition, and the strength and failure behavior of rock depend on the crack inclination. The forces along both sides of the pre-existing crack are the reason for the drop of the strength and deformation resistance of sandstone, resulting in the tension crack at the tip of the pre-existing crack. In the future work, the mechanical properties of rock containing multiple pre-existing flaws under tensile conditions will be discussed.
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This paper presents a closed-form series solution of cylindrical SH-wave scattering by the surrounding loose rock zone of underground tunnel lining in a uniform half-space based on the wave function expansion method and the mirror image method. The correctness of the series solution is verified through residual convergence and comparison with the published results. The influence of the frequency of the incident cylindrical SH-wave, the distance between the wave source and the lining, the lining buried depth, and the properties of the surrounding loose rock zone on the dynamic stress concentration of the tunnel lining is investigated. The results show that the incident wave with high frequency always makes the dynamic stress concentration of the tunnel lining obvious. With the increase of the distance between the wave source and the tunnel lining, the stress around the tunnel lining decreases, but the dynamic stress concentration factor around the tunnel lining does not decrease significantly but occasionally increases. The ground surface has a great influence on the stress concentration of the tunnel lining. The amplitude of the stress concentration factor of tunnel lining is highly related to the shear wave velocity of the surrounding loose rock zone. When the property of the surrounding rock (shear wave velocity) changes more, the amplitude of the stress concentration factor is larger, that is, the stress concentration is more significant.
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INTRODUCTION
The scattering of elastic waves by an underground cavity (or local topography) is one of the hot research topics in the fields of earthquake engineering, seismology, and geophysics due to its particular significance in seismic risk assessment, seismic microzonation, and the design of important facilities. When the seismic wave encounters a cavity (or local topography) during its propagation, it will produce a strong scattering effect, which in turn will affect the ground motion near the cavity (or local topography). The method of solving the problem of wave scattering can be divided into two kinds of methods: numerical method and analytical method. Numerical methods mainly include the finite difference method (FDM), finite element method (FEM), and boundary element method (BEM); the analytical methods mainly refer to wave function expansion methods. The numerical method can be applied to the cavity (or local topography) of any shape and various site conditions and is more suitable for handling actual engineering problems. The analytical method is still necessary to solve some special regular cavity (or local topography) and boundary conditions. Although the analytical method is only suitable for relatively simple and regular models, it has an advantage over the numerical method in revealing the essence of the problem, and it can also verify the accuracy of the numerical method.
For plane waves, beginning with the pioneering work of Trifunac [1, 2] on ground motion around a semi-circular alluvial valley and a semi-circular canyon embedded in a homogeneous isotropic half-space, several research works have been carried out on this topic both analytically and numerically. For the underground tunnel lining, the current closed-form analytical solutions are Refs. [3, 4]. For canyon topography, the present analytical solutions are Taur et al. [5], Gao et al. [6], Zhang et al. [7], Jin et al. [8–10], and Lee et al. [11, 12]. In addition, various numerical methods mainly include the finite difference method [13, 14], the improved Bouchon–Campillo method [15], the boundary integral equation method [16, 17], the null-field boundary integral equation method [18], the weighted residual method [19–21], and the boundary element method [22–29]. These research works have been widely reviewed by many scholars such as Sanchez-Sesma et al. [30], Liu et al. [31], Gao et al. [6], and Bhatti and Lu [39, 40].
For cylindrical waves, Liang et al. [32] studied the scattering of cylindrical SH-waves by underground lining caverns using the mirror image method. Li [33] investigated the numerical solution of the cylindrical SH-wave scattering by a circular hole. Zhang [34] studied the scattering of cylindrical waves by underground circular sandwiched areas and lining caverns in the half-space by using a special boundary integral equation method. Xu et al. [35] investigated the diffraction of Rayleigh waves around a circular cavity in the poroelastic half-space by using an indirect boundary integral equation method based on Biot’s two-phase medium theory.
This paper notices that the above-mentioned studies are mostly aimed at plane SH-waves and do not consider the impact of cylindrical SH-waves on the surrounding rock zone (i.e., the generation of loose circles) generated during cavity blasting and excavation. Therefore, this paper establishes an analytical model for the scattering of cylindrical SH-waves by loose rock circles around the underground lining cavern embedded in a 2D homogenous half-space and uses the wave function expansion method to obtain the series solution of scattering.
In the next section, the methodology is presented, followed by the verification through residual convergence and comparison with the published results of Liang et al [32]. Then, the results in the frequency domain are presented, and the anti-plane tunnel responses are discussed. Finally, the main findings and the conclusions are summarized.
METHODOLOGY
Analytical Model
As shown in Figure 1A, the inner and outer radii of the circular lined tunnel are a and b (b = 0.9a), respectively. The surrounding loose rock zone is divided into j layers, and the radius of each layer is c1, c2, c3, cj … from inside to outside. The burial depth of the circular lined tunnel is D. The half-space, the surrounding loose rock zone, and the lining are assumed to be linearly elastic, uniform, and isotropic media. The half-space is marked with shear wave velocity [image: image], mass density [image: image], and shear modulus [image: image]; the jth surrounding loose rock is marked with shear wave velocity [image: image], mass density [image: image], and shear modulus [image: image]; the lining is marked with shear wave velocity [image: image], mass density [image: image], and shear modulus [image: image]. The center of the wave source and the underground cavity is located at the same depth, and the distance between them is D12.
[image: Figure 1]FIGURE 1 | Model information.
Governing Equations and Boundary Conditions
The cylindrical SH-wave with unit amplitude generated by the wave source at point O1 can be expressed as
[image: image]
where [image: image] is the wavenumber of the SH-wave in the half-space, [image: image] is the circle frequency of the incident wave, and [image: image] represents the imaginary unit. [image: image] is the time factor, and it will be omitted in the following mathematical derivation. Considering the axisymmetric properties of the wave source, the Hankel function is of order 0.
The reflected wave will be generated when the incident cylindrical SH-wave propagates to the ground surface, and a scattered SH-wave will be generated when the incident cylindrical SH-wave encounters a cavity. Then, the total wave motion field in the half-space is the superposition of the incident wave, reflected wave, and scattered wave. Meanwhile, the wave will also diffract into the lining and surrounding loose rock, and all these waves must satisfy the following wave equation:
[image: image]
To satisfy the zero-stress boundary condition of the half-space surface, the mirror image method [3] is used to solve the problem. As shown in Figure 1B, assume that there is another cylindrical wave source and cavity with the same surrounding loose rock zone in the half-space with the surface as its axis of symmetry. The mirror incident SH-wave source [image: image] is
[image: image]
The scattered wavefield corresponding to the two cavities can be expressed as
[image: image]
[image: image]
In a physical sense, Eq. 5 represents the wave propagating outward from O2 and O4 in the whole space and satisfies the wave equation (3) and Sommerfeld radiation conditions. [image: image], [image: image], [image: image], and [image: image] are the undetermined complex constants, and [image: image], [image: image]. The wave motion in the whole space is
[image: image]
The expression of the scattered field generated in the lining in the polar coordinate system [image: image] can be written as
[image: image]
[image: image]
Here, [image: image] is the wave propagating outward from [image: image] in the lining and [image: image] is the standing wave in the lining. [image: image], [image: image], [image: image], and [image: image] are undetermined complex constants. [image: image] is the Bessel function of the first kind with argument [image: image] and order n2. [image: image] is the Hankel function of the first kind with argument [image: image] and order n2. The wave motion in the lining is
[image: image]
The expression of the scattered wavefield generated in the loose rock circle in the polar coordinate system [image: image] can be written as
[image: image]
[image: image]
Here, [image: image] is the wave propagating outward from [image: image] in the loose rock circle and [image: image] is the standing wave in the loose rock circle. [image: image], [image: image], [image: image], and [image: image] are undetermined complex constants. The wave motion in the loose rock circle is
[image: image]
All the wave motions must satisfy the following boundary conditions.
1) Zero stress on lining inner surface:
[image: image]
2) Displacement and stress conditions between the lining outer surface and the surrounding rock:
[image: image]
[image: image]
3) Displacement and stress conditions of the jth and the (j-1)th interface in the surrounding loose rock:
[image: image]
[image: image]
4) Displacement and stress conditions between the outermost loose rock and the half-space:
[image: image]
[image: image]
Since the wave functions and boundary conditions are represented in different coordinate systems, the coordinate transformation is required. With the help of Graf’s addition theorem [36, 37] of the oblique coordinate system, coordinate transformation can be carried out between any two coordinates, and the details will not be described again.
Solution to the Problem
Substituting Eq. 9 into Eq. 13, the following can be obtained:
[image: image]
[image: image]
Here,
[image: image]
[image: image]
Substituting Eqs. 9, 12 into Eqs. 14, 15, the following can be obtained:
[image: image]
[image: image]
[image: image]
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Here,
[image: image]
[image: image]
Similarly, applying Eqs. 16, 17 to the jth and (j-1)th loose rock layers, the following can be obtained:
[image: image]
[image: image]
[image: image]
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where
[image: image]
[image: image]
[image: image]
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Substituting Eqs. 6, 12 into Eqs. 18, 19, respectively, the following can be obtained:
[image: image]
[image: image]
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Here,
[image: image]
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In Eq. 29, the subscript C is replaced with H to represent the first kind of Hankel function, or the subscript C is replaced with J to represent the first kind of Bessel function.
Eqs. 19, 21, 22, 24, 25, and 27 constitute an infinite algebraic system of equations. Though setting the truncated number N, all the unknown coefficients can be obtained by solving Eqs. 19, 21, 22, 24, 25, and 27 together. The analytical series solution of the problem can be obtained by substituting the coefficients into the corresponding wavefields, and the corresponding stress fields can also be calculated.
Dynamic Stress Concentration Factor (DSCF) of the Inner and Outer Surfaces of the Lining
The hoop dynamic stress concentration factor (DSCF) of the inner and outer surfaces of the lining can be obtained from the normalization of the radial stress generated by the incident wave at the same point in the whole space, namely,
[image: image]
Taking the outer surface of the lining as an example, the calculation formula of the DSCF is given as follows. The DSCF of the lining inner surface is similar and will not be repeated. As shown in Figure 1C, the wavefield and stress of any point can be expressed as
[image: image]
[image: image]
where [image: image]. Then, the DSCF of the outer surface of the lining can be obtained as
[image: image]
SOLUTION VERIFICATION
The dimensionless frequency [image: image], which is expressed in terms of the tunnel radius a and the wave velocity β, is defined as [38]
[image: image]
where [image: image] is the tunnel diameter and [image: image] is the wavelength of the shear waves in the half-space.
Precision Variation With the Truncated Number N
Figure 2A shows the convergence of lining stress residual at the outer surface under four different dimensionless frequencies η = 0.25, 0.5, 1.0, and 2.0, when d12/b = 5 and tunnel buried depth D/a = 2. For different incident wave frequencies, with the increase of truncation terms N, the error gradually approaches zero, which proves that the series solution in this paper can obtain a result that meets the accuracy.
[image: Figure 2]FIGURE 2 | Model verification.
Comparison With the Published Results
Taking the surrounding loose rock of four layers as an example, Figure 2B shows the comparison between our results and the published results [32] (tunnel lining without loose rock zone) when [image: image] = 2.5, 5, 10, and 20, β0/β = 1, ρ0/ρ = 1, β1 = β2 = β3 = β4, and ρ1 = ρ2 = ρ3 = ρ4. The figure demonstrates that our results agree well with the published results, indicating the correctness of our solution.
RESULTS AND ANALYSIS
Figure 3 and Figure 4 demonstrate the results of the circumferential DSCF of the lining outer surface under different lining burial depths D/a = 2 and 5. The calculation parameters are as follows. For the lining, the shear wave velocity is β0 = 2000 m/s, Poisson’s ratio is ν0 = 0.2, and mass density ρ0 = 2,500 kg/m3; for the half-space, the shear wave velocity is β = 3,000 m/s, Poisson’s ratio is ν = 0.25, and mass density ρ = 2,750 kg/m3. The surrounding loose rock zone is assumed to be divided into four layers, and the properties of the loose rock zone are discussed in three cases as follows:
Case 1: β1 = 1800 m/s, β2 = 2100 m/s, β3 = 2400 m/s, β4 = 2700 m/s.
Case 2: β1 = 2200 m/s, β2 = 2400 m/s, β3 = 2600 m/s, β4 = 2800 m/s.
Case 3: β1 = 3000 m/s, β2 = 3000 m/s, β3 = 3000 m/s, β4 = 3000 m/s.
[image: Figure 3]FIGURE 3 | DSCF of the lining outer surface for the lining burial depth D/a = 2. Different lines (solid, dash, dot, and dash-dot lines), respectively, correspond to the wave source–lining distances d/a = 2.5, 5, 10, and 20. Rows 1–4 correspond to the dimensionless frequencies of the incident cylindrical SH-wave η = 0.25, 0.5, 1.0, and 2.0. Columns 1–3 correspond to the three cases.
[image: Figure 4]FIGURE 4 | The same as Figure 3 but for the lining burial depth D/a = 5.
Case 1 represents a large degree of surrounding rock loosening around the lining, Case 2 represents a moderate degree of surrounding rock loosening, and Case 3 corresponds to no surrounding rock loosening.
The DSCF of the lining outer surface at different incident frequencies (η = 0.25, 0.5, 1.0, and 2.0) is shown in Figure 3 and Figure 4. It can be found that the amplitude of the DSCF changes gently along the circumference of the lining when the incident wave has a relatively lower frequency (η = 0.25). With the increase of the frequency of the incident wave, the amplitudes of the DSCF change dramatically along the lining circumference. This indicates that, with the increase of incident wave frequency, the refraction and scattering of incident waves in the lining and surrounding loose rock zone are intensified, which leads to the intensification of dynamic stress concentration on the outer surface of the lining.
By comparing and analyzing the DSCF amplitude under different wave source–lining distances (d/a = 2.5, 5, 10, and 20), it can be found that the distance (d/a) between the wave source and the lining has a significant influence on the DSCF. Particularly, an interesting phenomenon can be observed, that is, with the increase of the distance between the wave source and the cavity, the DSCF gradually increases, which is obviously different from that of the plane SH-wave. The reasons for this significant difference can be explained as follows. In the case of cylindrical SH-wave incidence, the denominator (stress amplitude generated by the incident cylindrical SH-wave in the free-field) in the normalization formula (Eq. 34) of the DSCF is attenuated. However, for the incident plane SH-wave, the denominator (stress amplitude caused by the plane SH-wave in the free-field) is constant.
The lining buried depth (D/a) also has a significant effect on the DSCF. It can be seen from Figure 3 and Figure 4 that when the lining buried depth is larger (D/a), the DSCF of the lining outer surface decreases to a certain extent, and the distribution of the DSCF changes dramatically. This shows that the ground surface has an important influence on the DSCF. At the same time, it can be seen that when the lining buried depth of the lining is large, the influence of a low-frequency wave is larger and that of a high-frequency wave is relatively small due to the large distance between the lining and the ground surface, which is particularly noteworthy.
The three surrounding rock case analyses include the case of no loosening of surrounding rock (Case 3). Currently, the dynamic stress concentration factor (DSCF) is relatively small, that is, the stress concentration degree is smaller than the result of the surrounding loosening rock case. In the other two cases, the surrounding rock stiffness changes linearly, and the DSCF changes greatly, indicating that the dynamic stress concentration is more obvious.
CONCLUSION
In this paper, the closed-form series solution of cylindrical SH-wave scattering by surrounding rock in a uniform half-space is obtained by using the wave function expansion method. Considering that blasting will inevitably loosen the surrounding rock around the tunnel lining in practical engineering, we analyze the influence of the frequency of the incident cylindrical SH-wave, the distance between the wave source and the lining, the lining buried depth, and the properties of the surrounding loose rock zone on the dynamic stress concentration of the tunnel lining, based on this series solution. The conclusions and findings are as follows:
1) Generally speaking, the incident wave with high frequency always makes the dynamic stress concentration of the tunnel lining obvious. The variation of the dynamic stress concentration factor (DSCF) curve of the lining outer surface is complex and violent, and the distribution is not uniform.
2) With the increase of the distance between the wave source and the tunnel, the stress around the tunnel lining decreases, but the dynamic stress concentration factor around the tunnel lining does not decrease significantly but occasionally increases. This is because in the calculation formula of the normalized dynamic stress concentration factor, the denominator decreases faster than the hoop stress of the lining.
3) In general, the amplitude of hoop stress in the tunnel lining decreases with the increase of lining buried depth. This is enough to show that the ground surface has a great influence on the stress concentration of the tunnel lining.
4) When other conditions are the same, the stress concentration of the surrounding loose rock zone is more obvious than that without loose rock zone. When the property of the surrounding rock (namely, shear wave velocity) changes more, the amplitude of the stress concentration factor is larger, that is, the stress concentration is more significant.
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The contribution of gravel fraction on the maximum shear modulus (Gmax), dynamic shear modulus ratio (G/Gmax), and damping ratio (λ) of cementitious coarse-grained soils has not been fully understood yet. Large-scale triaxial cyclic tests for geopolymer-stabilized coarse-grained soils (GSCGSs) were conducted with different volumetric block proportions (VBPs) under various confining pressures (CPs) for investigating their dynamic behaviors and energy dissipation mechanisms. Results indicate that the Gmax of GSCGS increases linearly with VBPs but nonlinearly with CP. High VBPs will probably result in a gentle decrease in G/Gmax and a rapid increase in normalized λ (λnor), while the opposite is the case for a high CP. With the shear strain amplitude being normalized, the G/Gmax and λnor are distributed in a narrow band with low dispersion and thus can be well-described by empirical functions of the normalized shear strain amplitude.
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INTRODUCTION
Cementitious coarse-grained soils (CCGSs) are widely used as filling materials in infrastructure projects such as high-speed railway subgrades, earth dams, and highways [1,2]. However, the design and construction of engineering structures on CCGS are always challenging for engineers due to parameter determination difficulties. Dynamic soil properties including the maximum shear modulus (Gmax), dynamic shear modulus ratio (G/Gmax), and damping ratio (λ) from small to large shear strain amplitude (γ) are crucial indices for the seismic design and stability evaluation of geotechnical structures subjected to periodic random loads. Previous studies showed that CCGS was inhomogeneous and heterogeneous geotechnical materials [1,2]. Their cyclic shear behaviors were affected by gravel fraction, cementation, interparticle contact stiffness, void ratio, curing period, and deformation within individual particles [3–6]. Of these factors, the gravel fraction and cementation played a particularly significant role in the shear behavior of CCGS. However, no consensus exists on their effects up to now. Geopolymer binders (GBs) are alkali-activated aluminosilicate gel materials with enormous advantages in high strength, fast hardness, weak shrinkage, etc. Their primary raw materials are solid wastes, such as fly ash, glass waste, red mud, metakaolin (MK), and combinations of two or more of these materials [7]. The coarse-grained soil stabilized with GBs (GSCGS) thus can also be a better choice for engineering practices, regardless of safety performance in seismic resistance and durability or feasibilities in resource acquisition and cost control. This study conducted large-scale undrained triaxial cyclic tests on GSCGS with different volumetric block proportions (VBPs) under various confining pressures (CPs). The evolution of Gmax, G/Gmax, and λ was investigated, and their relationships with γ were discussed.
EXPERIMENTS
The dynamic behaviors of GSCGS in this study were investigated via a large-scale triaxial cyclic shear instrument (HCA300) developed by the American company GCTS. Each GSCGS cylindrical specimen was 100 mm in diameter and 200 mm in height. For the convenience of sample preparation, coarse-grained soils were considered a mixture of the soil matrix and rock blocks. The soil matrix was fine-grained residual soil, with a maximum grain size of 2 mm. The natural dry density was 1.64 g/cm3. The maximum dry density and optimum water content were 1.72 g/cm3 and 18.3%, respectively. The rock blocks mainly comprised crushed stones with a dry density of 2.42 g/cm3. The maximum rock block size was limited to be 0.2 times the diameter of the specimen to avoid the grain size effect, namely, the rock block size used in sample preparation was 2–20 mm.
Considering that the VBP greater than 60% may result in considerable hollow phenomena among rock blocks and significant difficulties in packing GSCGS samples in the mold, only five VBPs (0/15/30/45/60, %) combined with four CPs (0.05/0.10/0.20/0.40, MPa) were considered in this study. The previous study showed that GBs could synthesize from MK, CaO, and NaHCO3 with a mass ratio of 4:1:1, and their optimal mixing ratio in fine-grained soil was 15 wt% [7]. Therefore, the dosage of GBs in the coarse-grained soil samples was determined by the relative content of the soil matrix because of the cementation of GB functions primarily in the fine-grained soil. In other words, once the VBP is selected, the dosage of fine-grained soil in a GSCGS specimen is known, and the dosage of GBs can be determined. The water consumption for sample preparation was the sum of the amount of water required for the fine-grained soil to reach its maximum dry density and an extra water compensation of 5% for rock blocks’ water absorption. All the specimens were cured in a humid environment at room temperature for 7 days and saturated by a vacuum extractor on GCTS until the B-value reached 0.95 at least before loading. The axial strain amplitude was increased from 1 × 10–5 to 1 × 10–2 in a level-by-level manner. The number of cyclic loadings for each strain amplitude was 5. The loading frequency was 0.5 Hz.
RESULTS AND DISCUSSION
Dynamic soil properties, including G and λ, were achieved by following the calculation methods for symmetrical and asymmetric hysteresis loops suggested by Kumar et al. [8]. Figure 1A presents the relationship between the Gmax of GSCGS and the VBP. The Gmax always increases linearly with the VBP, despite GSCGS being subjected to tensile or compressive stress. The increasing gradient of fitting curves suggests that there is a positive correlation between the Gmax and CP. Hence, the relationship of the Gmax and VBP can be described as follows:
[image: image]
where kp is the gradient of fitting curves and Gmatrix is the intercept denoting the fundamental stiffness of the soil matrix under a specified CP. The fitting results based on Eq. 1 illustrate that the kp increases with the CP, namely, high CP will result in larger values in Gmax. Figure 1B presents the relationship between the Gmax of GSCGS and the CP. The Gmax increases nonlinearly with the CP at the same VBP. Seed et al. [9] proposed a simplified relationship between the Gmax and CP for gravelly soil as follows:
[image: image]
where K2 is a regression coefficient. Rollins et al. [10] reported that K2 was a function of relative density for soils. Since the GSCGS is regarded as the soil matrix and rock blocks, the density of GSCGS can be summarized as a function of the VBP. Therefore, K2 is related to the VBP of GSCGS. Figure 1C illustrates an excellent linear correlation between K2 and VBP. Thus, a new empirical formula for the Gmax of GSCGS is defined as follows:
[image: image]
where k0 and C are regression coefficients. Figure 1D presents the measured and predicted Gmax of GSCGS. Both are close to the bisecting line with a high correlation coefficient (R2) of 0.9741, which indicates that the proposed empirical formula can predict the Gmax of GSCGS well.
[image: Figure 1]FIGURE 1 | Relationships of the Gmax of GSCGS with the VBP and CP.
Figure 2A presents the G/Gmax envelope curves of GSCGS with different VBPs under various CPs. The G/Gmax is distributed within a band on the whole. The shape of the curves is very close as γ is less than the order of 10−4%. When γ lies between 10–4% and 0.01%, the G/Gmax is scattered. When γ lies between 0.01 and 1.0%, the G/Gmax decreases significantly. The reduction rate of G/Gmax slows down once γ is higher than 1.0%. As a whole, the G/Gmax of GSCGS is more likely to be characterized following a hyperbolic G/Gmax function proposed by Hardin and Drnevich [11], which is given in the following equation:
[image: image]
where γr is the reference shear strain and n is the curvature coefficient. It can be observed that the envelope region of G/Gmax overlaps with the bounds proposed by Rollins et al. [10] when the VBP of GSCGS is higher than 45%. However, when the VBP is less than 45%, they have not overlapped anymore, especially when γ ranges between 0.01 and 1.0%. Seed et al. [9] pointed out that the G/Gmax of sands always decreased faster than gravelly soils as γ increased, namely, high VBP would result in a gentle decrease in G/Gmax of gravelly soils. This discovery explains why the G/Gmax envelope curves of GSCGS are relatively higher than those of gravelly soils used in studies by Seed et al. [9] and Rollins et al. [10].
[image: Figure 2]FIGURE 2 | G/Gmax and λ envelope curves of GSCGS with different VBPs under various CPs.
Figure 2B shows the normalized λ (λnor) envelope curves of GSCGS with different VBPs under various CPs, wherein the empirical model proposed by Chen et al. [12] is applied.
[image: image]
where λmin and λmax are the minimum and maximum λ, respectively, and λ0 and n are regression parameters related to soil properties. It can be observed that λnor is distributed in a narrower band overall. The shape of the curves becomes unanimous when γ is less than the order of 10−3%. This result implies that the VBP and CP might have a minimal impact on λnor. The reason why the λnor envelope curves of GSCGS are lower than those of gravelly soils examined by Seed et al. [9] and Rollins et al. [10] maybe that a high VBP is more likely to result in significant difficulties in compaction of coarse-grained soils, while cementation improves the integrity of CGS significantly, and thereby results in relatively low λnor when subjected to cyclic loadings.
Figure 3 presents the relationship of the G/Gmax and λnor of GSCGS vs. normalized γ (γnor = γ/γr). It can be observed that both G/Gmax and λnor are distributed within a narrow band, namely, both of them are insensitive to the VBP and CP via γnor. Martin and Seed [13] had summarized a nonlinear elastic model for gravel soils with γnor, which is
[image: image]
where α and β are regression parameters. The fitting results of G/Gmax show that this nonlinear model is also available to GSCGS with an excellent correlation coefficient of 0.9870 and can be simplified as follows:
[image: image]
Substituting Eqs 4, 6 into Eq. 5 yields
[image: image]
The fitting results of λnor show a perfect correlation of 0.9757 with γnor, and can be rewritten as follows:
[image: image]
This empirical formula thus can characterize λ of GSCGS under cyclic loadings.
[image: Figure 3]FIGURE 3 | Relationships of the G/Gmax and λnor of GSCGS with γnor.
CONCLUSION
The dynamic properties of GSCGS were investigated via large-scale triaxial cyclic tests in this study. Outcomes illustrate that the Gmax of GSCGS increases linearly with the VBP but nonlinearly with CP. Thus, new empirical formulas of Gmax referring to the VBP and CP are proposed. A high VBP may result in a gentle decrease in G/Gmax and a rapid increase in λnor, while the opposite is the case for a high CP. G/Gmax and λnor are insensitive to VBP and CP via γnor so that they can be described by empirical formulas of γnor. The proposed empirical formulas can provide a reference to understand the dynamic behaviors of GSCGS and other similar cementitious geomaterials.
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Geopolymer binders are adjudged as the latest wave of sustainable alkali-activated materials for soil stabilization due to their excellent bonding properties. This study applied metakaolin as a precursor for synthesizing the geopolymer binder by employing the mixture of quicklime and sodium bicarbonate as an alkali activator. The optimal mass mixing ratio of the alkali activator, metakaolin, and silty clay was determined by unconfined compression tests. The stabilization mechanisms of the geopolymer binder were measured by x-ray diffraction and Fourier transform infrared spectroscopy. The microstructural characteristics of the geopolymer-stabilized silty clay were observed by scanning electron microscopy with an energy dispersive x-ray spectroscopy and mercury intrusion porosimetry test for understanding the strengthening mechanism of the silty clay after the treatment. Results indicate that the optimal mass mixing ratio of the alkali activator, metakaolin, and silty clay is 1:2:17, and the unconfined compressive strength of the geopolymer-stabilized silty clay reaches the maximum value of 0.85 MPa with adding 15 wt% of the geopolymer binder. Diffraction patterns show an insufficient polymerization of the geopolymer binder in the silty clay in the early days but a rapid synthesis of aluminosilicate gels after that. The new asymmetrical stretching vibration peaks signified the formation of aluminosilicate networks and are responsible for the strength improvement of the silty clay. Microstructural analyses further confirm the formation of aluminosilicate gels and their positive impacts on the structure of the silty clay over curing age.
Keywords: soil stabilization, geopolymer, alkali-activation, mixing ratio, microstructural characteristics
INTRODUCTION
Chemical stabilization of problematic soils is a traditional but cost-effective technique for enhancing soil properties by incorporating various industrial-based chemical binders into soils, such as ordinary Portland cement (OPC), quicklime (CaO), fly ash (FA), and polymer, to improve the interfacial bonding effect of particles for satisfying the normative objectives sought by engineering practices [1, 2]. However, the product of CaO hydration would result in significant dry shrinkage and crack and thus not be allowed to use on high-class road bases [3]. The OPC has been proven suitable for improving almost all kinds of soils [4] but possesses the disadvantages of low tensile and flexural strengths. The remarkable dimension shrinkage and crack will be caused by water evaporation during the hardening process once the dosage of cement in soils is excessive [5]. Besides, the overdependence on cement and quicklime will also give rise to many environmental concerns, including CO2 emission, energy consumption, and dust generation [6]. All these drawbacks thus continuously inspire developments in new alternative binders that possess low environmental footprints and without compromising soil stabilization capabilities.
Geopolymer binder (GB) is an inorganic alkali-activated material touted for high strength and durability, low energy consumption, and low CO2 emission [7, 8]. Many studies indicated that the raw materials of GB could be metakaolin (MK), fly ash (FA), glass waste (GW), red mud (RM), and combinations of two or more of these materials, and the alkali activator (AA) could be RxOH, RxCO3, RxHCO3, RxO·(n)SiO2, or other alkaline metal oxides (RxO) in which Rx represents an alkaline ion, such as Na+, K+, Li+, or Ca2+ [9–11]. Despite the fact that properties of different raw materials and alkali-activated conditions could affect the dissolution process and subsequent reaction directly, resulting in GB exhibiting a wide variety of physical and mechanical properties, the fundamental chemical and structural characteristics derived from coupled alkali-mediated dissolution and precipitation reactions are the same [9].
[image: image]
Some researchers paid more attention to the mixing ratio of GB and reaction products. Chen et al. [12] found that the optimal molar ratio of SiO2:Al2O3:Na2O:NaOH:H2O for metakaolin-based GB should be 3.4:1.1:0.5:1.0:11.8. Traa and Thompson [13] and Yip et al. [14] found that the aluminosilicate sources were more likely to produce Na-A zeolite with good crystallinity under low-concentrated alkali solution [m(H2O)/M (Na2O) ≈ 26] but amorphous aluminosilicate gels with network structure under high-concentrated alkali solution [m(H2O)/M(Na2O) ≈ 11]. Yang et al. [15] further indicated that the aluminosilicate sources would be quickly dissolved into supersaturated SiO44− and AlO45− ions in a strong-alkaline reaction environment but accompanied by difficulties in the growth of crystals since the massive nucleus of Na-A zeolite would vie with each other; on the contrary, Na-A zeolite was much easier to form in a weak-alkaline reaction environment. Bayuaji et al. [16] summarized the preparation of dry-mixed GB.
Various studies have employed GB to enhance the properties of problematic soils. Brand et al. [17] found that the unconfined compressive strength (UCS) and dynamic modulus of clayey soil, relative to the untreated case, could be increased by 91 and 221% when 15% of ladle metallurgy furnace (LMF) slag was used. Jiang et al. [18] studied the effects of rice husk ash (RHA) on silty clay (SC) stabilization and reported that the optimum dosage of RHA was 2, 4, and 6% when the content of CaO was 3, 5, and 7%, respectively. Zhang et al. [19] found that the UCS of cement-stabilized marine soil would be increased by about 2.0–3.0 times after mixing with 3–5% metakaolin-based GB; Li et al. [20] pointed out that adding 15–20% of FA could obtain the best strength and deformation resistance of cemented coastal soil. Wang et al. [21] considered that the best mixing ratio of GB to soft soil was 14%, which led to a rapid increase of strength and a significant reduction of porosity at 20°C for 7 days.
Overall, there is no uniform standard for the production of GB up to now, which results in difficulties in large-scale engineering applications directly. In addition, the synthesis of aluminosilicate gels needs a feasible alkali environment. However, the improper use of alkali may cause environmental problems. Therefore, further exploratory research remains to be conducted. This study focused on the material ratio of metakaolin-based GB by employing a relatively weak alkali environment, and the improvement mechanism of this metakaolin-based GB on the SC. The optimal material ratios of MK, AA [the mixture of CaO and NaHCO3 (sodium bicarbonate)], and SC were investigated by a series of unconfined compression tests. The stabilization mechanism and microstructural characteristics of the SC before and after the treatment were discussed through x-ray diffraction (XRD), Fourier transform infrared spectroscopy (FTIR), scanning electron microscopy (SEM) with an energy dispersive x-ray (EDX) spectroscopy, and mercury intrusion porosimetry (MIP), respectively.
MATERIALS AND METHODS
Experimental Materials

1) Soil
The SC sample used in this study was collected from a construction site on the Jiangpu Campus of Nanjing Tech University, China, and air-dried and sieved to obtain particles lower than 2 mm. The dry density of this SC was 1.64 g/cm3. Its optimum moisture content (OMC) and maximum dry density (γdmax) were 18.2% and 1.72 g/cm3. The UCS was 178.8 kPa. The internal friction angle and cohesion were 24.5° and 26.4 kPa, respectively.
2) GB
The raw material (precursor) of GB was white powdered MK produced by Shengyun Mining Company in Hebei Province, China. The total content of SiO2 and Al2O3 is greater than 95%. Many studies illustrated that the combination of NaOH and Na2SiO3 solutions could be the best choice for the polymerization of aluminosilicate sources [11, 17, 22] because NaOH could dissolve aluminosilicate sources and Na2SiO3 continuously, providing more Na+ and Si4+ for polymerization. However, great difficulties in the transit and storage of NaOH and Na2SiO3 solutions and ecological environment protection are always likely to be encountered in engineering practices. The polymerization of aluminosilicate sources must adopt a more rational way to create the reaction environment that not only meets the demand in practical cases but also has relatively low environmental footprints. The CaO and NaHCO3 can react in water to form an alkaline solution by
[image: image]
Dry powers of CaO and NaHCO3 can bring great convenience for transit and storage and reduce environmental footprints effectively. Hence, it is a viable option to select the dry powder mixture of CaO and NaHCO3 as AA. Theoretically, the ideal mole ratio of CaO and NaHCO3 should be 1:1, corresponding to a mass ratio of 56:84. However, to ensure the reaction requirements and for the sake of practical convenience, the excessive usage of CaO is more appropriate. Here, the mass ratio of CaO and NaHCO3 was set to be 1:1, which, on the one hand, could guarantee the reaction of CaO and NaHCO3 to produce NaOH effectively and, on the other hand, could control the impact of dry shrinkage and crack induced by Ca(OH)2 on the mechanical performance of SC within an acceptable level. The samples of CaO and NaHCO3 used in this study were white chemically pure powder collected from the State Key Laboratory of Materials-Oriented Chemical Engineering at Nanjing Tech University.
Experimental Schemes
UCT
By referring to documented literature about GB with different raw materials and alkali-activated conditions, the geopolymer-stabilized SC (GSC) samples with MK of 6, 8, 10, and 12%, and AA of 3, 5, 7, 9, and 11%, as the initial material ratios, were prepared for investigating the optimal mass mixing ratio (MMR) of MK and AA first, and then GSC samples with 3, 5, 8, 10, 12, 15, and 20% of GB (the mixture of MK and AA with the obtained optimal MMR) were prepared to find the optimal MMR of AA, MK, and SC. Considering that the formation of alkali environments for polymerization was determined by the hydration of CaO and the reaction of CaO and NaHCO3 in water and that these reactions would start rapidly at the early curing age, the curing time was selected to be 1 day, 3 days, and 7 days to facilitate tracing changes in the crystallographic structure of aluminosilicate and the microstructural characteristics of GSC. A YSH-2 Unconfined Compression device implemented the UCT at a 1 mm/min strain rate. Three parallel samples were prepared at least for each mixing ratio.
XRD/FTIR
Single-phase x-ray diffraction patterns and infrared absorption bands of GSC with the optimal MMR of AA, MK, and SC were measured after curing for 1 day, 3 days, and 7 days. The XRD mineralogical composition data over the scattering 2θ angle range 5°–80° (2 h) were obtained using a SmartLabTM-3kW with Co Kα radiation, operated at 40 kV and 30 mA, with a step size of 0.02° and count time of 10 s/step at 25°C. The FTIR transmittance spectra information of finely ground samples were collected by a Nicolet iS20 FTIR Spectrometer in the absorbance mode from 400 to 4,000 cm−1 at a resolution of 0.25 cm−1 and 64 scans per spectrum. A region of interest was defined on each sample as a square 30 × 30 points in size, on 10 μm grid spacing and 20 μm × 20 μm aperture size.
SEM-EDX/MIP
The microscopic examination by SEM (JSM-6510) with an EDX device (NS7-7911) was performed to observe the internal structural change of GSC samples with the optimal MMR of AA, MK, and SC after curing for 1 day, 3 days, and 7 days. Small dried specimens were trimmed flat in the thickness of approximately 5 mm first and then vacuumed with a gold layer for SEM-EDX to make it electrically conductive to prevent electric charge on the specimens. The main elements taken into account for the EDX spectra analysis were Si and Al. The pore distribution characteristics of clay and GSC samples were evaluated by MIP test (Quantchrome PM60GT-18, United States) in which a low pressure of about 6–180 kPa was utilized first to evacuate gases, fill the sample holder with mercury, and perform porosimetry, and then a high pressure between 420 kPa and 207 MPa was applied again. The contact angle and surface tension assumed for all tests were 117° and 485 dyn/cm, respectively.
Specimen Preparation
The dry SC samples were mixed with GB thoroughly and then blended with a specific water dosage multiple times. The water consumption was determined by the OMC of SC and an additional fixed water/GB ratio of 0.35. Namely, the amount of water for sample preparation was the sum of the water corresponding to ensure SC achieving the maximum compactness and the water vying with the content of GB. A specimen preparation device’s inner surface with a diameter of 39.1 mm and height of 80.0 mm was daubed with Vaseline. Then, the wet GSC samples were filled into the preparation device four times. Each part of the wet GSC samples was compacted evenly until the compacted height reached the target values, and the surface of each layer was roughened for good interconnection. After preparation, these specimens were numbered and stood in a humidity curing box for 24 h at ambient temperature and then continually cured for 6 days at the same conditions.
RESULTS AND DISCUSSION
Mixing Ratio Analysis
Figures 1A,B show the UCS of GSC specimens with different contents of AA and MK. It can be observed that the UCS of GSC specimens increases first and then decreases with the increasing contents of AA and MK as a whole. The GSC specimens containing 5% of AA and 10% of MK obtained the maximum 7-day UCS. Its mean value was 418.63 kPa. The reason for these changes may be if the amount of AA exceeds the polymerization demand of MK, the limited amount of sodium or calcium aluminosilicate gels cannot improve the strength performance of SC effectively, while the residual Ca(OH)2 (the main hydration products of CaO) may harm the inner structure of GSC due to dry shrinkage and crack, thereby leading to strength reduction; if the amount of MK is overmuch, the weak alkalinity created by the hydration of CaO and the reaction of Ca(OH)2 and Na2SiO3 may result in a poor polymerization response, a low synthetic rate of aluminosilicate gels, and a large surplus of MK. Hence, higher ratios of AA and MK do not bring better polymerization. There should be an optimum mixing ratio between AA and MK.
[image: Figure 1]FIGURE 1 | The UCS of GSC specimens with different mixing ratios of GB.
Figure 1C presents the mean UCS of GSC specimens with different contents of AA and MK. It can be seen that the UCS of GSC specimens with the same content of MK takes on characteristics of increasing first and then decreasing as a whole, except for the case of GSC specimens with the content of MK as 6%. This is because the ratios of MK and AA greater than 2:1 were not considered in the cases of the content of MK as 6%. Remarkably, the UCS of GSC specimens with the same content of MK always reaches their peak values when the content of MK is precisely twice that of AA. Therefore, it can be concluded that the ideal MMR of AA and MK should be 1:2.
Figure 1D illustrates the UCS of GSC specimens with different contents of GB. The MMR of AA and MK to prepare GB was 1:2. Results indicate that the UCS of GSC specimens increases first and then slightly decreases with the content of GB as a whole. When the content of GB is less than 12%, the UCS of GSC specimens approximately grows linearly. When the content of GB is greater than 12%, this growth trend slows rapidly. The UCS of GSC specimens reaches the maximum value when the content of GB increases to 15%. However, when the content of GB is higher than 15%, the UCS does not increase anymore but slightly decreases. One reason for this change is that the mass mixing ratio of CaO and NaHCO3 used in this study was 1:1. The content of CaO in such a situation is overmuch for the reaction of CaO and NaHCO3 in water. With the increase of GB content, the relative content of CaO in GSC specimens increases proportionately. The hydration of these excess CaO will produce much more Ca(OH)2, resulting in dry shrinkage and crack in SC in local [23]. The other reason is that the water consumption for sample preparation is the sum of the water corresponding to ensure that SC achieves the maximum compactness and the water vying with the content of GB proportionally. The more GB added requires more water mixed in GSC specimens. Once aluminosilicate gels’ contributions on the strength improvement of SC are relatively lower than that of excess water-consuming decreased, a strength reduction will occur inevitably. On the whole, the optimal MMR of GB for SC stabilization should be 15%. Of course, in terms of economics, the mixing ratio of 12% could be more acceptable if the performance of GSC meets the strength requirement of engineering practices. According to the previously obtained MMR about AA and MK, the optimal MMR of AA, MK, and SC should be 1:2:17.
Stabilization Mechanisms
The crystallographic structure of aluminosilicate sources will change in a strong alkali environment over time [24]. Figure 2A shows the x-ray diffraction pattern over the angular range of 5°–60° (2θ) for GSC with 15% of GB after 1 day, 3 days, and 7 days. Compared with the crystalline peak intensity of SC, the most significant changes are mainly related to the angular range of 15°–45° with the center approximately 2θ ≈ 27°. The ubiquitous quartz is always the most dominant mineral in GSC and has broad diffraction peaks. The crystalline peaks of quartz, anorthite, and zeolite are increasing with the curing ages. Namely, the longer the curing age is, the higher their crystalline peaks are. The peak intensity reduction of minerals (mullite) in the SC is changing in the angular range of 20°–35° (2θ), which is the typical diffraction range of calcium aluminum silicate hydrates (CASH). Thus, both calcium silicate hydrates (CSH) and calcium aluminate hydrates (CAH) derived from CASH are being generated in GSC. These highlighted new peaks demonstrate that the practical addition of GB has caused positive results.
[image: Figure 2]FIGURE 2 | XRD pattern and FTIR spectra of SC and GSC specimens after 1 day, 3 days, and 7 days.
FTIR spectroscopy can monitor polymerization reaction and evaluate the asymmetric stretching vibration of Si-O-Al linkages by band absorbance ranging 1,300–900 cm−1 [25]. Other major bands were attributed to the stretching (approximately 3,450 cm−1) and bending (approximately 1,650 cm−1) vibration of absorbed H2O [12]. Some studies pointed out that the bands at approximately 600–450 cm−1 were due to Si-O-Si, Al-O-Si, and O-Si-O bending vibrations [26, 27]. Figure 2B illustrates the FTIR transmittance spectra of GSC after curing for 1 day, 3 days, and 7 days. It can be found that the strong asymmetrical stretching vibration peak of Si-O and Al-O bonds at approximately 1,215 cm−1 in the MK spectrum had shifted to a lower wavenumber at 1,010 cm−1 as the curing ages developed. This change indicates that the solidification of GSC was evolving along with the formation of a new substance. The bands at 1,094–1,033 cm−1 associated with the asymmetric stretching mode of original MK were found in all spectra, which implied that a part of unreacted MK remains in GSC. The bands at 824 cm−1 in the spectrum of MK diminish during polymerization and expose the high heterogeneity in the structural evolution of amorphous aluminosilicates. A new peak at approximately 772 cm−1 that denoted the bending vibration of tetra-coordinated Si-O-Al in a chain structure was observed on the FTIR spectra of GSC, which signified the formation of aluminosilicate networks and should be responsible for the strength improvement of SC.
Microstructural Characteristics
SEM and EDX techniques were applied to observe the microstructural characteristics of GSC with 15% of GB after curing for 1 day, 3 days, and 7 days, as shown in Figure 3. SEM images show that the loose flaky units of SC have been wrapped and connected by unoriented gels as the curing age develops. The previous independent tiny particles, aggregates, and flocs have formed into super aggregates with strong network links. The arrangement between super aggregates and cementitious flocs becomes compacted along with a more homogeneous microstructure. The overhead phenomenon reduces dramatically. All these microstructural evolutions demonstrate that the aluminosilicate gels produced by GB were filling into the pores in the SC to make its structure more compacted and connecting silty particles and clayey flakes to super aggregates with strong network links. These inner changes would restrict the local relative slip among soil particles when they were subjected to external loadings so that the mechanical performance of the SC appears to be improved at the macro scale. EDX results indicate that the counts of Si and Al components in GSC were increasing over the curing age. After curing for 7 days, the initial counts of the Al component increased from about 1,500 to 3,200, and the initial counts of the Si component increased from about 5,200 to 8,800. These changes implied that more aluminosilicate gels were just forming over the curing age. The changes of Si and Al components could also be observed in SEM-EDX images, in which the distribution of green and cyan points denoting the Si and Al components was becoming denser and denser over the curing age. Namely, the polymerization of GB was in progress.
[image: Figure 3]FIGURE 3 | SEM images and EDX analyses of GSC specimens after 1 day, 3 days, and 7 days.
Microstructure characteristics of SC and GSC samples after curing for 1 day, 3 days, and 7 days were investigated by MIP tests, including pore size, pore distribution, total porosity, effective porosity, and pore connectivity, as shown in Figure 4. It can be observed that the SC samples have a large intergranular pore size at 8–50 μm and a small intragranular pore size concentrated at 0.2–6.0 μm in diameter (D). When the GB was added to the SC, the proportion of large pore volume in SC samples decreased, and the proportion of small pore volume is quite the opposite (Figures 4A,B). The curves of the accumulative mercury intrusion volume per gram soils (Vm) and the differential intrusion volume versus the entrance pore diameter of GSC samples illustrate that the large pore size is similarly concentrated at 8–50 μm while the small pore size is concentrated at 0.1–2 μm in diameter. The pore volume of GSC samples at 80–200 μm in pore diameter increases first and then decreases at the early curing age. It may be due to the hydration of CaO at the early curing age, which results in many air pores in GSC samples despite being treated at ambient temperature. Overall, the proportion of large pore volume in GSC decreases with the curing age but is accompanied by a continuously increasing small pore volume. The pore sizes decrease with the curing age, and the pore size distribution shifts towards smaller pore sizes. SEM images can explain this change in that the reaction products of GB are gradually filling the pores in GSC with curing age, thereby reducing pore size and volume. Figures 4C,D show the variations of porosity and pore connectivity of SC and GSC samples with the curing age. It can be found that GB can positively make the structure of SC compact in the early curing age. The total porosity of GSC samples decreases continuously over the curing age but has a slow rate of decline at the later curing age. The pore connectivity of SC and GSC samples increases first and then decreases with the curing age. The reduced porosity and the refined microstructure indicate that a higher reaction degree of GB at the later curing age leads to more reaction products, filling the pore space and resulting in a denser microstructure of SC. These variations should be responsible for rapidly forming the robust structure of GSC at the later curing age.
[image: Figure 4]FIGURE 4 | Pore structure characteristics of SC and GSC after curing for 1 day, 3 days, and 7 days.
CONCLUSION
Utilizing new soil stabilization alternatives, such as synthetic polymers, copolymer-based products, or cross-linking styrene-acrylic polymers, can change a natural soil to meet an engineering purpose in an environmentally friendly and effective way. The feasibility of metakaolin-based geopolymer employing the mixture of CaO and NaHCO3 as an AA has been confirmed as an effective soil stabilizer. Some main conclusions were highlighted as follows: 1) The UCS of GSC specimens increases first and then decreases with both AA and MK contents. The maximum UCS of GSC could reach 0.85 MPa when adding 15 wt% of GB with an optimal MMR of AA:MK:SC as 1:2:17. 2) XRD patterns and FTIR spectra indicate that the addition of GB could cause positive results in the formation of geopolymer gels, realizing effective SC stabilization. The structural evolution of amorphous aluminosilicates over curing ages is responsible for soil strength improvement. 3) The microstructural observation further qualitatively confirmed the formation of geopolymer gels in GSC. The mechanical performance improvement of untreated SC should be due to the effect of polymeric bonds and the increase in the homogeneity of GSC specimens. The results of this study can provide a reference to the application of GB in soil stabilization.
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A new train-induced vibration isolation measure of rubber-concrete alternating superposition in-filled trench is presented in this paper. For analyzing the vibration isolation effect of the new measure, this paper establishes a 2.5D train-track-layered foundation-filled trench model to analyze the dynamics of track and layered foundation with the in-filled trench. The correctness of the model is verified by using the measured data of the Sweden X-2000 high-speed train. The vibration isolation effect of the rubber-concrete alternating superposition in-filled trench is calculated by using the actual soft soil foundation parameters of the X-2000 high-speed train, and the vibration isolation effect is also compared with that of the empty trench, rubber in-filled trench, and concrete in-filled trench. The results show that the vibration isolation effect of the rubber-concrete alternating superposition in-filled trench proposed in this paper is better than that of the C30 concrete in-filled trench, especially the impact on displacement. Compared with low-frequency vibrations generated by the lower train speed, the rubber-concrete alternating superposition in-filled trench has a better vibration isolation effect on high-frequency vibrations caused by higher-speed trains. The rubber-concrete alternately superposition in-filled trench has the frequency band characteristics of elastic waves. Elastic waves in the passband frequency range can propagate without attenuation, while the elastic waves in the forbidden frequency range will be filtered out.
Keywords: rubber-concrete alternating superposition in-filled trench, isolation trench, trains moving loads, 2.5D indirect boundary element method (IBEM), layered foundation
INTRODUCTION
With the large-scale construction of rail transit, the environmental vibration induced by train operation has attracted more and more attention. Research on vibration isolation of environmental vibration induced by train operation plays a guiding role in the design and construction of rail transit, and can effectively improve the quality of life of residents near the railway.
In the past, train vibration isolation was mainly by excavating a vibration isolation trench, and the trench was usually empty or in-filled with concrete. In 1968, Woods [1] was the first to summarize the basic criteria for barrier vibration isolation trench design through many experiments. Yang and Hung [2] conducted a parameter analysis on vibration isolation effects of empty trench and concrete in-filled trench. With [3] studied the isolation effect of vibration isolation measures on far-field vibration caused by trains. Since then, scholars have analyzed the vibration isolation efficiency of empty trench and concrete in-filled trench in the uniform half-space foundation [4–9], the layered half-space foundation [10–15], the homogeneous saturated foundation [16–22], and the layered saturated soil foundation under moving loads.
The above studies are all aimed at empty trenches and concrete in-filled trench, which sometimes fail to achieve a good vibration isolation effect [23–28]. For this reason, this paper puts forward the vibration isolation measures of rubber-concrete alternating superposition in-filled trench. In this paper, a 2.5D train-track-layered foundation-filled trench model is established to analyze the dynamics of track and layered foundation with the in-filled trench, and the correctness of the model is verified by using the measured data of Sweden X2000 high-speed train. Finally, the vibration isolation efficiency of rubber-concrete alternating superposition in-filled trench is calculated using the actual soft soil foundation parameters of Sweden X2000 high-speed train, and the vibration isolation efficiency is compared with that of the empty trench, rubber in-filled trench, and concrete in-filled trench.
MODEL AND METHODOLOGY
As shown in Figure 1A, the train tracks are laid on a layered foundation including a rubber-concrete alternating superposition in-filled trench. The in-filled trench is W in width and H in depth and is parallel to the train track with the distance D. The train track is simulated as a Euler beam with bending stiffness EI, mass mb per unit length, and width B (B = 2Δ). The layered ground is formed by N horizontal layers and the underlying half-space. Each of the N soil layers is assumed to be slightly dissipative and is characterized by the shear wave velocity [image: image], the mass density [image: image], Poisson’s ratio [image: image], and the hysteretic damping ratio [image: image] (i = 1,2,3 … N). The underlying half-space is characterized by the complex S-wave velocity [image: image], the mass density [image: image], Poisson’s ratio [image: image], and the hysteretic damping ratio [image: image]. The rubber-concrete alternating superposition in-filled trench is composed of M rubber-concrete superposition layers. Each of the M rubber-concrete superposition layers is characterized by the shear wave velocity [image: image], the mass density [image: image], Poisson’s ratio [image: image], and the hysteretic damping ratio [image: image] (j = 1,2,3 … M). Point P1 (x = 10 m, y = 0 m, z = 0 m) is the observation point.
[image: Figure 1]FIGURE 1 | Model information.
When solving the flexibility of the layered elastic foundation with an in-filled trench under the moving load, one section of the vertical track can be used for the solution, and the dynamic response caused by the moving load at the section can be calculated. Then, according to the speed of the train, the remaining cross-sections are shifted to the corresponding phase, and the dynamic response generated at the other cross-sections is obtained. For solving the flexibility of the layered half-space with in-filled trench under moving load, this paper divides the layered half-space with in-filled trench into two parts: the layered half-space outside the in-filled trench and the soil layer inside the in-filled trench. The total wave field of the layered elastic half-space outside the in-filled trench includes the free field and the scattered wavefield, and the wavefield of the soil layer inside the in-filled trench only includes the scattered wave field. The free wave field is defined as the dynamic response (displacement and stress) of a layered half-space without an in-filled trench under a moving load, which is solved by the direct stiffness method. The scattered wavefield is defined as the additional wavefield generated by the scattering due to the existence of the in-filled trench, which is simulated by applying two sets of virtual moving uniformly distributed line loads on the boundary of the in-filled trench. This method is called the moving Green’s function method. The density of the virtual moving uniformly distributed line loads can be determined by the corresponding boundary conditions. Finally, the total wave field of the layered elastic half-space outside the in-filled trench is the superposition of the free wave field and the scattered wavefield, that is, the flexibility of the layered elastic half-space containing the in-filled trench under the action of moving uniformly distributed vertical load is obtained.
The Flexibility of the Layered Half-Space with In-Filled Trench
The stiffness matrix given in [29] can be adopted for the dynamic stiffness matrix of the 3D layered foundation [image: image]. If the uniform distributed vertical load moving along the y-axis direction has a distribution length of 2Δ along the x-axis direction, the density is q0, which can be expressed as
[image: image]
where [image: image] is the Dirac function; [image: image] is the distribution function, when [image: image], [image: image], otherwise [image: image]; c is the speed of the moving load. The Fourier transform of Eq. 1 can be obtained as
[image: image]
Here, [image: image] and [image: image] are the wavenumbers in the x and y directions, and [image: image] is the circular frequency. In the layered elastic foundation, the external force and displacement on the interface of each soil layer satisfy the equilibrium equation [30] as
[image: image]
Among them, [image: image] is the displacement amplitude vector at the interface of the soil layer, and [image: image] is the external force vector at the interface of the soil layer. Considering that there is only the vertical load on the surface, only the third element has a value, and the other elements are zero. [image: image] is the 3D stiffness matrix of the layered half-space. Substituting Eq. 2 into Eq. 3, the displacement on the interface of each soil layer can be obtained. Subsequently, the amplitude of the upward and downward waves in each soil layer can be obtained from the relationship between the amplitude of the upward and downward waves in each soil layer and the displacement at the interface of each soil layer. Finally, the displacement [image: image] and stress [image: image] of any point in the frequency-wavenumber domain can be obtained from the relationship between the displacement and stress and the amplitude of the up and down waves.
For the scattered wavefield caused by the in-filled trench, let [image: image], [image: image] be the displacement and stress Green’s function matrixes in the outer half-space of the in-filled trench and [image: image], [image: image] be the displacement and stress Green’s function matrixes in the inner half-space of the in-filled trench, respectively [31]; then, the displacement and stress of any point outside and inside the in-filled trench can be expressed as
[image: image]
[image: image]
[image: image]
[image: image]
Here, the subscripts “u” and “t”, respectively, represent the displacement and stress Green’s function; the subscript “G” represents the dynamic response caused by the moving uniform distributed line load; the superscripts “D” and “S”, respectively, represent the layered elastic half-space outside the in-filled trench and the elastic soil layer inside the in-filled trench. [image: image] and [image: image] are virtual distributed line load.
The continuous conditions of stress and displacement on the interface s of the in-filled trench can be expressed as
[image: image]
[image: image]
Here, [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image] are the stress and displacement along the x-, y-, and z-coordinate directions generated by the layered elastic half-space out of the in-filled trench acting on each element of the in-filled trench boundary. [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image] are the stress and displacement along the x-, y-, and z-coordinate directions generated by the layered elastic half-space inner of the in-filled trench acting on each element of the in-filled trench boundary. [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image] are the stress and displacement along the x-, y-, and z-coordinate directions generated by the free field on each element at the boundary of the in-filled trench. [image: image] is the weight function matrix, which can be taken as the unit matrix, so that the integral can be performed independently on each element. Substituting Eq. 4 into Eq. 5 can be obtained
[image: image]
[image: image]
where
[image: image]
[image: image]
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[image: image]
[image: image]
From Eq. 6, the virtual moving uniform distributed line loads [image: image] and [image: image] applied on the boundary of the filling trench can be obtained, and substituting them into Eq. 4 can obtain the scattered wave field. Finally, by combining the free wave field and the scattered wavefield, the total displacement of any point in the layered elastic half-space can be obtained
[image: image]
Among them, [image: image], [image: image], and [image: image], respectively, represent the dynamic flexibility coefficient of the layered elastic foundation with in-filled trench under the unit moving uniform distributed line load with a width in the x, y, and z directions; [image: image] is the vertical uniformly distributed line load; and [image: image] is the displacement vector generated by the elastic foundation under moving load. The displacement, velocity, and acceleration of any point in the time domain can be obtained by the inverse Fourier transform as shown in the following:
[image: image]
[image: image]
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Coupling of the Layered Foundation and the Track
Assuming that the interaction pressure density between the track and the foundation is [image: image], the vibration equation of the track’s vertical displacement [image: image] can be described as [32]:
[image: image]
Here, [image: image] (y-ct + Ln) is the wheel load of the train, and its specific parameters can be found in [32]. Equation 15 is converted into the frequency-wavenumber domain to obtain
[image: image]
Considering that the displacement of each point of the track in the transverse direction is [image: image], the continuous condition of the track center displacement and the corresponding foundation point is
[image: image]
Here, [image: image] is the dynamic flexibility of the layered foundation with an in-filled trench under the action of the moving load in the z-direction. It expresses the vertical displacement of the midpoint of the element due to the uniform distributed vertical load acting on the element, which can be obtained by Eq. 13. Combining Eqs 16 and 17 can obtain the interaction force between the track and the layered foundation and the track displacement in the frequency-wavenumber domain. Then, the inverse Fourier transform is used to transform the result into the frequency-space domain, and then the displacement response of any position of the elastic foundation in the frequency-space domain can be obtained by Eq. 13. Finally, the displacement, velocity, and acceleration responses of any position of the elastic foundation in the time-space domain are obtained from Eq. 14.
METHOD VERIFICATION
This paper verifies the correctness of the numerical analysis of this paper by comparing the calculated results with the actual measured data of the Swedish X-2000 train [32]. In this section, the material parameters in the in-filled trench are taken as the same as the parameters of the soil layer, that is, the half-space with the in-filled trench degenerates into the half-space without an in-filled trench. Table 1 and Table 2, respectively, give the foundation soil parameters and the track system parameters of the Swedish X2000 train at different speeds. The Swedish X2000 train consists of five carriages, and the load distribution of the train wheels is shown in Figure 1B. Figure 1C shows the comparison between the calculated results in this paper and the measured data when the train speeds are 70 km/h and 200 km/h, respectively. The results in this paper are in good agreement with the measured data, which confirms the reliability of the method in this paper.
TABLE 1 | Soil parameters under train speeds of 70 and 200 km/h
[image: Table 1]TABLE 2 | Track properties
[image: Table 2]VIBRATION ISOLATION OF THE RUBBER-CONCRETE ALTERNATING SUPERPOSITION IN-FILLED TRENCH
To better demonstrate the superiority of the rubber-concrete alternating superposition in-filled trench for train-induced vibration isolation, this paper takes the vibration generated by the Sweden X2000 high-speed train on the actual soft soil foundation as an example, and compares the vibration isolation effect with that of the empty trench, rubber in-filled trench, and C30 concrete in-filled trench. In the calculation, the thickness of the rubber-C30 superposition unit is taken as 0.4 m, and the trench with 3.0 m depth and 0.5 m width. The actual soft soil foundation parameters of the Sweden X-2000 high-speed train can be found in [33]. The track parameters of the X-2000 train are shown in Table 2, and the wheel axle load distribution is shown in Figure 1B. Figure 2A shows the results of the vertical displacement, velocity, and acceleration time histories of point P1 in Figure 1A when the speeds of the X2000 train are 70 km/h and 200 km/h, with different types of in-filled trench. Figure 2B shows the Fourier amplitude spectrum of the vertical displacement, velocity, and acceleration at point P1 corresponding to Figure 2A.
[image: Figure 2]FIGURE 2 | Influence of trench type to isolation effect on soft soil.
It can be seen from Figure 2A that the rubber-filled trench has almost no vibration isolation effect. At the two speeds of the train, the vibration isolation effect of the rubber-concrete alternately superposition in-filled trench proposed in this paper is significantly better than that of the C30 concrete in-filled trench, which is especially reflected in the vibration isolation effect on displacement. Moreover, the vibration isolation effect of the rubber-concrete alternately superposition in-filled trench at the speed of 200 km/h is better than that of the speed of 70 km/h. Figure 2B shows that the frequency spectrum of ground vibration response behind the trench is significantly changed by the rubber-concrete alternately superposition in-filled trench. Compared with low-frequency vibrations generated by the lower train speed, the rubber-concrete alternately superposition in-filled trench has a better vibration isolation effect on high-frequency vibrations generated by a high-speed train. This shows that the rubber-concrete alternately superposition in-filled trench has the frequency band characteristics of elastic waves, that is, elastic waves in the passband frequency range can propagate without attenuation, while the elastic waves in the forbidden frequency range will be filtered out.
CONCLUSION
This paper presented a new train-induced vibration isolation measure of rubber-concrete alternating superposition in-filled trench and built a 2.5D train-track-layered foundation-filled trench model to analyze the dynamics of track and layered foundation with the in-filled trench. The correctness of the model is verified by using the measured data of the Sweden X2000 high-speed train. Finally, the vibration isolation efficiency of rubber-concrete alternating superposition in-filled trench is calculated using the actual soft soil foundation parameters of the Sweden X2000 high-speed train, and the vibration isolation efficiency is compared with that of the empty trench rubber in-filled trench and concrete in-filled trench. The results show that the vibration isolation effect of the rubber-concrete alternating superposition in-filled trench proposed in this paper is better than that of the C30 concrete in-filled trench, especially the impact on displacement. Compared with low-frequency vibrations generated by the lower train speed, the rubber-concrete alternating superposition in-filled trench has a better vibration isolation effect on high-frequency vibrations caused by higher-speed trains.
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The tensile fracture is a widespread feature in rock excavation engineering, such as spalling around an opened tunnel. The phase field method (PFD) is a non-local theory to effectively simulate the quasi-brittle fracture of materials, especially for the propagation of a tensile crack. This work is dedicated to study the tensile failure characteristics of rock-like materials by the PFD simulation of the Brazilian test of the intact and fissure disk samples. The numerical results indicate that the tensile strength of the disk sample is anisotropic due to the influence of pre-existing cracks. The peak load decreases at first and then increases with the increase of the inclination angle, following the U-shaped trend. The simulation results also indicate that the wing crack growth is the main failure characteristic. Moreover, the crack propagation path initiates at the tip of the pre-existing crack when the inclination angle is less than 60°. Crack propagation initiates near the tip of the pre-existing crack when the angle is 75°, and it initiates at the middle of the pre-existing crack when the angle is 90°. Finally, all cracks extend to the loading position and approximately parallel to the loading direction. This process is in agreement with the Brazilian test of pre-existing cracks in the laboratory, which can validate the effectiveness of the PFD in simulating the tensile fracture of rock-like materials. This study can provide a reference for the fracture mechanism of the surrounding rock in the underground excavation.
Keywords: rock-like materials, phase field method, Brazilian test, tensile failure, anisotropy
INTRODUCTION
Due to the geological tectonic movement or artificial disturbance, the fracture of engineering rock mass exhibits a rich variety of crack patterns under loading or unloading conditions [1–3]. Tensile and compression-shear fractures often occur in practical rock engineering. Because rock-like materials have the unilateral effect (the tensile strength is much lower than the compression strength), the tensile fracture is more likely to occur in practical rock engineering. Moreover, the tensile crack is also found in rock mass under compressive condition due to the effect of its heterogeneity or pre-existing cracks [4, 5]. For example, rock block spalling appears near a cave wall after rock excavation [6]. To avoid the occurrence of engineering disasters, corresponding solution should be developed by numerical simulation in advance. It is therefore very important to develop a numerical method to accurately capture the crack propagation of the surrounding rock.
Rock fracture failure behaviors can be understood by means of on-site monitoring, laboratory test, theoretical analysis, and numerical simulation. Up to now, the mechanics of rock materials can be summarized as strain hardening/softening [7], brittle-ductile transition [8], time-dependent [9], unilateral effect [10], anisotropic behaviors [11], etc. The fracture mechanism of rock has been understood qualitatively and quantitatively by experimental and theoretical methods. The analysis results are limited to a simple configuration or simple stress paths. However, the failure pattern and crack propagation are also affected by the geometry of the engineering problem. The failure characteristics will become more complex. For example, the localization damage and discontinuous deformation failure are often found in rock engineering [12]. The description of these non-linear behaviors needs to improve the existing models, which result in the difficulty in the theoretical analysis and the complexity of model formulation. Moreover, there is a difference between the analytical results and test data due to a simple assumption of uniform stress around cracks [13]. Therefore, it is difficult to satisfy the practical demand only from the aspects of experimental or theoretical analysis. As with the development of numerical methods, the fracture problem of rock-like materials may be described by combining a non-local numerical method (such as, phase field (PF)) and a simple constitutive model.
The phase field method (PFD) is a non-local theory and can capture the crack initiation, propagation, and coalescence of quasi-brittle materials [14, 15], especially for the tension brittle fracture. The discontinuous deformation near cracks can be represented by a phase field variable. Propagation and branching of cracks can be reflected directly in the phase field modeling. The hybrid PFD is further proposed by decomposing the contributions of the driving energy of phase field evolution into tensile and compressive parts [16–18]. So far, PFD has been successfully applied in the simulation of quasi-brittle fracture of materials [15, 19, and 20] and multi-field coupling problems [21, 22]. Compared with the direct approaches for modeling crack propagation, the PFD has the following advantages: without an enrichment function, crack tracking algorithm, and ad hoc criterion for crack initiation.
The purpose of this work was to further promote the application of the PFD in rock mechanics. First, a brief literature overview of mechanical characteristics of rock-like materials and the background of phase field development is given in the introduction. Second, the theoretical framework about the PFD and its anisotropic formulation are introduced to describe the brittle fracture. Then, the finite element discretization of the PFD is derived in Section 3. The Brazilian disk test samples with intact or pre-existing cracks are numerically simulated by the PFD, which is further validated by comparing it with the laboratory Brazilian splitting test results. Finally, some conclusions and further research on the PFD are given at the end of this work.
PHASE FIELD METHOD (PFD)
Theoretical Foundation Description
The rock-like material failure is the result of crack initiation and propagation. How to accurately predict the crack growth path of engineering materials has always been the focus of scholars. The PFD is an attractive theory to represent discontinuous characteristics near the crack tip by a phase field variable. An elastic body [image: image] is shown in Figure 1. The body boundaries contain an external boundary [image: image] and an internal discontinuous boundary [image: image] within the material. The displacement (Dirichlet) boundary [image: image] and the traction (Neumann) boundary [image: image] constitute the external boundary, that is, [image: image]. [image: image] is the outward unit vector normal to boundary [image: image]. The crack width is abstractly represented by the regularization parameter [image: image], which is used as a width scale of the crack in the numerical simulation. The body force b is applied throughout the body, and the traction force [image: image] acts on [image: image]. The sharp discontinuous field is represented by a phase field variable [image: image], which changes from 0 to 1. The material element is fully fractured when [image: image] equals to 1, whereas the material element is undamaged when [image: image] equals to 0.
[image: Figure 1]FIGURE 1 | Schematic diagram of diffusion characterization by the phase field.
According to the first law of thermodynamics, the brittle fracture of the material is the result of the system from a non-equilibrium state to equilibrium state, with the energy conversion from the elastic storage energy to the dissipation energy [23]. Moreover, the energy release always drives the total energy to minimize based on the theorem of minimum potential energy. The crack begins to initiate and propagates when the storage energy exceeds the material resistance. The fracture process can be described by adding an auxiliary field according to the variational approach [24]. The total potential energy [image: image] of the system consists of two parts: internal potential energy [image: image] and external energy [image: image], namely,
[image: image]
where [image: image] can be expressed as the sum of the free energy and fracture energy in Eq.2.a, and [image: image] is formulated by the body force [image: image] and the boundary force [image: image], presented in Eq.2.b.
[image: image]
[image: image]
where [image: image] is the strain energy density, [image: image] represents the crack surface density per unit volume, and [image: image] is the critical fracture energy density. [image: image] needs to further consider the degradation of phase field in fracture modeling. And it can be defined by [image: image]. Similar to the previous published literature [25], the most used form of [image: image] is taken as the following formulation.
[image: image]
where parameter [image: image] is selected as a small value to ensure the numerical stability.
The elastic strain energy [image: image] of an undamaged material is given by the volumetric–deviatoric decomposition.
[image: image]
where [image: image] and [image: image] are Lamé coefficients, expressed as [image: image] and [image: image].
And the stress tensor of the bulk matrix can be deduced by
[image: image]
As same as the published literatures [19, 26], the crack surface density per unit volume [image: image] is defined as
[image: image]
The crack propagation is a process to minimize the total energy functional. The extreme condition can be determined by the variational principle. The differential form of the total energy with respect to displacement [image: image], phase field [image: image] and its gradient [image: image] can be expressed as
[image: image]
Eq. (7) is satisfied for any increments such as [image: image], [image: image], and [image: image]. The governing equations and boundary conditions are derived by substituting Eq. (1), (2), and (4) into Eq. (7).
The governing equations are as follows:
[image: image]
And the boundary conditions are as follows
[image: image]
where the first equation in Eq. (9) is also called the Dirichlet (displacement) boundary condition and the last two equations are called the Neumann boundary condition.
Given the irreversibility of cracks growth, a history-field [image: image] is adopted for driving the crack propagation and ensuring the monotonical accumulation of the phase field variable.
[image: image]
Anisotropic Formulation of PFM
Due to the unilateral effect of rock-like materials, the mechanical properties of material deterioration are only restricted in the tensile condition in this work. The formulation of the strain energy function [image: image] requires to be written as the tension and compression parts, namely.
[image: image]
where the tensile part and the compression part of [image: image] are further expressed as
[image: image]
[image: image]
where the bracket [image: image] represents the positive value and [image: image] represents the negative value.
Therefore, the stress tensor can be divided into two parts as seen in.
[image: image]
where the constitutive relation of the bulk matrix is further expressed by the volumetric–deviatoric decomposition in the tensile and compression states.
[image: image]
[image: image]
Eq. (10) can prevent crack propagation healing. However, the same formulation of the strain energy density is not obviously suitable for various crack modes. In order to capture the tension and shear crack modes, a modified phase field model is proposed by distinguishing the critical release rates for these two crack modes [17]. The phase field governing equation can be rearranged as
[image: image]
where [image: image] is the critical energy release rate for mode I fracture and [image: image] is the critical energy rate for mode II fracture. [image: image] and [image: image] are the history-field variable contributing to tension mode I and shear mode II, respectively. [image: image] consists of [image: image] and [image: image], taking the following definitions.
[image: image]
[image: image]
Notably, the anisotropic phase field can be returned back to the isotropic phase field in Eq. (8) when the condition [image: image] is satisfied.
FE IMPLEMENTATION OF THE PHASE FIELD MODEL
The PFD has been successfully solved by the finite element method (FEM) [15], material point method (MPM) [27], and numerical manifold method (NMM) [28]. Because the FEM is widely adopted to simulate in geotechnical engineering, the numerical implementation of the PFM is briefly introduced in the standard FEM in this work. The small deformation assumption is assumed. The strain tensor [image: image] can be defined in terms of the gradient of displacement [image: image].
[image: image]
The displacement field and the phase field are approximately discretized by the test function and nodal variables, as follows:
[image: image]
where [image: image] and [image: image] are, respectively, the shape functions for displacement field and phase field, and [image: image] and [image: image] are the displacement vector and the phase field vector of element nodes, respectively. The strain tensor and the phase field gradient [image: image] can be expressed as
[image: image]
The matrix forms of [image: image], [image: image], [image: image], and [image: image] in the two-dimensional space can be expanded as
[image: image]
[image: image]
where [image: image] and y are coordinate variables, and[image: image] is the number of element nodes.
The brittle fracture modeling of the PFD is transformed to a multi-field problem (displacement field and phase field). By the extremum condition in Eq. (7), the residual vectors corresponding to [image: image] and [image: image] can be derived in Eq. (22) and (23), respectively.
[image: image]
[image: image]
The above equations can also be given by the weak form of the governing equations. Then the staggered algorithm is widely applied for an alternate updating the displacement increment [image: image] and of phase field increment [image: image] during the phase field modeling. That is, the following equation system is iteratively solved by the Newton–Raphson method.
[image: image]
where
[image: image]
[image: image]
NUMERICAL SIMULATION AND ANALYSIS
In order to avoid the disturbance damage caused by sample preparation, the tensile fracture is usually studied by an indirect test (such as Brazilian splitting test) in the laboratory. The tensile fracture of rock-like materials is first simulated by the PFD modeling of the Brazilian test of the intact sample. And then, the numerical modeling is further applied in simulating the Brazilian test of the disk sample with a single inclination crack. The anisotropic tensile fracture of rock-like materials is analyzed and compared with the test results. This section will study the tensile fracture of rock-like materials by PHD modeling. The plane strain condition is taken for all numerical tests.
PFD Simulation of Intact Disk Sample
In order to study tensile behaviors of rock-like materials, disk samples were prepared from Portland pozzolana cement (PPC), fine sands, and water [29]. The test results indicate that the tension strength of the intact rock-like material sample is 3.81 MPa, Young’s modulus is 15 GPa, and the Poisson’s ratio is 0.21. The above mechanical indices will be regarded as the basis of determination of model parameters in the following PFD simulation. The test structure consists of two rigid jaws and a disk sample with a radius of 50 mm. In the process of numerical simulation, the sample thickness is taken as 1 mm. The critical fracture energy can be approximately estimated as 1.1 J/m2 to match the tensile strength of the material in the test. Because the shear energy is much more than the tensile energy, the relationship between the two is set as [image: image], as the same with the previous literature [17]. Therefore, [image: image] is 0.1 J/m2 and [image: image] is 1 J/m2.
The displacement-controlled mode is applied with the edge of the top jaw in Figure 2. And the loading rate is [image: image] mm/step. To facilitate the numerical convergence of this problem, the top and bottom nodes of the disk sample are constrained in the horizontal direction. The structure is discretized into 81,960 mixed triangle and quadrilateral elements. The minimum mesh size is 0.25 mm at axisymmetric lines of the sample. The length scale parameter [image: image] affects the structure bearing capacity and crack width. In order to ensure that the simulation strength and test tensile strength are consistent, [image: image] is taken as 0.5 mm about twice the minimum size by repeated calculation in this work. In particular, [image: image] does not represent the actual crack width because of the smooth processing of the crack domain. The parameter [image: image] is taken to avoid numerical singularity.
[image: Figure 2]FIGURE 2 | 2D Brazilian test sample and boundary constraint.
The PFD simulation results of the Brazilian test of intact disk samples are presented in Figure 3. The obvious force drop is found in the force–displacement curves of fissure rocks with various inclined cracks. The peak load is 0.598 KN, and the tensile strength can be calculated as 3.807 MPa, which is consistent with the tensile results in the laboratory. The crack path is middle in the sample and is parallel to the loading direction. This phenomenon is also the same with the failure mode in the test. Therefore, the effectiveness of the PFD simulation of Brazilian splitting is verified.
[image: Figure 3]FIGURE 3 | PFD simulation of Brazilian splitting mechanical responses of the intact sample.
PFD Simulation of Fissure Disk Sample
The anisotropic tensile strength is further studied by the PFD modeling of Brazilian disk samples with various inclination cracks. The fissure samples are performed by inserting one crack in the intact disk. The inclination angle [image: image] is between the length direction of the crack and the vertical direction of the sample, ranging for 0 to 90 with an increment of 15, as shown in Figure 4. The length and width of cracks are, respectively, [image: image] = 30 mm and [image: image] = 1 mm. The PFD simulation of the Brazilian test of the fissure sample is performed by taking the same model parameters in Section 3.
[image: Figure 4]FIGURE 4 | 2D Brazilian test of the pre-cracked sample.
The force–displacement curves are plotted in Figure 5. The results show that the peak load decreases at first and then increases with the increasing inclination angle. The maximum peak load appears at 0°, and the minimum value is at 45°. Therefore, the pre-existing crack causes the anisotropy of tensile strength. In order to represent the anisotropic degree of the tensile strength, a strength ratio is defined by the ratio of peak load between the Brazilian test of the fissure sample and intact sample. The strength ratio changing with the inclination angle is plotted in Figure 6. The changing trend follows the U-shaped distribution, which is also found in the compression test of jointed or bedded rock mass [11, 30].
[image: Figure 5]FIGURE 5 | Force–displacement curves of the disk sample with different pre-existing cracks.
[image: Figure 6]FIGURE 6 | Ratio of loads of disk samples with different inclination angles to intact samples.
Based on the Brazilian tests of the disk sample with various inclination angles for a single crack [29], the failure modes between the PFD simulation and test are compared in Figure 7. The result indicates that the final crack path in the numerical simulation process is consistent with the test results. The wing crack is only found in the Brazilian test and the phase field simulation of the pre-existing crack sample. Crack propagation initiates at the crack tip when the inclination angle changes from 0° to 60°. Crack propagation initiates near the crack tip when the angle is 75°, and it initiates at the middle of the crack when the angle is 90°. And then all cracks grow to the loading position and coalesce to form a penetrating crack. Its growth path is curvilinear when the crack angle is at 15°, 30°, 45°, 60°, and 75°, while the path is a straight line, parallel to the loading direction at 0° and 90°. It should be noted that the final crack path is parallel to the loading direction regardless of the crack angle. This is also the main feature of the wing crack development.
[image: Figure 7]FIGURE 7 | Comparison between the PFD simulation and Brazilian test of disk samples with different inclination angles (test sample failure can be referred to [29]).
CONCLUSION
The tensile failure behaviors of rock-like materials are studied by the PFD simulation of the Brazilian disk test in this work. The anisotropy tensile fracture is considered by a single crack with various inclination angles in the anisotropic PFD simulation. The simulation results indicate that the peak load is weakened due to the influence of pre-existing cracks. And the changing of peak load with the inclination angle follows a U-shaped trend. The wing crack in the Brazilian test can be reproduced by the PFD simulation. The crack propagation path is affected by the pre-existing crack. Crack propagation initiates at the crack tip when the inclination angle changes from 0 to 60. Crack propagation initiates near the crack tip when the angle is 75, and crack propagation initiates at the middle of the crack when the angle is 90°. Finally, all cracks grow to the loading position and coalesce to form a penetrating crack. The PFD can better simulate the tensile failure of rock-like materials. More attention will be performed on the PFD simulation on compression-shear failure of rock-like materials in the future.
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The grain sizes of clastic rock sediments serve as important depositional indicators that are significant in sedimentology and petroleum geology studies. Generally, gamma ray, spontaneous-potential and resistivity well logs are utilized to qualitatively characterize variations in sediment grain size and determine the lithology in clastic reservoirs. However, grain size analysis of modern sedimentary samples collected from active rivers and deltas indicates that the percentage of fine depositional component has a logarithmic relationship with the average grain size in delta and river systems. Using the linear relationship to process the lithology interpretation, siltstones or mudstone is likely to be interpreted as sandstone. Therefore, a logarithmic conversion formula was built up between the gamma ray logs and measured grain size for the second member of the Xujiahe Formation of Anyue Area in the Sichuan Basin. Using the formula, the average grain size and lithology of the exploration wells were determined for the interest intervals. Furthermore, the calculated grain size gives a better understanding of the controlling factors of hydrocarbon-bearing reservoirs in the study area.
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INTRODUCTION
The grain size of fluvial-sandy deposition reflects hydrodynamic features and sedimentary cycles and is thus important in the analysis of depositional environments [1–5]. In addition, the grain size and sorting has a strong influence on the original porosity of hydrocarbon reservoirs [6, 7], and they are usually utilised in reservoir evaluation [8, 9]. To get the grain size information in subsurface settings, it is commonly assumed that the value of the gamma ray log has an inverse relationship with the sediment grain size, especially for sandy deposits. Many studies on sedimentology, stratigraphy, and other similar subjects generally utilise the gamma ray well log in the analysis of sedimentary facies and sequence cycles [10–15]. The shape of the GR curve is generally thought to be similar to the grain size curve presented in [16] phi, which is derived from the logarithm of the grain size. [17] have studied the grain size distributions of 47 subsurface samples from marine delta depositions of the Lower Cretaceous Safaniya Sandstone Member in Northwest Saudi Arabia, and the results indicate that the average grain size in phi has a linear relationship with the shale content, which implies a logarithmic relationship between raw grain size and fine sediments. They also recommended using well logs that are related to the content of fine depositions to calculate the average grain size but did not perform further work.
Another important application of the gamma ray log is to quantitively calculate the shale content, and according to the shale content the lithology in sandstone reservoirs could be determined [18]. In petroleum borehole, the value of a gamma ray well log is controlled by the content of shales and clays which are considered as the dominant factor due to the strong absorption to radioactive substances [18–20]. Moreover, the relationship between the gamma ray value and shale content is not always linear, and a modification maybe needed [21].
Either the non-linear relationship between the gamma value and grain size or shale content may mislead the estimation of sandstone thickness and distribution in sandstone reservoirs using gamma ray logs. However, the influence of the non-linear relationships mentioned above on the sandstone reservoir studies has not been well evaluated yet. In the present study, modern sedimentary samples from Qinghai Lake and Hailar River, China, were used for grain size analysis to investigate the relationship between grain size and fine-grain deposits in river depositional environments as a supplementary for the study of [17]; and a logarithmic empirical formula was built up between the gamma ray well log and grain size for the second member of the Xujiahe Formation in the Anyue Area, Sichuan Basin. In terms of the formula, the grain size, lithology and sandstone thickness were determined for the interest intervals of the study area. Compared with the sandstone thickness determined by the shale content calculate from gamma ray logs, the possible error caused by using gamma ray logs to estimate lithology was evaluated. Furthermore, the raw grain size of the study area, converted from the gamma ray value using the logarithmic empirical formula, provides an opportunity to further assess the hydrocarbon possibility of the studied reservoirs. The present study attempts to emphasize the significance of the non-linear relationship between gamma ray value and grain size and the resultant influence on the grain size and lithology estimation.
GEOLOGICAL SETTINGS
The Xujiahe Formation of Anyue Area, Sichuan Basin
Sichuan Basin is an important petroliferous basin in China and belongs to one of the second order tectonic units of the northwest Yangtze platform (Figure 1A). This basin is surrounded by several large-scale folds and boundary faults, and has experienced long-term tectonic evolution including the Caledonian orogeny in the Late Silurian, Indosinian movement in the Late Middle Triassic Series and Yanshan movement in the Late Jurassic [22–25]. The Anyue Area is situated in the centre of the Sichuan Basin with an area of 1,500 km2 (Figure 1A). The Late Triassic Xujiahe Formation represents the development of a gentle slope formed on a carbonate basement in the Anyue Area, and the onset of clastic sediment input to the study area [26, 27] (Figure 1B).
[image: Figure 1]FIGURE 1 | (A) shows the location of the Anyue Area in the Sichuan Basin, and illustrates the primary tectonic structures around the Sichuan Basin. (B) Isochore map of time thickness of the second member of the Xujiahe Formation showing the exploration wells. The time thickness map was developed from 3D seismic data. The names of the key wells are shown in (B), and the location of these key wells is marked by grey points. (C) location map of the Hailar River and Qinghai Lake showing the sampling area.
The Xujiahe Formation, commonly divided into six members, was deposited during the Late Triassic period from 205 to 195 Ma with a thickness of a hundred meters of continental sediments [28]. The first, third and fifth members are dominated by mudstone, shale and siltstone with some beds of carbonaceous shale and coal. In the second, fourth and sixth members, the lithology is characterised by fine to medium-grained sandstone with grey colour [28]. The second member of Xujiahe Formation records the lake level fluctuation and lacustrine and delta deposits with a thickness of 50–80 m (Figure 2). The study interval, i.e., the second member is divided into five sub-members.
[image: Figure 2]FIGURE 2 | Stratigraphy framework of the study area showing the formation age and thickness, the tectonic movements and the lithology of the second member of the Xujiahe Formation (Modified from [28]). The blue transparent block indicates the reference interval for the normalization of gamma ray well logs.
Qinghai Lake and Hailar River
Qinghai Lake, located in the north-eastern part of Qinghai-Tibet Plateau, is the largest interior lake in China, and was formed through rifting with an area of 4,800 km2 [29] (Figure 1C). Two fan delta systems were built along the northern lakeshore with the Shaliu River and the Hargai River flowing into the lake. The Heima River from the southern mountain range forms the third largest fan delta of the Qinghai Lake on the southern lakeshore. The Buha River, as the dominant runoff, reach the lake from the west and generates the largest delta of the Qinghai Lake on the western lakeshore.
The Hailar River is a large-scale meandering river with a length of 655 km and a drainage area of 54.8 thousand km2 in north-eastern China [30] (Figure 1C). It discharges from the western side of the Great Khingan and flows from east to west. Flood peaks occur twice a year in May and August, and average annual runoff of the Hailar River is 36.62 million m3 [30].
DATASET AND METHODOLOGY
Dataset
One hundred and eleven modern sedimentary samples were collected from the Qinghai Lake and Hailar River to conduct the grain size analysis. The samples were from channel-related deposits on the fan delta, braided river plain or meandering rivers. Only sandy sediments were selected, while conglomerates were not used. Twenty-two of the collected samples were obtained from the bottom of active channels, sixty samples were obtained from point bars, and twenty-nine samples were obtained from abandoned channels.
To study the grain size information and lithology of the Xujiahe Formation, 112 samples from five wells drilling the Xujiahe Formation were provided by the Sinopec Southwest Oil and Gas Branch. Sixty-eight wells with gamma ray logs were utilised to calculate the average grain size, map the distribution of sandy depositions. Furthermore, two hundred- and seventy-meters drilling cores of five wells were employed to interpret depositional environments combined with the analysis of the geometries of well logs. Sixty-eight production reports of the study wells were acquired from the oil company to evaluate the relationship between calculated grain size and hydrocarbon possibility.
Method for Grain Size Analysis
The laser particle size analyser, Mastersizer 3000 produced by Malvern was utilised to perform the grain size analysis for modern sediment samples. This instrument extracts signals of grain size distribution by measuring the intensity of scattered light across the sample solvent. The device can measure grain sizes with ranges between 0.01 and 3,500 μm, covering clay, silt, fine-grained sand, medium-grained sand and coarse-grained sand. The measurement has a repeatability error of <0.5% and an accuracy error of <1%. A wet process was used meaning that the modern sedimentary samples were put into a liquid disperser (distilled water in the present study) The testing time for the samples and the background value was set as 10 s, and each sample was tested 3 times to ensure the repeatability of result. Between subsequent measurements, the sample container was cleaned by distilled water until no grain size signal was received to exclude no sample pollution occurred.
Since a lot of particles of the subsurface samples from the Xujiahe Formation, such as quartz, feldspar et al., are cracked duo to the strong compaction (discussed in the section of diagenesis), the grain size cannot be assessed using the laser particle size analyser. As a consequence, the samples were processed into casting thin sections, and the average grain size of the subsurface samples was determined using the Olympus BX51 transmission and reflecting microscope. For each sample, 100 grains from ten views were selected randomly and manually, and their diameter was measured. The average value of the measured diameter was used to characterise the average grain size.
Petrology and Interpretation of Sedimentary Facies
It is commonly thought that the radioactivity of sandstone is mainly caused by clay minerals [18], and through diagenesis, a large amount of authigenic clay minerals can be generated. Therefore, it is necessary to study the petrology and diagenesis of subsurface samples to assess the influence of authigenic clay minerals on radioactivity. Casting thin sections were observed under Olympus B51 transmission and reflected microscope, and the petrological classification was plotted in a triangle chart. The subsurface samples were ground into powders for X-ray diffraction analysis, which was carried out using a Bruker D2 Phaser instrument providing the mineralogical composition of subsurface samples.
To provide a constrain on depositional environments of subsurface samples, sedimentary structures observed from cores and the well log responses were integrated to identify the sedimentary facies of the second member of Xujiahe Formation of the Anyue Area.
Lithology Interpretation and Sandstone Content
There is a regional mudstone interval in the second member of the Xujiahe Formation which is defined as a reference interval (Figure 2). The gamma ray well logs used in the present study have been normalized referring to this interval: the gamma ray readings of this interval represent 100% shale and are defined as the maximum value. The Depth calibration was conducted by the Research Institute of Southwest Oil and Gas Field. Consequently, the normalization was conducted by the following formula:
[image: image]
In the present study, the lithology is determined by the grain size which is calculated from the normalized gamma ray readings based on an empirical formula between gamma ray logs and measured grain size, and the sandstone is defined as the calculated grain size over 0.01 mm. The lithology interpretation provided by the Sichuan Oil Field was used in this paper as a comparison. In the results of the Sichuan Oil Field, the sandstone is determined based on the shale content calculated using the following formula
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where Vsh is the volume proportion of shale, GR is the given gamma ray reading, GRmin and GRmax represent the 0% shale and 100% shale, respectively. It commonly is thought that the sandstone has a shale volume lower than 50% [18]. In the present study, the normalized gamma ray readings are equal to Vsh.
RESULTS
Grain Size Analysis
The results of representative modern sedimentary samples were shown in the cumulative frequency diagram (Figure 3). The grain size was represented by the average, and the fine sediment content was defined as the volume percentage of particles with a diameter lower than 0.01 mm.
[image: Figure 3]FIGURE 3 | Cumulative curves of representative modern sediment samples. (A) showing the samples from Hailar River, and (B) for samples from Qinghai Lake. The curves have a two-segment-line feature, and the grey, dark grey and black points represent the samples with the good, medium and poor sorting in these two areas, respectively.
The probability cumulative percentage diagram of samples from the Hailar River shows that the curves have two segmented straight lines (Figure 3A). The average grain size varies between 0.04 and 0.42 mm, and these samples are well sorted with sorting coefficient ranging from 1.52 to 7.8 and an average value of 2.35, where the sorting coefficient is defined as the ratio of raw grain size accumulating to 25% to that accumulating to 75%. The average proportion of the fine sediments (grain size <0.01 mm) is 6.7% with a range of 25.5 to 0%. The cross-plot in Figure 4A suggests an exponential relationship between the volume percentage of fine sediments and the average grain size. The volume percentage of fine sediments shows sharp decrease with increasing average grain size until the latter reaches 100 μm. However, further increase of the average grain size results only in a slight reduction of the fine fraction. The formula fit to the data is shown in Figure 4A.
[image: Figure 4]FIGURE 4 | Scatter diagrams of average grain size against percentage content of fine sediments (grain size <0.01 mm). (A) and (B) represent samples from Hailar River and Qinghai Lake, respectively. Two formulas, which fit the points, are shown in the panels and the dotted lines represent the fitting trend. In (C), the dotted line represents the linear relationship used to estimate the grain size by fine sediments, and the black line presents the relationship between the grain size and fine sediments. The hollow points (a–d) give four examples of the estimation of grain size, and the corresponding black points showing the true grain size with the same fine sediment content.
The grain size distribution of samples from the Qinghai Lake also has a bimodal distribution shown in the frequency diagram (Figure 3B). The average grain size ranges from 0.01 to 0.65 mm, which corresponds to mud, silt and fine-grained to coarse-grained sand. The sorting of the samples was worse than their counterparts from the Hailar River, with an average sorting coefficient of 6.74. The volume percentage of the fine fraction varies between 28.7 and 0.8%, and it also has an exponential relationship with the average grain size which can be described with the formula shown in Figure 4B. The rate of decline in the volume percentage of fine sediments also decreases sharply at the average grain size of 100 μm.
The relationship between the average grain size and the proportion of the fine fraction is very similar in the two datasets. Therefore, we conclude that in river systems, the proportion of the fine fraction has an exponential relationship with the average grain size. A formula is built up, integrating the data of Hailar River and Qinghai Lake, to express the relationship between grain size and fine sediments:
[image: image]
where G is the average grain size in μm, f is the proportion of fine sediments. This formula implies that (1) the fine sedimentary composition has an exponential relation with the average grain size in the studied fluvial depositional environment and (2) the proportion of fine sediments becomes insensitive to changes in the average grain size if the latter exceeds 100 μm.
Well Yue 112 has full drilling cores of 150 m length for the second member of the Xujiahe Formation, and 96 samples were collected at intervals not exceeding 1 m. This allowed us to investigate the relationship between the average grain size and the values of gamma ray logs and the clay content obtained from the XRD analysis. The clay mineral content, which includes both the original and the authigenic clay minerals in the subsurface samples, was determined with X-ray diffraction. The plot of clay mineral content against average grain size shows the existence of no apparent relationship between the clay mineral content and the average grain size (Figure 5B). In contrast, the plot of the average grain size against the normalized gamma ray readings shows a negative relationship. It can be inferred that the gamma ray log is associated with the originally clay minerals related to the, and the authigenic clay minerals formed during diagenesis do not contribute to the radioactivity of sedimentary rocks. Therefore, for our study area, the gamma ray log can be suggested that the gamma ray well log could reflect original-deposition signals of fine sediments and is properly used in grain size assessment in terms of the logarithmic relationship.
[image: Figure 5]FIGURE 5 | Scatter diagrams of the average grain size against normalised value of gamma ray well logs (A) and percentage content of clay minerals measured by X-ray diffraction (XRD) (B). The formula in (A) using a logarithmic format to fit the relationship, and the dotted line represents the fitting trend. (B) Shows an obscure relationship between the average grain size and clay mineral content.
Petrology and Diagenesis of the Xujiahe Formation
Results of microscope observations and X-ray diffraction (XRD) for subsurface samples are shown in the triangular chart (Figure 6) and mineral content histogram (Figure 7), respectively. The observation of the thin section suggests that most common lithology is feldspathic quartz sandstone followed by quartz sandstone and lithic quartz sandstone, indicating a high compositional maturity (Figure 6). Figure 7 illustrates the mineral content yielded by XRD. The volume proportion of quartz ranges from 26 to 91% with an average value of 65.9%. Plagioclase has a maximum proportion of 32% with an average of 13%; it is also commonly observed through transitional microscope (Figure 8). In contrast, orthoclase is rarely observed and comprises of an average content of 9%. The percentage content of total feldspar varies between 48.8 and 5.2% with an average value of 20.1%. Clay minerals have a maximum content of 40% with an average of 12%. The calcite and dolomite are encountered occasionally and generally account for approximately 7%, with the maximum content reaching up to 30%. Other minerals, including ankerite and anatase, are detected by XRD (Figure 7). Lithic fragments, of which biotite, flint and quartz are the most dominant in that order, are encountered occasionally (Figures 8B,D). The volume proportion of lithic fragments varies between 20 and 2% with an average value of 7%. Interstitial matter consisting of calcsparite cements with an average content of 5% and some matrix, and authigenic clay minerals are also observed (Figure 8C).
[image: Figure 6]FIGURE 6 | Triangle chart of lithology showing the sandstone type of the study interval dominated by feldspathic quartz sandstone.
[image: Figure 7]FIGURE 7 | Histogram of X-ray diffraction (XRD) results showing the volume percentage of main minerals of each subsurface sample.
[image: Figure 8]FIGURE 8 | Micrographs of subsurface samples (A) and (B) Medium-grain feldspathic quartz sandstone showing strong compaction with long contact (A) and biotite, which is a common lithic fragment in the study intervals (B), Well Yue 112, 2,386 m, plane-polarised and orthogonal-polarised light, respectively; (C) and (D) Coarse-grain feldspathic quartz sandstone showing plagioclase dissolution and clay precipitation as a result of feldspar dissolution (C) and representative lithic fragment (D), Well Yue 112, 2,452 m, plane-polarised and orthogonal-polarised light, respectively; (E) and (F) Fine-grain feldspathic quartz sandstone showing strong compaction with long contact (E) and calcite metasomatism (F), Well Yue 112, 2,470 m, plane-polarised and orthogonal-polarised light, respectively.
Diagenesis, especially feldspar dissolution in an environment without difunctional carboxyl would result in the precipitation of clay minerals [31], which may have a significant content of radioactive elements. This would cause that the gamma ray log does not reflect the proportion of the primary fine-grained material. Therefore, it is necessary to investigate the diagenesis of subsurface samples to reveal whether clay precipitation occurs within the interval of interest.
The primary diagenetic process of the subsurface samples was compaction. Even though the present sample depth ranges between 2,700 and 2,300 m, the Xujiahe Formation was buried over 4,000 m [28]. Grains show a feature of long contact under observation through a polarising microscope (Figures 8A,E). Concave-convex or sutured contact is scarcely observed. The contact relation implies strong compaction which is corroborated by the presence of grain breakage in the thin sections (Figures 8A–C).
Metasomatism and dissolution are ways of secondary diagenesis in the studied samples. Dissolution mostly occurred in the plagioclase (Figure 8F). The average surface porosity generated by feldspar dissolution varies between 9.42 and 1%, and authigenic clay mineral precipitation can be observed (Figure 8C). The microphotographs show that crystalline calcite replaces the quartz, dissolved remnant of feldspar, feldspar and some clay matrix (Figure 8F). On account of the replacement of feldspar remnants by calcite, we suggest that feldspar dissolution is antecedent to calcite metasomatism.
Interpretation of Sedimentary Facies
Previous studies about sedimentary facies of the Xujiahe Formation in Anyue area commonly suggested that the depositional environment was either a lacustrine delta or meandering river system [27, 32–34]. Based on analyses of drilling cores and well logs, delta front and delta plain deposits were identified in the study area.
The interpreted delta front is dominated by silt, well-sorted fine-grained and medium-grained sandstones with grey or dark grey colours. Deposition of grey and dark grey fine-grained and medium-grained sandstone with fining-upward trends (Figure 10), cross-bedding, erosional base and parallel bedding (Figures 9A–C) shown in drilling cores was interpreted as subaqueous distributary channels. Bioturbation and slump structures were also observed in the beds interpreted as delta front deposits (Figure 9D). In the gamma ray well log, the subaqueous distributary channels show a box-shaped or bell-shaped geometry (see Ⅲ in Figure 10). Grey and dark grey silt and mud beds are interpreted as subaqueous inter-channel deposits (Figures 9E,F) which is featured by continuous high gamma ray readings in well logs. The interval with funnel-shaped geometry in the gamma ray log is interpreted as a mouth bar (see Ⅴ in Figure 10). Silt with wavy and horizontal bedding develops in the bottom of the mouth bar (Figures 9G,H) and coarsens upwards to fine-grained sandstone with parallel bedding and cross-bedding (Figure 10).
[image: Figure 9]FIGURE 9 | Photographs of drilling cores. (A) Fine-grained sandstone, plate cross bedding, Well Yue 112, 2,898.3 m; (B) Medium-grained sandstone, erosional base, Well Yue 3, 2,022.8 m; (C) Medium-grained sandstone, parallel bedding, Well Yue 101-87, 2,677.5 m; (D) Fine-grained sandstone interbedding mudstone, cross bedding, bioturbation and soft-sediment deformation, Well Yue 112, 2,407.7 m; (E) Silt mudstone, lenticular bedding, Well Yue 111, 2,288.6 m; (F) Siltstone, convolute bedding, Well Yue 101-87, 2,629.4 m; (G) Siltstone interbedding mudstone, wavy bedding, Well Yue 114, 2,256.5 m; (H) Mudstone, horizontal bedding, Well Yue 112, 2,348.1 m; (I) Coarse-grained sandstone, cross bedding, Well Yue 112, 2,342.3 m.
[image: Figure 10]FIGURE 10 | Histogram of Well Yue 112 showing drilling core log with sedimentary structure, facies interpretation, calculated grain size and measured grain size. The transparent grey blocks indicate representative difference between gamma ray well logs and the calculated grain size. Arrows with Roman numerals mark well log features for facies interpretation.
The delta plain deposits are dominated by well-sorted, medium-grained and coarse-grained sandstone of grey colour. Fine deposits were rarely observed in the cores. The deposits with parallel and cross-bedding are interpreted in terms of distributary channel fills (Figure 9G). In gamma ray well logs, these channels exhibit box-shaped or bell-shaped geometry (see Ⅰ and Ⅱ in Figure 10).
DISCUSSION ON GRAIN SIZE CALCULATION AND LITHOLOGY INTERPRETATION USING GAMMA RAY LOGS
Through the grain size analysis in the present study and the study of [17]; it has been revealed that the average grain size has a logarithmic relationship with the proportion of the fine fraction in delta and river systems (Figure 4). As discussed in the section of grain size analysis, the proportion of fine sediments decreases slowly with the increasing in the grain size. When using a linear relationship between the shale content and grain size to determine the lithology, the mis-interpretation may occur. The possible error is discussed in two circumstances below.
When using a linear relationship to evaluate the grain size and lithology using shale volume, the maximum shale volume is defined as clay or pure shale, and the minimum shale volume is defined as coarse-grained sediments. Therefore, a linear relationship between fine sediments and grain size is built up shown by the dotted line in Figure 4C. The first circumstance is for the sediments with lower grain size than 0.1 mm. In this circumstance, the grain size is a little over-estimated using the shale volume, and the predicted rangeability of the grain size with the shale volume is higher than the true variation (Figure 4C). For the circumstance with grain size higher than 0.1 mm, the grain size is more over-estimated using the linear relationship than the first circumstance, and the predicted fluctuation of grain size is much lower than the true variation (Figure 4C). Consequently, it suggests that when using a linear relationship to assess the grain size, the grain size of fine sediments is well reflected relative to the coarse sediments, but the grain size is generally over-estimated, which especially leads to regard siltstones as sandstones. Therefore, a conversion, in terms of the logarithmic relationship between average grain size and fine sediments, is needed to determine the lithology.
The gamma ray log is generally used to calculate the shale volume in clastic reservoirs, since the shale content is the predominant factor controlling the gamma ray readings [18]. However, the relationship between gamma ray logs and shale volume is not linear, and a modification for pre-Tertiary rocks has been reported by [21]. The modified shale volume is expressed as
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where Vmsh is the modified shale volume, and Vsh is the shale volume calculated using Formula 1. In the present study, the gamma ray logs are normalized, and the normalized gamma ray value is equal to the shale volume (Vsh) calculated by Formula 1. Herein, the shale volume is used to represent the proportion of fine sediments. Substituting Formula 3 into the Formula 2 for f obtains
[image: image]
According to Formula 4, the variation of grain size following Vsh (normalized gamma ray logs) is shown in Figure 5A by the black curve. It shows a non-linear relationsip, and the tendency is similar to a logarithmic relationship between the grain size and fine sediments shown in Figure 3. Therefore, the grain size and lithology may be also mis-estimated using gamma ray logs according to a linear relationship. One thing should be noted is that the reason leading this mis-estimation is the dramatic decrease in gradient of Formula 4 around 100 μm. In this range of grain size, the lithology changes between siltstones and sandstones.
APPLICATION TO THE XUJIAHE FORMATION OF ANYUE AREA, SICHUAN BASIN
The interpretation of sedimentary facies suggests that the dominant depositional environments of the second member of Xujiahe Formation in the Anyue Area, Sichuan Basin, are the delta front and delta plain. Based on the grain size analysis of the modern sediment samples, a logarithmic relationship is assumed between the average grain size and the proportion of the fine material for the delta and river systems. As the logarithmic relationship, an empirical formula using logarithmic format was used to fit the relationship between the normalized gamma ray logs and grain size, and the formula is shown in Figure 5A with a correlation coefficient of 0.4. This formula indicates that the gamma ray log response appears to be sensitive to the variation in average grain size if the latter is below 100 μm. Above this grain size, the gamma ray values does not change significantly. Consequently, the average grain sizes of 68 wells were calculated using the normalized gamma ray logs based on the formula in Figure 5A obtained from Well Yue 112. Certainly, Formula 4 can be used to produce the grain size calculation using the normalized gamma ray logs, but the fitting formula built up using the data from the study area is more reasonable. As Figure 5A showing, although the Formula 4 has a similar tendency with the formula in Figure 5A, but the fitting curve of Formula 4 is under the measured grain size. This may be caused by using shale volume in Formula 4 instead of the proportion of fine sediments.
Detailed grain size information gives a better understanding of the sandstone distributioni and contributes to the evaluation of the hydrocarbon potential. In this research, we used the second member of Xujiahe Formation in the Anyue Area, Sichuan Basin, as an example to illustrate the significance of calculated grain size using the logarithmic relationship on investigating sandstone distribution and hydrocarbon potential.
Application to the Distribution of Sandstone
Comparing the variations in the values of gamma ray well logs, the calculated average grain size and measured average grain size of the Well Yue 112, it is found that 1) the calculated average grain size of some layers is lower than 0.01 mm, but these layers have a relative low gamma ray reading and are commonly interpreted as sandstone (see grey block c in Figure 10, 2) some layers with only a slightly lower gamma ray values are calculated as coarse-grained sandstone (see grey block b and e in Figure 10, 3) the variations in the calculated average grain size for sandstones show a more feasible depositional cyclicity than that expressed by the gamma ray well log (see grey block b and d in Figure 10).
The isoline maps of sandstone percentage of the study intervals were produced by Sichuan Oil Company, China Petrochemical Corporation through exploratory and production wells (Figure 11), and the mapping method has been introduced in the section of lithology interpretation. Internal reports of the oil company document the average sandstone content as a percentage of the thickness for each sub-member, ranging between 40 and 68%, and progressively increasing from the first to the fourth sub-member. For each sub-member, the percentage of thickness contributed by sandstone increases from southeast to northwest and is over 40% in most areas. Figures 11A–C show two successive areas of low sandstone ratio around Well Yue 101-18 and the zone of Well Yue 101-70, 122 and Mo 6 in the first, second and third sub-members. This result gives a rough outline of sandstone distribution. However, as the second member of Xujiahe Formation is entirely sand-rich, describing the sandstone distribution is not enough for the efficient delineation of reservoirs. In addition, the percentage sandstone thickness would be overestimated using shale volume calculated by the gamma ray logs, further increasing the uncertainty of the reservoir mapping.
[image: Figure 11]FIGURE 11 | Isoline maps of the sandstone content as a percentage of the thickness for each study intervals. The sandstone thickness is calculated by the Sichuan Oil company, and the lithology interpretation is according to the shale volume estimated using gamma ray well logs.
Through the suggested method, the average grain size of the study wells is obtained, and the sandstone is determined by the calculated grain size. In the present study, the isoline maps for the thickness percentage of 1) sandstones and 2) only medium-grained and coarse-grained sandstones were generated. Figures 12A,C,E,G show that the isoline maps of sandstone percentage have the same trend with those developed by the Sichuan Oil Company, but the areas with high sand ratio have a lower maximum value. The maximum percentage reported by the Sichuan Oil Company reached 90% and even 100% in some areas; however, our results were generally lower than 90% (Figures 12A,C,E,G).
[image: Figure 12]FIGURE 12 | Isochore maps of the percentage of thickness comprising of (1) all sandstones (A,C,E, and G) and (2) medium- and coarse-grained sandstones (B, D, F, and H) after grain size calculation from the gamma ray log. The transparent black blocks indicate the prolific well zones. The grey arrows marked by numbers show the inconsistent areas between the distribution of all sandstone and medium- and coarse-grained sandstone.
The mapping of sandstone distribution using the calculated average grain size is not only more accurate than the results of the oil field which is generated using the shale volume to determine the lithology, but also gives more detailed information that exhibit the distribution of sandstone with different grades of grain size. Figures 12B,D,F,H illustrate the distributions of medium-grained + coarse-grained sandstone. These two maps show similar trends, but the percentage content shows an overall decline not only in space but also in different period. In addition, several areas, marked by grey arrows, show inconsistency between sandstone distribution and medium-grained + coarse-grained sandstone distribution in Figure 12.
Application to Prediction of the Hydrocarbon Potential
The grain size is a significant factor in the estimation of reservoir properties including porosity and permeability. It is commonly thought that reservoirs with relatively large grain sizes or well sorting have a good porosity and permeability under the same conditions (e.g., diagenesis, burial depth) [35]. The diagenesis of the study intervals is dominated by compaction with moderate dissolution of feldspar. Therefore, grain size and sorting would greatly influence the porosity and permeability. In the present study, the influence of grain size is emphasized. However, without a reliable assessment of the average grain size, it is difficult to investigate either the relationship between grain size and reservoir properties, or the relationship between the grain size and the hydrocarbon potential.
Without grain size information, the previous works of Sichuan Oil Company attempted to study the relation between cumulative thickness of sandstone and hydrocarbon bearing reservoirs in a single well. The results are plotted in Figure 13 and indicate no clear correlation between the thickness of sandstone and the hydrocarbon potential. There are two possible reasons for the weak correlation. Firstly, as discussed above, the thickness of sandstone is likely to be over-estimated according to the shale volume calculated using Formula 1. The second is that the hydrocarbon accumulation may be selective about the grain size, and a sweeping statistic on the sandstone thickness is not enough.
[image: Figure 13]FIGURE 13 | Scatter diagram of accumulative thickness of hydrocarbon bearing layers against cumulative thickness of sandstone in a single well.
In the present study, sandstones are divided into fine-grained, medium-grained and coarse-grained sandstone in terms of the calculated average grain size, and the statistical analysis focus on the relative thickness of sandstones with different grain sizes in a single oil-gas bearing reservoir. Figure 14 illustrates the thickness proportion of fine-grained, medium-grained and coarse-grained sandstone in the cumulative thickness of oil-gas bearing reservoirs in every study well with production information. In most of the wells, the medium-grained and coarse-grained sandstones dominate the oil-gas bearing reservoirs, and only in a few wells are the hydrocarbons discharged into fine-grained sandstones. Herein, we conclude that valid reservoirs for hydrocarbon charging in our study area are dominated by medium-grained and coarse-grained sandstone. The high-yield wells are highlighted by transparent red blocks on the isochore maps of thickness percentage of medium-grained + coarse-grained sandstone (Figures 12B,D,F,H). In most of the high-yield wells, these grain size categories constitute a large percentage of the cumulative thickness. For our study area, this relation can be used as a criterion to delineate potential hydrocarbon-bearing reservoirs.
[image: Figure 14]FIGURE 14 | Histogram of the contents of fine-grained, medium-grained, and coarse-grained sandstone as a percentage of the cumulative thickness content of hydrocarbon bearing layers for the study wells.
CONCLUSION
Results of grain size analysis of modern depositional samples from river and delta environments reveal that the average grain size has a logarithmic relationship with the content of fine sediments defined as particles with a grain size lower than 0.01 mm. It demonstrates that when using linear relationship to determine the grain size and lithology, mis-estimation could occur and the rangeability of grain size would be over-estimated for fine sediments and under-estimated for coarse sediments. For subsurface sediments, the shale volume calculated using gamma ray well log is chosen to represent the content of fine sediments and to calculate the average grain size, since the value of gamma ray well log effectively reflects the content of original-deposited clay minerals. A formula was built up for the relationship between grain size and shale volume which is calculated using gamma ray logs.
Using this formula, the average grain size was calculated for all wells in the entire study interval. The results were applied for calibrating the lithological interpretation. Sandy deposits were possible to further sub-divide to fine-grained, medium-grained and coarse-gained sandstone, allowing the detailed mapping of sandstone distribution and revealing that the hydrocarbon-bearing reservoirs of our study areas are dominated by medium-grained and coarse-grained sandstone. The assessment of the grain size variation can also contribute to the reconstruction of sedimentary environments and depositional cycles. Consequently, this study suggests that the conversion of gamma ray well logs in terms of the logarithmic relationship is necessary for lithology interpretation in sandstone reservoirs.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
LC organized the work and manuscript. HJ and NQ are in charge of the data analysis and revision of the manuscript. LZ carried out the laboratory works.
FUNDING
We are grateful to the Ministry of Science and Technology of the People’s Republic of China for the funding (2016ZX05047-003) that supported this work.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
ACKNOWLEDGMENTS
We also thank Professor Zhaohua Zhou, Shi Shi, and Guangzhen Chu for the feedback during a long-term collaboration that resulted in this paper.
REFERENCES
 1. Gilbert GK, Murphy EC. The Transportation of Debris by Running Water. California: U.S. Geological Survey (1914). 
 2. Goldbery R. Use of Grain-Size Frequency Data to Interpret the Depositional Environment of the Pliocene Pleshet Formation, Beer Sheva, Israel. J Sediment Res (1980) 50:843–856. doi:10.1306/212f7b08-2b24-11d7-8648000102c1865d
 3. Purkait B, Majumdar DD. Distinguishing Different Sedimentary Facies in a Deltaic System. Sediment Geology (2014) 308:53–62. doi:10.1016/j.sedgeo.2014.05.001
 4. Wang X, Ke X. Grain-size Characteristics of the Extant Tidal Flat Sediments along the Jiangsu Coast, China. Sediment Geology (1997) 112:105–122. doi:10.1016/s0037-0738(97)00026-2
 5. Yamashita S, Nakajo T, Naruse H, Sato T. The Three-Dimensional Distribution of Sedimentary Facies and Characteristics of Sediment Grain-Size Distribution in a sandy Tidal Flat along the Kushida River Estuary, Ise Bay, central Japan. Sediment Geology (2009) 215:70–82. doi:10.1016/j.sedgeo.2009.01.002
 6. Beard DC, Weyl PK. Influence of Texture on Porosity and Permeability of Unconsolidated Sand. AAPG Bull (1973) 57. doi:10.1306/819a4272-16c5-11d7-8645000102c1865d
 7. Shepherd RG. Correlations of Permeability and Grain Size. Ground Water (1989) 27:633–638. doi:10.1111/j.1745-6584.1989.tb00476.x
 8. Mckinley JM, Atkinson PM, Lloyd CD, Ruffell AH, Worden RH. How Porosity and Permeability Vary Spatially with Grain Size, Sorting, Cement Volume, and Mineral Dissolution in Fluvial Triassic Sandstones: The Value of Geostatistics and Local Regression. J Sediment Res (2011) 81:844–858. doi:10.2110/jsr.2011.71
 9. Sanei H, Ardakani OH, Ghanizadeh A, Clarkson CR, Wood JM. Simple Petrographic Grain Size Analysis of Siltstone Reservoir Rocks: An Example from the Montney Tight Gas Reservoir (Western Canada). Fuel (2016) 166:253–257. doi:10.1016/j.fuel.2015.10.103
 10. Chen L, Ji H, Zhang L, Zhu Y, Fang Z, Patacci M. Rift Activity and Sequence Stratigraphy of the Oligocene Dongying Formation in the Nanpu Sag, Eastern China: Implications for Rift Sequence Stratigraphy in Lacustrine Basins. Geol J (2020) 55:1163–1178. doi:10.1002/gj.3490
 11. Jia H, Ji H, Wang L, Yang D, Meng P, Shi C. Tectono-sedimentary and Hydrocarbon Potential Analysis of Rift-Related Successions in the Dehui Depression, Songliao Basin, Northeastern China. Mar Pet Geology (2016) 76:262–278. doi:10.1016/j.marpetgeo.2016.05.002
 12. Lemons DR, Chan MA. Facies Architecture and Sequence Stratigraphy of fine-grained Lacustrine Deltas along the Eastern Margin of Late Pleistocene Lake Bonneville, Northern Utah and Southern Idaho. AAPG Bull (1999) 83:635–665. doi:10.1306/00aa9c14-1730-11d7-8645000102c1865d
 13. Martins-Neto MA, Catuneanu O. Rift Sequence Stratigraphy, Regional Geology and Tectonics: Phanerozoic Rift Systems and Sedimentary Basins. Elsevier (2012). p. 58–70. doi:10.1016/b978-0-444-56356-9.00003-1
 14. Paola C, Heller PL, Angevine CL. The Large-Scale Dynamics of Grain-Size Variation in Alluvial Basins, 1: Theory. Basin Res (1992) 4:73–90. doi:10.1111/j.1365-2117.1992.tb00145.x
 15. Slatt RM, Jordan DW, D’Agostino AE, Gillespie RH. Outcrop Gamma-ray Logging to Improve Understanding of Subsurface Well Log Correlations. Geol Soc Lond Spec Publications (1992) 65:3–19. doi:10.1144/gsl.sp.1992.065.01.02
 16. Krumbein WC, Pettijohn FJ. Manual of Sedimentary Petrography. New York: Appleton-Century-Croft (1938). 
 17. Saner S, Cagatay MN, Sanounah AMA. Relationships between Shale Content and Grain-Size Parameters in the Safaniya Sandstone Reservoir, NE Saudi Arabia. J Pet Geol (1996) 19:305–320. doi:10.1111/j.1747-5457.1996.tb00436.x
 18. Rider MH. The Geological Interpretation of Well Logs. 2nd ed. Sutherland: Whittles Publishing (1996). 
 19. Howell LG, Frosch A. Gamma‐ray Well‐logging. Geophysics (1939) 4:106–114. doi:10.1190/1.1440486
 20. Serra OE. Fundamentals of Well-Log Interpretation. New York: Elsevier (1984). 
 21. Atlas D. Well Longing and Interpretation Techniques: The Course for home Study. Dresser Atlas Publication, Lancaster(1982). 
 22. She FC, Wilson CJL, Worley BA. Tectonic Transition from the Songpan-Garze Fold Belt to the Sichuan Basin, South-Western China. Basin Res (2007) 7:235–253. 
 23. Wang E, Meng K, Su Z, Meng Q, Chu JJ Chen Z, et al. Block Rotation: Tectonic Response of the Sichuan basin to the Southeastward Growth of the Tibetan Plateau along the Xianshuihe‐Xiaojiang Fault. Tectonics (2014) 33:686–718. doi:10.1002/2013tc003337
 24. Zhang YN, Rong-Xi LI, Liu HQ, Zhu RJ, Zhu DM Wang N, et al. Mesozoic-Cenozoic Tectonic Uplift History of Dabashan Foreland Structure in the Northern Rim of Sichuan Basin. J Earth Sci Environ (2014) 36:230–238. 
 25. Zhu M, Chen H, Yu L, Zhou J, Yang S. Provenance of the Early Triassic in the Southwestern Sichuan Basin, Upper Yangtze, and its Implications for Tectonic Evolution. Can J Earth Sci (2018) 55:70–83. doi:10.1139/cjes-2017-0092
 26. Shi Z, Jin H, Guo C, Xie Z, ZHu Q. Member 2 Log Facies of Xujiahe Formation of Upper Triassic , Sichuan Basin. Nat gas Geosci (2008) 19:339–346. 
 27. Xu C, Gehenn J-M, Zhao D, Xie G, Teng M-K. The Fluvial and Lacustrine Sedimentary Systems and Stratigraphic Correlation in the Upper Triassic Xujiahe Formation in Sichuan Basin, China. Bulletin (2015) 99:2023–2041. doi:10.1306/07061514236
 28. Li Y, Shao L, Eriksson KA, Tong X, Gao C, Chen Z. Linked Sequence Stratigraphy and Tectonics in the Sichuan continental Foreland basin, Upper Triassic Xujiahe Formation, Southwest China. J Asian Earth Sci (2014) 88:116–136. doi:10.1016/j.jseaes.2014.02.025
 29. Cui B-L, Li X-Y. Runoff Processes in the Qinghai Lake Basin, Northeast Qinghai-Tibet Plateau, China: Insights from Stable Isotope and Hydrochemistry. Quat Int (2015) 380-381:123–132. doi:10.1016/j.quaint.2015.02.030
 30. Duan L, Liu T, Wang X, Luo Y, Wu L. Development of a Regional Regression Model for Estimating Annual Runoff in the Hailar River Basin of China. Jwarp (2010) 2:934–943. doi:10.4236/jwarp.2010.211111
 31. Surdam RC, Crossey LJ, Hagen ES, Heasler HP. Organic-inorganic and sandstone Diagenesis. AAPG Bull (1989) 73:1–23. doi:10.1306/703c9ad7-1707-11d7-8645000102c1865d
 32. Heng Y. Reservior Evaluation and Favorable Regions Prediction of Xu'er Gas Reservior in Anyue Gas Field. Chengdu Univerisity of Technology, Chengdu, Sichuan, China(2013). 
 33. Li X. Research on Sedimentary Facies and Reservoir Characteristics of Xujihe Formation in Anyue-Jianyang Area. Chengdu Univerisity of Technology, Chengdu, Sichuan, China(2015). 
 34. Zhang Y. Reservior Evaluation of Xu'er Gas Reservoir in Hechuan-Anyue Gas Field. Chengdu Univerisity of Technology, Chengdu, Sichuan, China(2009). 
 35. Sun S, Shu L, Zeng Y, Cao J, Feng Z. Porosity–permeability and Textural Heterogeneity of Reservoir Sandstones from the Lower Cretaceous Putaohua Member of Yaojia Formation, Weixing Oilfield, Songliao Basin, Northeast China. Mar Pet Geology (2007) 24: 127. doi:10.1016/j.marpetgeo.2006.10.006
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Chen, Ji, Qiu and Zhang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		BRIEF RESEARCH REPORT
published: 21 December 2021
doi: 10.3389/fphy.2021.808375


[image: image2]
A Micromechanical Anisotropic Damage Model for Brittle Rocks With Non-Associated Plastic Flow Rule Under True Triaxial Compressive Stresses
Shuangshuang Yuan1, Qizhi Zhu2, Wanlu Zhang3*, Jin Zhang2 and Lunyang Zhao4
1Electrical Engineering College, Nanjing Vocational University of Industry Technology, Nanjing, China
2Key Laboratory of Ministry of Education for Geomechanics and Embankment Engineering, Hohai University, Nanjing, China
3Guangdong Key Laboratory of Integrated Agro-environmental Pollution Control and Management, Guangdong Engineering Center of Non-point Source Pollution Prevention Technology, Guangdong Institute of Eco-environment Science and Technology, Guangzhou, China
4South China Research Institute on Geotechnical Engineering, School of Civil Engineering and Transportation, South China University of Technology, Guangzhou, China
Edited by:
Wanqing Shen, Université de Lille, France
Reviewed by:
Zihao Zhao, Shenyang Jianzhu University, China
Bingyi Li, Suzhou University of Science and Technology, China
* Correspondence: Wanlu Zhang, wl-zhang@foxmail.com
Specialty section: This article was submitted to Interdisciplinary Physics, a section of the journal Frontiers in Physics
Received: 03 November 2021
Accepted: 17 November 2021
Published: 21 December 2021
Citation: Yuan S, Zhu Q, Zhang W, Zhang J and Zhao L (2021) A Micromechanical Anisotropic Damage Model for Brittle Rocks With Non-Associated Plastic Flow Rule Under True Triaxial Compressive Stresses. Front. Phys. 9:808375. doi: 10.3389/fphy.2021.808375

A micromechanical anisotropic damage model with a non-associated plastic flow rule is developed for describing the true triaxial behaviors of brittle rocks. We combine the Eshelby’s solution to the inclusion problem with the framework of irreversible thermodynamics. The main dissipative mechanisms of inelastic deformation due to the frictional sliding and damage by microcrack propagation are strongly coupled to each other. A Coulomb-type friction criterion is formulated in terms of the local stress applied onto the microcracks as the yielding function. The back-stress term contained in this local stress plays a critical role in describing the material’s hardening/softening behaviors. With a non-associated flow rule, a potential function is involved. Some analytical analysis of the non-associated micromechanical anisotropic damage model are conducted, which are useful for the model parameters calibration. The proposed model is used to simulate the laboratory tests on Westerly granite under true triaxial stresses. Comparing the numerical simulation results provided by the models with associated/non-associated plastic flow rule and experimental results, it is clear that the proposed non-associated model gives a better prediction than the previous associated model.
Keywords: micromechanics, anisotropy, non-associated flow rule, damage, true triaxial
1 INTRODUCTION
Constitutive model and simulation of the mechanical behaviors of heterogeneous rocks under general stress conditions have a great significance on the investigation of the safety and stability of rock engineering. Since host rocks in underground engineering are most often in a true triaxial stress state, researchers have conducted many true triaxial compression tests [1–7]. In 1967, [8] firstly developed an experimental apparatus that combined torsion and triaxial compression. It provided general triaxial stress states but did not produce the conditions of homogeneous triaxial stress. Then [9, 10] implemented homogeneous triaxial stress using triaxial cells. [11] used Mogi’s cell design to fabricate a cell to test larger sample sizes. After that, [4,12] did a series of experiments on different rocks using the true triaxial loading system at the University of Wisconsin. Recently, Feng et al. [13,14] designed a novel Mogi type true triaxial testing apparatus and utilized it to obtain complete stress-strain curves of many hard Rocks.
In terms of constitutive model, a number of researchers [15–18] have developed numerical models or used commercial software to study the failure processes of rocks under polyaxial stress conditions. [19] established a damage softening statistical constitutive model with the assumption that the rock micro-unit failure obeys the Weibull random distribution under the true triaxial stress state. Through linear fitting method and elastoplastic mechanical analysis, [20] built a true triaxial constitutive model of coal rock under horizontal stress loading. At present, it is very common to use the isotropic assumption in most constitutive models. However, geomaterials, such as rocks and concrete, display stress-induced anisotropy in their mechanical properties. Considering it difficult in modeling the anisotropy, few researchers have established anisotropic theoretical models with physical meaning for simulating the true triaxial stress-strain curve of rocks.
This paper will extend the previous work [21] for modeling the true triaxial mechanical behavior of hard rocks. The micromechanical anisotropic damage model [21] has been established with an associated plastic flow rule. However, a large number of experimental and theoretical results show that a non-associated plastic flow rule must be adopted to more accurately describe the inelastic deformation of rocks. To this end, a micromechanical anisotropic damage model with a non-associated plastic flow rule will be developed, which will be used to simulate laboratory tests on Westerly granite under true triaxial stresses.
The following tensorial product notations are used throughout this paper: [image: image], [image: image], [image: image], [image: image].
2 FORMULATION OF NON-ASSOCAITED MICROMECHANICAL ANISOTROPIC DAMAMGE MODEL
In this section, a micromechanical anisotropic damage model with a non-associated plastic flow rule for brittle rocks is formulated. A representative elementary volume (REV), defined by a geometrical domain Ω and its boundary surface ∂Ω, is shown in Figure 1. The relevant REV as a matrix-inclusion system for microcracked rocks is composed of an isotropic linearly elastic matrix with a stiffness tensor [image: image] (or compliance tensor [image: image]) and a large number of randomly distributed microcracks with the elasticity tensor [image: image]. Based on the Eshelby’s solution, microcracks with a unit normal vector of [image: image] are treated as penny-shaped and microcracks with the same normal vector [image: image] are placed into the same family. The volume fraction of the rth family of microcracks is expressed as
[image: image]
where [image: image] is the number of microcracks per unit volume of all microcracks in the considered family and ar and cr denote the average radius and the half opening of the rth family of microcracks, respectively (see Figure 2). ζ = c/a ≪ 1 is defined as the aspect ratio of the microcracks; [image: image] is the microcrack density parameter initially introduced by [22] and widely used as an internal damage variable.
[image: Figure 1]FIGURE 1 | Representative elementary volume (REV) of brittle rocks.
[image: Figure 2]FIGURE 2 | A penny-shaped microcrack and its orientation angles.
2.1 Strain Decomposition
The domain occupied by a family of microcracks (with the same unit normal vector [image: image]) is denoted [image: image] and the displacements of the upper surface [image: image] and lower surface [image: image] of the microcracks are designated u+ and u−, respectively. Then, the related displacement jump between the two surfaces is expressed by [image: image]. The unilateral contact conditions on [image: image] are taken into consideration, i.e.,
[image: image]
where [image: image] and un are the normal component of the local stress tensor and the displacement jump [image: image], respectively.
The displacement discontinuity is characterized by two variables:
i) a scalar, β, representing the microcrack opening degree
[image: image]
ii) a sliding vector, [image: image], quantifying the relative sliding along the microcrack plane
[image: image]
with [image: image].
The inelastic deformation due to the displacement discontinuities [23] generated by a family of penny-shaped microcracks of normal [image: image], denoted ϵ p, takes the following general form
[image: image]
All the microcracks in the REV are discontinuities dispersed in the solid matrix. Accordingly, the total strain of REV is decomposed into two terms: an elastic part ɛe, which is the result of the deformation of the matrix phase and an inelastic part ɛp, which is due to the existence of microcracks.
[image: image]
where ɛp can be expressed by the simple sum of each family’s microcrack contribution
[image: image]
and ϱr is the weight of the rth family of microcracks.
2.2 Effective Elastic Properties and Free Energy
The Mori-Tanaka scheme [24] is taken into account within the standard linear homogenization framework, and the effective stiffness tensor [image: image] has the following general form [21]:
[image: image]
where [image: image] is the stiffness tensor of the matrix phase; [image: image] is the classical Eshelby tensor, such that [image: image] with [image: image] being the so-called fourth-order Hill tensor. It has been proved that when microcracks are open and the aspect ratio ζ tends to zero, [image: image] has an analytical expression. In this case, the effective compliance tensor of the REV is attained by the inverse of Eq. 8 and is written in the following form:
[image: image]
with [image: image] being the compliance tensor. kn and kt are two constants expressed as [image: image] and [image: image] [25]. Es and νs are the Young’s modulus and the Poisson’s ratio of the matrix, respectively. [image: image] and [image: image] are the fourth-order orientation-dependent normal and tensor operators, which are both functions of the unit normal vector [image: image]. The specific applications of [image: image] and [image: image] are described in detail in literature [26].
[image: image]
Since microcrack propagation gives rise to the degradation of the material stiffness, it is possible to define an alternative macroscopic damage variable ωr according to the relative variation of the Young’s modulus [27,28].
[image: image]
where [image: image] is the longtitudinal Young’s modulus of the matrix in the direction [image: image]. In this way, we can link the macro damage ω to the micro damage d.
Theoretical studies [29,30] have shown that [image: image] can be formulated by means of the compliance tensor [image: image] with the following expression:
[image: image]
Along with the previous work [21], for any opening/closure combination of the microcrack families, the free energy takes the general form
[image: image]
with [image: image].
2.3 Damage Criterion
The damage criterion is a function of the thermodynamic force Fd,r associated with the internal damage variable dr, which can be derived by applying the standard differentiation of the macroscopic free energy W.
[image: image]
In regards to the damage evolution law, a strain energy release rate-based damage criterion is largely adopted for all microcrack families:
[image: image]
where [image: image] represents the current resistance to further damage propagation for the rth family of microcracks. It is usually assumed that the damage resistance function should be dependent on the damage level. In order to describe the strain hardening/softening of materials induced by the microcracks’ coalescence, the following power form for [image: image] [31] is adopted:
[image: image]
where κr = dr/dc is defined as a dimensionless parameter. Physically, dc represents the critical damage values corresponding to the peak stress, and [image: image] is the maximum resistance value to the damage propagation.
When the damage criterion Eq. 15 is satisfied, the damage evolution rate is determined by using the normality rule:
[image: image]
with λd,r being a non-negative damage multiplier for the rth family of microcracks.
2.4 Friction Criterion With Non-associated Flow Rule
When microcracks are open, there is no friction effect between the microcracks. Therefore, we only consider the friction criterion for closed microcracks. The generalized Coulomb criterion is used as the yielding function to describe the friction sliding occurring along the closed microcracks. Given the macroscopic free energy in Eq. 13, the thermodynamic force associated with the local inelastic strain ϵp, denoted by the local stress σc, is deduced by the standard derivation of W with respect to ϵp:
[image: image]
where [image: image] plays a critical role in describing the materials’ hardening/softening behaviors.
At the microscopic scale, the Coulomb criterion is determined by the normal and tangential components represented by [image: image] and τc of the local stress σc:
[image: image]
where cf is the friction coefficient of the microcracks, which is related to the asperity of microcracks’ surfaces [32].
For most brittle rocks, a large number of true triaxial tests indicated that the associated plastic flow rule was generally not suitable to describe the volumetric deformation. Therefore, we propose the following plastic potential function. To be consistent, this function is similar to the friction criterion:
[image: image]
where cv is termed as the current volumetric dilation coefficient. When cv = cf, the friction function is completely consistent with the potential function. At this time, the model adopts the associated plastic flow rule.
In the classical plasticity theory, the evolution rate of the local inelastic strain εp is given by the normality rule:
[image: image]
where λp,r is a non-negative friction multiplier for the rth family of microcracks and Dn,r is served as the plastic flow direction by a second-order tensor,
[image: image]
3 MODEL PARAMETERS CALIBRATION METHOD
The proposed model only contains six material constants or model parameters, each having a clear physical meaning. Using a series of conventional triaxial compression tests under different confining pressures, the model parameters can be determined. Before discussing the model parameters calibration, some analytical analyses of the non-associated micromechanical anisotropic damage model under conventional triaxial compression are first conducted.
3.1 Analytical Expression of Peak Stress and Crack Damage Stress
Under the loading path of conventional triaxial compression, the local friction criterion (19) for the critical plane with θ = θc which satisfies the condition [image: image] has the following form [21]:
[image: image]
with [image: image] being the shear flow direction within the microcrack plane.
It is possible to define the plastic multiplier in such a way that Λp = ∫λp, then [image: image] and β can be calculated as follows:
[image: image]
By substituting Eq. 24 into Eq. 23, we can derive the following expression by defining [image: image]:
[image: image]
By combining Eqs. 14, 21, 22, the damage criterion (15) is reformulated as
[image: image]
with [image: image]. The following relation can be derived from the damage criterion (26):
[image: image]
For the critical sliding plane, the friction criterion can be expressed in terms of ξ1 and ξ2:
[image: image]
Finally, the analytical expression of peak stress can be derived as:
[image: image]
On the other hand, in the volume strain-deviatoric stress curve, the volume strain will reverse with the increase of deviatoric stress, and this point is called the volume compressibility dilatancy (C/D) transition point. A series of researches [33,34] have shown that the crack damage stress σcd is defined as the volume compressibility dilatancy (C/D) transition stress. Inspired by the strength prediction, we assume that there also exists a critical damage value dcd corresponding to σcd. On the basis of Eq. 29, the following crack damage stress can be expressed as:
[image: image]
According to the classical elastic-plastic theory, the volume strain ɛv is the sum of elastic volume strain [image: image] and plastic volume strain [image: image]:
[image: image]
By ignoring the volumetric strain generated by the confining pressure and the inelastic strain generated by the initial crack closure and using Eqs. 21, 31, the volumetric strain generated in the axial loading phase can be rewritten into the following form:
[image: image]
Inserting Eq. 27 into the above formula, the volumetric strain ϵv becomes:
[image: image]
The increment of volume strain is equal to 0 at the volume C/D transition point, i.e. [image: image]. At C/D transition point, d = dcd and κ = κcd, we can get the following characteristic equation:
[image: image]
with [image: image].
3.2 Model Parameters Calibration
With the above analytical analysis at hand, we here discuss the model parameters calibration procedure as follows:
• The means of Young’s modulus Es and Poisson’s ratio νs of can be determined using the linear part of the stress-strain curves.
• The friction coefficient cf can be obtained by comparing strength criterion Eq. 29 with the peak stress envelope.
• Parameter dc has no influence on peak strength of materials and is related to the deformation at peak strength state and the post-peak stress-strain curve. With the increase of dc, the deformation at peak strength is increasing [21].
• The parameter cv can be identified by solving Eq.30, 34. In this process, the intermediate variable ϖ must first be determined by comparing the peak stress envelope with the crack damage stress envelope.
• The critical damage resistance [image: image] can be calibrated with the analytical expression of peak stress Eq. 29 and cv.
If the associated flow rule is adopted to describe the inelastic strain of the material, there are only 5 parameters in the model. The parameters calibration method above is still available.
4 MODEL APPLICATION ON WESTERLY GRANITE
In this section, the proposed model is applied to modeling the mechanical behavior of Westerly granite subjected to true triaxial compression loading. Firstly conventional triaxial compression test results on Westerly granite conducted by [4] are adopted to determine the model parameters. With the parameters calibration method in Section 4, we obtained the associated/non-associated micromechanical anisotropic damage models parameters and listed as follows:
• Associated micromechanical anisotropic damage model parameters: Es = 68000MPa, νs = 0.21, dc = 18, cf = 1.27, [image: image].
• Non-associated micromechanical anisotropic damage model parameters: Es = 68000MPa, νs = 0.21, dc = 18, cf = 1.27, cv = 0.45, [image: image].
4.1 Numberical Simulations
With the above parameters and using the plastic-damage decoupled correction (PDDC) numerical algorithm [35], numerical simulations of assocaited/non-associated micromechanical anisotropic damage models on true triaxial comoression tests of Westerly granite are conducted.
Figure 3 shows the curves of the deviator stress [image: image] versus three principal strains from the series of tests in which the σ3 magnitude is kept at 60 MPa and σ2 is varied from 60 to 249 MPa. The numerical simulation results provided by the associated and non-associated micromechanical anisotropic damage model are compared. The dotted lines in Figure 3 are the simulated results using the associated flow rule, and the solid lines are the results with the non-associated flow rule. The comparison of the two simulated results shows the non-associated model gives a better prediction than the associated one. Besides, one can see generally a good agreement between the non-associated model’s predictions and experimental data. The proposed non-associated model presents the ability to capture the main characteristics of mechanical behavior of the rock, such as the peak stress, pressure sensitivity, transition from volumetric compaction to dilatancy.
[image: Figure 3]FIGURE 3 | Comparisons of the models’ predictions with the experimental data for the true triaxial compression tests on Westerly granite (The dotted lines are the associated model’s results and the solid lines are the non-associated model’s results). (A) intermediate principal stress σ2 = 60 MPa, (B) intermediate principal stress σ2 = 113 MPa, (C) intermediate principal stress σ2 = 180 MPa, and (D) intermediate principal stress σ2 = 249 MPa.
Figure 4 shows the damage density distribution with the different intermediate principal stress values. These 2D coupled plans [image: image] and [image: image] are subsequently approximated by the distribution function Eq. 11, which is defined on a unit sphere and centered on a material point. If o is denoted as the original point in the considered space and p is denoted as a point on the surfaces of the distribution functions, the orientation of the vector [image: image] amounts to the family of microcracks with the unit normal [image: image]. Then, the damage magnitude is evaluated by [image: image]. Theoretically, XY and XZ plans will coincide under conventional triaxial loading path (σ2 = σ3 = 60 MPa). This result is confirmed in Figure 4A. We can see that the growth of the damage in the plan XY is progressively blocked with the increase in σ2 from 60 to 249 MPa.
[image: Figure 4]FIGURE 4 | Damage distribution at the peak stresses in different intermediate principal stress compression test (A) intermediate principal stress σ2 = 60 MPa, (B) intermediate principal stress σ2 = 113 MPa, (C) intermediate principal stress σ2 = 180 MPa, and (D) intermediate principal stress σ2 = 249 MPa.
5 CONCLUSION
A new micromechanical anisotropic damage model with a non-associated plastic flow rule has been developed for describing the true triaxial compression behaviors for brittle rocks. Unlike the previous models, the potential function plays a critical role in the integration of the model. Importantly, the non-associated flow rule works quite well to describe the inelastic deformations in both the axial and lateral directions. We have discussed the model parameters calibration procedure based on some analytical analysis of the proposed model under conventional triaxial compression loading. The model has been finally applied to simulate true triaxial stress-strain curves of Westerly granite. One can see that a good agreement between the non-associated model’s predictions and the experimental data for under true triaxial compression loading path. Moreover, the non-associated model could provide a better description of true triaxial mechanical behaviors than that of our previous associated micromechanical anisotropic damage model [21].
It is worth noting that our proposed model only contains six parameters, each having a clear physical meaning. Each of the parameters can be easily identified from a series of conventional triaxial tests. We will present important extensions related to the time-dependent behaviors of brittle rocks under true triaxial compression in future work.
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The freezing-sealing pipe-roof method is a new presupporting technique, which fully combines the advantages of pipe-roof method and artificial ground-freezing method, and can adapt to the construction needs of underground projects in complex and sensitive strata. After the Gongbei Tunnel of Hong Kong–Zhuhai–Macao Bridge, this method will be applied for the first time in an underwater shallow-buried railroad tunnel, and there are still many urgent problems to be solved. In this article, based on the field situation and the preliminary design scheme, a convective heat transfer model under complex boundary conditions was first established. Then, the development of frozen wall thickness during the active freezing period was solved by numerical simulation for three different pipe filling modes, and the cloud map of temperature distribution in the whole section is analyzed. After that, the moving state of river water was characterized by different heat transfer coefficients, and the weakening effect of flow velocity on the top freezing wall was studied. Finally, six critical water sealing paths were selected, and the temperature differences of the frozen curtain were calculated. The results show that the mode with interval concrete filling can form a reliable frozen curtain within the scheduled time, whereas the nonfilling mode cannot achieve the water sealing requirement. River water has a large effect on the temperature at the boundary of jacking pipe and almost no effect on the center of the jacked pipe. It takes approximately 15 days from the frozen soil covering the pipe wall to reach the designed thickness, and the freezing effect of empty pipe lags approximately 28 days compared with that of solid pipe, which requires targeted enhancement measures in field projects.
Keywords: underwater tunnel, freeze-sealing pipe roof, temperature field, frozen curtain, freezing effect
1 INTRODUCTION
The pipe-roof (PR) method is one of the important support methods in the shallow buried excavation construction [1, 2]. It uses micropipe jacking technology to jack in steel pipes around the proposed underground building; the steel pipes are connected with locking ports and injected with waterproof materials to form a watertight underground space, and then the next step of soil reinforcement and excavation is carried out under the protection of the pipe roof [3–5]. Although the use of locking connection can ensure the construction in a water-isolated environment, it requires high precision for the jacking direction of pipe curtain. Long-distance and curved jacking construction often leads to water stop failure due to lack of precision, bringing greater construction risks [6].
The artificial ground-freezing (AGF) method, as a mature and reliable reinforcement technology, has been widely used in coal mines, tunnels, and other municipal projects [7–10]. It uses artificial refrigeration technology to freeze water in the strata and turn the natural soil into frozen soil to increase its strength and stability, whereas the closed frozen curtain acts as an enclosure structure to isolate the groundwater from the excavation works and play a role in water stopping and reinforcement [11]. Therefore, the AGF method is a very reliable choice for reinforcing the gap between adjacent jacking pipes in the PR method, and the resulting new presupport system is known as the freezing-sealing pipe-roof (FSPR) method [12].
As a brand new method, the only project currently using the FSPR method is the famous Gongbei Tunnel of the Hong Kong–Zhuhai–Macao Bridge [13, 14]. Because this project passes under an important entry/exit port, the tunnel construction requires very strict control of surface deformation, so three different types of freezing tubes are innovatively used in the FSPR system. It effectively reduces the damage to the buildings above by the frost heave and thawing settlement effect during the whole freezing process [15, 16]. Unlike this project, when FSPR method is used in shallow-buried tunnel projects under rivers, controlling surface deformation will not be the main purpose of ground presupport. As the weakening of the freezing wall by the high-temperature fluid cannot be ignored, whether a reliable water-sealing curtain can be formed during the freezing process is the first problem to be solved by the FSPR method in a water-rich environment. As there has been no literature about the same problem for FSPR at present, there are still many problems of principle and application in the stage of program demonstration.
Based on the Qinhuai Tunnel in China, which is an underwater railway tunnel to be constructed using the FSPR method for the first time at home and abroad, the critical purpose of FSPR is to reduce the impact of river and groundwater on the tunnel excavation and provide temporary water barrier. In this article, we conducted a series of research on the applicability of this method, especially considering the effect of sealing the moving river flow, to solve the technical problems of FSPR method for water-rich tunnels and provide reference for engineering design and construction.
2 BACKGROUND
2.1 Engineering Background
The Ning-Wu Railway, then called the Jiangnan Railway, was completed and operated in 1935, connecting Nanjing and Wuhu, which are two important node cities in Jiangsu and Anhui Province. It is a national railway line that undertakes important passenger and freight transportation tasks in the Yangtze River Delta in China. With the rapid development of modern society, the transportation capacity of this ancient single-track nonelectrified railway is mostly saturated, and it has been difficult to meet the needs of urbanization process. At the same time, because the existing Ning-Wu Railway turns around in the Nanjing city, blocking the smooth flow of many main roads, the noise disturbs the nearby residents at night; the progress of the reconstruction project of this railway has been attracting attention for many years.
In recent decades, with the advancement of the construction process, the railway management department and the local government have basically formed a consensus on “using the railway corridor to detour to Nanjing South Station,” which solidifies the external winding scheme of the section from Cangbo Gate Station to Guxiong Station. The rough route diagram is shown in Figure 1. After the completion of this project, it will not only greatly enhance the freight capacity and promote the adjustment of transportation system, but also will effectively improve the living environment and travel conditions of residents along the railway line.
[image: Figure 1]FIGURE 1 | Schematic diagram of Ning-Wu Railway reconstruction project.
The preliminary design plan of this route will cross under the New Qinhuai River near Nanjing South Railway Station in the form of an undercut tunnel, and the axis is oblique to the river trend, with an included angle of approximately 41°, as shown in Figure 2. As the thickness of soil covering on the top of the tunnel is very small, and the minimum value is less than 2 m, it does not have the conditions for shield construction. After comparison and selection of construction schemes, it is proposed to adopt the FSPR method as the tunnel presupport system, in which the pipe roof is conducted by jacking 26 steel pipes in sequence to form a load-bearing structure for soil excavation, and freezing tubes are arranged inside the jacking pipes to circulate low-temperature salt water to reduce the soil temperature around the steel jacking pipes. The purpose of FSPR method is to form a closed frozen soil curtain between the jacking pipes to isolate the influence of river water and groundwater on the tunnel construction. The cross section of this tunnel is shown in Figure 3, in which the 26 jacking pipes are arranged approximately in a quasi-rectangular shape along the tunnel excavation contour. The large-size jacked pipe with a diameter of 1.62 m is used as the load-bearing structure, which is also convenient for personnel and equipment to work inside.
[image: Figure 2]FIGURE 2 | Route map of tunnel underneath the Qinhuai River.
[image: Figure 3]FIGURE 3 | Tunnel cross section and recommended layout of freezing tubes.
In addition, as shown in Figure 3, the distance between adjacent jacking pipes is approximately 20 to 25 cm. The gap between adjacent jacking pipes is the main path for groundwater to enter the tunnel excavation surface, and it is also a key location for sealing water using the freezing method. In order to ensure the freezing effect here, the freezers are arranged at the two waists inside each pipe jacking, and the position of the freezing tubes is on the line connecting the centers of adjacent jacked pipes, where the distance between the pipes is the smallest. As the river flow above the tunnel has a nonnegligible weakening effect on the development of the temperature field, whether a reliable freezing wall can be formed to block the influence of groundwater still needs to be systematically studied.
3 ESTABLISHMENT OF NUMERICAL MODELS
3.1 Model Assumptions
In order to make the numerical simulation reflect complex engineering problems, certain model assumptions must be made. The assumptions made in this study mainly include the following three points:
(1) As the project has a small impact area in depth direction, it is assumed that the various layers within the calculation range of the project location are distributed horizontally and are isotropic.
(2) Three-dimensional finite element analysis requires the establishment of complex models, the number of meshes is large, and it takes a long time. Considering that the length of the freezing tube is much larger than its diameter and the axial temperature difference is extremely small, the calculation is carried out by simplifying the three-dimensional finite element model to a two-dimensional model without causing large errors.
(3) Moving water is approximately a fully developed uniform laminar flow, and the water velocity at different depths above the river bed is approximated by an average value.
3.2 Geometric Model
To study the reliability of FSPR method is to study the distribution of ground temperature in the freezing process, because temperature field is the basis of safety evaluation of the frozen curtain. In this study, a two-dimensional heat conduction model considering the full-section pipe jacking is used for calculation according to the design plan of Qinhuai Tunnel, as shown in Figure 4. A total of 26 jacking pipes are arranged in a rectangular shape, and 52 freezing pipes are arranged in a single circle inside the jacking pipe. The dimensions of the jacking pipe and freezing tube in the numerical model are consistent with the actual design scheme. In order to reduce the influence of the boundary conditions of the numerical geometric model on the calculation results during the freezing process, after preliminary calculations, the total length of the model is selected as 67.6 m, and the total height is 52.60 m. The numerical model is symmetrical in the horizontal direction. For the convenience of description, the jacking pipe passing through the top symmetry axis is marked as no. 1 jacking pipe, and the numbering of jacking pipes is 1 to 26, which are numbered clockwise, as shown in Figure 3.
[image: Figure 4]FIGURE 4 | Numerical model of full section of Qinhuai Tunnel.
The key point of sealing water using the FSPR method lies in the development of frozen soil curtain, and the analytical results show that the distribution gradient of temperature field decreases as the distance from the freezing pipe increases [15]. Therefore, in order to increase the calculation speed under the premise of satisfying the calculation accuracy, the model grid is divided according to the principle of the denser the grid area near the freezing tube (frozen soil curtain), and the sparser the grid away from the area. The grid division during the active freezing period is shown in Figure 5A, using unstructured triangle element. The region near jacking pipes and freezing tubes have higher grid densities, and the partial enlarged view is shown in Figure 5B. After a period of active freezing, a frozen soil curtain of a certain thickness will be formed around the jacking pipe. When the thickness reaches the design value, it will enter the maintenance freezing stage, and then the tunnel excavation will be carried out. Excavation construction will directly dig out part of the inner frozen soil and reduce the thickness of the frozen wall, and at the same time, the high-temperature thermal disturbance of the excavation surface will also have a greater weakening effect on the frozen wall. In order to simulate the influence of tunnel excavation, it is necessary to remove the soil mesh inside the pipe roof during this process. In this article, we focus on the water sealing performance of the underwater FSPR method during the active freezing period, without analyzing the temperature field variation during the excavation process, and only a simple schematic representation of the numerical meshing is presented here for further research reference. The grid division of the maintenance freezing stage is shown in Figure 5C.
[image: Figure 5]FIGURE 5 | Schematic diagram of the grid division of numerical model. (A): Full-section grid. (B): Enlarged view of local grid. (C): Grid after excavation.
3.3 Boundary Conditions and Model Parameters
3.3.1 Geometric Boundary
Proper selection of model boundary conditions is the key to ensuring the reliability of calculation results for numerical simulation [17]. The boundary conditions of the model studied in this article involve the temperature boundary of the freezing tubes, the boundary of the river bed, and the initial temperature boundary of the distant stratum. According to the field situation of the project, convection heat transfer conditions are set between the water and the soil, and the lower boundary of the model is set to a constant temperature of 20°C, which is safer to take this value of the initial soil temperature. Based on the symmetry of the numerical model, the left and right boundaries are set as adiabatic boundaries.
In addition, in order to study the influence of the upper Qinhuai River flow on the frozen soil curtain, considering the existence of convective heat transfer between the frozen soil and the river water, this study applies convective conditions to the river water and soil boundary and uses different heat transfer coefficient to describe the influence of moving water velocity in the following text. The preliminary calculation results show that it is appropriate to set the heat transfer coefficient between the river water and the soil at 50 J/s m2°C, and the river water temperature at 20°C, which is equal to that of initial ground soil.
3.3.2 Boundary of Freezing Tube Wall
For the temperature load on the freezing pipes, the cold capacity of the freezing tube comes from the circulating flow of the internal cryogenic liquid, so the freezing process of the soil is actually the flow of the cryogenic liquid taking away the heat in the ground soil, and the heat exchange at the freezing tube wall is actually a complicated thermal transfer process. However, relevant research shows that the convective heat transfer coefficient of the brine flowing in the freezer is large, and the thermal conductivity of frozen soil is small, which can transform the convective boundary conditions into temperature boundary conditions [18].
At the same time, in the case that the freezing tube is not very long, directly using the inlet temperature of the refrigerant as the constant temperature load on the outer wall of the freezing tube will not cause much errors [19]. Therefore, in this article, the temperature load at the freezing pipe is simplified, and the temperature load is directly applied to the freezing pipe wall without considering the influence of the brine flow in the freezing pipe, and the numerical model is calculated under this condition. Taking into account the field construction, it will take a certain time for the brine temperature to drop to −28°C. Referring to engineering experience, here it takes 7 days to change to −18°C, 11 days to −24°C, and 17 days to −28°C and then maintain this temperature. During the tunnel excavation process, the temperature load is kept at a constant temperature of −28°C during the freezing phase.
3.3.3 Freezing Point and Unfrozen Water Content
Because the thickness of the frozen pipe wall and the diameter of the frozen pipe are much smaller than the entire frozen soil curtain, the focus of the analysis is on the soil freezing process. The properties of the frozen wall are closely related to the freezing temperature of the soil, and this value varies with the salt content of the formation. In this article, referring to the test report on the physical and mechanical properties of the artificially frozen soil in the Yangtze River, the soil freezing temperature is selected as −2.1°C. The relatively low freezing point takes into account the effect of salt content in offshore strata, and this value in Nanjing area is definitely higher, which is also on the safe side for field project. Besides, unfrozen water is the source of liquid water migration in frozen soil, and it is also the main factor that affects the degree of soil particles being cemented by ice. The unfrozen water content in frozen soil maintains a dynamic equilibrium relationship with temperature; that is, as the temperature decreases, the unfrozen water content decreases, and vice versa [20]. This relationship can be expressed by the following formula:
[image: image]
where wu represents the unfrozen water content; wP represents the water content at the plastic limit (%); w0 represents the initial water content (%); A and B are constants related to the properties of the soil; Tf is the absolute value of the temperature (°C); and TP is the absolute value of the freezing temperature at the plastic limit (°C).
According to the experimentally measured freezing point and plastic limit freezing temperature, the constants A and B related to the properties of the soil can be calculated, as shown in Table 1.
TABLE 1 | Table of parameters for unfrozen water content test.
[image: Table 1]Substituting these two constants into Eq. 1 again, then the unfrozen water content at any frozen soil temperature can be calculated. The results of wu (%) at a specific temperature in this article are shown in Table 2.
TABLE 2 | Unfrozen water content at different frozen soil temperature (%).
[image: Table 2]3.3.4 ThermoPhysical Properties
The thermal conductivity of soil is a function of temperature. The thermal conductivity of frozen soil increases slightly with the decrease in negative temperature, but the rate of increase is small [21]. Thus, it is permissible to consider only the freezing and thawing state for the thermal conductivity while ignoring the effect of temperature in general engineering thermal calculations. According to the test results, when the soil temperature is positive, the thermal conductivity is 1.42 W/(mK) and 1.74 W/(mK) when the soil temperature is negative. Other related thermal physical parameters, such as steel jacking pipe, concrete (considering part of the jacking pipe filling concrete), and air, are shown in Table 3.
TABLE 3 | Thermophysical properties of materials.
[image: Table 3]4 RESULTS AND DISCUSSIONS
4.1 Freezing Effect Under Different Concrete Filling Modes
In order to improve the heat transfer efficiency between the frozen tubes and the surrounding ground, referring to the experience of filling concrete with steel pipe jacking in previous projects, this article studied the development of the freezing temperature field under three different concrete filling modes. The three filling modes are as follows: Model 1: interval filling with concrete (no. 1 jacking pipe is not filled); Model 2: interval filling with concrete (no. 1 jacking pipe filling); Model 3: no concrete filling.
Taking into account the weakening effect of the freezing effect caused by the moving water at the top of the tunnel, this article analyzed the thickness of frozen curtain at the weak location under the above three modes and draws the change graph of the curtain thickness with time as shown in Figure 6.
[image: Figure 6]FIGURE 6 | The thickness of the frozen soil curtain changes with time.
It can be seen from Figure 6 that the thickness of frozen soil around the top jacking pipe gradually increases with time in all three filling modes, and the development of the interval filling mode is better than that of the no filling mode during the entire active freezing period. Regardless of whether the no. 1 jacking pipe is filled, the development trend of the frozen soil thickness in the interval filling mode is approximately the same. In the early period of active freezing, the development speed of frozen soil thickness first increased and then slowed down, and after 45 days, the speed increases again. When frozen for 60 days, the thickness of the frozen soil reached 2 m and then gradually decreased.
Compared with the interval filling mode, the frozen soil thickness of the unfilled concrete mode only increased rapidly in the early 20 days in active freezing period, and the growth rate of the frozen thickness has been in a very slow state of development afterwards. The thickness of frozen soil in the weak area during the whole 80-day active freezing process was 0.806 m, which was not enough to reach the design index of freezing thickness.
4.2 Changes in Temperature Cloud Chart
In order to more intuitively display the development of the full-section freezing temperature field, draw a cloud map of the frozen soil curtain for the 20th, 40th, 60th, and 80th days under the three filling modes, as shown in Figures 7, 8.
[image: Figure 7]FIGURE 7 | Temperature cloud map of interval filling (take mode 1 as an example): (A) 20 days, (B) 40 days, (C) 60 days, and (D) 80 days.
[image: Figure 8]FIGURE 8 | Temperature cloud map of no filling: (A) 20 days, (B) 40 days, (C) 60 days, and (D) 80 days.
For the interval filling mode, it can be seen from Figure 7 that during the entire 80-day active freezing period, temperature distribution of the empty jacking pipe is slightly worse than that of the adjacent solid pipe, but with the extension of the freezing time, the blue area representing low temperature gradually increases near the empty pipe. After 80 days of freezing, the section of the empty pipe has been completely covered by blue area, the thickness of frozen soil between adjacent jacking pipes is almost the same as the pipe diameter, and the full section of the tunnel is wrapped by a closed frozen curtain ring to achieve the purpose of sealing groundwater.
Figure 8 shows the cloud diagram of temperature field without filling concrete. It can be seen that during the active freezing period, although the soil temperature around the pipe roof decreases, the temperature in the whole process remains above the freezing point, which is not enough to form a stable and reliable closed frozen curtain. Therefore, this mode cannot achieve the purpose of sealing water between the jacking pipes.
4.3 Influence of Moving Water Boundary
In order to analyze the influence of the river water flow above the tunnel on the freezing effect of the pipe curtain, the heat transfer coefficient between the flowing water and the surface of the river bed is used to characterize the weakening of the frozen soil curtain by different dynamic water velocities. The heat transfer coefficient is positively related to the water flow velocity, and the larger the heat transfer coefficient, the faster the river flows.
Convective conditions on the upper boundary of the model were set, and the coefficients of convective heat transfer were selected as 500, 1,000, and 2,000 J/s m2°C, respectively, according to the heat transfer indexes under the natural convection and forced convection conditions of water. The temperature curve of two characteristic points with time was plotted, namely, the center point and boundary point of no. 1 jacking pipe at the top, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | Temperature curves under different water flow speed conditions.
It can be seen from the figure that, considering the thermal disturbance of the moving water above the tunnel, the temperature distribution at the top of no. 1 jacking pipe, that is, the point closest to the moving water boundary, is much higher than the center point, with a temperature difference of approximately 5°C. At the same time, it can be found that the temperature curve at the center position of the jacking pipe still almost overlaps under the conditions of three different flow speeds of dynamic water characterized by three heat transfer coefficients, whereas the temperature curves at the upper boundary of the jacking pipe deviate, and the magnitude of deviation varies with the extension of the freezing time increases. This indicates that the river water velocity above the tunnel has little effect on the internal temperature field distribution of the jacking pipe, whereas it has a greater effect on the temperature near the pipe boundary.
4.4 Frozen Soil Thickness of Critical Path for Sealing Water
Taking the interval filling mode 1 as the object of analysis, six critical water sealing paths as shown in Figure 10 were selected for the study of frozen curtain thickness according to the temperature cloud of the unfilled no. 1 jacking pipe.
[image: Figure 10]FIGURE 10 | Schematic diagram of six critical paths of frozen curtain.
As mentioned before, the distribution of temperature field in the active freezing stage can be obtained after numerical calculation. Based on the previous engineering experience and the possible design thickness of this project, the research nodes are set as follows: the thickness of the frozen curtain reaches 1.61 m (i.e., just flush with the top pipe); the thickness of the frozen soil curtain reaches 2.0 m. For mode 1 with spaced-fill concrete, the temperature clouds for each critical calculation path when the frozen soil thickness reaches these two nodes mentioned previously are shown in Figures 11, 12.
[image: Figure 11]FIGURE 11 | Temperature clouds when the thickness reaches 1.61 m for each path: (A) Path 1, (B) Path 2, (C) Path 3, (D) Path 4, (E) Path 5, (F) Path 6.
[image: Figure 12]FIGURE 12 | Temperature clouds when the thickness reaches 2.0 m for each path: (A) Path 1, (B) Path 2, (C) Path 3, (D) Path 4, (E) Path 5, (F) Path 6.
In order to visually quantify the development of the frozen soil on different paths, the relationship between freezing time and frozen curtain thickness was extracted from the numerical calculation results, and the time to reach two different thickness indicators in each path direction and the corresponding time difference results are shown in Table 4.
TABLE 4 | Relationship between freezing time and thickness of frozen curtain.
[image: Table 4]From the results in the Table 4, it can be seen that the freezing arrangement of no. 1 pipe filling concrete can fully achieve the required effective frost curtain thickness with the aforementioned model parameters, and the time difference from the frozen soil covering the pipe wall to the design thickness is approximately 15 days. In addition, the time required to reach the same frozen curtain thickness is approximately 28 days faster for a concrete-filled pipe than for an empty pipe. In order to reduce the difference in the properties of the local frost curtain and to shorten the time difference between the solid top pipe and the empty pipe to reach the same thickness, specific insulation treatment must be applied to the empty top pipe to enhance the freezing effect in the field construction process.
5 CONCLUSION
Combined with the practical situation of the FSPR method applied in the railway tunnel under the New Qinhuai River, based on two-dimensional full-section finite element numerical model, we can conclude that under the influence of river moving water, the scheme of using the concrete filling at intervals can form a reliable freezing and sealing curtain within the designed time. The river moving water has a large influence on the boundary temperature of the top jacking pipe, and in order to ensure that the thickness of the top frozen curtain reaches the target index, the freezing pipe temperature in this area can be reduced appropriately. Freezing effect of jacking pipe without filling concrete has a certain gap compared with the solid pipe, so it is necessary to insulate the empty pipe to achieve local strengthening in the field project.
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Since water storage, earthquakes occurred in Badong County, Hubei Province, accounted for as much as one-third of the strong earthquakes in the Three Gorges Reservoir area. For example, the MS5.1 earthquake occurred in December 2013 near the Gaoqiao fault in Badong County. The earthquake time, magnitude, and location analysis showed that reservoir earthquakes in this area exhibited some characteristics, such as periodicity, migration, and deep extension. Based on the regional stratum lithology and structural characteristics, this paper designed a curved joint on a small scale to simulate the structural morphology of the Gaoqiao fault and carried out triaxial compression tests under different immersion times to analyze the morphological parameters of the joint surface. The results showed that topological parameters such as root mean square height (Sq), arithmetic average height (Sa), reverse load area ratio (Smc), and minimum autocorrelation length (Sal) could effectively characterize the degree of damage and deterioration of curved joints. The test privides a reference for analyzing the evolution law of the seismic characteristics of the reservoir.
Keywords: reservoir earthquake, curved joints, seismic laws, three-dimensional shape parameters, mechanical properties
INTRODUCTION
In the construction of engineering activities, such as reservoirs and energy exploitation, human beings found the induced earthquakes [1] and began to study their temporal and spatial distribution [2–5], regional lithology [6–8], and dynamic response [9].
Reservoir earthquake is a geological phenomenon with complex seismic geology, long duration, and varying damage degrees. The mechanism of the reservoir earthquake has not been fully studied so far. Reservoir earthquake is also one of the special problems in the large-scale development and utilization of water resources. For high dams and large reservoirs, moderate or large earthquakes may cause damage to hydraulic structures and losses of personnel and property. So far, the M6.3 Koyna earthquake that occurred on December 10, 1967, has been the largest and the most destructive reservoir-triggered earthquake [10]. The earthquake caused about 200 deaths, 1,500 injuries and left thousands homeless. More than 300 M ≥ 3 earthquakes occurred in the Koyna Dam reservoir area from 1963 to 1995. In terms of the probability of occurrence, not all reservoirs will necessarily have a reservoir earthquake after establishment. The seismicity includes the increase in seismic activity after water storage [11], weakening [12], periodic changes, changes during an earthquake [13], etc.
Harsh K. Gupta et al. [14] found that some large reservoirs did not trigger earthquakes, while some small reservoirs caused obvious seismic activity. They believe that geology and structure may be important factors in determining the potential earthquake of a reservoir. Talwani [15] used improved positioning parameters to analyze multiple earthquakes in the Koyna area and inferred that seismogenic blocks were under several fluid-filled fracture zones. Seismic activity occurred westward in the Koyna River Fault Zone (KRFZ) and eastward in the northeast-south-south Patan fault. The northwest-southeast rupture that separates the area between the KRFZ and Patan faults may be the channel that extends from the near-surface to the depth of the earthquake source, allowing the penetration of fluid into the depth of the earthquake source. Therefore, the special geological structure is one of the factors that must be considered in the seismic research of reservoirs.
The Three Gorges Project is the largest water conservancy project in China. The earthquake monitoring in the Three Gorges Reservoir area began in 1954. Based on the monitoring data, the largest earthquake in the reservoir area before the dam impoundment was the Ms5.1 earthquake in Longhuiguan, Zigui County in 1979. According to the “Ecology and Environmental Monitoring Bulletin of the Three Gorges Project on the Yangtze River” (1996–2017) issued by the Ministry of Environmental Protection over the years, earthquakes in the reservoir area are mainly distributed in Badong County, Zigui County, Hubei Province, and Wushan County, Chongqing City. Many scholars [16–19] believe that the earthquake that occurred in Badong County, Hubei Province, is inextricably linked to the special geological structure of the area, especially the Gaoqiao fault.
At present, seismic research on special geological structures still focuses on seismic parameter research [20], with little consideration of the special shape of the structure [21]. The existing literature [22–24] on jointed rock masses mainly studies the influence of geometric parameters, including the inclination angle [25], length, and connectivity rate [26], on the mechanical properties of rock masses. There are few joint studies on the inclination angle changes. In this paper, the listric fault structure of the Gaoqiao fault was simplified as a curved joint in the rock sample. Long-term soaking was carried out for the limestone in the seismic area of the reservoir, and triaxial compression tests considering the water pressure of the fissure were carried out to study the morphological characteristics of the joint surface. Combined with the temporal and spatial laws of reservoir earthquakes, the mechanism of triggering earthquakes was analyzed. The results indicated that the changes in the morphological characteristics of the joint surfaces could explain the seismic laws of the reservoir in the listric fault structure area.
SEISMIC LAW OF BADONG SECTION IN THREE GORGES RESERVOIR AREA
According to the statistics of the “Operation Record of the Three Gorges Project on the Yangtze River” released by the Yangtze Three Gorges Group, from the beginning of water storage in 2003 to the maximum water level in 2009, the number of earthquakes in the Three Gorges reservoir area has reached tens of thousands. Earthquakes in the reservoir area are mainly manifested in weak earthquakes, slight earthquakes, and extremely small earthquakes, and individual earthquakes have reached the level of moderate to strong earthquakes. Due to artificial earthquakes and the loss of some seismic data before 2009, this article mainly analyzed earthquakes with a magnitude greater than 1 in Badong County from 2009 to 2020.
Periodic
The number of earthquakes from 2009 to 2020 is listed in Figure 1. At the initial stage of the 175 m testing impoundment from 2009 to 2010, the number of earthquakes in the reservoir increased rapidly, forming the first peak after impoundment. From 2011 to 2013, the number of earthquakes in the reservoir declined, entering a period of relative calm. From the end of 2013 to the end of 2014, the number of earthquakes in the reservoir increased again, and the intensity was weaker than that from 2009 to 2010. From 2015 to mid-2017, the reservoir earthquake entered a relatively quiet period once again. From mid-2017 to 2018, the number of reservoir earthquakes rebounded again, entering a relatively active period. The average time of the relative active period is 2 years, and the average time of the relatively quiet period is 3 years.
[image: Figure 1]FIGURE 1 | Seismic law of Badong Reservoir in the Three Gorges Reservoir area.
Migration
In order to clearly illustrate the movement of the epicenter, Figure 1 only shows the epicenter location of the reservoir earthquake from 2009 to 2011. Most earthquakes are located on both sides of the Gaoqiao fault north of the Yangtze River. Although the earthquake distribution has been concentrated and mostly near the Gaoqiao fault during the relatively active period of reservoir earthquakes from 2009 to 2010, the trend of the epicenter moving to the periphery is obvious.
Extension Downward
The focal depth of the reservoir earthquake is mainly concentrated in 3–10 km, indicating that the rupture distribution area in the formation is relatively concentrated. Since 2016, the maximum depth of the seismic source has shown an increasing trend (Figure 1). From 2016 to 2020, many earthquakes with a depth of about 20 km have occurred in the reservoir area, indicating that the scope of influence of the reservoir water is extending to the deep crust.
EXPERIMENT METHOD
Since the Three Gorges reservoir area began to store water in 2003, the number of earthquakes in the Badong Reservoir of the Three Gorges Reservoir area has increased significantly. The occurrence of earthquakes is closely related to the water level, the water storage period [27], and the special geological structure of the Gaoqiao fault. This article generalized the Gaoqiao fault and strata into limestone samples with variable dip angle joints and soaked them for different lengths of time in advance to simulate the immersion effect of reservoir water on the strata in the reservoir area. According to the characteristics of water level change, the water level is divided into four periods: high water level period (from December to February of the next year), water level descending period (from March to May), low water level period (from June to August) and water level rising period (from September to November). The average time of each period is 90 days, the maximum immersion time is set to 90 days. After the immersion, fracture water pressure was applied to the joint surface. A triaxial compression test was carried out to simulate the mechanical response of the fault under the long-term action of reservoir water, and the correlation between the fault and the macro-seismic law was analyzed through the variation of topographic parameters on the joint surface. The characteristics of the sample and the test process are shown in Figure 2. Because different positions of the joint surface have different forces during the test, the root mean square height (Sq), arithmetic average height (Sa), and reverse load has been selected for the joints in this article. The main analysis parameters are the area ratio (Smc) and the minimum autocorrelation length (Sal). The Sq represents The standard deviation of the height distribution, or RMS surface roughness for computing the standard deviation for the amplitudes of the surface. The Sa represents the mean surface roughness. The Smc represents the height c at which a given areal material ratio p is satisfied. The height is calculated from the mean surface. The Sal represents the horizontal distance of the autocorrelation function (tx, ty) has the fastest decay to a specified value s (0 < s < 1). The default value for s in the software is 0.2. This parameter indicates the content of the wavelength on the surface. A high value indicates that the surface has mainly high wavelengths (low frequencies). The change rates of the topography parameters of the concave and convex surfaces in the joint were considered. Among them, the Sq, Sa, Smc, and Sal characterize the degree of discrete change in the height of each point on the joint surface before and after the test, the change in the average height of each point in the defined area, the smoothness change of the joint surface before and after the test, and the offset degree of the upper and lower part of the joint surface before and after the test, respectively.
[image: Figure 2]FIGURE 2 | Schematic diagram of sample and test process.
The test procedure was as follows. The rock sample in the saturated state was selected to implement different soaking conditions, including non-soaking, soaking for 10 days, soaking for 30 days, soaking for 60 days, and soaking for 90 days. According to the self-weight stress of the rock masses in the study area, the initial axial pressure and confining pressure in the triaxial test was selected to be 100 and 50 MPa, respectively. After the initial stress was applied, different water pressures (0 MPa, 20 MPa) were applied to the fracture surface through the permeable holes at the bottom of the rock sample. The water pressure remained unchanged after a period of time, and the axial pressure continued until the specimen was broken. In the test, the axial pressure loading rate was 2 MPa/min, the confining pressure loading rate was 1 MPa/min, and the hydraulic loading rate was 1 MPa/min. When the water pressure reached the predetermined value, the water pressure was maintained for 30 min to ensure that the water pressure was evenly distributed on the fracture surface.
ANALYSIS OF TEST RESULTS
The influence of soaking time on the strength of jointed rock samples under different pore water pressures is shown in Figure 3. In the rock samples with different pore water pressures and different immersion time, the triaxial compressive strength fluctuates to different degrees. The comparison of different working conditions (not applying fracture water pressure after immersion and applying 20 MPa fracture water pressure) showed a similar variation of the compressive strength of the sample. From 0 to 10 days of soaking, the compressive strength increases first, then decreases. Among them, the strength of the rock sample is the highest at 10-day soaking. From 10 to 30 days of soaking, the compressive strength decreases. From soaking for 30–90 days, the triaxial compressive strength increases again.
[image: Figure 3]FIGURE 3 | Triaxial compressive strength and joint concave surface change with immersion time.
When the immersion time is 10 days, the tiny pores on the surface of the rock sample are saturated with water due to adsorption. When the rock sample is compressed, the bearing capacity of the pores is greatly enhanced. Due to the short immersion time, there is no significant connection between the pores due to water-rock chemistry, and the strength of the rock sample is increased. When the immersion time is 30 days, micro-cracks that expand inward due to water-rock chemistry between the pores will promote the interconnection of the micro-pores in the rock sample, increase the stress concentration point, and ultimately reduce the strength. After immersion for 60 days or 90 days, the softening effect of water on the rock sample becomes prominent. During the loading process, the passage between the pores will be closed so that the saturated pores can bear the load, which increases strength. Figure 3 shows that the failure form on the joint surface is related to the triaxial compressive strength. When the strength is lower, the number of cracks on the joint surface is more and cracks are distributed closer to the center of the sample. When the strength is higher, the number of cracks on the joint surface is less, and cracks are distributed closer to the edge of the specimen. The results shows that the increase of the immersion time has a non-uniform influence on the strength and failure morphology of the sample.
Correlation Between Test Results and Earthquake Laws
The number of earthquakes in the reservoir in Figure 1 shows a trend of periodic change and decreasing volatility with time, which is highly similar to the trend of the triaxial compressive strength of the sample with the immersion time. This phenomenon shows that the bearing capacity of the stratum within the influence of the reservoir does not change monotonously under immersion. When the bearing capacity is strong, the possibility of earthquakes is reduced. When the bearing capacity of the stratum is small, the possibility of earthquakes increases.
The distribution of cracks of the sample after immersion for 90 days (Figure 3) and the phenomenon that the concave surface is more damaged than the convex surface in the analysis of the morphological parameter change rate show that the footwall of the fault is more likely to produce horizontal and downward cracks when an earthquake occurs. A new reservoir underwater seepage channel has been formed, which macroscopically manifested as the migration of earthquakes.
Figure 4 shows the change rate of joint surface morphology parameters under different immersion time and fracture water pressures (0 and 20 MPa). The data of Figure 4 have been added in the Supplementary Material. When the immersion time is 0 and 90 days, the change rate of the parameters on the joint surface of the sample is low. When the immersion time is 10, 30, and 60 days, the change rate of the morphology parameters is large, indicating that the local deterioration of the joint surface is more obvious. Among them, the change rate of morphology parameters under the condition of fracture water pressure of 20 MPa is lower than that under the condition of fracture water pressure of 0 MPa. In the initial stage of water storage, the fault that occurred during the earthquake has the strongest degree of non-uniformity and the largest number of earthquakes. In the mid-term of water storage, local degradation occurs on the fault plane of the earthquake, and the number of earthquakes decreases slightly. In the late stage of water storage, the degree of degradation of the rock mass on the seismogenic fault plane is relatively uniform, and the number of earthquakes is correspondingly reduced.
[image: Figure 4]FIGURE 4 | The change rate of joint surface morphology parameters under different immersion time and fracture water pressure conditions.
CONCLUSION
Based on the seismic data of the reservoir since the impoundment of the Three Gorges Reservoir, the periodicity, horizontality, and downward migration of earthquakes are analyzed. Rock samples with curved joints are used to simulate special geological structures. By applying different fracture water pressures and different immersion times, The time-effect of water storage on the earthquake-generating fault is simulated. The test results can better explain the earthquake occurrence law of the reservoir earthquake. The conclusions are as follows:
1) Earthquakes in the Badong section of the Three Gorges Reservoir area are periodic and horizontal and tend to migrate to the depths. It is feasible to simulate special geological structures in rock samples and study the influence of reservoir water on seismogenic faults through indoor triaxial compression tests.
2) The study of morphological parameters on curved joints shows that the influence of immersion time on rock strength is non-linear, and the strength changes periodically, but the fluctuations weaken in a short period of time. Large fracture water pressure can reduce the anisotropy on the joint surface, which shows that the change rate of morphology parameters is relatively low.
3) Seismic faults have the largest anisotropy in the initial stage of reservoir immersion, and the number of earthquakes is the largest. The local degradation of the seismogenic fault is constantly changing over the immersion time, and the number of seismogenesis presents a certain periodicity. When the reservoir water is immersed for a certain period of time, the degree of degradation of the earthquake-producing fault will be more uniform, and the number of earthquakes will be decreased.
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Calcium carbonate precipitation and crystallization induced by urease enzyme to solidify soil is known as biocement technology. The uses of waste and cheap materials can make this technology more cost-effective and practical for applications. In this study, calcium ions were obtained by dissolving waste concretes in acidic liquid. Sand columns were treated by enzyme-induced carbonate precipitation (EICP) with either concrete-extracted calcium or reagent calcium for comparison. Compressive strengths, calcium carbonate contents, and microscopic analysis on the treated sand were carried out. It was found that the compressive strength of the former could reach 833 kPa in the dry state and 204 kPa in the wet state after 5 times of EICP treatment, both of which were higher than that of the latter. The calcium carbonate contents could reach 2–3% after 3–5 times of treatment. Based on the scanning electron microscope (SEM) and X-ray diffractometer (XRD) analyses, the crystal type of calcium carbonate produced in sand was calcite. The comparative results showed that the treatment effect using concrete-extracted calcium was similar or better than that using reagent calcium.
Keywords: waste concrete, calcium ion, enzyme-induced carbonate precipitation (EICP), compressive strength, calcium carbonate content
1 INTRODUCTION
Calcium carbonate precipitation induced by the microbial ureolytic process can be utilized as an engineering tool for soil solidification [1–3]. The microbial ureolytic process can be catalyzed by either ureolytic bacteria or urease enzyme, which is named microbial-induced carbonate precipitation (MICP) and enzyme-induced carbonate precipitation (EICP) [4, 5]. MICP or EICP for soil cementation, or biocement technology, usually requires large amounts of calcium chloride as the calcium source. However, the cost of calcium chloride is relatively high [6]. Therefore, much research has been conducted in order to find alternative calcium sources [7, 8]. Some researchers have studied the feasibility of replacing calcium chloride with soluble calcium sources from domestic waste [9, 10]. Choi et al. [9] mixed eggshells and vinegar to obtain soluble calcium sources for sand treatment. The results showed that using eggshells as the calcium source for MICP treatment had roughly the same effects compared with that using reagent calcium chloride.
The annual production of urban construction waste in China has exceeded 2 billion tons in recent years. The main component is waste concrete blocks, accounting for 47% of construction wastes [11]. Most of these waste concretes are directly landfilled or randomly deposited [12]. These waste concretes not only occupy large amounts of land but also are difficult to degrade and easily cause secondary pollution. Therefore, it is crucial to find new treatment methods that combine waste resource utilizations with environmental protections. This study proposed a new method of using waste concrete to produce calcium ions for the biocement technology. This method allows for the secondary use of waste concrete and, at the same time, reduces the cost of the calcium source. Sand samples were treated by using the EICP method with either concrete-extracted calcium or reagent calcium chloride. The treatment effects were assessed by compressive strength tests, calcium carbonate content determinations, and microscopic analyses.
2 EXPERIMENTAL MATERIALS AND METHODS
2.1 Experimental Materials
2.1.1 Soybean Urease
The extraction of crude urease from soybean was carried out as follows [13]: Dry soybeans purchased from the market were ground into powder using a grinder. The soybean powder was dissolved in deionized water at a solid-to-liquid ratio of 1:25. The mixed solution was stirred evenly using a magnetic stirrer. The soybean powder solution was centrifuged at 4°C and 3,000 rpm for 15 min. The clean supernatant obtained in this way had relatively high urease activity and was used for soil treatment. The activity of soybean urease solution was 6.66 mM/min, and the initial pH value was 6.77 at room temperature.
2.1.2 Experimental Sand
The sand is China ISO standard sand. The particle size is divided into three levels such as coarse sand (1.0–2.0 mm), medium sand (0.50–1.0 mm), and fine sand (0.08–0.50 mm). The specific gravity is 2.65. The maximum void ratio is 0.704, and the void porosity ratio is 0.368.
2.1.3 Cementation Solution
Two kinds of cementation solution were used in the experiment: one was a mixture of equimolar concrete-extracted calcium and urea, and the other was a mixture of equimolar reagent calcium chloride and urea of the same concentration. Waste concrete was dissolved in hydrochloric acid to obtain calcium ions. Hydrochloric acid was of industrial grade and contained 31.0% HCl. In addition to the industrial acid used in this study, the biological method can be considered to produce acid in the future [14]. Although it is not within the scope of this study, this scheme can be tried in the future to further save costs. Waste concrete was concrete blocks of different sizes obtained from the demolition of engineering construction. The concrete was crushed using a grinder and sieved with a standard geotechnical sieve of 1 mm. According to XRF (AXIOS X-ray fluorescence spectrometer in Panakow, the Netherlands), the oxide composition of concrete was determined, and the main components were SiO2 and CaO. The concrete blocks obtained from the demolition of the project were exposed to air for a long time, and most of them turned into calcium carbonate gradually. Therefore, the process of obtaining calcium ions from waste concretes using HCl can be expressed as Eq. 1:
[image: image]
In order to obtain the optimal concentration of calcium ion solution, concrete was mixed with 2 M hydrochloric acid. The solid-to-liquid ratio was taken as a variable (1:2, 1:4, 1:6, 1:8), and other factors were kept unchanged. After the reaction, the main component was SiO2, which could be used as roadbed filler. The calcium ion concentration was measured using the EDTA titration method [15]. The results showed that the mixed solution of 1:2 solid-to-liquid ratio produced the highest concentration of calcium ion, which was 0.805 M. The pH of the calcium ion solution was adjusted to 6.5–7.0 with 1 M sodium hydroxide, and the calcium ion solution was centrifuged at 3,000 rpm for 15 min. The supernatant liquid after centrifugation was concrete-extracted calcium, with a concentration of 0.48 M. The subsequent experiments were based on the concrete-extracted calcium.
2.2 Sand Treatment
Sand columns (100 mm in height and 50 mm in diameter) with around 40% relative density were prepared for the treatment tests. The sand columns were prepared in plexiglass pipes as molds. The pore volume of a sand sample was about 70 ml. A geotextile was placed at each end of the sand column as a filter. A peristaltic pump was used to drip soybean urease solution and cementation solution into the sand columns.
The sand treatment procedure was as follows: 1) Dripping the sand specimen with 70 ml of soybean urease solution using a peristaltic pump and leaving for 3 h. 2) Dripping the sand specimen with 70 ml of cementation solution using a peristaltic pump and leaving for 20 h. 3) Repeating steps 1) and 2) for 3–5 times. The entire treatment time took around 24 h. The pumping rate was controlled at 2 ml/min during the treatment.
2.3 Experimental Design
In order to investigate the feasibility of using concrete-extracted calcium for biocement technology, sand columns were treated 3–5 times by using the EICP method with either concrete-extracted calcium or reagent calcium chloride for comparison. The test arrangement and the parameters are shown in Table 1. Compressive strength tests, calcium carbonate content determinations, and microscopic analyses on the treated sand were carried out.
TABLE 1 | Sand sample parameters of different influencing factors.
[image: Table 1]2.4 Measurement Methods
2.4.1 Compressive Strength Tests
The compressive strengths of the treated sand specimens at both the dry and wet states were measured by the unconfined compressive strength test [6]. The unconfined compressive strength test was carried out with the TKA-FWS-1 automatic multi-functional unconfined compressive strength test system (Nanjing Teco Technology Co., LTD.). The sand specimens were rinsed with deionized water for several times to remove the remaining soluble salt. For the test of dry strength, the sand specimens were dried in a 60°C oven for 48 h and cooled naturally to room temperature. For the test of wet strength, the sand specimens were immersed in deionized water at room temperature for 24 h. Before loading, both ends of the specimens were flattened and lubricated. The loading rate of axial displacement in the test was controlled at 1 mm/min. All the data were automatically recorded using a computer system.
2.4.2 CaCO3 Content Determinations
All the sand samples were dried after the compressive strength test. A small amount of sand (around 2 g each) was taken from the top, middle, and bottom of each sand samples. The small amount sand was separated into two portions and was dissolved in 50 ml of 2 M hydrochloric acid standard solution and deionized water, respectively. After the calcium carbonate reaction was sufficient and no more bubbles were produced, the content of calcium carbonate was determined by using the EDTA titration method [15]. The percentage content of calcium carbonate was calculated according to Eq. 2:
[image: image]
where ω is the percentage content of calcium carbonate; ca and cw are the calcium carbonate content of sample dissolved in acid and water, respectively, mg/L; Va and Vw are the volume of acid and water, respectively, ml; and m is the sample mass, g.
2.4.3 Microscopic Analysis
After the compressive strength tests, material pieces were collected for microscopic analysis. The microstructure was observed by using a scanning electron microscope (SEM), and the crystal types were analyzed using an X-ray diffractometer (XRD). The SEM test was carried out with an FEI Quanta 25 field emission scanning electron microscope. The XRD test was carried out with a Bruker D8 advance, instrument with a scanning angle of 5–90° at a rate of 5° per minute.
3 TEST RESULTS
3.1 Compressive Strength
The stress–strain curves of the sand specimens in the dry and wet states are shown in Figure 1. It can be seen that stresses of all specimens decrease rapidly after reaching the peak values. With the increase in treatment times, the peak value of the axial stress in each specimen increased.
[image: Figure 1]FIGURE 1 | Stress–strain curve for sand column under compressive strength. (A) Dry sand treated by the EICP; (B) Wet sand treated by the EICP. E represents enzyme-induced carbonate precipitation (EICP), C represents calcium ion solution extracted from concrete, R represents calcium chloride solution and the numbers represent the number of treatment.
Figure 2 shows the compressive strength and average calcium carbonate content of sand column treated with the EICP process for different times with different calcium sources. Overall, both dry and wet strengths increased with the increase in treatment times. The dry strength of sand treated 5 times was 3- to 4-fold higher than that treated 3 times. The wet strength of sand treated 5 times was twice higher than that treated 3 times. Between the sand specimens treated with concrete-extracted calcium and reagent calcium, there was no significant difference in dry strengths after three and four treatments, and the dry strength of the former was greater than that of the latter at 5 times of treatments. The wet strength of both types of specimens was relatively low compared with the dry state. The dry strength of the former could reach 833 kPa, and the wet strength could reach 204 kPa after 5 times of treatments. In general, sand specimens treated with concrete-extracted calcium and reagent calcium had no significant difference in strength at both the dry and wet states.
[image: Figure 2]FIGURE 2 | Compressive strength and calcium carbonate content of sand column with different treatment methods and times.
3.2 CaCO3 Content
As can be seen in Figure 2, the calcium carbonate contents were in the range of 2–3% and increased roughly with more treatment times. There was no significant difference in calcium carbonate contents between the specimens treated with concrete-extracted calcium and reagent calcium. The relationship between the treatment times and calcium carbonate contents implied that the treatment efficiency (i.e., calcium carbonate produced in each treatment) reduced with more treatment times. It could be due to the decreasing permeability with more treatment times. It could also be found that the compressive strength of the specimen was positively correlated with the amount of calcium carbonate generated.
3.3 Microscopic Analysis
Figure 3 is the XRD and SEM images of untreated sand and sand treated with different calcium sources. As can be seen from the XRD image (Figure 3A), the untreated sand was purely quartz, and treated specimens were quartz and calcite. However, minerals formed by elements such as Al and Mg in concrete are not shown in the figure due to their low content. There are several crystal forms of calcium carbonate such as calcite, vaterite, and aragonite [16]. Calcite is the most stable form of calcium carbonate and is found to be the dominating form when produced in the MICP process. The results in this study also proved that when using the concrete extract as the calcium source in the EICP process, the produced calcium carbonate was also calcite. The calcium carbonate produced from concrete-extracted calcium (Figure 3B) was mostly spherical aggregates formed by spherical or triangular pyramidal aggregates, and a small part was small individual spheres. The calcium carbonate produced from reagent calcium chloride (Figure 3C) was mostly clumped aggregates formed by irregular polyhedral blocks, and a small part was small individual blocks.
[image: Figure 3]FIGURE 3 | XRD and SEM images of sand treated with different calcium sources. (A) XRD patterns of sand with different treatment methods; (B) SEM image of EC-5; (C) SEM image of ER-5. E represents enzyme-induced carbonate precipitation (EICP), C represents calcium ion solution extracted from concrete, R represents calcium chloride solution and 5 represents the number of treatment.
3.4 Cost Analysis
According to the current market price, the material cost of treating 1 m³ sand with concrete-extracted calcium is around 255 CNY. The material cost of treating 1 m³ sand with reagent calcium chloride is around 340 CNY. However, the costs mentioned here are based on the market prices in 2021 in China and may vary over time and regions.
4 CONCLUSION
In this study, a new method of using waste concrete for EICP sand treatment is proposed. The concrete-extracted calcium and reagent chloride solution are used to treat sand columns, respectively. The treated sand specimens are assessed by compressive strength tests, calcium carbonate content determinations, and microstructure analyses. The main conclusions are as follows:
(1) The compressive strength of the sand column treated by concrete-extracted calcium and reagent calcium chloride has no significant difference in both dry and wet states, indicating the effectiveness of using waste concrete for calcium extraction and the EICP treatment.
(2) The calcium carbonate contents treated by using the EICP method with concrete extracted calcium after 3–5 times are in the range of 2–3%. There is no significant difference in the calcium carbonate contents between the specimens treated with concrete-extracted calcium and calcium chloride.
(3) The calcium carbonate crystal produced from concrete-extracted calcium in the sand treatment process is calcite, which is the most stable form of calcium carbonate.
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This work provides a three-dimensional discrete element simulation (DEM) model to study the air sparging technology. The simulations have taken into account the multi-phases of bubble (gas) - fluid (water) - soil (solid) particles. Bubbles are treated as discrete individual particles, with buoyancy and drag forces applied to bubbles and soil particles. The trajectory of each discrete bubble particle can be tracked using the discrete element model. It is found that the diffusion of the whole bubble is inverted conical though the motion behavior of a single bubble particle is random. Furthermore, the distribution of the radius of influence (ROI) is not uniform. The bubbles become more concentrated as in the center of the inverted cone. The number of bubbles dissipated from the water surface is normally distributed. The DEM simulation is a novel approach to studying air sparging technology that can provide us a deeper insight into bubble migration at the microscopic level.
Keywords: DEM, multi-phases, air sparging, bubbles, normal distribution
1 INTRODUCTION
As human society evolves and the city scale expands, researchers are becoming more interested in environmental restoration and reuse of contaminated sites, owing to the increasing value of environmental protection and land re-utilization. In-situ remediation technology can repair contaminated soil without transporting them for remediation. Air sparging is one of the most efficient in-situ remediation strategies for the treatment of volatile organic contaminants (VOCs) among the numerous in-situ remediation technologies available. VOCs in soil pores are volatile, dissolved, adsorbed, and free, making it challenging to remove them by conventional methods. The air sparging method injects high-pressure gas into the soil, forcing VOCs to escape when the gas rises to the ground surface.
Air sparging is extremely complex since the motion of a huge number of air bubbles is chaotic. Understanding the mechanics of air flows under sparging conditions is conducive to the efficiency improvement of air sparging technology. For this purpose, laboratory tests in transparent tanks [1] or by colorimetric visualization methods using iron filings [2] have been performed. Marley et al. [3] indicated that air bubbles generated by the injection of air into the aquifer moved horizontally and vertically through the groundwater. Peterson et al. [2] observed “chamber flow” in the form of air bubbles or channels in fine to very fine-grained sands (grain diameter[image: image]0.21 mm). However, the trajectory of bubbles is still the bone of contention in academia. Most researchers focused on the macroscopic motion of the entire bubble system, but one of the major research topics of this paper, the migration pathway of bubbles in a microscopic view received little attention. The radius of influence (ROI) is an important parameter in the design of an air sparging system. The determination of ROI can significantly enhance the efficiency of air sparging [4]. The air distribution in ROI is uneven, according to existing research, and the more bubbles pass through, the better the aeration effect [5]. However, since it is difficult to precisely measure the passing density of bubbles on the liquid surface using experimental methods, DEM simulation becomes a potential choice.
Cundall and Stack proposed the discrete element method (DEM) for the first time in 1979 [6]. This numerical method is used to simultaneously investigate granular media behavior from macroscopic and microscopic perspectives [7–9]. In fluid-solid interaction simulations, DEM has been extensively applied. CFD-DEM coupling is a preferable option for coupling simulations that consider the flow field and flow velocity. For instance, Jiang et al. [10] employed a coupled CFD-DEM method to investigate the shear strength of methane hydrate-bearing sediments using an undrained biaxial shear test. Akhshik et al. [11] explored the cuttings transportation in the aerated mud drilling process for inclined annuli at downhole conditions with a CFD-DEM model. Liu et al. [12] also utilized it to investigate bubbling fluidized beds. DEM has also been applied to study bubble issues. Gao et al. [13, 14] employed DEM to investigate the particle capture by bubbles in the presence of electrical double layer repulsion. Sakai et al. [15–17] proposed the coarse grain model to a large-scale system, which uses coarse grain to describe the motions of the original system of several fine particles. A coarse-graining DEM for the complex shaped domain has been applied by Mori et al. [18] to model an arbitrary shape wall boundary in a gas-solid flow and has been validated by experimental tests, demonstrating that the method is capable of accurately modeling industrial gas-solid two-phase systems. Nevertheless, these investigations primarily focused on the movement and shape change of a single or several large bubbles. The overall motion of a large number of bubbles, which is the core of air sparging technology, is rarely explored. As the air sparging technology requires a large number of small spherical bubbles in a short time and previous literature has demonstrated that bubble particles can be simulated by DEM, the DEM method just satisfies the requirement of generating a huge number of bubble particles in a short time. Therefore, we apply DEM for the simulation of air sparging technology.
In this paper, our model considers three phases of the bubble (gas) - fluid (water)- soil (solid) particles. Bubbles are viewed as discrete individual particles. Bubbles and soil particles are subjected to buoyancy and drag forces. After being injected into soil particles, bubble particles moved upward to the liquid surface. Parametric studies have been carried out based on the validated model. The study systematically explores the air sparging angle under different conditions as well as the ROI using statistical analysis.
2 DEM SIMULATIONS
2.1 Contact Law
In this study, the software PFC 5.0 [19] was used for DEM simulations. The rolling resistance linear model was adopted [20, 21], in which the contact law considered the torque acting on the contacting parts to counteract the rolling motion. The air sparging model described in this study is in a hydrostatic environment. The effect of water has been applied to soil particles and bubble particles through drag and buoyancy force. As a result, the model only considers three types of contacts for solid-solid, solid-bubble, bubble-bubble. All of these three kinds of contact adopt the rolling resistance contact law, with distinct parameters for each contact. The specific parameters have been added to the manuscript.
The contact force and moment are updated as in Eq. 1 by the force-displacement law for the rolling resistance linear model,
[image: image]
where Fl is the linear force, and Fd is the dashop force. The linear force Fl includes the normal force Fn and the shear force Fs.
The normal force Fn is calculated by Eq. 2.
[image: image]
where kn is the normal stiffness, and gs is the surface gap between two particles.
The tangential force Fs is calculated by Eq. 3 in the non-sliding scenario.
[image: image]
where ks is the shear stiffness, and δs is the displacement increment of particles.
If particles slide, the tangential force Fs is calculated by Eq. 4:
[image: image]
where μ is the friction coefficient.
The rolling resistance moment Mr is incremented as:
[image: image]
where Δθb is the relative bend-rotation increment.
[image: image]
where kr is the rolling resistance stiffness, and ks is the shear stiffness.
The contact effective radius [image: image] is calculated in Eq. 7.
[image: image]
The rolling resistance moment Mr is updated, but it cannot surpass the limiting torque Mlimit determined in Eq. 8.
[image: image]
where the rolling resistance coefficient μr corresponds to the tangent of the greatest angle of a slope on which the rolling resistance torque counterbalances the torque produced by gravity pulling on the particle.
2.2 DEM Model of Air Sparging Technology
The soil sample is generated in a box measuring 0.6 × 0.12 × 0.8 m. Soil particles were generated in the box using the RSA algorithm, and then the gravitational force was applied to the particles, causing the particles to settle down in the box. The soil sample was considered equilibrated when the average ratio of the unbalanced force magnitude is less than 10–5. The default soil particle size is 8 × 10–4 m. The effective modulus of soil particles is 50 MPa. The density of the soil particle is 1,650 kg/m3. The friction coefficient and rolling resistance coefficient of soil particles are 0.4 and 0.3, respectively.
The water surface is set at the top of the box. A gas nozzle with the default dimension of 0.01 × 0.01 × 0.01 m is located at the center of the box bottom. The detail of the flow chart of air sparging technology is summarized in Figure 1. In each time step, bubble particles are injected out of the gas nozzle. When air bubbles move in the pore channel of soil particles, they are constantly subjected to three forces including gravity force, buoyancy force, and drag force, until they leave the water level and dissipate in the air. The bubble density is set as 1.5 kg/m3. The initial velocity of bubbles is set as 1.0 m/s. The frequency of bubble generation is 5.0 × 10–6, meaning that about 200 000 particles are generated per second. The contact modulus of bubbles is set as 105Pa, which is very small so that the allowable overlap between bubbles is high. The benefit of this parameter setting is that although the bubble particles remain spherical and cannot deform during the simulation process, they can pass through the pores between the soil particles that are smaller than the bubble size, realizing bubble migration in the soil particles. Because this simulation pays more attention to the overall migration trajectory of numerous bubbles, the deformation of a single bubble is not the focus of this study.
[image: Figure 1]FIGURE 1 | Flow chart of air sparging technology by DEM.
The buoyancy force Fb on the bubbule particle is calculate by 
[image: image]
where ρw is the fluid density, V is the immersed ball volume, g is the gravity.
The drag force Fdrag is calculated by Eq. 10
[image: image]
where ηw is the fluid dynamic viscosity, which is set as 1.3 Ns/m2 in the simulations. R is the ball radius, v is the ball velocity vector.
The water surface is treated as a virtual wall in the program. If the algorithm identifies the interaction between bubble particles and the virtual wall of the water surface, the bubbles are eliminated. The program terminates when the running time is reached.
Figure 2 depicts the progression of bubbles generated by the aeration method from the beginning to a basically stable flow. The bubble beam is concentrated close together at first to penetrate the bottom layers of the soil. Then, bubbles gradually disperse due to the obstruction of soil particles, and the motion of bubbles gradually enters the second stage, in which bubbles disseminate in an inverted triangle. The half of the top angle of this inverted triangle α is called the aeration angle, which is an important parameter to evaluate the effectiveness of air sparging. Although the aeration area increases with the aeration angle, the effectiveness of air sparging diminishes as the ROI decreases. Figure 3A presents a DEM simulation of the entire bubble migration path into the soil particles, while Figure 3B depicts the aeration angle of the model. The model has been validated by experimental tests.
[image: Figure 2]FIGURE 2 | Bubble generation process by DEM: (A) T = 2 × 10−4s, (B) T = 4 × 10−4s, (C) T = 6 × 10−4s, (D) T = 8 × 10−4s.
[image: Figure 3]FIGURE 3 | DEM model of air sparging (A) Bubble motions in soil particles, (B) Aeration angle α.
3 RESULTS AND DISCUSSION
The primary goal of aeration is to remove VOCs from soils during the rising process of bubbles. Therefore, ROI is a significant metric that indicates that as bubbles concentrate away from the liquid surface, the area becomes cleaner as more VOCs are eliminated. The concentration area that bubbles pass through is conducive to improving the efficiency of air sparging technology and arranging the position of aeration nozzles more rationally. Although the trajectory of a single bubble is complex, chaotic, and irregular, the overall motion law of all bubbles, just like the ultimate distribution of balls in the Galton board test, follows a certain statistical law. In the Galton board experiment, balls drop from the center of the upper edge of the Galton board. After innumerable nail collisions, it was piled up at the bottom. The final slot that a single ball is falling into is unintentional, but the majority of balls eventually fall into the center slots, with a tiny number of balls falling into slots on both sides [22–25]. Similar to balls moving in nails, bubbles in the spaces of soil particles eventually overflow the water in large quantities from the central area. By counting the final positions where bubbles depart the liquid surface, the concentrated regions where bubbles exit the water surface can be determined. The discrete element method can easily determine ROI by counting the number of bubbles passing through a unit area in a unit time, notwithstanding the difficulty of the experiment.
Take the parameter porosity of the soil sample as an example. As we know, bubbles travel through the pore channels of soil particles. The distribution of voids in soils significantly influences the ascending paths of bubbles. Many factors influence porosity, including soil compactness, soil particle size, soil material quality, among others. Since the pore channel of clay is too narrow for bubbles to pass through, the efficiency of the aeration method is relatively better in the sand than in the clay. However, if the pore channel is too large, the aeration angle will be diminished because the bubbles will travel through numerous primary pore channels, impairing the effect of air sparging. In this test, four soil particle samples with porosities of 0.30, 0.35, 0.40, and 0.45 were generated. The soil particles for each sample have a monosize of 10 mm. Each sample has particle numbers of 6,074, 5,454, 5,035, and 4,616, respectively. After 100 000 bubble particles have been ventilated, the aeration angle is determined. The aeration angle for each sample is about 27.6°, 25.3°, 22.1° and 19.6°, respectively. Therefore, the aeration angle decreases as the porosity increases.
The statistical outcome of the final number of bubbles passing through the water level per unit area is illustrated in Figure 4. Each curve presents an uneven distribution of bubbles passing through the water surface. Each interval is 4 mm. The bubbles are concentrated in the middle of the surface, particularly between −0.08 and 0.08 m. The maximum ventilation volume appears in the interval of 0 ∼ 0.05 m, which is about six times larger than the minimum ventilation volume in the intervals of −0.3 ∼ −0.25 m or 0.25 ∼ 0.3 m. In other words, although aeration covers an area of −0.3 ∼ 0.3 m, the effective aeration area is substantially smaller. When comparing different samples, the distribution of bubble dissipation on the water surface is also different. A sample with a porosity of 0.3 has a more even final bubble distribution than samples with other porosities. In most bilateral intervals, the maximum outgassing capacity in the interval -0.05–0 m is three times larger than the minimum outgassing capacity. As the porosity increases to 0.45, the maximum outgassing capacity increases considerably while the minimum outgassing capacity drops. The former is almost six times greater than the latter.
[image: Figure 4]FIGURE 4 | Number distribution of bubble dissipation on the water surface for soil samples with different porosities.
The above research shows that changes in porosity have varied effects on aeration angle and aeration efficiency. The aeration angle affects the area covered by aeration. The larger the aeration angle, the larger the area. At the same time, the uniformity of aeration changes when the aeration effect meets the normal distribution. Therefore, the aeration range of the actual effect is smaller than the range of the calculated aeration angle.
4 CONCLUSION
In this paper, the discrete element method is used to simulate the bubble motions in the aeration process, and the bubble region is verified using numerical statistics. It provides a novel perspective on the study of the aeration method. This study considers the coupling simulation of three phases of the bubble (gas) - fluid (water) - solid (soil) particles. The soil particles are simulated by particles and fixed in the positions. Bubbles are viewed as discrete individual particles with differing mechanical characters when compared to soil particles. The action of water on bubbles and soil particles equals the buoyancy and drag force exerted on them. Although the motion behavior of a single bubble particle is random, the diffusion of the entire bubble system is inverted conical. Moreover, ROI is not distributed evenly. The bubbles are more concentrated when they are closer to the ball center of the inverted cone bottom surface. The distribution of bubble number satisfies the normal distribution. Porosity is an important factor that influences the effectiveness of air sparging. As the porosity grows, air bubbles move much more freely in the pore channel. The aeration angle affects the area covered by aeration. The larger the aeration angle, the larger area is covered. Meantime, the uniformity of aeration is different when the aeration effect satisfies the normal distribution. Therefore, the aeration area of the actual effect is smaller than the range of the calculated aeration angle. The numerical simulation of the aeration method provides guidance for engineering practice.
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An installation platform will disturb the natural seabed adjacent to a monopile and, consequently, affects the bearing capacity of the monopile foundation. Thus, consideration of the influence of installation disturbance is required in the monopile design, which can also save a fraction of the construction costs and avoid security risks. It was found in a sensitivity analysis, depending on the numerical simulations for an offshore monopile foundation installed using an installation platform, that the bearing capacities of the monopile were reduced by the penetration and extraction of the support legs of the installation platform, which were, a reduction of about 7% of the horizontal bearing capacity of the monopile (decreasing with a larger diameter of the monopile), about 2% of the ultimate bending moment, and almost no reduction of the vertical bearing capacity. For the monopile specifically subjected to the combined loads, it was found in SLS that horizontal displacement and rotation at the mudline increased by about 5.13% and 2.12%, respectively, and internal forces increased by about 3.29%–9.87%; and the horizontal displacement and the rotation at the mudline increased by about 4.56% and 2.79% in ULS, respectively, and the internal forces increased by about 3.49%–7.79% in the ULS. The study on the effects of the disturbance of the installation platform can be an important suggestion for the engineer in monopile design.
Keywords: monopile with large diameter, bearing capacity, installation disturbance, numerical simulation, FLAC3D
1 INTRODUCTION
In recent years, large-diameter monopile foundations were widely used in offshore wind power projects taking full account of their simple structure, simple manufacturing, and convenient construction. Statistics indicated that the monopile foundation accounted for more than 80% of offshore wind power foundations [1]. A monopile with a large diameter can ensure the stability of itself and the wind power generator in extreme conditions. DNVGL-ST-0126 represented a criterion, which indicated that the rotation at the top of the monopile foundation must be smaller than 0.25 grad during the operation [2]. In this background, an accurate estimation of the bearing capacity of the monopile foundation under various load conditions is relatively important.
Besides the experiments onsite, the bearing capacity of the monopile foundation can be determined depending on the beam–spring model, which can determine the soil reaction curves (SRCs) and in which the monopile is simplified as the beam element coupling to a series of soil springs. The lateral displacements of the monopile as a relevant design indicator in the m-method [3], p-y method [4], and elastoplastic method [5] are used to determine the lateral bearing capacity. However, these methods are not capable of considering the shaft friction, the bending moment at the pile base, and the base shear force, which are beneficial to improve the lateral bearing capacity of the monopile with a large diameter. Thus, they were modified depending on the laboratory tests by some researchers. Xing et al. modified the conventional strain wedge model and proposed a method based on the modification to determine the lateral bearing capacity of the monopile [6]. Zhuang et al. represented that the pile diameter and the stiffness of the soil surrounding the monopile were dominant to determine the lateral bearing capacity, and suggested increasing the pile diameter, improving the shallow soil layer, and using the cushion to improve the lateral bearing capacity.
Besides the abovementioned methods, the numerical methods, i.e., finite element method (FEM) and discrete element method (DEM), are widely accepted and applied in geotechnical engineering. Liu et. al. simulated the performance of an offshore monopile foundation in the program Abaqus, compared the results to the measured data onsite, and found that soil plugging can improve the bearing capacity of the pile foundation [7]. After determining the lateral bearing capacity of an offshore large-diameter monopile under high-frequency vibration by using the FEM, Zhang et. al. proposed a reduction factor for the monopile under the cyclic loading and found that the embedded depth was more dominant in calculating the lateral bearing capacity than the pile diameter [8]. Li et. al. found that the vertical loading affected the lateral bearing capacity by a few, depending on the numerical simulation in the program FLAC3D; seabed scours reduced the lateral bearing capacity of the monopile. Meanwhile, the location of the maximum moment moved down [9]. Kong et al. built a numerical model for the monopile foundation in the non-uniform soil to study the pile–soil interaction and summarized the influencing factor on the lateral displacements, shear force, and the moment for the offshore large-diameter monopile under cyclic loading.
Although the large-diameter monopile foundation was widely applied and studied, the installation quality of the monopile was strictly requested. In general, the pile-driving technology is extremely important during the pile installation, and an auxiliary installation platform is widely applied in pile driving [11]. However, the penetration and the extraction of the piles supporting the auxiliary installation platform will disturb the seabed surrounding the large-diameter monopile and affect the performance of the monopile further. This issue cannot be neglected in the pile design. Some studies on the offshore jack-up platform were conducted while installing the pile foundations in the deep sea [12, 13]. The large spudcans penetrated the bearing layer in the seabed to provide enough support for the offshore installation platform, which remolds the soil adjacent to the large-diameter monopile. For the influence of a specific auxiliary installation platform in the shallow sea, it was numerically studied depending on an offshore monopile design in a Vietnamese project. The study was conducted not only in a sensitivity analysis for the monopile foundation but also under the real loading conditions, which can provide design and even installation suggestions.
2 PROJECT OVERVIEW
The study object, the A25 monopile foundation of a Vietnamese project, was focused. The monopile was manufactured with a diameter of 5.5 m, a length of 54 m (embedded depth of 41 m), and a thickness of 50–70 mm. Figure 1 shows the installation of the monopile by using an auxiliary installation platform onsite and the layout of the pile foundations. The auxiliary installation platform is composed of the main platform, four supporting piles with a diameter of 1.8 m, a lifting system, and a pile holding system, and is capable of installing a monopile with a diameter of 5–7 m. The monopile during the installation can be adjusted in the horizontal multidirections by using the hydraulic cylinder on the main platform.
[image: Figure 1]FIGURE 1 | The installation on site and the layout of the pile foundations (not scaled).
The installation of the large-diameter monopile is composed of the GPS positioning, penetration of the supporting piles, installation of the main platform, large-diameter monopile driving, and finally removing the auxiliary installation platform. In this whole process, the supporting piles of the auxiliary installation platform will be penetrated and extracted, which will disturb the soil adjacent to the large-diameter monopile, and affect the performance of the monopile during the operation further. Therefore, it is necessary to study the influence of the installation on the performance of the monopile.
3 NUMERICAL MODEL IN FLAC3D
3.1 Material properties
The geological conditions were verified depending on the piezocone penetration test (CPTU). Figure 2 represents the CPTU interpretation data at the location of the A25, i.e., the cone tip resistance qc, shaft friction fs, and the pore water pressure u2 at the tip. Table 1 lists the material properties of each sublayer based on the interpretation data according to the method by Robertson [14]. The elevation of the seabed is −3.0 m and is mainly composed of sand and clay. In particular, the organic clay in the shallow soil layer has a thickness of 11.3 m.
[image: Figure 2]FIGURE 2 | The profile of the cone penetration resistance, shaft resistance, and the pore water pressure.
TABLE 1 | Material properties of each sublayer.
[image: Table 1]3.2 Numerical model
FLAC3D is an explicit finite volume program to study, numerically, the mechanical behavior of a continuous three-dimensional medium, and is widely applied in geotechnical engineering. Figure 3 describes the 3D numerical model of the A25 monopile foundation in the Vietnamese project, in which the soil is represented by the liner elements and the large-diameter monopile by the beam elements. The yellow boreholes can equivalently simulate the penetration and extraction of the supporting piles. The Mohr–Coulomb model is employed to describe the soil behavior, and all material properties from the CPTU interpretation data are listed in Table 2. It is suggested by the documentation of FLAC3D that the coefficient of the lateral earth pressure can be estimated onsite or by the equation K0 = ν/(1−ν), in which ν is the Poisson ratio. The K0 of sand can be particularly estimated by 1-sinφ´. Bolton represented that the dilation angle of sand was φ′-30°, and the dilation angle of clay was zero [19].
[image: Figure 3]FIGURE 3 | Numerical model in FLAC3D.
TABLE 2 | Structural loadings with partial safety factor.
[image: Table 2]The numerical simulation, which was carried out for analyzing the weak effect on the performance of the large-diameter monopile by the installation platform, was simplified using the equivalent boreholes according to the representations by the guidance notes on the geotechnical performance of spudcan foundations [12]. The disturbance zone by the penetration and extraction of the supporting piles of the installation platform is usually in the area with a diameter of 1.5D and 1.0D, which can be adopted as the diameter of the equivalent boreholes, in which D is the diameter of the supporting pile. In this case, D = 1.8 m.
The pile is assigned with an elastic modulus of 210 GPa and a Poisson ratio of 0.3. The large-diameter monopile is composed of the liner elements, which can model the normal-directed compressive and tensile interaction, and the shear-directed frictional interaction. Figure 4 demonstrates the normal- and shear-directional interface behavior of the liner elements, for which the normal and shear coupling stiffnesses kn/ks, the (residual) cohesion c, the friction angle φ, and the tensile strength t are required. Note that a gap between the liner elements and the medium is allowed. These soil behaviors can also be mathematically described by Eqs. 1–3. The parameters (c,φ) can be empirically adopted as 60%–80% of these values of the surrounding soil [17, 18]. In this case, c = 70%csoil, φ = 70%φsoil, and t = 0.
[image: image]
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[image: image]
[image: Figure 4]FIGURE 4 | Normal- and shear-directional interface behavior of liner elements.
3.3 Load combinations
The large-diameter monopile in extreme conditions is subjected to the structural loads, wave loads, current load, and the self-weight (incl. the wind power generator and the monopile foundation). According to the design standard, different loads should be combined to figure out the most disadvantageous case for the serviceability limit state (SLS) and the ultimate limit state (ULS). The deformations of the monopile foundation at the top and the mudline are mainly focused in the SLS; and the bearing capacity, the stability, and the strength tolerance of the monopile are mainly focused in the ULS. The structural load listed in Table 2 is provided by the manufacturer. The wave load and the current load are determined based on the design high/low water table in the SLS as well as the extreme high/low water table for the 50-year return period in the ULS [15]. According to the Code of Hydrology for Harbor and Waterway [16], they can be determined by the Morison equations, as listed in Table 3 Note that the structural loads are applied at the top of the monopile foundation, the wave load and current load are equivalently applied at the mudline.
TABLE 3 | Wave loads with partial safety factor.
[image: Table 3]3.4 Load pattern
The locations of the four equivalent boreholes are represented in Figure 5. Two representative load patterns are selected for the following analyses, i.e., the horizontal loading (Case B1) and the diagonal loading (Case B2). For a quantitative comparison, the performance of the monopile in the undisturbed seabed is simulated as well. It is called Case A. The steps to simulate the performance of the monopile are:
i Balancing the earth pressure field.
ii Activating the large-diameter monopile.
iii Excavating the equivalent boreholes of the supporting piles.
iv Appling the combined loads.
v Extracting the data for analyses.
[image: Figure 5]FIGURE 5 | Schematic descriptions of diagonal and horizontal loadings.
4 RESULTS OF NUMERICAL SIMULATIONS
4.1 Sensitivity analyses
The bearing capacity of the monopile under the horizontal and vertical loading, as well as the bending moment, was analyzed using the numerical simulation in the program FLAC3D. The diameter of the monopile varied at 5, 6, and 7 m. Figure 6 illustrates the simulation results of the monopile with different diameters in different load patterns, note that the horizontal loading and diagonal loading for the monopile subjected to the vertical loads are identical.
[image: Figure 6]FIGURE 6 | Load–displacement curve at the pile top.
The bearing capacity for the horizontal load and the bending moment are more critical than for the vertical loads. The load–displacement curves of the monopile under different loads are mostly hyperbolic shapes without a significant yielding point. Thus, it can be empirically recognized that the ultimate limit state is achieved when the horizontal displacement is achieved at 0.02D [10]. Table 4 lists the bearing capacity of the monopile determined at 0.02D of the horizontal displacement. It was found that the load–displacement curves were similar, and the diameter of the monopile affected significantly the lateral bearing capacity. The lateral bearing capacity increased with a larger diameter of the monopile. Case B1 was more critical than case B2, and the lateral bearing capacity in case B1 was reduced up to 7% in comparison with case A. The weak effect was reduced when the diameter increased. The lateral bearing capacity of the monopile would be overestimated when the weak effect was ignored. The bearing capacity for the bending moment was reduced up to 2.7% in comparison with case A, but the disturbed seabed barely affected the vertical bearing capacity.
TABLE 4 | The horizontal bearing capacity of the monopile for different cases.
[image: Table 4]4.2 Analyses in serviceability limit state and ultimate limit state
The performance of the large-diameter monopile at the location of A25 was analyzed in the SLS and ULS. The monopile in the undisturbed seabed for comparison was simulated as well. This work can provide some suggestions for the monopile design.
4.2.1 Serviceability limit state
Figures 7 and 8 represent the deformation characteristics and internal forces along with the length of the monopile. It was found that the distributions along with the length of the monopile were similar. Table 5 summarizes the maximum deformations and the maximum internal forces of the monopile in the disturbed seabed. The maximum horizontal displacement and the maximum rotation at the mudline were 51.8 mm and 3.85‰ (≈0.22 grad), respectively, which were increased by about 5.13% and 2.12% in comparison with the monopile in the undisturbed seabed. The deformations of the monopile in the disturbed and undisturbed seabed satisfied the serviceability constraints. The maximum axial force, shear force, and moment of the monopile in the disturbed seabed were 8,370.8, 8,531.3, and 207,986.5 kN m, which were increased by about 7.79%, 6.81%, and 3.49%, respectively.
[image: Figure 7]FIGURE 7 | The deformations of the monopile in the serviceability limit state (SLS).
[image: Figure 8]FIGURE 8 | The profile of the internal axial force, shear force, and moment in the SLS.
TABLE 5 | Displacement and internal force under the serviceability limit state (SLS).
[image: Table 5]4.2.2 Ultimate limit state
Figures 9 and 10 represent the deformation characteristics and internal forces along with the length of the monopile in ULS. Table 6 summarizes the maximum deformations and the maximum internal forces of the monopile in the disturbed seabed. The curve shapes of the deformations and the internal forces in the ULS were similar to those in SLS, but the values were increased significantly. The deformations of case B1 in ULS were the largest, the deformations of case A were the smallest. The monopile under horizontal loading in the disturbed seabed deformed with a maximum horizontal displacement of 77.43 mm and a maximum rotation of 5.53‰, which were increased approximately about 4.56% and 2.79%, respectively. Similarly, the internal forces of the monopile in the disturbed seabed were increased significantly. The maximum axial force, shear force, and moment were 8,370.8, 8,531.3, and 207,986.5 kN m, which were increased about 7.79%, 6.81%, and 3.49%, respectively.
[image: Figure 9]FIGURE 9 | The deformations of the monopile in the ultimate limit state (ULS).
[image: Figure 10]FIGURE 10 | The profile of the internal axial force, shear force, and moment in ULS.
TABLE 6 | Displacement and internal force in the ultimate limit state (ULS).
[image: Table 6]Figure 11 describes the plastic zone of the surrounding soil under different loading patterns. In case A, the shallow soil up to a depth of 7 m yielded mainly. The yielding area was increased in cases B1 and B2 after the disturbances by the penetration and extraction of the supporting piles for the installation platform. However, the stress rearrangement of the surrounding soil did not affect significantly the pile–soil interaction due to sufficient distance between the equivalent boreholes and the large-diameter monopile. Thus, the disturbance by the installation platform limitedly affected the performance of the monopile.
[image: Figure 11]FIGURE 11 | The plastic zone under different conditions.
5 CONCLUSION
The installation platform often disturbs the surrounding seabed adjacent to the monopile in the phase of the installation, which can affect the performance of the monopile during the operation. It was analyzed depending on the A25 monopile foundation of a Vietnamese project for summarizing the effects of the penetration and extraction of the supporting piles on the performance of the large-diameter monopile. It was observed that, due to the disturbed seabed, the lateral bearing capacity was significantly reduced by up to 7%, while the horizontal displacement is achieved at 0.02D. In the serviceability limit state (SLS), the maximum horizontal displacement and the maximum rotation at the mudline were increased by about 5.13% and 2.12%. In the ultimate limit state (ULS), the internal force was increased up to 7.79%. The current study is limited to a large-diameter monopile under monotonic loading on site. A cyclic correction for this weak effect by the installation platform is the next step in future works.
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In this article, the characteristics of Chang 8 reservoir of Triassic Yanchang Formation in northern Shaanxi are studied by using polarizing microscope, field emission scanning electron microscope, image particle size, X-ray diffraction analysis of clay, and constant pressure mercury intrusion. The study shows that the target layer is in a relatively stable and uniform sinking burial period after deposition, and the lithology composition in the area is relatively complex, mainly composed of debris–feldspar sandstone and feldspar sandstone, with the characteristics of fine grain and high content of interstitial material. The porosity of the reservoir is generally between 4% and 12%, with an average of 8.05%. The permeability is generally between 0.03 × 10−3 and 0.5 × 10−3 μm2, with an average of 0.16 × 10−3 μm2. Strong compaction and well-developed cementation of calcareous, siliceous, and authigenic illite are important reasons for the formation of extra-low porosity and extra-low permeability reservoirs. But at the same time, because of the protective effect of chlorite film, some residual intergranular pores are preserved, which makes the some reservoirs with relatively good physical property, forming a local relatively high-porosity and high-permeability section of the “highway.”
Keywords: Ordos Basin, Northern Shaanxi area, Chang 8 reservoir, low permeable dense, genesis mechanism
1 INTRODUCTION
Triassic Yanchang Formation is rich in oil resources in northern Shaanxi. After more than 30 years of continuous exploration and development, the main oil reservoir Chang 6 has a high degree of exploration and development, and the next sustainable development is very difficult. In order to realize the development goal of steady and rising crude oil production in northern Shaanxi, it is urgent to find new replacement strata and consolidate the resource base of increasing oil storage and production. In recent years, with the deepening of oil and gas exploration in Yanchang Formation of Ordos Basin, new breakthroughs have been made in the exploration of Chang 8 in Wuqi, Zhijing, Ansai, and other areas in northern Shaanxi region of the basin, proving that there are rich oil resources. Previous studies on the sedimentary facies [1–3], accumulation mechanism [4–6], and other aspects of this area are more, but there are few studies on the characteristics of reservoir micropore structure, compact mechanism, and other aspects, which are limited to a few studies on the whole basin, and relatively few related to the northern Shaanxi area [7]. There are few research results on reservoir characteristics, pore structure characteristics, diagenetic evolution, and tight factors of Chang 8 in Wuqi, Zhijing, and Ansai Yanchang Formation in northern Shaanxi area. Therefore, it is necessary to further study the reservoir in this area.
2 GEOLOGICAL SETTING
Ordos Basin is a multicycle composite craton basin with stable deposition, shifting depressions and obvious twists [8–10]. It has rich oil and gas resources, and the layers are horizontal with dip angle less than 1° [11, 12]. The present structure can be divided into six secondary structural units, including Yimeng uplift, Weibei uplift, Western margin thrust belt, Tianhuan depression, Yishan slope, and Jinxi fault-fold belt [13]. Because of the influence of Indosinian movement, the basin has developed a complete and typical continental clastic sedimentary system since the late Triassic. The Yanchang Formation of the Upper Triassic is a terrigenous clastic rock series of fluvial–lacustrine facies accumulated during the continuous depression and stable subsidence of the Ordos Basin [14–16].
The study area is located in the Yishan slope structural belt, from Wuqi in the west to Ansai in the east (Figure 1). It belongs to delta front deposition, close to Chang 7 high-quality source rock, and has developed sand body. It is an important replacement horizon for oil exploration in Changqing oilfield. In this article, we present study of petrology, pore structure, and diagenesis of Chang 8 reservoir in this area. We use these to point out the formation mechanism of tight reservoir, and provide geological basis for the next exploration.
[image: Figure 1]FIGURE 1 | The location map of the studied area.
3 ANALYTICAL INSTRUMENTS
Samples of this study were analyzed at the National Engineering Laboratory for Exploration and Development of Low-Permeability Oil and Gas Fields, Xi’an, China. Rock thin sections were identified by polarizing microscope (LEICA 4500P) with a resolution of 0.27 μm and a grain size detection range of 3 to 5,000 μm; Image particle size analysis was conducted with an image analyzer (CIAS-V3.4), and the minimum measurement length was 0.0312 mm; X-ray diffractometer (D8 Focus) was used for clay mineral analysis with the power of 2.2 kW; the rotation range of 2θ was 2° to 168, and the minimum readable step size was 0.0001°. SEM analysis was performed using field emission scanning electron microscopy (Quanta 450 FEG) with a magnification of ×6∼300,000x and a resolution of 1.2 nm. Constant pressure-mercury injection test uses a high-pressure mercury injection instrument (9,520).
4 PETROLOGICAL CHARACTERISTICS OF RESERVOIR
4.1 Rock Type
By analyzing the identification data of 185 Chang 8 sandstone casting thin sections from 100 wells in Wuqi–Zhijing–Ansai area, Ordos Basin, and according to the classification method of SY/T 5368-2016 Rock Thin Section Identification, the rock types are mainly ultrafine–fine-grained debris–feldspar sandstone and feldspar sandstone (Figure 2). It is different from Chang 8 reservoir in Jiyuan and Longdong area in petrological characteristics [7, 17, 18].
[image: Figure 2]FIGURE 2 | Triangle diagram of rock types of Chang 81 (A) and Chang 82 (B) sandstones in Wuqi–Zhijing–Ansai area.
4.2 Detrital Composition
According to the statistics of detrital content of Chang 8 reservoir in Wuqi–Zhijing–Ansai area (Table 1), the clastic content of Chang 8 reservoir is between 57.3% and 96.5%, with an average content of 85.9%, and the content of interstitial filling is relatively low. The detrital compositions are characterized by “two high and one low,” that is, high feldspar (feldspar > quartz > debris), high mica and other soft components, and low debris, which are the typical characteristics of Chang 8 reservoir in northern Shaanxi region different from other areas in the basin [7, 17, 18]. The main types of rock debris are metamorphic cuttings (8.4%) with the majority of phyllite and quartzite, followed by igneous cuttings (4.9%) with the majority of eruptive cuttings and very few sedimentary cuttings.
TABLE 1 | Detrital composition content of Chang 8 reservoir in Wuqi–Zhijing–Ansai area.
[image: Table 1]4.3 Characteristics of Interstitial Filling
Compared with Chang 8 reservoir in other areas of the basin, the Chang 8 reservoir in the study area has a high filling content with an average content of 13.0%, which is similar to Chang 81 in Longdong and Jiyuan area of the basin [7, 17, 18]. The filling content of Chang 81 is relatively high (14.5% on average), and that of Chang 82 is relatively low (11.5% on average). The main types of fillings are illite, chlorite, and carbonate (Table 2).
TABLE 2 | Interstitial filling content of Chang 8 reservoir in Wuqi–Zhijing–Ansai area.
[image: Table 2]Chlorite is mainly distributed in thin films (Figures 3A, B). The authigenic illite is distributed as filamentous and bridging (Figure 3C). Felsic minerals fill the pores in the form of authigenic and secondary enlargement (Figure 3D). The ferrocalcite is patchy and coarse-giant crystal filling pores and metasomatism debris, whereas the carbonate minerals exist in the form of filling pores and metasomatism debris (Figures 3E, F).
[image: Figure 3]FIGURE 3 | Thin section and SEM images of Chang 8 interstitial filling in Wuqi–Zhijing–Ansai area. (A) Chlorite thin film on particle surface, Q59, 998.04 m; (B) chlorite thin film on the edge of the particles and adsorbed organic matter, X248, 2,063.40 m; (C) filamentous illite fills the pores, S268, 1,739.60 m; (D) authigenic quartz, Y55, 2,036.50 m; (E) ferrocalcite fills the pores and metasomates the particles, X311, 2,063.00 m; (F) ferrodolomite fills the pores, X416, 1,954.10 m.
5 CHARACTERISTICS OF RESERVOIR PORE STRUCTURE
5.1 Pore Type
The pore types of Chang 8 sandstone in the study area are mainly residual intergranular pores and feldspar dissolved pores, with a few fractures. The reservoir is dominated by dissolved pores and intergranular pores, and the facial rate is between 2% and 3% (Table 3).
TABLE 3 | Pore types of Chang 8 reservoir in Wuqi–Zhijing–Ansai area.
[image: Table 3]5.2 Physical Properties of Reservoir
According to the statistics of 3,234 core analysis data from 66 wells in Chang 8 reservoir in the study area, the porosities of Chang 8 reservoir vary from 0.76% to 15.89%, mainly distributed between 6% and 10% (Figure 4A), with an average porosity of 8.05%. The permeabilities ranged from 0.03 × 10−3 to 6.0 × 10−3 μm2, mainly distributed between 0.1 × 10−3 and 0.5 × 10−3 μm2 (Figure 4B), with an average permeability of 0.16 × 10−3 μm2. The physical properties of Chang 81 and Chang 82 are basically the same, and the average porosity of Chang 81 (8.14%) is slightly higher than that of Chang 82 (7.87%). The average permeability of Chang 81 (0.16 mD) was slightly lower than that of Chang 82 (0.17 mD). The average porosity and permeability in Wuqi area are 7.74% and 0.16 × 10−3 μm2, respectively. The average porosity and permeability in Zhijing area are 7.54% and 0.16 × 10−3 μm2, respectively. The average porosity of Ansai area is 8.88%. The average permeability is 0.17 × 10−3 μm2 (Table 4). Wuqi, Zhijing, and Ansai areas have similar physical characteristics. According to the oil and gas industry standard “Oil and Gas Reservoir Evaluation Method” (SY/T 6285-2011), Chang 8 reservoir belongs to ultralow porosity and ultralow permeability reservoir in the study area.
[image: Figure 4]FIGURE 4 | Frequency distribution of porosity (A) and permeability (B) of Chang 8 reservoir in the study area.
TABLE 4 | Reservoir physical property of Chang 8 in Wuqi–Zhijing–Ansai area.
[image: Table 4]In the longitudinal direction, physical heterogeneity of the reservoir is strong. In the background of generally low permeability tight reservoir, residual intergranular pores are developed in local intervals (Figure 3B), showing the characteristics of relatively high porosity and high permeability. The highest permeability can reach above 2.4 × 10−3 μm2, forming a “highway” in the physical properties of local intervals of Chang 8 tight reservoir in the study area (Figure 5).
[image: Figure 5]FIGURE 5 | Capillary pressure curve of Chang 8 in study area.
5.3 Pore Structure
The mercury injection data of 50 samples in the study area show that the displacement pressure is between 0.11 and 3.54 MPa, with an average of 1.22 MPa. The median pressure ranged from 1.45 to 33.44 MPa, with an average of 11.07 MPa. The maximum connected pore-throat radius is between 0.21 and 6.67 μm, and the average median pore-throat radius is 0.07 μm (under the condition of 200 MPa mercury injection). The pore platform is well developed, with the platform segment reaching 70% to 80% (Figure 6). The bound pore throat is less than 30%, and some are even less than 10%, indicating that the reservoir of Chang 8 in the study area exhibits good reservoir properties.
[image: Figure 6]FIGURE 6 | Longitudinal variation characteristics of porosity and permeability of Chang 82 in 2,060- to 2,090-m section of X248 well.
6 FORMATION MECHANISM OF LOW PERMEABILITY TIGHT RESERVOIR
6.1 Poor Sedimentary Basis, Burial Compaction of Long-term Stable Subsidence Is the Key Factor
Yingchang et al. (2011) showed that particle size and sorting had a great influence on the original porosity and permeability of sandstone reservoirs through simulation experiments and studied the effect of compaction on reservoir performance through simulation of overlying formation pressure. The results show that under the condition of mechanical compaction only, for the sandstone with the same source and the same sorting, the larger the particle size is, the smaller the pore reduction rate is during the compaction process, the more pores are preserved, and the permeability of the sandstone is better. For sandstone with similar grain size, the worse the sorting is, the larger the compaction porosity reduction rate is in the process of compaction, the less pores are preserved, and the lower the permeability of the sandstone. For sandstone of different lithofacies types in the slow compaction stage, the average pore reduction per 100 m is the smallest in the well-sorted medium sandstone facies; next came the well-sorted fine sandstone facies and well-sorted siltstone facies and then the medium-sorted coarse sandstone facies [19,20]. The average pore reduction per 100 m is the largest in the poor-sorted sandy gravel facies. Through the study of the image granularity data of 117 samples in the study area, it is shown that the Chang 81 and Chang 82 reservoirs in this area have relatively consistent structural characteristics. The grain size of sandstone is mainly fine sand and very fine sand, with a small amount of medium sand, silt, and suspended components such as argillaceous, and the sorting of sandstone is medium (Table 5). It belongs to the lithofacies type that is not conducive to pore preservation in the process of compaction. Moreover, after the deposition of Chang 8, the target layer is in a process of continuous and slow sinking, burial, and compaction [21]. Therefore, the fine particle size of Chang 8 reservoir, high content of soft components such as phyllites and mica (Table 1), long-term stable sinking, and burial and continuous compaction are the key factors leading to ultralow permeability and tight reservoir of Chang 8 in the study area. At the same time, the correlation diagrams of buried depth with porosity and permeability, respectively, also prove this viewpoint (Figure 7).
TABLE 5 | Sandstone grain size of Chang 8 reservoir in Wuqi–Zhijing–Ansai area.
[image: Table 5][image: Figure 7]FIGURE 7 | Relationship between porosity and carbonate content (A), chlorite content (B), illite concent (C), silica content (D) of Chang 8 reservoir in Wuqi-Zhijing-Ansai area.
6.2 Diagenetic Evolution Process Dominated by Destructive Diagenesis Is the Important Factor
According to the data of casting thin sections and scanning electron microscope, the main diagenesis in this area is mainly destructive diagenesis, including compaction, cementation, and replacement, whereas constructive diagenesis such as dissolution is not developed. Chang 8 reservoir in the study area shows the characteristics of middle diagenesis stage A: (1) particles are mainly in point-line contact; (2) Ro is generally between 0.7% and 1.2%; (3) the clay minerals are mainly chlorite, next came illite; (4) the mixed-layer illite/smectite is ordered mixed layer, in which the proportion of smectite layer is 26% on average. The simulation of pore evolution process shows that the porosity lost by compaction and cementation accounts for more than 80% of the original porosity. Among them, cements such as carbonate, illite, and siliceous have a significant effect on porosity, which have an obvious negative correlation with the porosity (Figures 8A, C, D). The pore evolution process is as follows (Figure 9):
[image: Figure 8]FIGURE 8 | Scatter plot of buried depth with reservoir porosity (A) and permeability (B).
[image: Figure 9]FIGURE 9 | Pore evolution of Chang 8 reservoir in the study area.
Original porosity 38.85% → (porosity lost by compaction 19.90%) → 18.95% → (porosity lost by cementation 14.10%) → 4.35% → (porosity increased by dissolution 3.20%) → 8.05% (final porosity).
Of course, the average contribution of dissolution to porosity is 15.78%, and chlorite film formed in the early diagenetic stage prevents the formation of minerals in the middle and late residual intergranular pores, which protects the reservoir to a certain extent (Figure 8B). These are the basic reasons for the formation of local relatively high-permeability sections.
7 CONCLUSION

1) Rock types of Chang 8 reservoir in Wuqi–Zhijing–Ansai area are mainly debris–feldspar sandstone and feldspar sandstone, which is different from Chang 8 reservoir in Jiyuan and Longdong areas. The reservoir space is dominated by dissolution pore–intergranular pore, and the reservoir is mainly characterized by low permeability tight reservoirs, but the reservoir capacity is relatively good with developed pore platform and high mercury injection saturation.
2) The tight reservoir of Chang 8 in northern Shaanxi province is caused by sedimentation and diagenesis. Fine particle size, high content of soft components and cements, and strong compaction are the main factors to form low porosity and low permeability reservoirs. However, because of the protective effect of early chlorite film on pores, the relatively “high-porosity and high-permeability” sweet spot area were formed locally.
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A comprehensive understanding of the mechanical properties of coal and rock sections is necessary for interpreting the deformation and failure modes of such underground sections and for evaluating the potential dynamic hazards. However, most studies have focused on horizontal coal–rock composites and the mechanical properties of inclined coal–rock composites have not been considered. To explore the influence of different confining pressures and inclined coal seam thicknesses on the mechanical properties and failure characteristics of rock–coal–rock (RCR) composites, a numerical model based on the particle flow code was used to perform simulations on five inclined RCR composites at different confining pressures. The results show that the mechanical properties and failure characteristics of the RCR composites are affected considerably by the inclined coal seam thickness and the confining pressure. (1) When the inclined coal seam thickness is constant, the elasticity modulus of the inclined RCR composite increases nonlinearly with the confining pressure at first, and then remains constant. At the same confining pressure, the elasticity modulus of the inclined RCR composite decreases nonlinearly with the inclined coal seam thickness. (2) When the confining pressure is constant, the peak stress of the inclined RCR composite decreases with the increase of the inclined coal seam thickness. When the inclined coal seam thickness is constant, the peak stress increases with the confining pressure. (3) As the inclined coal seam thickness increases, the peak strain of the inclined RCR composite first decreases rapidly, and then remains constant when there is no confining pressure. When the confining pressure is between 5 and 20 MPa, the peak strain of the inclined RCR composite gradually increases. (4) In the absence of confining pressure, there are few microcracks in the rock at an inclined coal seam thickness of 10 mm, whereas all the other cracks are in the coal section. When the confining pressure ranges between 5 and 20 MPa, the failure modes of the RCR composite can be divided into Y- and X-types.
Keywords: rock-coal-rock composite, inclined coal seam thickness, confining pressure, particle flow, mechanical properties
INTRODUCTION
With the continuous and growing demand for energy, excavation of the nearly fully exploited shallow coal seams has shifted to mining deep coal resources. In shallow environments, the failure of coal and rock mass is mainly controlled by its own fractured structural plane. However, under larger depth conditions, the failure of coal and rock mass is not only affected by its own fractured structural plane but also by the overall structure of the coal–rock combination. In addition, many disasters in mines exhibit the phenomenon of overall failure and instability of coal and rock. The roof, coal seam, and floor form a dynamic mechanical equilibrium system. Disturbance due to mining activities will cause damage to the coal; at the same time, it will cause damage to the adjacent roof and floor rock sections, which in turn cause the overall instability and damage of the coal–rock composite system, thus leading to coal–rock dynamic disasters, such as roof fall, rock burst, coal and gas outburst, and floor water inrush [1–5]. Therefore, the interaction between surrounding rock and coal is one of the key factors responsible for the maintenance of the overall dynamic balance of the coal–rock composite system [6, 7]. In addition, different external forces affect the macro-mechanical properties of the coal–rock composite owing to its complex internal structure. A comprehensive understanding of the mechanical properties of coal and rock sections is necessary for interpreting the deformation and failure modes of underground coal and rock sections and for evaluating the potential dynamic hazards.
At present, generally, laboratory experiments and numerical simulation are mainly used to study the mechanical properties and failure behavior of coal–rock composites, analyze the influence of various factors, and obtain meaningful results. Petukhov et al. proposed the stability problem of the coal–rock composite system (composed of roof, floor, and coal seams) in their study on the post-peak deformation and stability of rock materials [8]. conducted uniaxial and triaxial compression tests with four different inclination angles and obtained the relationship between inclination angle, confining pressure, failure strength, and cohesion of the coal–rock composite [9]. Huang et al. conducted uniaxial compression tests on a coal–rock composite at different loading rates, and found the elasticity modulus, peak strength, and residual strength of the coal–rock composite of the roof, coal, and floor [10]. To study the influence of rock strength on the instability of the coal–rock section, Liu et al. conducted uniaxial compression tests on rock–coal–rock (RCR) composite samples at different rock strengths and analyzed the influence of rock strength on the mechanical behavior and fracture mode of the samples [11]. Several previous studies carried out uniaxial compression tests on coal–rock combinations with different rock–coal height ratios to study the influence of rock–coal height ratio on the mechanical properties and progressive failure mechanism of coal–rock combinations. These studies found that the macroscopic failure initiation stress, peak stress, uniaxial compressive strength, and elastic modulus of coal–rock combinations appear as the rock–coal height ratio decreases [12–15]. Wu et al. conducted an experimental analysis and theoretical verification of rock–coal–anchor (RCB) composite material systems from different angles, and found that the failure of rock–coal composite specimens was caused by tensile and shear cracks, and the reinforcement formed in the composite material system after anchoring limited the areas where cracks might appear in the specimens [16]. Other studies conducted uniaxial and triaxial compression tests on coal–rock composite samples combined in different manners to study their mechanical properties and failure characteristics [17–19]. Li et al. used the FLAC numerical simulation software to conduct impact tendency experiments with coal–seam–floor composite samples at three different height ratios (1∶1, 1∶2, and 2∶1) and three different inclination angles (0°, 30°, and 45°) [20]. Zhao et al. used the RFPA numerical simulation software to study the influence of different coal-to-rock height ratios and different roof strengths, thicknesses, homogeneity, and contact angles on the impact tendency of coal–rock composite samples [21]. Guo et al. used the particle flow code two-dimensional software (PFC2D) to simulate uniaxial and biaxial compression tests of coal–rock composite samples at different coal-to-rock strength ratios and height ratios. The influence of rock-to-coal strength ratio and height ratio on the impact trend, failure mode, and ultimate compressive strength characteristics of the composite sample have been analyzed thoroughly from a mesoscopic perspective [22]. Zhao et al. analyzed the failure characteristics of CR (Coal Rock association) assemblies with various inclination angles (0°, 15°, 30°, and 45°), analyzed their failure mechanisms [23]. Wu et al. conducted experiments on RCB specimens with different angles under different stress states, and found that the fracture tendency of RCB specimens increased with the increase of angle [24].
However, most studies have focused on horizontal coal–rock combinations, while the mechanical properties of inclined coal–rock combinations are relatively less considered. The research scope has been mostly on the coal–rock composite model itself and its overall mechanical properties, whereas studies that have considered the influence of different confining pressures and different inclined coal seam thicknesses on the failure characteristics and mechanical properties of the composite are few. China has a large reserve of inclined thin coal seams; coal seams at an inclination angle greater than 30° account for more than 20% of China’s total coal reserves [24]. Therefore, the PFC2D numerical simulation software was used in this study to analyze the mechanical properties and failure characteristics of an RCR composite formed by mudstone and coal that are common in the roof of an underground mine with simulated uniaxial and biaxial compression tests. The influence of different confining pressures and inclined coal seam thicknesses on the mechanical properties and failure characteristics of the RCR composite are studied to obtain the deformation and instability mechanism of the RCR composite.
NUMERICAL METHOD AND PARAMETER SELECTION
Numerical Method
PFC is a numerical simulation software for discontinuous media that combines meso-mechanics with the numerical calculation method on the basis of the particulate discrete element modeling approach. The macroscopic mechanical behavior of the model is realized by changing the meso-mechanical parameters of the particles. Here, PFC includes the contact bonding model (CBM), parallel bonding model (PBM), smooth-joint contact model (SJM), and flat-joint model (FJM), etc. PBM can transmit force and moment and defines the macro stiffness using both the contact and bonding stiffnesses, which is more suitable for simulating the characteristics of rock-like materials. Therefore, this study chooses PBM for the numerical simulation.
Numerical Modeling
To study the influence of inclined coal seam thickness on the mechanical properties and failure characteristics of the RCR composite, five RCR composite samples with different inclined coal seam thicknesses were designed. The model has a height of 100 mm and a width of 50 mm, and the coal section is inclined at 30°. The sample has top and bottom layers made of rock, whereas the middle layer is made of coal. The inclined coal section (the black middle section of the sample) has thicknesses of 10, 20, 30, 40, and 50 mm. The confining pressure is set at 0, 5, 10, 15, and 20 MPa, as shown in Figure 1; Figure 2. The detailed dimensions of the inclined RCR composite samples at different confining pressures are summarized in Table 1. Besides, studied the influence of the loading rate on the mechanical behavior of intact granite by PFC2D and revealed that when the loading rate changes from 0.001 to 0.05 m/ s, the mechanical behavior changes slightly [25]. Therefore, based on the literature review, the loading velocity of 0.01 m/ s was chosen in this numerical simulation, and loading was applied until failure.
[image: Figure 1]FIGURE 1 | Samples with different inclined coal seam thickness.
[image: Figure 2]FIGURE 2 | Schematic diagram of numerical model loading of the RCR composite samples.
TABLE 1 | The detailed dimensions of the inclined RCR composite samples at different confining pressures.
[image: Table 1]Microscopic Parameter Determination
Before performing the numerical simulation, it was necessary to verify the micro-parameters so that the numerical parameters are consistent with those obtained in the laboratory [26–29]. In this study, the parameter calibration method was used to calibrate the coal and rock parameters. The determination of microscopic parameters in PFC2D is shown in Figure 3. As there is no direct quantitative relationship between the meso-mechanical parameters of PFC numerical simulations and the macro-mechanical parameters of laboratory tests, it is difficult to determine meso-mechanical parameters based on laboratory tests. To obtain reasonable meso-mechanical parameters, uniaxial compression tests of the complete samples were conducted, the meso-mechanical parameters of the numerical simulation model were calibrated repeatedly until the results of the numerical.
[image: Figure 3]FIGURE 3 | Calibration procedure of microscopic parameters [30, 31].
Simulation test were similar to the laboratory test results obtained before the PFC numerical simulation test was conducted. The microscopic parameters used in the numerical coal and rock model are listed in Table 2 [32].
TABLE 2 | Microscopic parameters of rock and coal.
[image: Table 2]The comparison between the experimental and numerical simulation results of the mechanical parameters of coal and rock are listed in Table 3. The uniaxial compression stress–strain curve of coal and rock is shown in Figure 4. It can be observed from Table 3 that, in terms of peak strength and elasticity modulus, the experimental results of the mechanical parameters of the coal and rock samples are not considerably different from the numerical simulation results, as the errors are within 1.85%. This is consistent with the trends of the two sets of curves in Figure 4, which indicate that the elasticity modulus and peak strength obtained by numerical simulation are consistent with the results of the laboratory uniaxial compression test. In terms of peak strain, the experimental and numerical simulation results of mechanical parameters of both the coal and rock samples are relatively large, with errors exceeding 10%. Compared with the rock samples, the coal samples yield larger errors that exceed 25%. The reason for these errors can be inferred from Figure 4. The stress–strain curve obtained by the numerical simulation in Figure 4 is almost a straight line before the peak stress is reached. Compared with the stress–strain curve of the laboratory uniaxial compression test, the compaction stage is not present. This is because PFC simulates the motion and mechanical properties of rock sections using the generated round rigid particles, which do not deform after they are subjected to force, such that the compaction of primary voids does not occur, thus making it impossible to reflect the initial compaction stage of the samples, which occurs in laboratory tests. Therefore, the peak strain obtained by the numerical simulation is smaller than that obtained by the laboratory uniaxial compression test for both the coal and rock samples. Moreover, the coal samples have lower strengths, homogeneity, and higher porosity than the rock samples; their compaction times during the laboratory uniaxial compression test are longer. Therefore, the errors between the experimental and the numerical simulation results for the mechanical parameters of the coal samples are larger than those of the rock samples.
TABLE 3 | The comparison between the experimental and numerical simulation results of the mechanical parameters of coal and rock.
[image: Table 3][image: Figure 4]FIGURE 4 | Uniaxial compression stress–strain curve of coal and rock. (A) Rock specimen; (B) Coal specimen.
NUMERICAL SIMULATION RESULT ANALYSIS
Deviatoric Stress–Strain Curve
The axial deviatoric stress–strain curves of the RCR composites at different inclined coal seam thicknesses and different confining pressures are shown in Figure 5; the overall trends of the several groups of curves are the same. Around the peak value, the deviatoric stress–strain curve shows a relatively significant stress drop, exhibiting a step-like upward fluctuation. This is because the loading rate of this numerical simulation test is very low. At a low-loading rate, there is sufficient time for the microcracks in the sample to evolve and develop to cause macroscopic failure; the corresponding stress curve shows a stress drop. At the same time, the sample has time to adjust the internal structure to adapt to the axial stress, such that after the stress drop, the stress increases again and reaches the peak value. After reaching the peak value, the deviatoric stress–strain curve did not drop rapidly, but rather exhibited a steep cliff. This is attributed to the fact that after the sample reaches the peak stress, the loading is not stopped, but continues at a low rate, thus allowing the sample to have sufficient time to recombine and attain a specific resistance.
[image: Figure 5]FIGURE 5 | The axial deviatoric stress–strain curves of the RCR composites at different inclined coal seam thicknesses and different confining pressures. (A) Coal thickness 10 mm; (B) Coal thickness 20 mm. (C) Coal thickness 30 mm; (D) Coal thickness 40 mm (E) Coal thickness 50 mm.
With the same inclined coal seam thickness, the yield and peak stresses of the RCR composite gradually increase as the confining pressure increases. With the same confining pressure, the yield and peak stresses of the RCR composite gradually decrease as the inclined coal seam thickness increases. Compared with composites of other inclined coal seam thicknesses, the composite with a thickness of 10 mm at a confining pressure of 0 MPa has a larger peak strain, and yield and peak stresses. This indicates that in the absence of the confining pressure, the thinner the inclined coal is, the stronger is its bearing capacity, the longer it takes for the cracks to penetrate the coal, and the longer the overall time is for sample failure.
Mechanical Properties of RCR Composite Samples at Different Inclined Coal Seam Thicknesses and Confining Pressures
Tables 4, 5, 6 summarize the peak stress, peak strain, and elasticity modulus, respectively, of the RCR composites at different inclined coal seam thicknesses and at different confining pressures. Based on these results, it can be observed that the deformation characteristics and strength of the RCR composites are not only related to the inclined coal seam thickness, but also to the confining pressure.
It can be observed from Table 4 that under the same confining pressure, as the inclined coal seam thickness increases, the peak stress of the composite sample gradually decreases. This reduction reaches a maximum and minimum value of 69.26 and 29.42% when the confining pressures are 0 and 20 MPa, respectively, thus indicating that the larger the confining pressure is, the smaller the reduction in the peak stress of the composite samples is as a function of the inclined coal seam thickness. At the same inclined coal seam thickness, as the confining pressure increases, the peak stress of the composite sample gradually increases. This increase reaches a maximum of 11.78 times when the inclined coal seam thickness is 50 mm, and a minimum of 4.13 times when the inclined coal seam thickness is 10 mm, thus indicating that the larger the inclined coal seam thickness is, the greater the increase in the peak stress of the composite samples is as a function of the confining pressure.
TABLE 4 | Peak Stress (MPa) of the RCR composites at different inclined coal seam thicknesses and different confining pressures.
[image: Table 4]It can be observed from Table 5 that with the increase of the inclined coal seam thickness, when the confining pressure is 0 MPa, the peak strain of the composite sample gradually decreases; by contrast, when the confining pressure is 5–20 MPa, the peak strain of the composite sample gradually increases. This increase reaches a maximum of 56.76% when the confining pressure is 20 MPa and a minimum of 33.33% when the confining pressure is 5 MPa, thus indicating that the larger the confining pressure is, the larger the increase in the peak strain of the composite samples is as the inclined coal seam thickness increases. At the same inclined coal seam thickness, as the confining pressure increases, the peak strain of the composite samples gradually increases. This increase reaches a maximum of 5.63 times when the inclined coal seam thickness is 50 mm, and a minimum of 0.9 times when the inclined coal seam thickness is 10 mm, thus indicating that the larger the inclined coal seam thickness is, the greater the increase in the peak strain of the composite samples is as the confining pressure increases.
TABLE 5 | Peak Strain (10–2) of the RCR composites at different inclined coal seam thicknesses and different confining pressures.
[image: Table 5]It can be observed from Table 6 that at the same confining pressure, as the inclined coal seam thickness increases, the elasticity modulus of the composite sample gradually decreases. This reduction reaches a maximum of 67.41% when the confining pressure is 15 MPa and a minimum of 35.57% when the confining pressure is 0 MPa, thus indicating that the larger the confining pressure is, the greater the reduction in the elasticity modulus of the composite samples is as a function of the inclined coal seam thickness. With the same inclined coal seam thickness, as the confining pressure increases, the elasticity modulus of the composite samples gradually increases. This increase reaches a maximum of 1.32 times when the inclined coal seam thickness is 10 mm and a minimum of 22.22% when the inclined coal seam thickness is 50 mm, thus indicating that the smaller the inclined coal seam thickness is, the greater is the increase in the elasticity modulus of the composite samples as the confining pressure increases.
TABLE 6 | Elastic Modulus (GPa) of the RCR composites at different inclined coal seam thicknesses and different confining pressures.
[image: Table 6]Influence of Confining Pressure and Inclined Coal Seam Thickness on the Peak Stress of RCR Composite Samples
As shown in Figure 6A, the peak stress of the RCR composite samples shows an overall increasing trend as the confining pressure increases. When the confining pressure increases from 0 to 5 MPa, the peak stress increases continuously. Thus, the smaller the inclined coal seam thickness is, the higher the rate of increase of peak stress is. Compared with rock sections, coal has lower strength and homogeneity, and applying the confining pressure strengthens the coal section. The increase of strength of the coal section increases the overall strength of the composite sample, and the smaller the thickness of the inclined coal seam is, the stronger the confining pressure on the coal is, and the greater the overall strength of the composite sample is. When the confining pressure increases from 5 to 10 MPa, the peak stress increases at a slower rate, thus, indicating that as the confining pressure continues to increase, the rate of increase in the strength of the composite sample gradually decreases. When the confining pressure increases to 15 and 20 MPa, the strength of the composite sample still increases as the confining pressure increases, but there is no major difference in the rate of increase of strength owing to the confining pressure.
[image: Figure 6]FIGURE 6 | Peak Stress of the RCR composites at different inclined coal seam thicknesses and different confining pressures. (A) Influence of different confining pressure; (B) Influence of different coal thickness.
The influence of the confining pressure on the strength of the composite sample can be explained based on two situations. When the confining pressure is low, it has a significant influence on the strength of the composite sample; however, when the confining pressure is high, the strength of the composite sample becomes insensitive to the influence of the confining pressure. This is attributed to the fact that compared with uniaxial compression alone, the confining pressure applied ensures that the external force acts on the originally loose coal section such that the coal section undergoes a compaction process, wherein its strength is increased considerably. As the confining pressure continues to increase, the strength of the already dense coal section that has been compressed by the confining pressure begins to increase slowly in a manner similar to the elastic deformation stage subject to uniaxial compression. At this time, the strength of the sample exhibits a linear growth, and the role of the confining pressure is no longer to strengthen the coal section, but to limit the crack propagation and increase the strength of the composite sample.
As shown in Figure 6B, the peak stress of the RCR composite samples shows an overall decreasing trend as the inclined coal seam thickness increases. This shows that under the same geological engineering conditions, the bearing capacity of the coal seam increases as the coal seam thickness decreases. At different confining pressures, the influence of the inclined coal seam thickness on the peak stress of the composite samples is different.
When the confining pressure is 0 MPa, the peak stress of the composite samples decreases from 27.1 to 10.9 MPa as the inclined coal seam thickness increases from 10 to 20 mm; whereas the peak stress of the composite samples remains almost constant as the inclined coal seam thickness increases coal seam thickness increases from 20 to 50 mm. When the confining pressure is 5 or 10 MPa, as the inclined coal seam thickness increases, the peak stress of the composite samples decreases in a nonlinear manner. When the confining pressure is 15 or 20 MPa, the peak stress of the composite samples decreases nonlinearly as the inclined coal seam thickness increases from 10 to 40 mm; whereas the peak stress of the composite samples increases again as the thickness of the inclined coal increases from 40 to 50 mm.
The influence of the inclined coal seam thickness on the strength of the composite samples can be explained based on two situations. As the inclined coal seam thickness increases at a confining pressure of 0 MPa, the strengths of the composite samples decrease rapidly. At different coal seam thicknesses, the strengths of the composite samples is approximately the same; when the confining pressure of the composite samples ranges between 5 and 20 MPa, the strength of the composite samples decreases at a slower rate, and the rate of decrease in the strength of the composite samples at different coal seam thicknesses is approximately the same.
Influence of Confining Pressure and Inclined Coal Seam Thickness on the Peak Strain of RCR Composite Samples
As shown in Figure 7A, at the same coal thickness, the peak strain of the composite samples exhibits an overall increasing trend as the confining pressure increases. When the confining pressure is less than 5 MPa, the peak strain of the composite samples increases slowly at the inclined coal seam thickness of 10 mm as a function of the confining pressure; by contrast, the peak strain increases rapidly at other inclined coal seam thicknesses as a function of the confining pressure. When the confining pressure is greater than 5 MPa, the peak strain of the composite samples increases rapidly as the confining pressure increases when the inclined coal seam thickness is 10 cm, but the rate of increase at other inclined coal seam thicknesses is not as high.
[image: Figure 7]FIGURE 7 | Peak Strain of the RCR composites at different inclined coal seam thicknesses and different confining pressures. (A) Influence of different confining pressure; (B) Influence of different coal thickness.
As shown in Figure 7B, when the confining pressure of the composite samples is 0 MPa, the peak strain first decreases rapidly and then remains constant as the inclined coal seam thickness increases. When the confining pressure is between 5 and 20 MPa, the peak strain of the composite samples gradually increases as the inclined coal seam thickness increases.
In summary, the results described above indicate that the confining pressure and inclined coal thickness play a positive role in promoting the peak strain.
Influence of Confining Pressure and Inclined Coal Seam Thickness on the Elastic Modulus of RCR Composite Samples
As shown in Figure 8A, when the confining pressure is less than 5 MPa, the elasticity modulus of the composite samples increases nonlinearly as the confining pressure increases. The smaller the inclined coal seam thickness is, the greater the increase in the elasticity modulus is, and the faster the rate of increase is. When the confining pressure is greater than 5 MPa, the elasticity modulus of the composite samples fluctuate slightly as the confining pressure increases and then gradually stabilizes. This may be because the RCR specimen becomes more homogenous with increased confining pressure.
[image: Figure 8]FIGURE 8 | Elastic Modulus of the RCR composites at different inclined coal seam thicknesses and different confining pressures. (A) Influence of different confining pressure; (B) Influence of different coal thickness.
As shown in Figure 8B, the elasticity modulus of the composite samples decreases nonlinearly as the inclined coal seam thickness increases. However, as the inclined coal seam thickness increases, the change in the elasticity modulus when the confining pressure is 0 MPa is obviously different from those at other confining pressures, as the magnitude of reduction in the former is smaller and the rate of decrease is also lower. As the ratio of coal increases, the properties of RCR specimen become more similar to the coal specimens, which have lower elastic modulus.
FAILURE CHARACTERISTICS AND DISCUSSION OF RCR COMPOSITE SAMPLES AT DIFFERENT COAL THICKNESS
Influence of Confining Pressure and Coal Thickness on the Number of Cracks in RCR Composite Samples
The influence of confining pressure and inclined coal seam thickness on the failure characteristics of RCR composite samples are shown in Figure 9.
[image: Figure 9]FIGURE 9 | Crack number of the RCR composites at different inclined coal seam thicknesses and different confining pressures. (A) Influence of different confining pressure; (B) Influence of different coal thickness.
As can be seen in Figure 9A, the number of cracks in the RCR composite samples shows an overall increasing trend as the confining pressure increases. When the confining pressure is less than 5 MPa (with the exception of the abrupt increase in the number of cracks) at an inclined coal seam thickness of 10 mm, the number of cracks increases slowly when the inclined coal seams are thick. When the confining pressure is greater than 5 MPa, the rate of increase in the number of cracks in the RCR composite samples slows down and gradually tends to stabilize.
From Figure 9B, it can be seen that when the inclined coal seam thickness is less than 20 mm and the confining pressure of the RCR composite samples is 0 MPa, the number of cracks in the RCR composite samples increases as the inclined coal seam thickness increases. When the confining pressure of the RCR composite samples is between 5 and 20 MPa, the number of cracks in the RCR composite samples shows a decreasing trend as the inclined coal seam thickness increases, thus indicating that the confining pressure can inhibit the development of cracks to a certain extent. When the inclined coal seam thickness is greater than 20 mm, the number of cracks in the composite samples increases regardless of the confining pressure, thus indicating that the development of cracks at this time is no longer restrained by the confining pressure.
Failure Characteristics and Discussion of RCR Composite Samples at Different Coal Thicknesses
Figure 10 shows the failure characteristics of the RCR composite samples at different inclined coal seam thicknesses and at different confining pressures.
[image: Figure 10]FIGURE 10 | Failure characteristics of the RCR composites at different inclined coal seam thicknesses and different confining pressures. (A) σ3= 0 MPa; (B) σ3= 5 MPa. (C) σ3= 10 MPa; (D) σ3= 15 MPa. (E) σ3= 20 MPa
When the confining pressure is 0 MPa, as the inclined coal seam thickness increases [with the exception of the case in which the inclined coal is thin (10 mm)], the RCR composite sample generates relatively few microcracks in the rock section, whereas the coal section experiences failures. Moreover, the thinner the inclined coal seams are, the more serious the damage will be. It can also be observed that when the coal section of the composite samples is damaged, the cracks start from the two ends, gradually expand to the middle section, and finally cover the entire coal section. This shows that during uniaxial compression, the stress concentration occurs at both ends of the coal section first, which is eventually transmitted to the entire coal section. Specifically, when the inclined coal is relatively thin, the overall load-bearing capacity of the coal section is sufficiently high to allow the microcracks to expand through the coal section; microcracks are also generated in the rock section. The strength of the rock section is higher than that of the coal section during uniaxial compression. The latter also has a low strength and low homogeneity. In combination with the angle between the coal and rock sections, the stress concentration of the coal section is much higher than that of the surrounding area, such that failure occurs first in the coal section when subjected to loading. The early failures of RCR composite samples with different inclined coal seam thicknesses all occur in the coal. In the absence of the confining pressure, the composite samples experience mainly the shear failure of the coal. The composite samples experience instability failures even before the ultimate strength of the rock is reached. Therefore, no macroscopic cracks are formed in the rock, and the damage only occurs in the coal section, thus indicating that the failure of the composite samples is mainly caused by the damage of the coal section during uniaxial compression.
When the confining pressure is between 5 and 20 MPa, the failure of the RCR composite samples occurs in both the coal and rock sections as the inclined coal seam thickness increases. The applied confining pressure strengthens the coal section, such that the overall strength of the composite samples is improved considerably, and the failure of the composite samples can be more diversified. The failure process diagrams of all composite samples subjected to triaxial compression reveal that the failure modes can be categorized into two forms: when the confining pressure is low (5 and 10 MPa), the composite sample undergoes Y-shaped failure, and when the confining pressure is high (15 and 20 MPa), the composite sample undergoes X-shaped failure. There are two main reasons for this. First, subject to the action of confining pressure, owing to the high energy stored in the coal section, the energy released when the coal section is destroyed is sufficient to cause the destruction of the rock section, and microcracks are distributed in both the coal and rock sections. However, despite the many randomly distributed microcracks in the coal section, no macrocracks are formed. Additionally, the microcracks in the rock section begin to expand and form areas with a large number of microcracks. Further increases in the loading do not affect the steady development of microcracks in the coal section; however, the microcracks in the rock section develop more rapidly, and continue to grow, develop, and interpenetrate to form macroscopic cracks. Second, when the confining pressure is low, both the coal and the rock sections exhibit shear zones, and the greater the inclined coal seam thickness is, the more obvious the shear zone becomes. However, the length of the shear zone in the coal section is much shorter than that in the rock section, and Y-shaped failure of the composite sample occurs. As the confining pressure increases, the RCR composite samples become increasingly uniform. Therefore, when the confining pressure is large, the length of the shear zone of the coal section gradually increases, and the damage will likely become more symmetrical, thus causing X-shaped failure of the composite sample.
In summary, when the confining pressure is 0 MPa, the early failures of RCR composite samples with different inclined coal seam thicknesses occur in coal, which fail mainly by shear failure. The results indicate that failure of the composite samples is mainly caused by damage of the coal section during uniaxial compression. When the confining pressure is 5–20 MPa, failure of the composite samples can be summarized in two forms: the first occurs when the confining pressure is low (5 and 10 MPa), wherein the composite sample undergoes Y-shaped failure; and the second occurs when the confining pressure is high (15 and 20 MPa), wherein it undergoes X-shaped failure.
CONCLUSIONS
The failure characteristics and strength of the RCR composite samples are closely related to the inclined coal seam thickness. At the same confining pressure, the elasticity modulus and peak stress both decrease nonlinearly as the inclined coal seam thickness increases. As the thickness increases, when the confining pressure is 0 MPa, the peak strain first decreases rapidly and then remains constant. By contrast, when the confining pressure is 5–20 MPa, the peak strain increases gradually.
The failure characteristics and strength are also closely related to the confining pressure. Both the elasticity modulus and peak strain of the RCR composite samples increase nonlinearly as the confining pressure increases. When the confining pressure is low, it has a considerable influence on the peak stress of the composite sample; however, when the confining pressure is high, the strength is no longer sensitive to the confining pressure.
When the confining pressure of the RCR composite samples is 0 MPa [with the exception of the case in which the inclined coal seam is thin (10 mm)], there is a small number of microcracks in the rock section; accordingly, the damage only occurs in the coal section. When the confining pressure of the RCR assembly is between 5 and 20 MPa, the failure of the composite samples can be summarized in two forms: the first occurs when the confining pressure is low (5 and 10 MPa), wherein the composite sample undergoes Y-shaped failure; and the second occurs when the confining pressure is high (15 and 20 MPa), wherein the composite sample undergoes X-shaped failure.
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On the basis of the numerical manifold method, this work introduces the concept of stress intensity factor at the crack tip in fracture mechanics and proposes the utilisation of artificial joint technology to ensure the accuracy of joint geometric dimensions in the element generation of the numerical manifold method. The contour integral method is used to solve the stress intensity factor at the joint tip, and the failure criterion and direction of crack propagation at the joint tip are determined. Element reconstruction and crack tracking are implemented in crack propagation, and a simulation programme of the entire process of deformation, failure, propagation and coalescence of jointed rock masses is developed. The rationality of the proposed method is verified by performing the typical uniaxial compression test and direct shear test.
Keywords: jointed rock mass, numerical manifold method, stress intensity factor, deformation and failure process, artificial joint technology
INTRODUCTION
As a product of long-term geological tectonic movements, rock masses contain various discontinuous structural planes, such as faults, joints, bedding and fractures [1–5]. As these structural planes intersect with one another, specific rock mass structures are formed. The complexity of a rock mass structure determines its failure mechanism and engineering mechanical properties, such as strength and deformation. Many engineering cases show that the deformation, failure and instability of rock masses are usually caused by the deformation, failure, propagation and even coalescence of their internal structural planes [6–9]. Therefore, the study of the evolution law of the deformation, failure, propagation and coalescence of structural planes in jointed rock masses offers great scientific significance and application value.
With the rapid development of computer technology, numerical simulation methods have been effectively applied to study engineering mechanical properties of jointed rock masses with multiple fractures. As a result of the different calculation and analysis media, numerical simulations are conducted using methods based on continuous media (FEM, BEM, and FDM), discrete media (DDA and DEM) and discontinuous media (NMM) [5,10,11].
Numerical simulation methods based on discontinuous media (NMM) [10,11] integrate the advantages of DDA and FEM methods and combine the contact calculation of discontinuous mass and stress–strain analysis in mass by using two meshes (physical and mathematical meshes). The use of two meshes separates the integral region from the calculation region, which can overcome the sharp increase of calculation caused by element adjustment in crack propagation. Such method is suitable for the simulation analysis of discontinuous media, such as jointed rock masses [12–16].
Based on the numerical manifold method, a simulation method for the failure process of jointed rock mass is proposed in this paper. Outstanding advantages of the method used in this paper are as follows: 1) The element generation method of numerical manifold method is improved by using virtual joint technology, and the calculation accuracy is improved. 2) The basic concept of fracture mechanics is introduced, the joint failure criterion and crack tracking technology are proposed, and the whole process of deformation and failure of jointed rock mass is simulated. 3) The improvement of numerical manifold method makes it more suitable for the simulation of jointed rock mass.
SIMULATION OF DEFORMATION FAILURE PROCESS OF JOINTED ROCK MASSES BASED ON THE NUMERICAL MANIFOLD METHOD
Artificial Joint Technique for Element Generation Based on the Numerical Manifold Method
The mesh generation mode and mass search algorithm in the numerical manifold method are similar to those in DDA. To ensure the determinacy of the topological relationship in the search process, the algorithm cuts off a part of the joint that does not coalesce the mathematical element (triangle) to change the geometric length of the joint. Cutting is an efficient and practical method for models based on discrete media, but it is obviously inappropriate for jointed rock masses whose stress and deformation characteristics at the joint tips should be considered. As described in this section, artificial joint technology is used herein to ensure the accuracy of geometric dimensions when generating physical elements. The steps are summarised as follows: 1) When searching for a two-dimensional mass, generate a new matrix and retain the line segment that has been cut. 2) After generating the physical element, establish the correlation between the line segment that has been cut and the physical element. 3) For the physical element containing the line segment that has been cut, perform artificial joint processing and then record all artificial joints. Thereafter, simulate the continuous boundary by assigning large intensity parameters to the artificial joints in the calculation process. 4) Input the artificial joint information, original geometric dimensions and boundaries of the mathematical elements to regenerate the physical and mathematical elements.
The processing mode of artificial joints is as follows: 1) If only one line segment has been cut in the physical element, then extend such line segments until it intersects with the physical element. The extended line segment is an artificial joint. 2) If two line segments have been cut in the physical element, then connect the two endpoints of the two segments in the element to form a line segment, which serves as the artificial joint. 3) If three line segments have been cut in the physical element, then connect the three endpoints of the three segments in the element to form three line segments. Out of the three line segments, two that do not intersect the line segments having been cut are selected as the artificial joints. 4) If the physical element contains more than four line segments that have been cut, then connect the endpoints in the element to form a group of line segments, and delete the line segments intersecting the line segments that have been cut. According to the principles of including all internal endpoints and non-intersecting line segments, identify all possible line segment combinations and select the combination with the least number of line segments as the artificial joint. The example in Figure 1 shows that the geometric dimension error without virtual joint technology can reach 43%, and the geometric dimension error with virtual joint technology proposed in this paper is 0%.
[image: Figure 1]FIGURE 1 | Artificial joint technique. (A) Processing mode of artificial joints. (B) Before and after using the artificial joint technique.
Use of Contour Integral Method to Solve the Stress Intensity Factor at the Joint Tip
The calculation of the stress intensity factor is the key technique in the simulation of the failure process of jointed rock masses. This study uses the contour integral method to solve the stress intensity factor at the joint tip and defines a contour away from the crack tip and around the crack tip in a counter-clockwise direction. An auxiliary stress field and a displacement field are constructed, and the stress intensity factors [image: image] and [image: image] are calculated on the basis of the contour integral method and [17,18] reciprocal theorem of work. The contour equation is shown in Eq. 1, and the contour is shown in Figure 2.
[image: image]
[image: Figure 2]FIGURE 2 | Contour integral method.
[17,18] reciprocal theorem of work under the premise that the volume force applied to the elasticity of an isotropic body is ignored is shown in Eq. 2.
[image: image]
In the above equation, [image: image] and [image: image] are the displacement and force of the integral point under equilibrium condition, respectively; and [image: image] and [image: image] are the displacement and force of the auxiliary field at the integral point. Let [image: image]. As [image: image] and [image: image] are free crack surfaces, Eq. 2 can be simplified as Eq. 3.
[image: image]
If the auxiliary displacement field is applicable to the stress field, then the stress intensity factors [image: image] and [image: image] can be calculated by using Eq. 3. If the stress and displacement far away from the crack tip are known, then this method can be used to calculate the stress intensity factor at the crack tip. Therefore, this method is applicable to cracks with any geometry, and it achieves high calculation efficiency and accuracy. It is often used to calculate the stress intensity factor in crack propagation simulation.
As mentioned previously, the auxiliary stress field and displacement field of a contour integral are the main factors affecting the intensity factor. On the basis of the two functions of the complex variables proposed by [18], the current work constructs an auxiliary stress field and a displacement field at the crack tip [18]. used [image: image] and [image: image] functions to solve plane problems. The stress and displacement components presented by the functions of complex variables are shown in Eq. 4.
[image: image]
G is the shear modulus, and [image: image] can be calculated using Eq. 5.
[image: image]
For semi-infinite plane cracks, the functions of complex variables [image: image] and [image: image] can be written as Eq. 6:
[image: image]
[image: image] and [image: image] are undetermined complex coefficients. Let [image: image] and [image: image]. Eq. 6 and Eq. 5 are substituted into Eq. 4 to calculate the stress and displacement field at the crack tip of the plane elastomer.
In the same way, let [image: image] and [image: image]. Eq. 6 and Eq. 5 are substituted into Eq. 4 to derive the auxiliary stress field and the displacement field of the contour integral, as written in Eq. 7.
[image: image]
The Eq. 8 between the contour [image: image] near the crack tip and the stress intensity factor can be obtained through several derivation processes.
[image: image]
From Eq. 8, the far-field contour at the crack tip can be written as the linear expression Eq. 9 of [image: image] and [image: image].
[image: image]
[image: image] and [image: image] can be calculated by integration. Eq. 8 and Eq. 9 are substituted into Eq. 3 to calculate the intensity factors [image: image] and [image: image].
Determination of Failure Criterion and Failure Direction
The stress intensity factor at the joint tip is calculated using the contour integral method. The failure criterion and direction of crack propagation at the joint tip can be determined according to the principle of maximum circumferential stress. The auxiliary displacement field and stress field constructed by the contour integral method are only applicable to a single crack without considering the interaction of the stress field at the multi-crack tip. Therefore, this study determines the failure criterion of a rock mass and joint tip to simulate the failure process of jointed rock masses.
The failure criterion and direction of a rock mass are determined according to the Mohr–Coulomb criterion with tensile strength. The Mohr–Coulomb criterion with tensile strength comprises three parameters: cohesion (c), internal friction angle [image: image] and tensile strength [image: image]. The [image: image] and [image: image] planes of the Mohr–Coulomb criterion with tensile strength are shown in Figure 3.
[image: Figure 3]FIGURE 3 | [image: image] and [image: image] planes of Mohr–Coulomb criterion with tensile strength. (A) σn plane. (B) σ1−σ3 plane.
Herein, [image: image] is defined as the critical value transforming the rock mass failure from tensile failure to compression shear failure, and [image: image] is calculated using Eq. 10.
[image: image]
According to the Mohr–Coulomb criterion, if [image: image], then the rock mass failure is caused by tensile force, the failure criterion is Eq. 11 and the failure mode is along the direction of the vertical tensile stress.
[image: image]
If [image: image], then the rock mass failure is caused by shear force, the failure criterion is Eq. 12, and the included angle between the direction of the failure mode and the maximum principal stress is [image: image].
[image: image]
Crack Tracking and Mathematical Element Reconstruction
Relative to other numerical calculation methods, the numerical manifold method uses two elements, namely, mathematical and physical elements, which are very simple to reconstruct in crack propagation.
The steps of reconstructing mathematical and physical elements in crack propagation are as follows:
(1) If the crack failure is caused by propagation, then propagate one physical element in each step. The physical element transforms into two physical elements after failure. The artificial joint technology used in this work retains some joints that have been cut to ensure the geometric accuracy of the joints in the simulation process. In the crack propagation simulation, simulate the physical element failure with and without an artificial joint.
If the physical element contains an artificial joint and the propagation crack is the same as the artificial crack, then transform the artificial joint into a propagation joint. If the propagation crack and artificial crack are on the same edge of the mathematical element, then change the coordinates of the artificial joint endpoints, transform the artificial joint into a propagation joint, and calculate the stress and node displacement of the physical elements related to the mathematical element according to the new coordinates (Figure 4). In any other case, consider that the physical element does not contain any artificial cracks.
[image: Figure 4]FIGURE 4 | Physical element failure containing artificial joint. (A) Propagation crack and artificial crack are on the same edge of the mathematical element. (B) Propagation crack and artificial crack are on the different edges of the mathematical element.
If the physical element does not contain any artificial crack, then change the geometric properties of the original physical element, and increase those of the new physical element. Typical element failure is shown in Figure 5.
(2) Determine the mathematical element J corresponding to the physical element, and establish the mathematical covers [image: image], [image: image], and [image: image] related to the physical element on the basis of mathematical element J.
(3) Perform the joint connectivity judgement for the physical elements in [image: image], [image: image], and [image: image]. If a connected joint exists, then increase one mathematical cover.
[image: Figure 5]FIGURE 5 | Typical failure of physical element. (A) Physical element coincides with the mathematical element. (B) Physical element is a part of the mathematical element.
This work should point out that in the process of single joint propagation failure, if the joint failure starts from the mathematical element boundary, then only the connectivity judgement for the two mathematical covers corresponding to the mathematical element boundary is performed. If the joint failure starts from the vertex of the mathematical element, then only the connectivity judgement for one mathematical cover corresponding to the vertex is performed. As for multi-joint failure, as a result of the coalescence between joints, connectivity judgement is performed for three mathematical covers (Figure 6). Therefore, even in the case of multi-joint propagation, crack propagation only results in an increase in three mathematical covers at most.
(4) For the newly generated physical element, recalculate the stress and displacement. Given the conservation of mass, all geometric and physical–mechanical information in the newly generated mathematical cover is the same as that in the initial cover. According to the principle of coalescence, correlate the physical element and the mathematical element near the crack tip with the mathematical cover, and then input the newly generated physical element and mathematical cover into the calculation model.
[image: Figure 6]FIGURE 6 | Typical connectivity judgement of mathematical elements. (A) Increase of one mathematical cover for single joint propagation. (B) Increase of two mathematical covers for single joint propagation. (C) Increase of three mathematical covers for multi-joint propagation failure.
VERIFICATION OF FAILURE SIMULATION PROGRAMME OF JOINTED ROCK MASS
Verification of Uniaxial Compression Test
The uniaxial compression test is the most frequently used method to study the failure process of jointed rock masses [5,12,13,19–22], and it has generated numerous results. Although the occurrence and mechanism of joint failure and coalescence have been broadly disputed, the distribution mode of typical structural planes is the same as the failure mode in the previously described results. Therefore, this section verifies the rationality of the programme based on the numerical model of a typical structural plane distribution.
[19] summarised the joint failure modes with different values of [image: image] in the models depicted in Figure 7A. The modes are shown in Figures 7B–D.
[image: Figure 7]FIGURE 7 | Typical failure mode of uniaxial compression. (A) Sample model. (B) Typical failure processes if β < 90°. (C) Typical failure process if β approximates to 90° with small value. (D) Typical failure process if β > 90°.
The basic parameters of the geometric dimensions of the calculation example for verification are shown in Table 1. Through the simulation analysis of the three models with rock bridge inclination angles [image: image] of 45°, 90°, and 120°, the fracture toughness of rock mass [image: image] is obtained.
TABLE 1 | Basic information of calculation example for verification.
[image: Table 1]Figure 8 shows the failure process of numerical specimen with inclination angle [image: image] is 45°. Figure 9 presents the comparison of the calculation results and the typical failure forms of [19] given inclination angles of 45°, 90°, or 120°. The verification results show that the failure process simulation programme for jointed rock masses developed in this work can effectively simulate the typical failure modes of jointed rock masses in uniaxial compression tests.
[image: Figure 8]FIGURE 8 | The failure process of numerical specimen with inclination angle [image: image] is 45°. (A) step 1, (B) step 93, (C) step 105, (D) step 110, (E) step 115, and (F) step 134.
[image: Figure 9]FIGURE 9 | Comparison between final failure mode and typical failure mode. (A) β = 45°, (B) β = 90°, and (C) β = 120°.
Verification of Direct Shear Test
Figure 10 shows the comparison of failure modes based on different structural plane distribution modes under a normal stress of 1.0 MPa. The comparison of the stress–strain process curves is shown in Figure 11, and the comparison of the comprehensive shear strength and test results is shown in Table 2. The results reveal the following:
(1) The same failure mode of jointed rock masses is obtained from the numerical simulation test. The proposed method can effectively simulate the failure process and final failure mode of the jointed rock mass.
(2) Two differences are identified between the stress–strain curve recorded by the numerical simulation programme and the actual results. First, because the numerical sample material is a completely linear elastic material, the stress–strain curve directly enters the linear elastic stage rather than the early compaction stage. Second, because the numerical simulation programme does not define the crack growth rate, the stress intensity factor and fracture toughness are compared to judge whether the joint propagates. After each crack propagation, the failure of a physical element occurs. As a result of different failure speeds, the corresponding curves are different.
(3) The comprehensive shear strength of a rock mass obtained by the numerical simulation programme is in good agreement with the test results, and the error does not exceed 5%.
(4) At present, the crack growth rate is determined on the basis of the propagation length of the joint and the characteristics of the object without considering the spatial distribution of the joint. Each failure runs through a physical element. Due to the different failure speed, there is a certain difference between the stress-strain curve obtained from the numerical test and the measured stress-strain curve (Figure 11). Therefore, the instantaneous brittle failure of a rock mass determined by the spatial distribution of structural planes is not simulated herein and will be explored in future work.
(5) Nevertheless, for practical engineering applications and engineering mechanical properties of jointed rock masses, the current simulation programme for the failure process of jointed rock masses can effectively simulate the failure process and final failure mode of jointed rock masses and obtain rational peak values and residual shear strength values, which meet the requirements of engineering applications.
[image: Figure 10]FIGURE 10 | Comparison between results of numerical simulation test and failure results of indoor direct shear test. (A) Type I, (B) Type II, (C) Type III, and (D) Type IV.
[image: Figure 11]FIGURE 11 | Comparison of stress–strain process curves. (A) Type I, (B) Type II, (C) Type III, and (D) Type IV.
TABLE 2 | Comparison between comprehensive shear strength of numerical simulation test and test results.
[image: Table 2]CONCLUSION

(1) This work introduces a virtual joint technology and improves the algorithm of the numerical manifold element generation of jointed rock masses so that the distribution lengths of joints do not change due to mass search. These achievements improve the calculation accuracy of the numerical manifold method.
(2) According to the concept of stress intensity factor in fracture mechanics, this study uses the contour integral method to calculate the stress intensity factor at the crack tip and solves the problems of reconstruction and stress transmission of mathematical and physical elements in the failure process of jointed rock masses. It also develops a simulation programme for the whole process of deformation, failure and propagation of jointed rock masses.
(3) This work compares the patterns, stress–strain response curves and comprehensive shear strengths in uniaxial and direct shear tests. The results show that the simulation programme for the failure process of jointed rock masses can effectively simulate the failure process and final failure form of jointed rock masses and obtain rational peak values and residual shear strength values, which meet the requirements of engineering applications.
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The compaction density of sand-gravel materials has a strong gradation correlation, mainly affected by some material source parameters such as P5 content (material proportion with particle size greater than 5 mm), maximum particle size and curvature coefficient. When evaluating the compaction density of sand-gravel materials, the existing compaction density evaluation models have poor robustness and adaptability because they do not take into full consideration the impact of material source parameters. To overcome the shortcomings of existing compaction density models, this study comprehensively considers the impact of material source parameters and compaction parameters on compaction density. Firstly, asymmetric data were fused and a multi-source heterogeneous dataset was established for compaction density analysis. Then, the Elman neural network optimized by the adaptive simulated annealing particle swarm optimization algorithm was proposed to establish the compaction density evaluation model. Finally, a case study of the Dashimen water conservancy project in China is employed to demonstrate the effectiveness and feasibility of the proposed method. The results show that this model performs high-precision evaluation of the compaction density at any position of the entire working area which can timely correct the weak area of compaction density on the spot, and reduce the number of test pit tests.
Keywords: evaluation of compaction density, sand-gravel dam, material source parameter, Elman neural network, modified particle optimization algorithm
1 INTRODUCTION
As a cohesionless coarse-grained soil material, sand-gravel material has higher strength and deformation modulus after compaction. It has the advantages of capacity to absorb large seismic energy, and adaptability to diverse foundation conditions [1]. In China’s vast southern Xinjiang region, natural sand-gravel materials with abundant reserves are broadly distributed in riverbeds and the Gobi Desert. The sand-gravel dam has become one of the most common dam types in water conservancy and hydropower development in this region because of its use of local materials, simple structure, good deformation adaptability, and few construction procedures and other characteristics. In the process of dam filling and rolling, efficacious control of compaction density is indispensable to ensure the safe operation of the dam, which directly affects the stability and durability of the dam. Improving the compaction density of sand-gravel dam can effectively reduce engineering accidents such as seepage damage and dam cracking [2].
According to the current construction specifications [3], the conventional method of dam compaction density control at the construction site is an association of controlling compaction parameters during construction operation and post-operation quality-control (i.e., spot tests of material density). It relies on manual sampling inspection of compaction density and control of compaction parameters [4]. The conventional compaction density control method can neither guarantee the compaction density of the entire construction area nor satisfy the demand for intelligent and efficient construction.
In recent years, with several ultra-high earth-rock dams, traditional construction and evaluation methods have become inadequate. The intelligent construction of dams has shown strong development momentum, comprehensively enhancing the overall level of engineering construction information management. The real‐time compaction monitoring system(RCMS) has been extensively investigated and applied in dam quality control. It can realize the entire-process and fine control during dam rolling construction and provide a real-time evaluation method that can reflect the construction quality of the entire work area.
The existing earthwork compaction monitoring system mainly consists of a real-time monitoring system of rolling compaction parameters and a compaction density evaluation model. Among them, the former was initially proposed and applied in road construction. With the advance of technology and research, continuous compaction control (CCC) [5, 6], intelligent compaction (IC) [7, 8] and roller integrated compaction monitoring (RICM) [9–11] systems have been successively applied. Nevertheless, considering the considerable variations between road construction and earth-rock dam construction in physical properties, construction technology and quality control indexes, these researches are not completely applicable to earth-rock dam construction [12].
During the last decade or so, through the unremitting efforts of many scholars, the compaction monitoring system in the construction of earth-rock dams has gradually matured. Zhong et al. [13, 14] put forward a real-time monitoring technology for dam construction quality, which can effectively control compaction parameters and ensure better construction quality, and has been successfully applied to Nuozhadu Project. Chen et al. [15] developed an improved unmanned driving technology for construction machinery without changing the oil circuit, circuit control system and mechanical structure, and applied it to the Chushandian Reservoir in Henan Province to verify the applicability and effectiveness of the technology. Huang et al. [16] developed a real-time construction quality supervising system for face rockfill dams to supervise the working surface’s compaction parameters, including rolling track, rolling times, rolling speed and compacted thickness, which has been successfully applied in the construction of the concrete face rockfill dam of Shuibuya hydropower station. Zhang et al. [17] presented an unmanned rolling compaction system for rockfill materials during construction, and proved the effectiveness and high efficiency of the system in the field application of the Qianping reservoir project. Liu et al. [12] utilized RTK-GPS and RICM technology to monitor the compaction value and rolling construction parameters (such as compaction passes, vibration status and compacted thickness, etc.) in the construction process of earthwork, and proposed a method for evaluating the compaction density of earth-rock dam based on the simultaneous control of compaction degree and rolling construction parameters.
In terms of the evaluation model of compaction density, some related researches have been conducted by scholars. Multiple linear regression models and neural network frameworks are used to establish compaction density evaluation models. Yang and Shi [18] analyzed the impact of rainfall on vibration compaction value (VC) in detail through an experimental test of the Longtan RCC dam, and established the corresponding nonlinear regression model. Liu et al. [19] established a corresponding multiple linear regression model considering the impact of rolling parameters and the moisture content on compactness, and verified its validity in the NZD dam project in southwest China. Thompson et al. [20] fully considered the influence of soil type and moisture content, and respectively established multiple regression models of dry soil density, Kriging impact value (CIV), dynamic cone penetration value (DCP) and soil stiffness (ELWD) represented by MDP and water content as independent variables. Wang et al. [21] constructed a compacting quality evaluation model based on support vector regression with chaotic firefly algorithm (CFA), which provided a new idea for compaction density evaluations that combine intelligent bionic algorithms with data mining algorithms.
Although many scholars have conducted in-depth studies on the evaluation model of compaction density in various aspects, these evaluation models have the following problems in the real-time monitoring system. Firstly, the existing compaction density evaluation models mainly focus on the fine-grained soil with a small particle size distribution range (less than 120 mm) and lack of research on the sand-gravel materials with an extensive particle size distribution range (more than 200 mm). Secondly, the existing evaluation model does not fully consider the changes of soil attributes (moisture content and gradation), which means that the same index values may not represent the same density under different soil attributes [19]. The dry density of filling materials during dam construction has a gradation correlation. However, in the construction quality control of dam material, the influence of P5 content on dry density is mainly considered. In contrast, the effects of maximum particle size, variable coefficient and curvature coefficient are not fully considered. In the dam material grading analysis, the traditional grading screening method separates the test pit materials. However, there are numerous shortcomings, such as low sampling rate, cumbersome operation process, interference of human factors in the test process and results. The obtained material source parameter data is quite scarce. One of the most significant and arduous issues of current research is effectively combining and analyzing the asymmetric data of a small amount of material parameter data and a large amount of rolling construction parameter data in the compaction density evaluation model. Thirdly, the relationship between dry density and its factors is complicated and fuzzy. The existing compaction density evaluation model established by the regression model is intuitive and straightforward and suitable for a few parameters and known curve types [22]. It is arduous to reach an appropriate regression model for multi-parameter and nonlinear relationships. When evaluating the compaction density of sand-gravel materials, the robustness and adaptability of the existing models become worse due to the significant difference in the particle size of filling materials.
In order to overcome the shortcomings of the investigation above, this paper selected sand-gravel materials as the research object, statistically collects and collates the detected data of test pits on filling units of different divisions after the rolling construction as well as the compaction parameters at the test pit position obtained from the RCMS as the historical database. A multi-source heterogeneous dataset was established by integrating rolling construction parameter data, material source parameter data and compaction density data. Moreover, in order to improve the accuracy of the compaction density forecasting model, Elman neural network (ENN) is introduced to construct a compaction density evaluation model of the sand-gravel dam coupled with dam material source parameters and compaction parameters. Given the inherent problems of ENN such as slow convergence speed and falling into local optimum easily [23], this paper adopts an adaptive simulated annealing particle swarm optimization algorithm to optimize Elman neural network (ASAPSO-ENN). The prediction ability of the proposed model is verified by field test data in the Dashimen water conservancy project and compared with other models based on evaluation indexes.
2 METHODOLOGY
The workflow of the proposed methodology is illustrated in Figure 1, which mainly includes three parts: the acquisition of evaluation parameters, the establishment of neural network models and the comprehensive evaluation of compaction density. Firstly, the data of rolling construction parameters, material source parameters and compaction density were obtained, and a multi-source heterogeneous dataset collected by different data acquisition systems is established. Secondly, the Elman neural network optimized by the adaptive simulated annealing particle swarm optimization algorithm is used to construct the compaction density evaluation model. The material source parameter and rolling parameter data are applied to the inputs, whereas the compaction density data from the in-situ test is the output. A better learning effect can be achieved by adjusting the neural network topology, the number of iterations, and the error accuracy of learning. Finally, the proposed methodology is applied to the sand-gravel dam’s compaction density evaluation in China’s hydropower project.
[image: Figure 1]FIGURE 1 | The framework of the proposed methodology.
2.1 Acquisition and Establishment of a Multi-Source Heterogeneous Dataset
The factors affecting the compaction density of the sand-gravel dam include compaction parameters and material source parameters. The data of compaction parameters can be obtained in a real-time compaction quality monitoring system. RCMS is independently developed by our research group, as shown in Figure 2, including vehicle-mounted terminal equipment (Figure 2A), data transmission system (Figure 2B) and software platform system (Figure 2C). During the filling and rolling construction of the sand-gravel dam, many vehicle-mounted terminal devices are installed on the vibratory roller, and the sampling equipment is generally set to a sampling frequency of 1 Hz to collect the rolling construction parameters. The collected construction parameter data include the vehicle coordinates, rolling thickness, vibration frequency and acceleration, etc. These rolling construction parameter data are huge, and each filling unit will generate nearly one million pieces of construction information. The collected data is transmitted to the management platform and the industrial board installed in the mechanical cab through the data transmission system to guide and remind the construction operation.
[image: Figure 2]FIGURE 2 | Real-time compaction monitoring system.
The material source parameter data and compaction density data can be obtained from pit testing of the finished work area. The pit testing includes dry density measurements and grading analysis of test pit material after compaction, whose specific processes are shown in Figure 3. Dry density measurements were carried out by the water-filling method. The grading analysis was conducted via sieving to obtain the P5 content, curvature coefficient and maximal particle size of the sand-gravel materials samples, which is carried out simultaneously with dry density measurements. Regarding detected data of test pits in the construction area, there are only a few quality testing groups for each unit project (only about 3–5 groups), and it is impossible to get their values in every position on the surface. In order to incorporate a small amount of material source parameter data with a large number of construction parameter data, and realize the comprehensive evaluation of the compaction density of the entire unit engineering, this paper collects and collates the detected data of test pits on filling units of different divisions after the rolling construction as the historical database. According to the position coordinates of the test pits, the compaction parameters at the corresponding points were found from the RCMS, and a multi-source heterogeneous dataset was established by integrating rolling construction parameter data, material source parameter data and compaction density data.
[image: Figure 3]FIGURE 3 | Material source parameters and compaction density data collection.
2.2 ASAPSO-ENN Model
The flowchart diagram of the proposed ASAPSO-ENN model can be demonstrated as Figure 4. This section will elaborate on the Elman neural network and intelligent optimization algorithm adopted by the proposed model in this paper.
[image: Figure 4]FIGURE 4 | Flowchart diagram of the proposed ASAPSO-ENN model.
2.2.1 Elman Neural Network
Elman neural network is a multi-layer dynamic neural network proposed by Elman in 1990 [24]. Because of its dynamic recursive structure, it has a good approximation ability to nonlinear function, so it is widely used in blasting vibration velocity forecasting [25], spatiotemporal drought prediction [26], ammonia adsorption forecasting [27] and other related fields. As shown in Figure 5, Elman neural network is divided into four layers: input layer, hidden layer, output layer and context layer. The connection of the input, hidden and output layer is similar to that of feedforward neural networks. However, the difference is that the context layer is added to store the output value of the neuron of the hidden layer at the previous moment. The output of the hidden layer is re-used as the input to the hidden layer by taking over the delay and storage of the context layer. This kind of connection enables the network to enjoy a memory function for historical state data, thereby increasing the ability of the network to deal with dynamic information. The spatial equation of state of Elman neural network at k moment is:
[image: image]
where h(k), c(k) and z(k) respectively represent the output vectors of the hidden layer, the context layer and output layer at the moment k; u(k-1) is the input layer vector at the moment k-1; g(•) and f(•) are transfer functions of output layer and hidden layer respectively; ωi,j, ωj,m and ωj,q are connection weights between input layer and hidden layer, context layer and hidden layer, hidden layer and output layer respectively. The weights of the Elman network are adjusted by minimizing the mean square error (MSE), the minimum mean square error is adopted to adjust the weights of Elman network in this study. The formulation of MSE is listed as follows:
[image: image]
where z(k) is the actual value at time k, zt(k) is the predicted value at time k.
[image: Figure 5]FIGURE 5 | Topology structure of Elman neural network.
2.2.2 Particle Swarm Optimization Algorithm
Particle swarm optimization algorithm is an evolutionary computation technique proposed by Kenney and Eberhart in 1995 [28], which is derived from the behavior research of birds predation. The algorithm is a global optimization method based on swarm intelligence theory, guided by swarm intelligence generated by cooperation and competition among particles in the swarm. In PSO, the solution of each optimization problem is regarded as a flying particle in the search space. All particles enjoy a fitness value determined by the optimized objective function, and each particle has a velocity that determines the direction and distance of its flight. Particles adjust their velocity and position dynamically by integrating individual cognition and social cognition, searching in the solution space, and finding the optimal solution through iteration [29]. When the search space is D-dimensional and the size of the particle swarm is N, the velocity and position of the particle during each iteration (Figure 6) is updated by the following relation:
[image: image]
[image: image]
where i = 1,2…N; d = 1,2…D; t is the number of iterations; ω is the inertia weight; c1 and c2 are the learning factors; r1 and r2 are random numbers between 0 and 1, which are used to maintain the diversity of the population; vid(t) and xid(t) respectively represent the velocity and position in the d-dimensional space of the ith particle at iteration t; Pbestid(t) and Gbestid(t) denote the historical optimal positions of individual particle and group particles at iteration t, respectively.
[image: Figure 6]FIGURE 6 | Search trajectory of particle swarm optimization.
According to Eq. 3, the update of particle velocity consists of three parts. The first part reflects the degree of the particle affected by the current velocity, which is related to the current state of the particle and balances exploitation (local search) and exploration (global search). The second part is the self-cognition of particles, reflecting the impact of their historical memory. The third part is the social cognition of particles, which reflects the information sharing and cooperation among particles. Under the joint action of these three parts, the particle adjusts its position and velocity continuously according to the historical experience and the information-sharing mechanism to find the optimal solution to the problem. From what has been discussed above, the inertia weigh ω and learning factors are essential parameters that affect the optimization performance of the algorithm [30, 31].
Although the PSO algorithm shows remarkable performance, it has disadvantages such as local convergence and prematurity when dealing with complex and high-dimensional optimization problems. In order to overcome the above shortcomings, this paper modifies the original algorithm from the aspects of inertia weight and learning factor, and introduces a simulated annealing method to ensure that the algorithm can jump out of the local optimal solution.
2.2.3 Adaptive Particle Swarm Optimization
2.2.3.1 Adaptive Adjusted Inertial Weight
Inertia weight is a critical important parameter in PSO algorithm, which describes the impact of the velocity of the previous generation on the current generation. The appropriate value for the inertia weight can effectively balance the global and local optimization ability of PSO algorithm. Generally, the larger inertia weight is favorable to global exploration, while the smaller inertia weight tends to facilitate local exploration to fine-tune the current search area [32].The selection of inertia weight is proportional to the algorithm’s convergence speed and global search ability, and inversely proportional to the local search ability. In order to improve the optimization velocity of the particle swarm algorithm and avoid the algorithm from falling into the local optimal solution, this paper adopts the hyperbolic tangent function of the independent variable in the interval [-5, 5] to control the inertia weight coefficient for nonlinearly adaptive variation. The adaptive inertia weight formula defined in this paper is as follows:
[image: image]
where Tmax is the maximum iteration number; t is the current iteration number; ωmax and ωmin are the maximum and minimum inertia weighs respectively; A large number of experiments have proved that the algorithm performance will be greatly improved when ωmax = 0.95 and ωmin = 0.4 [33].
The adaptive inertia weight function shown in Figure 7 adopts a nonlinear control strategy. In the initial stage of the search, the inertia weight decreases slowly, and the particles have sufficient time to conduct a large range of global searches, which is beneficial to reduce the situation of falling into the local optimum. In the middle stage, the inertia weight is approximately linearly decreasing, which gradually enhances local search ability. While at a later period, the rate of change of inertia weight slowed down again, focusing on meticulous local search to accurately determine the global optimal solution.
[image: Figure 7]FIGURE 7 | Diagram of adaptive variation of inertia weight.
2.2.3.2 Adaptive-Adjusted Learning Factors
Particle swarm optimization algorithm is a gradual convergence in the iterative process, and the diversity of the population will inevitably decrease during the entire iterative process, which is not conducive to the particle seeking the optimal solution. Based on the standard PSO algorithm, this paper performs second-order oscillation processing on the particle velocity update to further increase the diversity of the population and improve the global and local convergence balance performance of the algorithm. The improved optimization algorithm focuses on global search in the initial stage, emphasizes the self-cognition ability of particles, pays attention to the ergodicity of particle motion and reduces the probability of falling into a local optimal solution. With the increase of the number of iterations, the algorithm strengthens the communication between particles so that the position of the optimal solution of the population has a more significant impact on the search of each particle, and the local search is focused on the vicinity of Gbestid(t). The modified formula is as follows:
[image: image]
where the value of the second-order oscillation factor ξ1 and ξ2 are as follows [34]:
[image: image]
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2.2.4 Adaptive Simulated Annealing Particle Swarm Optimization
A simulated annealing algorithm is a global search method based on a metal annealing mechanism, which can achieve the optimal objective function solution in the sense of probability. According to a certain probability in the process of finding the extreme value, it allows the objective function to deteriorate within a limited range to jump out of the local optimal solution and finally make the algorithm converge to the global optimal value. The simulated annealing algorithm is introduced into the APSO algorithm, accepting the deteriorating solution. When the temperature is higher, the probability of the algorithm accepting the deteriorating solution becomes higher. As the temperature decreases, the probability of the algorithm accepting the deteriorating solution decreases, which is convenient for the algorithm to break away from the restraint of the local extreme value and finally find the global optimal solution. For optimization problems, internal energy can be abstracted as the fitness function, and the solving process of the algorithm is as follows [35, 36]:
Step 1): Initialize the annealing temperature Tk, generate a random initial solution x0 and calculate the corresponding objective function value f(x0).
Step 2): Perturb the current solution x0 to generate a new feasible solution x’, calculate the corresponding objective function value f(x’), and get Δf = f(x’)- f(x0).
Step(3): According to the probability formula (min{1, exp(-Δf/Tk)} > random[0,1]) to receive x’, where random[0,1] is a random number within the range [0,1].
Step(4): Annealing operation: Tk+1 = αTk (where α is the temperature decline coefficient, α<1). If the convergence criterion is fulfilled, the annealing process ends. Otherwise, repeat Step 2) and Step 3) until the convergence conditions are fulfilled.
So far, the complete pseudo-code of ASAPSO algorithm is described in Algorithm 1.
Algorithm 1 Procedure ASAPSO[image: FX 1]
2.3 Material Source Parameters Generation in Engineering Applications
The sand-gravel material consists of subrounded and rounded particles, which are not easy to break in the rolling construction process and have higher strength and deformation modulus after compaction [37]. The grading curve of the sand-gravel materials after rolling construction is close to the original grading curve of the material field [38]. This paper takes the asphalt concrete core sand-gravel dam filling material of the Dashimen water conservancy project as the research object. According to a large amount of geological exploration data in the early stage of the dam filling construction, the sand-gravel materials used to fill the dam shell are derived from the layers formed in the same geological period. The historical causes and geological movements experienced in the sand-gravel material accumulation are the same, so the physical characteristics of the sand-gravel materials in this layer are pretty similar. The particle composition has apparent regularity for the sand-gravel materials from the same layer. This regularity should be consistent in the whole stratum and obey a specific probability density distribution law.
In mathematical-statistical analysis, Weibull distribution has strong applicability to all types of test data. It can be applied to large sample data and has good applicability to small sample data. It can obtain a more accurate estimation of the gradation parameters distribution, which is a commonly used probability statistical method. The expression of the two-parameter Weibull distribution function and the corresponding density function can be expressed as [39]:
[image: image]
where F(x) is the distribution function; f(x) is the density function; x is the random variable; ξ is the shape parameter, and η is the scale parameter.
In order to determine the overall distribution of material source parameters more accurately, this paper firstly determines the distribution model with two-parameter Weibull distribution as the material source parameters through the goodness of fit test. Then 1000 groups of regenerated sub-samples were extracted from the above empirical distribution function by the Bootstrap sampling method. These regenerated sub-samples were fitted with Weibull distribution to obtain 1000 groups of shape parameters and scale parameters. The mean values of these shape and scale parameters were counted as parameter estimation of Weibull distribution of material source parameters. This paper’s parameterized Bootstrap sampling method is better than the traditional Bootstrap sampling method. With the continuous development of construction, the sample data of material source parameters will gradually increase. The statistics obtained using the parameterized Bootstrap method in this paper can effectively reflect the distribution of material source parameters.
3 CASE STUDY ON COMPACTION DENSITY OF SAND-GRAVEL DAM
3.1 Project Overview
In this section, based on real-time monitoring data and pit testing data collected from the asphalt concrete core sand-gravel dam of the Dashimen water conservancy project in the Xinjiang Province of China, the compaction density of the dam surface is evaluated by using the method presented in this paper. The retaining dam of the Dashimen water conservancy project is a 128.8-meter-high sand-gravel dam with an asphalt concrete core wall, and its structural design is shown in Figure 8. The main engineering quantities of the dam filling materials include about 3.128 million cubic meters of sand-gravel materials, about 161,000 cubic meters of transition material, about 14,000 cubic meters of asphalt concrete, and about 185,000 cubic meters of available rockfill materials. Sand-gravel materials account for 90% of the total filling amount, thus this paper mainly analyzes and studies the compaction density control of sand-gravel materials.
[image: Figure 8]FIGURE 8 | Standard cross section of Dashimen asphalt concrete core dam.
3.2 Establishing the ASAPSO-ENN Model
This study collected and sorted out the 130 groups of quality inspection data of the sand-gravel material area from March 20, 2018 to November 4, 2019. The material source parameters in the quality inspection data include P5 content, maximal particle size, curvature coefficient, the material proportion with particle size less than 0.0075 mm(<0.0075 mm) and uneven coefficient. By matching the spatial coordinates of the pit testing data, rolling construction parameter data (vibration frequency, acceleration, rolling thickness, rolling velocity) at the test pit location can be readily retrieved from the real-time compaction quality monitoring system (RCMS). By integrating compaction parameters data, material source parameters data and compaction density data, a multi-source heterogeneous structure dataset was established for neural network learning, which contained nine input features and one target output.
The input features in the dataset are relatively comprehensive and may contain some redundant features or irrelevant features, which greatly increase the training time and computational complexity of the neural network learning algorithm and may reduce the accuracy of the model prediction. In this paper, the Pearson correlation coefficient is utilized to select correlation features and redundancy features from the aspects of correlation and redundancy. Firstly, correlation analysis between each feature and the compaction density is conducted to remove the features irrelevant to the predicted target, and the corresponding correlation coefficient is shown in Figure 9. In order to retain useful information as much as possible and avoid losing essential features for target prediction, features with correlation coefficients greater than 0.1 are selected for subsequent analysis. Then the features are sorted from largest to smallest according to the correlation coefficient, and the correlation coefficient between the features is calculated to eliminate redundant features. Suppose the correlation coefficient between any two features is greater than 0.75. In that case, it indicates a strong correlation between them, and the feature whose correlation coefficient ranks behind is eliminated. When one of the two features is eliminated, the remaining feature will retain unconditionally. After analysis, it is found that the correlation coefficient between excitation frequency and acceleration is higher than 0.75, so the acceleration is eliminated. Finally, six attributes, namely P5 content, maximum particle size, curvature coefficient, vibration frequency, rolling thickness, and rolling velocity, were chosen to evaluate the compaction density of sand-gravel material.
[image: Figure 9]FIGURE 9 | Correlation coefficient between each feature and compaction density.
The data after the above feature selection is subjected to abnormal data cleaning and normalization operations. Then the author randomly selects 104 sets of data in the effective dataset after data processing as the training group, and 26 sets of data as the test group. In order to reflect the improvement in prediction accuracy of the proposed model, the authors compare the prediction results of the ASAPSO-ENN model with those of ENN, PSO-ENN and APSO-ENN on the test dataset. The parameters in Table 1 are used to establish a single ENN model. Then PSO, APSO and ASAPSO algorithms are respectively adopted to optimize the initial weights and thresholds of ENN. In this paper, PSO, APSO and ASAPSO have different adjustment strategies for particle motion, and the parameter settings of these three algorithms are shown in Table 2.
TABLE 1 | Parameter settings of ENN.
[image: Table 1]TABLE 2 | Parameter settings of PSO, APSO and ASAPSO.
[image: Table 2]The particle swarm optimization algorithm uses the mean square error (MSE) as the fitness function. The algorithm is compared with the PSO and APSO algorithm to prove the effectiveness and accuracy of the ASAPSO algorithm in this paper. Figure 10 shows the evolution curve of these algorithms. As can be seen from the figure, APSO has made adaptive improvements to the algorithm’s inertia weight and learning factor on the traditional benchmark PSO, making the traditional benchmark PSO algorithm jump out of the local optimal solution to a certain extent. In this paper, the simulated annealing operation is introduced on the basis of APSO, which significantly enhances the ability to jump out of the local optimal solution and improves the accuracy of search results. In addition, the algorithm proposed in this paper also has certain advantages in convergence speed.
[image: Figure 10]FIGURE 10 | The evolution curve of these algorithms.
Then, to demonstrate the accuracy of the compaction density evaluation model constructed by the proposed algorithm in this research, four commonly applied error evaluation indicators are introduced, namely the determination coefficient R2 Eq. 10, the mean square error MSE Eq. 2, the root mean square error RMSE Eq. 11, and the mean absolute error MAE Eq. 12.
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where z(k) is the actual value at time k; zt(k) is the predicted value at time k; zp(k) is the mean of the actual value at time k; and N is the total number of testing samples dataset.
The evaluation indicators of each prediction model are demonstrated in Figure 11. The figure indicates that the proposed model ASAPSO-ENN is the best performer. The ASAPSO-ENN model proposed in this paper can be effectively used to evaluate compaction density.
[image: Figure 11]FIGURE 11 | Comparison of error evaluation indicators of different evaluation models.
3.3 Compaction Density Assessment for the Entire Filling Construction Area
Based on the compaction density evaluation method of the entire filling construction area proposed in Section 3.2, we selected the filling unit DSMD52 of the asphalt concrete core sand-gravel dam of the Dashimen water conservancy project as the test area to evaluate the effectiveness of the compaction density evaluation method. The compaction work area was divided into 1 m ×1 m grids, and the compaction parameter data at the grid points can be obtained in the real-time compaction quality monitoring system. Then the Weibull distribution function of each material source parameter (Table 3) is calculated according to the method described in Section 2.3, which is used to generate the material source parameters at each grid point. Further, the rolling compaction and material source parameters are input into the trained ASAPSO-ENN model to predict dry density at grid points. After that, the compaction density covering 100% of the compaction area can be estimated by Kriging interpolation. According to the dam material design requirements, the overall passing rate of the dry density (ρd ≥ 2.282 g/cm3) of whole sand-gravel materials should be more than 97%. It can be seen from Figure 12 that the percentage of the compaction density exceeding 97% is 100%, indicating that the work area fulfills the construction design requirements and the compaction density reaches the corresponding standards.
TABLE 3 | Distribution function of material source parameters.
[image: Table 3][image: Figure 12]FIGURE 12 | Distribution of compaction density predicted by ASAPSO-ENN model.
Through the model proposed in this paper, the dry density of the entire working area can be predicted in real-time during the rolling construction process. In addition, the weak area of compaction density can be remedied on the spot, which effectively solves the problem that the post-evaluation method cannot remedy in time. At the same time, the model can perform a high-precision evaluation of the compaction density at any position of the entire working area based on considering the impact of the material source parameters, reducing the number of test pit tests.
4 CONCLUSION AND PROSPECT
The compaction density of sand-gravel materials has a strong gradation correlation, which is mainly affected by some material characteristic parameters such as P5 content, maximum particle size and curvature coefficient. When evaluating the compaction density of sand-gravel materials, the existing compaction density evaluation models have poor robustness and adaptability because it does not fully consider the impact of material source parameters. Systematic research on the compaction density evaluation of sand-gravel materials is carried out based on the Dashimen water conservancy project in China to overcome the shortcomings of existing compaction density models. In this paper, the Elman neural network optimized by the adaptive simulated annealing particle swarm optimization algorithm is proposed to establish the compaction density evaluation model, which realizes the dynamic compaction density assessment of the construction layer. The major contributions of this research are summarized as follows:
1. This research collects and collates the detected data of test pits on filling units of different divisions after the rolling construction as well as the compaction parameters at test pit position obtained from the RCMS as the historical database, and a multi-source heterogeneous dataset was established by integrating rolling construction parameter data, material source parameter data and compaction density data. Realize the fusion of asymmetric data (material source and rolling parameters), providing data support for the comprehensive evaluation of the compaction density for the entire working area.
2. In order to improve the stability and reliability of the predicted output of ENN, the adaptive simulated annealing particle swarm optimization algorithm is used to optimize the internal parameters of ENN iteratively. It greatly enhances the ability of the algorithm to jump out of the local optimal solution and improves the accuracy of search results compared with the traditional benchmark algorithm.
3. The ASAPSO-ENN model proposed in this study can be effectively used to evaluate compaction density. Through the model proposed in this paper, the dry density of the entire working area can be predicted in real-time during the rolling construction process. The weak area of compaction density can be remedied on the spot in time. At the same time, the model can perform a high-precision evaluation of the compaction density at any position of the entire working area based on considering the impact of the material source parameters, reducing the number of test pit tests.
In this study, the bionic intelligent algorithm and the neural network model are combined to improve the neural network model’s prediction performance effectively. The model in this paper is suitable for detecting the compaction density of sand-gravel materials with large particle size distribution (0–400 mm). It should be noted that this research only collects and collates the test pit data of Dashimen water conservancy project. In the future, more field test pit data of different hydraulic engineering will be collected to establish multi-source heterogeneous historical datasets under different geological conditions to obtain a more accurate evaluation model of sand-gravel material.
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Kala reservoir is a large hydropower station, which will be built on the Yalong River in Sichuan Province, China. The topography and geomorphology at the project area of the hydropower station are characterized by high mountains and a deep V-shaped valley, where the engineering geological conditions are complex. The stilling basin of the Kala reservoir is planned to be built on a weak rock mass called a sericitized slate. Therefore, the safety of stilling basin structure has an important impact on the regular operation of the Kala hydropower station. To evaluate the working state of the stilling basin structure, a three-dimensional numerical model was built, including the valley, mountains and stilling basin structure. FLAC3D (A three-dimensional finite-difference simulation software) was used to simulate engineering and mechanical responses of the stilling basin structure and the foundation rock mass under various working conditions. Based on the simulation results, the structural layout of stilling basin and the rationality of sericitized slate treatment measurements were verified. It was determined that the engineering properties of the sericitized slate would generally meet the engineering requirements. However, considering that the characteristics of sericitized slate are easy to weaken with water, it was suggested to carry out necessary foundation improvement for sericitized slate to strengthen its engineering mechanical properties.
Keywords: kara hydropower station, stilling basin structure, sericitized slate, engineering evaluation, foundation bearing capacity
INTRODUCTION
Many hydropower stations have been built in the deep V-shaped river valleys in Southwest China [1, 2]. These hydropower projects are built on complex geological environments [3]. Weak and bad geological strata often appear in key hydraulic structures such as dam foundations, underground powerhouses, or hydraulic tunnels [4–7]. The complex geological environments cause engineering problems for constructing hydropower projects in this region. These engineering problems related to weak rock masses include but are not limited to an insufficient foundation bearing capacity, excavation-reduced relaxation, expansion of plastic zones, large time-dependent deformations. These problems should be evaluated and predicted in the engineering design stage to put forward practical support and reinforcement measures.
In rock engineering, the size of damage or plastic zone are traditionally used to conduct the engineering evaluation of weak rocks [8, 9]. In the field tests, it can be determined by measuring the variations of a sound wave with depth in rock drilling [7, 12], the size of rock damage or plastic zones can be conventional determined. The borehole acoustic testing method has high accuracy and important engineering practical value. It has been widely used in a large number of hydropower projects in China [7, 10, 11].
When there is a lack of field-measured acoustic data, the numerical simulation method becomes an inevitable choice. This method can qualitatively determine the range of damage or plastic zones under varieties of working conditions, which provides an important reference in the pre-feasibility design stage of a project. Numerical simulation technology has also been widely used in the design of hydropower projects in China. A large number of successful application cases have been achieved [8, 12].
For a shallow excavation of rock foundation, excavation activities generally produce small disturbances in the rock mass, which cause limited releases or changes of in-situ stress states. Therefore, the foundation bearing capacity can also be used to evaluate the stability of bedrock. This method is to judge whether the foundation pressure on the bedrock exceeds the standard value of the foundation bearing capacity. Although this method is simple, it has good practicability and is widely used [13, 14].
At present, the Kala hydropower station to be built on the Yalong River in Sichuan Province has encountered the problem of adverse geological conditions. The dam site of Kala hydropower station is located in a section of deep V-shaped valley. Part of the foundation bearing stratum of the stilling basin is a weak sericitized slate, which is characterised by broken rock mass structure, poor rock mass quality, low strength and easy deformation. It can be predicted that the sericitized slate as the bedrock will show complex inelastic and time-dependent deformation, which will have a potentially adverse impact on the stability of stilling basin structure. Therefore, safety evaluation for stilling basin structure and bedrock rock mass is of great engineering value for the design and construction of the project.
By analysing the engineering geological conditions, this study established a three-dimensional numerical model of the valley, mountains and stilling basin structure of the Kala reservoir. Then, the three-dimensional finite difference method (FLAC3D7.0) was used to analyze the engineering and mechanical responses of the stilling basin structure and bedrocks under various working conditions. Based on the numerical modelling results, the stabilities of stilling basin and sericitized slate was evaluated by using plastic zone, bearing capacity and point safety factor. This study has a certain reference value for the design and construction of hydropower projects under similar topographic and geological conditions.
ENGINEERING DESCRIPTIONS
Topography and Geomorphology
The topography of the dam site of the Kala hydropower station is a typical deep V-shaped river valley. On the slope of the left bank, rock masses are exposed and partially covered with quaternary diluvium. On the lower part of the right bank slope, the terrain is steep and the bedrock is exposed. While the upper part is covered with quaternary colluvium and diluvium, with relatively gentle terrain.
Engineering Geological Conditions

(1) Stratum and lithology
Sandy slate, metamorphic sandstone, carbonaceous slate and marble are exposed at the dam site. These rocks belong to the Zagunao Formation (T3Z2-1∼2–17) of the Upper Triassic of Mesozoic. The rock stratum on the right bank is along [7, 12]. The stratum is characterized by a monoclinal structure. The strike of the rock stratum is consistent with the river flow direction, generally inclined to the left bank. The rock stratum is in the reverse slope direction on the left bank.
(2) Geology structure
At the dam site, various structural discontinuities, such as faults, interlayer compression zones and joint fissures are developed. According to scale, they can be divided into class II, III, and IV structural interfaces. Among them, the geological conditions downstream of the dam are the worst, where stilling basin structures are planned to build. Under the stilling basin structure, there is a weak sericitized slate, which might adversely affect the construction of the stilling basin.
(3) Characteristics of sericitized slate
According to the engineering survey, the sericitized slate is located in elevation (EL.) 8.60–923.83 m and is distributed in a bladder shape. It is mostly in interbedded or interlayer contact with the surrounding hard rock strata. On the whole, the sericitized slate is exposed at a lower elevation near the river downstream. Sericitized slate is a kind of weak rock mass characterised by broken structure, poor quality, low strength, and easy deformation.
Geological Model and Calculation Conditions
Geological Modeling and Material Parameters
Figure 1A shows the three-dimensional numerical model of stilling basin structure, bank mountains and river valley at the project area. The bottom elevation of the model is EL.1777 m. The bottom and top elevations of the stilling basin are EL.1873 m and EL. 1935 m, respectively. In the crossing-river direction, the model length is 300 m, where vertical left and right boundaries are both 150 m away from the centre line of the riverbed. Along river-flowing direction, the model length is 250 m, where vertical upstream and downstream boundaries are 41 and 209 m away from the central axis of stilling basin dam crest, respectively. The terrain contours at the project area are used to generate the mountain surface of the model.
[image: Figure 1]FIGURE 1 | (A) Numerical model of the stilling basin of Kala Hydropower Station and the valley at the dam site, (B) A profile across the river (Dam 0 + 145.25 m) showing the lithological strata and geological conditions.
The positive direction of the X-axis of the model is along the river and points downstream. The Y-axis is generally perpendicular to the river channel in the dam site area, with a positive direction from the right bank to the left bank. The positive direction of the Z-axis is vertical upward.
A mesh generation software named Griddle was selected to establish a high-quality grid numerical model. Many practices show that Griddle has strong mesh generation performance in geotechnical simulations. In this study, the eight-node hexahedron element was mainly used in Griddle to mesh the geological model. Four-node tetrahedral elements were used for transition in some parts that are difficult to have meshed with hexahedral elements. Figure 1A shows the numerical model established using Griddle. It has 1156977 solid elements and 577128 nodes. Because of the cross-cutting of strata and faults, the numerical model has 73 element groups. Different colours distinguish these groups.
Figure 1B shows a typical profile crossing through the stilling basin structure. The position coordinate of the profile on the numerical model is X = 160 m, with a realistic chainage 0 + 145.25 m downstream of the dam. For simplification, the chainage of this profile is recorded as “Dam 0 + 145.25 m” in this study. It shows the engineering geological condition and stratigraphic zones in the model. Structural faults J99, F130, J87 and J88 were considered in building the numerical model. According to the engineering survey, the width of these faults was about 0.1–0.25 m. The width of fault f76 was about 0.5 m.
Sericitized slate is a bad geological material encountered in the Kala hydropower project, which would cause potential adverse effects on the construction of stilling basin. Figure 2A shows the spatial relationship between the stilling basin and the sericitized slate. It can be seen that a sericitized slate is located inside the mountain on the left bank. According to the engineering design, a part of sericitized slate will be excavated and exposed as the foundation and slope rock mass, which will contact the bottom plate and sidewall on the left side of the stilling basin. Sericitized slate can be divided into three layers. Among them, the material parameters of the sericitized slate in the second and third layers are similar, so no more detailed stratification is required in this study.
[image: Figure 2]FIGURE 2 | (A) Geological model of stilling basin and sericitized slate, (B) Mesh of stilling basin, (C) Structural joint contact model of stilling basin.
Figure 2B shows the three-dimensional numerical model of the hydraulic structure of the stilling basin. The stilling basin structure has 5 structural joints along the river and 6 structural joints across the river. These structural joints are about 2 cm wide and the concrete blocks on both sides are separated from each other. Thus, in the numerical model, interface elements are adopted to simulate the mechanical behaviours of the structural joints, as shown in Figure 2C.
In FLAC3D7.0, the interface element is generally used in contact analysis. The interface element has four mechanical parameters. They are normal stiffness [image: image], shear stiffness [image: image], cohesion [image: image] and friction coefficient [image: image]. In this numerical investigation, [image: image] and [image: image] are adopted. Considering that the width of these structural joints is 2 mm, it is reasonable to think that the interface elements have no cohesion and friction effects. Thus, [image: image] and [image: image] are adopted in this study.
In this study, the model shown in Figure 1A was imported into FLAC3D7.0 for conducting numerical simulations. FLAC3D7.0 is a finite difference software, which has been developed by Itasca for numerical simulation of geotechnical engineering. In this software, the tensile stress is specified as positive. Therefore, in its calculation results, minor principal stress is equivalent to major principal stress in rock mechanics and engineering. In the numerical model shown in Figure 1A, there are 13 materials involved. Their material parameters are shown in Table 1, which are input into FLAC3D7.0.
TABLE 1 | Mechanical parameters of materials used in the numerical simulations.
[image: Table 1]Modelling Loads and Boundary Conditions
The following four kinds of loads are taken into account in the numerical analysis.
(1) Deadweight load, which is applied on the model by inputting the values of material density and gravity acceleration (9.81 [image: image]).
(2) Hydrodynamic pressure load, which is applied to the surface of the base plate and sidewall of the stilling basin.
(3) Uplift pressure load. It is a type of surface force, which is converted into node force by using the finite element theory and applied to the element nodes at the bottom floor and sidewall of the stilling basin.
(4) Seismic load. It is applied using the pseudo-static method to the effects of an earthquake. According to this method, the model density of some materials is increased by 15%.
The boundary condition of the model is set to constrain the normal displacement at the bottom and the four vertical boundaries of the model.
Working Conditions
During the operation of the hydropower station, the bottom plate of the stilling basin is subjected to various upward and downward loads. Therefore, according to the operation and service conditions of stilling basin, the load combination is divided into forward and reverse load combinations. All forward loads (downward loads) are considered as the maximum value, while reverse loads (upward loads) are not considered or considered as the minimum value. The most adverse combination of upward and downward loads should be considered to ensure the safe operation.
In this study, considering the combination modes of different loads, the engineering mechanical responses of stilling basin structures and bedrocks under 4 working conditions are simulated and analysed, which are presented in Table 2. Concerning the application of load, some special notes should be described as follows:
(1) Under working condition No. 4: normal operation + earthquake, the hydrostatic pressure was applied to the bottom plate and sidewall in a manner of area force. The water level in the stilling basin is EL. 1919.13 m. The water weight is 9.81 kN/m3.
(2) The ground motion acceleration in the direction of earthquake action is 113.6 gal. Under working condition No.4: normal operation + earthquake, the seismic load includes seismic inertia force and seismic hydrodynamic pressure, which are applied using the quasi-static method along the vertical direction. Seismic inertia force is equal to 0.116 times the dead weight. Seismic hydrodynamic pressure is equal to 0.116 times the hydrostatic pressure.
(3) According to the model test results, under working condition No.1: frequent flood, the hydrodynamic pressure = 13 kPa. Under working condition No.2: energy dissipation design flood, fluctuating pressure = 23 kPa. Under working condition No.3: check flood, fluctuating pressure = 18 kPa.
TABLE 2 | Working conditions and load combination modes used in numerical simulations.
[image: Table 2]MODELLING RESULTS AND ANALYSIS
In this study, a series of simulations were carried out. Limited to the length of the paper, only some calculation results are selected for display and analysis below. However, some other valuable simulation results will also be discussed and analyzed in the text descriptions or tables.
Modelling Results of the Whole Model
Figure 3 shows the simulation results under working condition No.1 (frequent flood). It can be seen from Figures 3A,B that under the condition of the frequent flood, the maximum tensile major principal stress is about 32.68kPa. The maximum tensile minor principal stress is about 2.706MPa, which appears on the stilling basin structure.
[image: Figure 3]FIGURE 3 | Numerical modelling results of the whole model for working condition of the frequent flood: (A) Major principal stress, (B) Minor principal stress, (C) Displacement along the river, (D) Displacement transverse the river, (E) Vertical displacement, (F) Resultant displacement.
Figure 3F shows that under the working condition of the frequent flood, the maximum deformation of the project area is 2.02 mm, which occurs in the middle and lower part of the left sidewall of the stilling basin, with an elevation of about EL. 1895 m. By analysing Figures 3C–E, it can be seen that the deformation in the project area mainly occurs in the transverse and vertical directions. The maximum value of Ydisp is about 1.49 mm and the maximum value of Zdisp is about 1.39 mm, respectively. The value of Xdisp along the river is relatively small.
Modelling Results at the Profile (Dam 0 + 145.25 m)
Figures 4A,B shows the modeling results of major and minor principal stresses on the cross-river profile at Dam 0 + 145.25 m, under working condition No. 2 (energy dissipation design flood). Most areas are in the compressive stress states. There is a tensile stress zone in the shallow layer on the mountain slope, in which the values of tensile major principal stress is in a range of about 0–0.3 MPa. In the backfill gravel at the back of the retaining wall of the stilling basin on the left bank, the local maximum tensile stress value reaches 0.381 MPa. Considering that the backfill gravel is a granular material, this tensile minor principal stress will not cause damage. These tensile stresses can be adjusted and eliminated by the movement between particles.
[image: Figure 4]FIGURE 4 | Numerical modelling results at the Profile (Dam 0 + 145.25 m) for the working condition of the frequent flood: (A) Major principal stress, (B) Minor principal stress, (C) Displacement transverse the river, (D) Resultant displacement.
Figures 4C,D shows the modelling results of deformation on the cross-river profile at Dam 0 + 145.25 m, under working condition No. 2 (energy dissipation design flood). On this profile, the maximum displacement occurs on the left sidewall (EL. 1895 m) of the stilling basin, with a value of 2.40 mm. The direction of this maximum displacement is from the right bank to the left bank.
Modelling Results at the Profile (Dam 0 + 195.25 m)
Figures 5A,B shows the stress modeling results on the cross-river profile at Dam 0 + 195.25 m, under working conditions of energy dissipation design flood. This profile crosses through the axis of stilling basin dam. It is seen that most areas in this profile are under compressive pressure. In such areas, the interior of the backfill gravel behind the sidewall on the right bank (EL. 1,935 m), the junction between the stilling basin dam and the sidewall on the left bank (EL. 1,914 m), and the junction between the bottom plate on the left bank of the stilling basin dam and sericitized slate (EL. 1,877 m), the minor principal stresses are in the tensile states, within a value range of about 0.15–0.30 MPa.
[image: Figure 5]FIGURE 5 | Numerical modelling results at the Profile (Dam 0 + 195.25 m) for the working condition of the frequent flood: (A) Major principal stress, (B) Minor principal stress, (C) Displacement transverse the river, (D) Resultant displacement.
Figures 5C,D shows the deformation modeling results at the profile of Dam 0 + 195.25 m, under working conditions of energy dissipation design flood. The maximum displacements occur at the junction of the stilling basin dam crest and the sidewall on the left bank (EL.1901–1,926 m), with a value range of about 1.20–1.34 mm. The direction of maximum displacement is from the right bank towards the left bank. It is found that the deformation of the left bank in this area is larger than that of the same position on the right bank. Through analysis, it is considered that the deformation of the stilling basin dam in this area is mainly affected by the backfill gravel behind the sidewall and the foundation bedrock of the sericitized slate.
Modelling Results of the Stilling Basin
Figure 6 shows the simulation results of deformation of stilling basin, under the working condition of check flood. It is seen that the maximum displacement occurs in a range of EL.1890–1900 m at the left bank sidewall, with a maximum value of about 3.20 mm. The direction of the maximum displacement is towards the left bank slope, which is located in the sericitized slate foundation. Due to the poor engineering properties of the sericitized slate, the lateral deformation of the sidewall on the left bank occurs under the water load in the stilling basin.
[image: Figure 6]FIGURE 6 | Numerical modelling deformation results of stilling basin for working condition of check flood: (A) Xdisp along the river, (B) Ydisp across the river, (C) Vertical displacement, (D) Resultant displacement.
The deformation modelling results of stilling basin structure are summarised in Table 3. It can be seen that the maximum displacements are about 2.02, 2.42 and 3.15 mm, under the working conditions of frequent flood, energy dissipation design flood and check flood, respectively. These maximum displacements occur in the middle and upper part of the sidewall of stilling basin on the left bank. The lateral water pressure in the stilling basin is vertically pressed on the sidewall, resulting in the maximum displacement dominated by the cross-river deformation from the right bank to the left bank.
TABLE 3 | Numerical modelling results of displacements of stilling basin under 4 types of working conditions.
[image: Table 3]Under normal operation + earthquake working condition, the maximum deformation of stilling basin is ahout 3.02 mm. Its direction is mainly across the river from the left bank to the right bank. The maximum deformation occurs at the top of the sidewall of stilling basin (Dam 0 + 85–215 m, EL. 1935 m) on the left bank. It can be seen that earthquake significantly impacts the deformation of stilling basin structure, which can produce opposite deformation different from other working conditions.
Figures 7A,B show the major principal stress distribution in the stilling basin structure under the check flood working condition. It can be seen that most volumes of the stilling basin are in the compressive stress state. At the dam crest and at the top of stilling basin sidewalls on both banks, the major principal stress is in the tensile state, within a value range of 0–0.35 MPa.
[image: Figure 7]FIGURE 7 | Numerical modelling stress results of stilling basin for working condition of check flood: (A,B) Major principal stress, (C,D) Minor principal stress, (E, F) Zones of compression and tension stress.
Figures 7C,D shows the minor principal stress distribution in the stilling basin under check flood working conditions. It can be seen that the minor principal stresses are mainly in the compressive states. Meanwhile, at the top surface and the bottom plate of the stilling basin, the minor principal stresses are in the tensile states, with its value in a range of 0–0.4 MPa.
Figures 7E,F shows that the stilling basin elements are in two stress states of tension and compression under check flood working conditions. It can be seen that more than 2/3 elements of the stilling basin are in the compressive states. And less than 1/3 volume is in the tensile state. The calculation results of other working conditions are similar to those under check flood working conditions.
At the transverse structural joint (Dam 0 + 135–165 m, EL.1,885–1,900 m) in contact with sericitized slate on the back of the stilling basin sidewall on the left bank, there are local concentrations of tensile and compressive stresses. In this region, tensile minor principal stresses and principal compressive stresses can be as high as 3.029 and 4.160 MPa, respectively. Sericitized slate at the transverse structural joint also affects this region’s uneven and uncoordinated deformation.
The concrete structure is easy to be damaged under the condition of tensile stress, so it is necessary to pay special attention to the state of tensile stress. Table 4 summarises the numerical simulation results of major principal tensile stresses in the stilling basin under 4 working conditions. It can be seen that the concrete of stilling basin structure bears a certain degree of tensile stress, but the value of tensile stress is small, within a range of about 0.028–0.057 MPa. This level of tensile stress will not cause harm to the concrete structure. By extracting the values of these tensile stresses, it is found that they are local tensile stresses, which mainly appear in the transverse structural joints of the sidewall on the left bank (Dam 0 + 181 m, EL. 1878 m), with an area of less than 1 m2.
TABLE 4 | Numerical modelling results of major principal stress of stilling basin under 4 types of working conditions.
[image: Table 4]ENGINEERING EVALUATION ON SERICITIZED SLATE
Three Engineering Evaluation Methods
In this study, the engineering properties of sericitized slate at the foundation of stilling basin was evaluated in three ways:
(1) The standard value of foundation bearing capacity is used for evaluation. When the normal stress applied to the sericitized slate is less than its standard value of foundation bearing capacity, it is considered that the sericitized slate can support the foundation of the stilling basin.
(2) The plastic zone is used for evaluation. When the plastic zone appears in the elements of the sericitized slate, it is considered that the sericitized slate encounters plastic deformation and needs to be strengthened.
(3) The point safety factor is used for the evaluation of strength reserve. When the point safety factor of the sericitized slate is equal to 1.0, it is regarded that the sericitized slate reaches the plastic yield state and does not have enough strength reserve. Reinforcement is needed. When the point safety factor is greater than 1.0, the sericitized slate is in an elastic state. The larger the point safety factor, the higher the strength reserve. The point safety factor method and related theories will be introduced below.
Point Safety Factor Method and Related Theories
In geotechnical engineering, using the idea of limit equilibrium, the point safety factor of geomaterials can be defined. Based on the Mohr-Coulomb strength criterion, the distance between the stress state of a point and the strength envelope can be determined, as shown in Figure 8. The calculation formula of the point safety factor under compressive stress state can be defined as follows:
[image: image]
[image: Figure 8]FIGURE 8 | Definition of stress state at a point, Mohr-Coulomb strength line and point safety factor.
However, the stresses in geomaterials are not always in the compressive state. When the stress state of a point is in tension, the tensile strength criterion should be adopted. In this case, the point safety factor is defined as follows:
[image: image]
Engineering Evaluation and Analysis

(1) Evaluating foundation bearing capacity
Take the characteristic value (400 kPa) of the foundation bearing capacity of sericitized slate (Layer 2 and 3) as the standard. After excavation, the exposed area of the sericitized slate, contacting to the foundation of stilling basin, is shown in Figure 9. It can be seen that, under normal operation + earthquake working condition, in most areas, the vertical normal stress Szz on the top surface of sericitized slate is less than 400 kPa. Only in the small areas along the edges, the vertical normal stress Szz is greater than 400 kPa. Therefore, it can be regarded that the foundation bearing capacity of sericitized slate meets the engineering requirements. Similar research conclusions can also be obtained by analyzing the calculation results of other working conditions.
(2) Evaluating plastic zones
[image: Figure 9]FIGURE 9 | The vertical normal stress Szz higher than 400 kPa of sericitized slate at the bottom of stilling basin.
The calculation results show that, under 3 working conditions of the frequent flood, energy dissipation design flood and check flood, the sericitized slate is in the elastic state and has no plastic zone. Under the working condition of normal operation + earthquake, as shown in Figure 10, most sericitized slate is in the elastic state. However, there is a large plastic zone observed in the location (Dam 0 + 83–101 m, EL. 1928.3–1932.8 m). The volume of the plastic zone is about 18 m long, 4.5 m wide and 3.3–5.0 m deep.
(3) Evaluating point safety factor
[image: Figure 10]FIGURE 10 | Plastic zones in the sericitized slate under working condition of normal operation + earthquake.
Figure 11 shows the calculated values of the point safety factor in the sericitized slate under 4 working conditions. It is found that the point safety factor in the sericitized slate changes with working conditions. In general, the point safety factors in the most areas of the sericitized slate are greater than 3.5, indicating that these areas have high strength reserves and are not easy to be damaged. Only in the local area near the sidewall of the stilling basin (roughly the same as the plastic zone), the value of the point safety factor is close to 1.0, indicating that the strength reserve in these areas is insufficient.
[image: Figure 11]FIGURE 11 | Point safety factor of sericitized slate for the working condition of (A) Frequent flood, (B) Energy dissipation design flood, (C) Check flood, (D) Normal operation + earthquake.
CONCLUSIONS AND ENGINEERING SUGGESTIONS
In this study, a three-dimensional finite-difference numerical model was built based on the layout of the stilling basin and the geological conditions of the Kala hydropower station. By carrying out a series of numerical simulations under 4 working conditions, the following conclusions can be summarised:
1. Under 4 working conditions, the bank slopes and stilling basin are mainly in the compressive stress states. The tensile minor principal stresses are in a range of 2.317–3.321 MPa. However, the range of tensile major principal stresses is 0.118–0.133 MPa. In addition, it can be seen that there is a certain degree of tensile stresses in the shallow layers of the slopes on both banks, which are about 0–0.4 MPa.
2. Under the working conditions of the frequent flood, energy dissipation design flood and check flood, the positions of maximum displacements gradually rise from EL.1888–1902 m at the lower part of the sidewall of the stilling basin to EL.1917–1935 m at the top of the sidewall on the left bank. The maximum displacements are from the right bank towards the left bank. Under the normal operation + earthquake working condition, the maximum displacement of stilling basin is 3.02 mm, with its direction towards the right bank.
3. Under 4 working conditions, the major principal stresses in the most areas of stilling basin are mainly under compressive states. However, in some parts of the stilling basin, there are major principal stresses in the tensile state, mainly in the transverse structural joints on the left sidewall of the stilling basin (Dam 0 + 181 m, EL. 1878 m). Because the values of tensile stresses are small in a range of 0.028–0.133 MPa, they would not harm the concrete structure of the stilling basin.
4. Under 4 working conditions, the values of vertical normal stresses Szz pressed on the sericitized slate beneath the stilling basin foundation is less than 400 kPa (foundation bearing capacity of the sericitized slate). This indicates that sericitized slate can meet the foundation bearing requirements of the stilling basin in these areas.
5. Under 3 working conditions: frequent flood, energy dissipation design flood and check flood, the sericitized slate is in the elastic state and has no plastic zone. Under normal operation + earthquake working conditions, a large tensile plastic zone appears in the sericitized slate located in Dam 0 + 83–101 m and EL 1928.3–1932.8 m. The volume of the plastic zone is 18 m long, 4.5 m wide and 3.3–5.0 m deep.
6. Under 4 working conditions, the point safety factors in most areas of sericitized slate are greater than 3.0. This indicates that the sericitized slate has high strength reserve. However, the point safety factors that are close to 1.0 appear in the areas coinciding with plastic zones. This indicates that the strength reserve in these areas is slightly insufficient.
7. Based on the above analysis, it can be determined that the sericitized slate can be used as the foundation bearing layer of the stilling basin. However, the sericitized slate might be weakened in water. In practical engineering, it is strongly recommended to conduct necessary foundation treatment to strengthen the engineering properties of sericitized slate.
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Numerical simulation analysis of landslide-induced surge wave field characteristics offers great insights for engineering practices and is crucial for studying reservoir landslide disaster warning, prevention, and control. Based on the computational fluid dynamics, a numerical calculation model of typical landslide surge was established, and the surge waves caused by the movement of a rigid landslide body along the slope and its propagation process was to simulated and analyzed. The results were compared with classical physical experiments to validate the applicability of the numerical calculation model. Furthermore, effects of the shape and density of landslide body on the surge wave generation, water entry characteristics of landslide body, propagation pattern of surge waves were also studied. It was showed that the starting position of far-field landslide surge negatively correlated with the landslide body density. The shape of landslide body did not substantially impact the far-field starting position, which was mainly influenced by the area of water surface in contact with the sliding body.
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INTRODUCTION
Reservoir bank landslide surges and their subsequent disaster chain are key factors that cause disasters and are being studied worldwide. These surges undermine the engineering safety of reservoir and dam projects and the ecological environment in the reservoir area. Studying the propagation characteristics of reservoir bank landslide surge can provide support and scientific grounds for the design, construction, and safe operation of high dam projects, and is theoretically significant in offering insights into engineering practices.
So far, hydrodynamic theories and numerical analysis have played important roles in characterizing the surge wave propagation in reservoir bank landslides. Zhou et al. [1] developed the GEO-FLOW program based on the shallow water control equations to numerically evaluate the dynamic processes of landslide surge propagation. Deng et al [2]. 1 simulated the two-dimensional landslide surge process using the finite volume method in FLUENT software. In addition to the traditional finite difference and finite element methods, the Smoothed Particle Hydrodynamics method has also been applied to simulate surge waves. Tan et al. [3] employed a coupled digital elevation modeling-SPH model to simulate the surge wave characteristics of a loose landslide on water by considering the lubricating effect of water in the landslide. Noda [4] proposed that the landslide body could be simplified as a rigid rectangular box with a drop height greater than static water depth and ignored the effect of the height of the landslide on the surge. Liu et al. [5] derived the analytical solution for the surge generated by a two-dimensional landslide block moving down a slope based on one-dimensional linear phreatic equations. Yim et al. [6] used the unsteady-state Reynolds-averaged N-S equations and the SPH method to simulate the surge generated by free fall of a rigid rectangular body, where the dynamic balance of the forces acting on the rigid body determined its displacement. Du et al. [7] used a new Method of extending TPDP-MPM to landslide surge problem. Tan et al. [8] proposed a hybrid DEM-SPH model to simulate landslides and reproduce the surge waves generated by them and concluded that the lubrication of the solid particles and the drag effect are important effects influencing the underwater landslide movement.
Physical model tests can also delineate landslide surge propagation characteristics. The current landslide surge test models generally classify the landslide body into two categories: rigid body (blocky rock landslide) and granular materials (granular landslide). Wiegel [9] simulated surge wave generation by vertically dropping rigid blocks through a two-dimensional flume and found that the generated surge waves were dispersed, and their maximum wave amplitude was closely related to the weight of the block. Walder et al. [10] also applied the two-dimensional flume model to investigate the near-field surge wave propagation characteristics of landslides. They derived a dimensionless formula for the maximum amplitude of the near-field surge wave according to the Euler equations. Apart from these, some researchers have also applied three-dimensional landslide models to determine surge wave characteristics. Assuming that the generated 3D radial surge waves were symmetrical along the main movement direction of the landslide body in a 3D block landslide experiment. Panizzo et al. [11] proposed new prediction equations that incorporated the underwater movement time of the landslide, which was considered as a major influencing factor for the primary wave height based on the experiments by Watts [12]. Liu et al. [13] carried out landslide surge experiment and found that the lower the wave height, the higher the propagation speed to the front of the dam. Through physical experiments, Xu et al. [14] analyzed the failure mechanism of surge to landslide dam, and obtained the contact area and the landslide height have a significant impact on the dam-break surge.
Most of the abovementioned research focused on the near-field surge characteristics of landslides to delineate surge features of near-dam reservoir bank landslides. However, these studies were not applicable to the simulation of catastrophic landslide-induced surge wave disasters in a reservoir area far from the high dams. Hence, it is important to divide landslide surge propagation processes into near-field and far-field to further investigate their surge-wave propagation characteristics. This study applied a computational fluid dynamics approach to establish computational programs for near-field and far-field propagation processes. The model was verified by relevant physical model tests of landslide-induced waves in rigid bodies. Furthermore, this study explored the characteristics of various shapes and the density of the slide block body and landslide body when moving into the water to determine the near-field and far-field propagation patterns of landslide-induced surges of rigid bodies.
LANDSLIDE-INDUCED SURGE PROPAGATION DYNAMICS MODEL AND VALIDATION
A unique free-surface tracking algorithm (volume of fluid, VOF) based on computational fluid dynamics was used to track the liquid-liquid or liquid-solid interfaces. A finite difference method, which was established using a multi-grid modeling approach, was adopted to solve three-dimensional Navier-Stokes equations. The VOF algorithm introduced volume fraction variables for individual phases and determined the relative variable relation by calculating the volume fraction within the control cell. The volume fraction of the mth phase within a given control cell was denoted as θm (0 ≤ θm ≤ 1). When θm = 0, the mth phase does not exist in the control cell; when θm = 1, the control cell is filled with the mth phase; when 0 ≤ θm ≤ 1, the control cell contains a multi-phase interface. Within the control cell, the sum of the volume fractions of multiple phases is 1 [image: image]. The Generalized Minimal Residual (GMRES) algorithm was adopted in this study to estimate the pressures in the model, and according to the renormalization group (RNG) k-ε turbulence and the general moving object (GMO) models, the movement of rigid bodies in a fluid was simulated assuming that a landslide body was during the process.
Control Equations of the Landslide-Induced Surge Propagation Process
Continuity equation:
[image: image]
Momentum equations:
[image: image]
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[image: image]
where ρ is the density of water, VF is the volume fraction of the fluid, ([image: image], [image: image], [image: image]) are the area fractions of the fluid in the (x, y, z) directions, respectively; ([image: image], [image: image], [image: image]) are the velocity components in the (x, y, z) directions correspondingly; ([image: image], [image: image], [image: image]) are the respective acceleration of gravity in (x, y, z) directions; ([image: image], [image: image], [image: image]) are the acceleration of viscous force in (x, y, z) directions, respectively.
Initial and Boundary Conditions
Kinematic boundary conditions:
[image: image]
where η is the height of the wave surface, g is the acceleration of gravity (9.81 m/s2), and [image: image] is the potential function of velocity, referred to as the velocity potential.
Dynamic boundary conditions:
[image: image]
The bottom boundary of the computational domain was set as a solid-wall no-slip boundary, which required the fluid velocity gradient and flow variables to be zero at the fluid-solid interface. The upper part of the flume was set as a free surface boundary, which required the liquid pressure to be equal to the gas pressure and the normal velocity on the free surface to be zero. The remaining four boundaries were symmetric and required that zero flow flux and shear stress. Initially, the water surface was not impacted by the landslide body and remained stationary. The initial velocity of the landslide body was zero.
Model Validation
To validate the performance of the numerical simulation, the physical experiment by Heinrich [15] was used as the reference standard for comparison. The landslide surge experiment was conducted in a flume (20 m length, 0.55 m width, and 1.5 m height). The size of the sliding block was 0.5 × 0.5 m in the form of an isosceles right triangle. Smooth sliding surfaces were used in the experiment without considering the deformation of the block. The degree of the slope was 45°, and the water depth was 0.4 m. Initially, the bottom of the block was only in contact with the hydrostatic surface, making it a subaerial landslide. Under the influence of gravity, the block freely moves along the slope and stops when it reaches the bottom. The calculated parameters in the numerical simulation were consistent with the parameters obtained from the physical experiment, and the weight was 2,282 kg/m3. The landslide model input data is shown in Table 1. The numerical simulation model is shown in Figure 1.
TABLE 1 | Landslide model input data.
[image: Table 1][image: Figure 1]FIGURE 1 | Numerical plot of the validation model (in m).
Variations of the free surface levels at points A (x = 4 m), B (x = 8 m), and C (x = 12 m) were extracted and compared with the physical experiment model for validation. Dots and lines represent the results of the physical experiment and the numerical simulation, respectively (Figure 2).
[image: Figure 2]FIGURE 2 | Comparison of liquid surface levels at different locations. (A) Point A (x = 4 m), (B) Point B (x = 8 m), and (C) Point C (x = 12 m).
The numerical simulation results of this study (Figure 2A) agreed well with Henrich’s test results. Both generated the maximum wave height and the first peak (1.96 s). The experiment showed that the maximum crest was 0.907 m above the water surface, and the numerical simulation revealed that the maximum crest was 0.91 m above the water surface, with a relative error of 3.3% compared to the experimental result. The trough first appeared at 2.72 s. The experiment showed that the trough was located 0.0261 m below the water surface. The first trough of the numerical simulation about occurred at 2.72 s. The trough was calculated to be 0.019 m below the initial water surface with an error of 2.72%.
Figure 2B indicates that the maximum wave height has decayed. At 4 s, the maximum height of the physical experiment was 0.77 m above the water surface, while the numerical simulation showed a maximum crest of 0.776 m above the water surface. Both results showed almost the same height, which was lower than the peak height at point A. The second crest occurred at 5.7 s, which was significantly lower than the height of the previous crest but slightly higher than the test value. Two primary reasons might explain this observation: First, in the numerical simulation, the bottom and side walls of the flume were assumed to be smooth with no friction, neglecting the effects of roughness and frictional resistance on the water flow. Second, in the physical experiment, a rubber baffle was placed near the bottom of the flume in order to suddenly stop the sliding block when it reached the bottom of the flume; the collision and energy dissipation between the block and the baffle were omitted in the numerical simulation.
Both the physical experiment and the numerical simulation results showed a lower crest at point C than the peak height at point B (Figure 2C), which occurred at ∼5.86 s for both events.
The comparison analysis concluded that the occurrence time of both peaks in the numerical simulation and physical experiments coincided, indicating the calculation results were consistent with the physical experiment. The numerical calculation based on computational fluid dynamics was highly accurate for the simulation of landslide-induced surge wave generation and propagation processes. The results of this study were effectively validated for simulating surge wave propagation processes caused by a reservoir-bank landslide.
STUDY OF LANDSLIDE-INDUCED SURGE CHARACTERISTICS
Near-Field and Far-Field Division
In recent years, numerous studies have been conducted in China regarding the near-field characteristics of landslide-induced surge waves. Ke et al. [16] analyzed the formation mechanism of landslide-induced surges and the characteristics of the initial surge wave form in the near-field area based on a physical model test. However, these research outcomes focused on the generation and propagation processes of landslide-induced surges and did not numerically verify the water wave characteristics of near-field and far-field landslide surges. Few researchers have explored the differences in the near-field and far-field of landslide surge waves. Two forms of energy are involved in the propagation of gravity waves: kinetic energy, which is the energy inherent in the movement of water particles; and potential energy, which is the energy generated by the displacement of particles from their average position. The energy of a wave generated by a landslide-induced surge is the sum of the kinetic and potential energy of the vibration. According to Fritz et al. [17] the potential energy of surge waves and kinetic energy generated by the landslide body entering water are defined as follows.
[image: image]
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[image: image] denotes the surge wave potential energy at x/h, where b is the width of the landslide body, and c is the wave velocity. ES refers to the kinetic energy of the landslide body entering the water, vs is the speed of the body when entering the water, η is the wave height, ρw is the density of the water, ms is the mass of the sliding body, and g is the gravity density.
Numerical Experimental Study of Field
This study adopted the sliding block shape used by Lo et al. [18] (Figure 3). The experiment was done in a flume with a width of 0.55 m, 30 m length, and a water depth (h) of 2 m. The slope angle was 45°, the shape of the block was parabolic, with the specific shape equation:
[image: image]
where B(θ) is the block shape function and H(θ) is a step function. The length of the bottom of the slide block is [image: image] m, the height is 1 m, and the area of the closed curve Sb is [image: image] m2.
[image: Figure 3]FIGURE 3 | Parabolic numerical model diagram (m).
Slide block A, with density ρb = 2,650 kg/m3, slid down the slope with an initial velocity of 2.83 m/s and stopped at the bottom of the flume. Monitoring points were arranged at 0.5 m intervals from 6.5 to 20.5 m, with monitoring point A at 6.5 m as the starting point for recording the surge recording (x = 0). Characteristic points A through H were analyzed, and the plots for the free surface height time-history at each point are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Free surface height time-history at the featured points (A–H).
At 0.7 s, the first wave peak generated at point A was 0.88 m, with a wave speed of 0.88 m/s; at 3.3 s, the second wave peak occurred, with a wave height of 0.28 m and a wave speed of 0.25 m/s (Figure 4A). At 1.2 s, the peak height was 0.508 m (Figure 4B). Figures 4C–H display that the first wave peak of each measurement point was lower than the previous one, revealing energy decay during wave propagation. The energy decay was primarily caused by dispersion, which transferred partial energy of the main peak to the trailing wave [19] (Fritz 2003). Due to the reduction in the wavelength of the trailing wave, wave propagation speed decreased from the front to the back of the wave group. The crest of the second wave was greater than that of the first wave (Figures 4E–H). Because the right boundary was not set as the absorbing boundary in this experiment, the second wave crest was considered as the emission wave peak generated by the surge when it reached the boundary. Dean et al. [20] have proposed that the limit of the linear wave was H/h = 0.03. For measurement point A, at 6.8 s, the wave group was linear and propagating at a group velocity rather than a single column propagation. The surge energy was stored in the alternate forms of kinetic energy and potential energy, with the total energy of the surge area remaining unchanged. The total wave potential energy at different x/h can be calculated according to Eq. 7. With a longer propagation time, the free surface of the surge further approached a stationary state.
For x/h > 2, the potential energy and kinetic energy of the waves interconverted during wave propagation, were almost equal at infinite distance, and stabilized at a constant value [image: image]. This suggests that away from the surge generation area, the linear water wave had approximately equal levels of kinetic and potential energy (Watts 1998 [12]). The first position where both the surge energies became equal was the place where the surge energies tends to stabilize (Fritz 2004). At x/h = 1.75–2.25, the potential and kinetic energy of the surge became equal for the first time (Figure 5). Hence, x/h = 2 was set as the starting point for the far-field surge and the numerical simulation of landslide-induced surge waves.
[image: Figure 5]FIGURE 5 | Variations of surge potential energy Epot vs. distance x/h for quadratic parabolic shaped slide block.
Influence of Various Densities of Slide Blocks on Near- and Far-Field Surges
Slide blocks B (ρb = 2,450 kg/m3) and C (ρb = 2,250 kg/m3) were also investigated with other parameters remaining uniform. At measurement point A (near-field), the heights of the first wave generated by slide blocks A, B, and C were 0.87 m, 0.85 m, and 0.83 m, respectively (Figure 6), indicating that the height of the first wave grew as the slide block density increased in the near-field surge because blocks with greater density generated a greater kinetic energy. There were slight differences in the surge time-history plots under the three operating conditions, but their characteristics were mostly uniform. The highest free surface level occurred at the landslide’s water entry stage (i.e., the first wave), and forward splashing of the water wave followed, while a depression was formed at the landslide entry point. After the first wave subsided, the depression in the liquid surface was replenished by the surrounding water. At the end of this replenishment, the surge wave began to propagate outwards at a certain wave height, during which the free liquid surface oscillated repeatedly and formed a wave train with continuously decaying amplitude. The wave generation efficiency of a denser slide block was lower than that of a comparatively lighter slide block; the lower the density of the slide block, the earlier the trough of the first peak disappears (Figure 6). At measurement point C (far-field), the wave crests were 0.466 m, 0.452 m, and 0.450 m, respectively, and the wave characteristics were consistent with those of the near-field. In the far-field area, wave frequencies generated under the three working conditions were equivalent.
[image: Figure 6]FIGURE 6 | Variations of the free surface level at near and far-field measurement points. (A) Measurement point A (x/h = 0) (B) Measurement point C (x/h = 2).
The potential energy of slide blocks B and C is shown in Figures 7, 8. For block B, the potential and kinetic energy of the surge waves became approximately equivalent at x/h = 1.5–2; therefore, x/h = 1.75 was set as the starting position of the far-field surge. For block C, the potential and kinetic energy became approximately equal at x/h = 1–1.5; thus, x/h = 1.25 was set as the starting position of the far-field surge. Thus, it was observed that a heavier block increases the distance of the far-field starting position from the surge generation area, and the first wave potential energy also grows with the increasing density of the block. The dissipation of potential energy accelerated with the decreasing density since a greater density generated a greater initial kinetic energy, taking a longer time to dissipate the potential energy.
[image: Figure 7]FIGURE 7 | Variations of surge potential energy Epot vs. distance x/h for slide block B.
[image: Figure 8]FIGURE 8 | Variations of surge potential energy Epot vs. distance x/h for slide block C.
Influence of Different Block Shapes on the Near- and Far-Field Areas of Surges
The three shapes of slide blocks and their details are shown in Figure 9. All blocks were 1 m thick with ρb = 2,650 kg/m3 and an initial velocity of 2 m/s, where
[image: Figure 9]FIGURE 9 | Slide block shape diagram.
B1(θ) was a rectangle defined by the following equation:
[image: image]
The bottom width was about 0.62 m.
B2(θ) was a quadratic parabolic type block with a specific equation shown in the Eq. 9.
B3(θ) was an isosceles triangle:
[image: image]
The bottom width was about 1.25 m.
Compared to the previous numerical simulation of the different block shapes of B1(θ), B2(θ) and B3(θ) generated the largest dimensionless potential energy. When the block was rectangular, as shown in Figure 10, the potential and kinetic energy of the wave became approximately equal for the first time at x/h = 1.5–2; thus, x/h = 1.75 was set as the starting position of the far-field surge. When the block was an isosceles triangle, as shown in Figure 11, the potential and kinetic energy of the wave approached equivalency for the first time at x/h = 1.5–2.5; therefore, x/h = 2 was set as the starting position of the far-field surge. When the block was a quadratic parabolic type, x/h = 2 was the starting position of the far-field surge. It was concluded that the shape of the slide block did not substantially impact the starting position of the far-field surge.
[image: Figure 10]FIGURE 10 | Variations of surge potential energy Epot vs. distance x/h for B1(θ).
[image: Figure 11]FIGURE 11 | Variations of surge potential energy Epot vs. distance x/h for B3(θ).
The surge time-history curves of the three shapes in the near- and far-field are shown in Figures 12, 13. In the surge generation area, block B3(θ) had the highest height of the first wave, followed by block B2(θ), and finally block B1(θ). These might result from the amount of contact areas between water and the blocks, with the largest contact area for block B3(θ), followed by block B2(θ) and then block B1(θ). When the surge reached the far-field area, the general characteristics of the wave curves generated by the three slide blocks were similar. Block B2(θ) had a slightly shorter wavelength than the other two blocks, and all three blocks showed equivalent surge wave peak heights. Therefore, it was inferred that the block shape impacted the near-field surge propagation more than the far-field.
[image: Figure 12]FIGURE 12 | Near-field surge time-history curves.
[image: Figure 13]FIGURE 13 | Far-field surge time-history curves.
Fourier transform (FT) was performed on the surge time-history curves at x/h = 0 and x/h = 2, the frequency-amplitude curves of which are shown in Figures 14, 15. In the surge generation area, the frequency spectra of the three slide blocks were generally the same. Under the same frequency and similar conditions, the rectangular slide block [B1(θ)] generated slightly higher surge amplitude. In the far-field range (x/h = 2), the frequencies and amplitudes of the three blocks were consistent with each other, with the main frequency of the surge (f) at about 0.32 ± 0.01 Hz, indicating a negligible impact of the block shape on the far-field surge propagation.
[image: Figure 14]FIGURE 14 | Fourier transform plot of near-field (x/h = 0) surge.
[image: Figure 15]FIGURE 15 | Fourier transform plot of far-field (x/h = 2) surge.
CONCLUSION
The following conclusions were drawn from the study:
1) In the near field, the highest free surface of surge appears in the stage of landslide entering water (i.e., the first wave), and then the surge wave begins to spread to the periphery with a certain wave height. The smaller the density of the slide block was, the earlier the first wave trough disappeared. The height of the first wave increased with increasing block density. The first wave height of the isosceles triangular block was the largest, followed by the parabolic type, and then the rectangular block, due to the differences in the contact area of the blocks with water.
2) In the far-field area, the first wave height generated by the three block shapes was about 2.5 ± 0.1 m, with the main frequency of the surge at about 0.32 ± 0.01 Hz, suggesting that the influence of block shape on the far-field propagation was negligeable. The main reason for the decay of wave crest energy was the dispersion of waves, where the first wave energy was transferred to the trailing wave that followed closely. In the far-field range, the potential and kinetic energy were approximately equivalent and converted to each other.
3) For a 45° slope and 2 m water depth, x/h = 2 was determined to be the starting position of the far-field surge wave according to the change in the wave potential energy at the measurement point for the quadratic parabolic block. A block of large density can increase the distance of the starting position of the far-field surge from the water entry point. The slide block shape has no significant imflunence on the starting position of the far-field surge, which was mainly related to the contact area between the slide block and the water surface.
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The deformation prediction of foundation pit is still an open issue in geotechnique engineering. This paper focuses on a new deformation prediction method of foundation pit in soil-rock composite stratum in Nanjing area. To do so, the field monitoring deformation data of deep foundation pit adjacent to the railway in a soil-rock combined stratum is firstly analyzed. Based on these field data, the characteristics of horizontal displacement and surface settlement of rock-socketed support pile, as well as its relationship with Earth excavation are discussed. Results show that the average value of maximum horizontal displacement of support pile in zone with shallow rock depth (soil layer >15 m) is relatively large, which is 3.5 times of that with shallow soil depth (10–12 m into moderately-weathered mudstone). The depth of maximum horizontal displacement is obviously linearly related to the thickness of soil layer (H), while the surface settlement does not change with the increase of soil/rock layer thickness ratio. Utilizing the relationship between the maximum water level displacement and excavation depth, a new Gaussian-type empirical formulation is established to predict horizontal deformation of soil-rock composite stratum with rock-socketed support pile. By comparison with two other methods, it is found that the improved Gaussian curve is in good agreement with the measured horizontal displacement curve. This indicates that the new method can provide a valid reference for the design and construction of foundation pit with rock-socketed support pile in Nanjing area.
Keywords: foundation pit, deformation prediction, settlement, soil-rock composite stratum, horizontal displacement
1 INTRODUCTION
With the rapid development of urban rail transit (URT) in recent years, the underground zone gradually involves deeper foundation pit, more complex geology, and the gradually increasing scale and difficulty of construction works, which triggers higher requirements for rapid, safe and economical construction. The foundation pit of urban metro is often located in a complex surrounding environment. Thus, in consideration of economic and social benefits, it is necessary to ensure the safety and stability of surrounding roads, municipal pipelines and buildings.
Scholars did much research on the deformation regularity and environmental impact of foundation pit based on a large number of site monitoring data. The research reveals that the shape, deformation, depth of foundation pit, geotechnical geology, type of enclosure structure, excavation method, exposure time and hydro-climate affect foundation pit deformation to varying degrees. Deep soft-soil foundation pit is easy to be affected by excavation process, which causes large deformation. Through statistical analysis, Zahmakesh [1] and Wong [2] respectively obtained the deformation regularity and influence scope of foundation pit under soft soil layer in Japan and Europe. Peck [3] and Ou [4] studied the environmental effect of soft-clay area and sandy area. Several investigations [5–9] focused on the foundation pit cases in Shanghai, Hangzhou and Fuzhou and so on, and summarized the deformation law of foundation pit structure in soft clay area. Because the complexity of engineering geology has an obvious impact on the deformation law of foundation pit, the criterion of slope excavation stability in foundation pit design still needs to be classified and discussed. For the deformation prediction of foundation pit, the existing fitting method is mainly positive distribution function, which needs to be optimized by other models. The existing research trend on the deformation law of foundation pit has gradually tilted to water-rich sand layer, soil-rock composite stratum, karst and other special engineering geology in recent years.
For rock-entry foundation pit, Ou [4] and Clough [10] discussed the foundation pit support system of surface soft soil and underlying weathered rock, and obtained the relationship between maximum deformation and excavation depth. Yoo [11] made a detailed study on the diaphragm wall support with sequence method and anchor bolt. Liu et al. [12] studied the design method of rock-socketed pile with large-diameter steel casing. Leung [13] carried out data statistics and analysis on the surface marine residual soil, multiple foundation pits of underlying weathered granite and diaphragm wall along the construction line, and obtained the law of maximum horizontal displacement. Basheer et al. [14] applied the stiffness degradation method (SDM) to single rock-socketed pile to predict the performance of offshore rock socketed pile under cyclic load. AI et al. [15] used the consolidation solution of layered saturated foundation as the kernel function of boundary element method to derive the flexibility matrix of soil and rock mass, and analysed the effects of rock-socketed depth, pile Young’s modulus, length diameter ratio and soil-rock interface on the load deformation of rock socketed pile in multi-layer transversely isotropic saturated medium.
There are also some cases of soil-rock composite stratum in Wuhan, Dalian, Qingdao and other places in China. Huang [16] studied on the surface settlement caused by excavation of foundation pit under the “suspended foot piles” (used as a support structure) and revealed its surface settlement characteristics. Feng [17] discussed the new technology for supporting deep foundation pit in soil-rock composite stratum in Qingdao area, and the reinforced cement soil pile anchor (RCSPA) supporting technology combining prestressed anchor technology with reinforced cement wall. Li [18] summarized the deformation characteristics of deep foundation pit under three typical strata of Xiamen Metro; Tong [19] did detailed research on the key technology of deep foundation pit in pebble stratum in Chengdu area. Chen et al. [20] studied a deformation case of pit in pit (PIP) excavation support structure in Shenzhen soil-rock composite stratum.
For environmental effects of foundation pit excavation, representative research methods currently include field measurement analysis method and numerical method. Numerical methods: Wang [21] et al. carried out finite element simulation on deep foundation pit with bulging soil-rock composite, and considered that inclination of soil-rock joint surface has an important influence on foundation pit deformation, at the same time, bulging and concave angles of soil-rock composite foundation pit have significant local effects; Bai et al. [22], did field experiment and numerical simulation, and studied the synergistic effect of composite support structure (pile + steel support + anchor cable); Janusz et al. [23], based on model experiments, proposed a time-history related numerical model of rock-socketed pile; Li [24] considered the influence of space effect, the prediction method of three-dimensional surface settlement of long and narrow deep foundation pit is deduced; Zhong [9] analyzed the effect of foundation reinforcement of soil-rock composite foundation pit by finite element method, suggesting that the foundation reinforcement can effectively reduce the deformation of foundation pit. Zhang [25] and others put forward the method of predicting settlement by normal distribution fitting curve.
In terms of on-site analysis methods, Xie [26] analyzed the excavation effect of deep foundation pit in soil-rock composite stratum in Jinhua area, and two methods for predicting horizontal displacement by volume and displacement relation are proposed. Chen et al. [27], aiming at the soil-rock composite stratum, explored how to use the stability balance theory of underground engineering to carry out tunnel excavation and support. In the research of foundation pit deformation control, more and more new algorithms such as BP neural network algorithm, LMD-PSO-LSSVM composite model are applied.
Foundation pit has strong regional characteristics. Located in the middle and lower reaches of the Yangtze River, Nanjing has a large relief and is affected by fracture structure. The topography and geomorphy, rock and soil layer types and distribution are complex and changeable. There are low hills, valleys, lakes and swamps, old channel of Qinhuai River, and floodplains of the Yangtze River in Hexi area. This paper takes Xishanqiao Station of Nanjing Metro as the research object, and studies the special soil-rock composite stratum in Nanjing area. The monitoring data of deep foundation pit of underground metro are analysed, deformation regularities of rock-socketed supporting piles and surface settlement is summarized, and deformation prediction is carried out by using Gauss curve, which can provide reference for the design and construction of underground foundation pit under such soil-rock composite stratum in Nanjing. The datum for Xishanqiao station is collected from August 2020 to September 2021.65 points are monitored and these points are divided into 5/group. As for other stations, Jiulong Lake and Kening Road station’s foundation pits are finished, Zhushan Road, Xinting Road, Shangyuan Street station are still in construction, by the time the manuscript was finished (2021.9). We collected completed points from these stations. Table 1 provides monitoring data of deep foundation pit of soil-rock composite metro in Nanjing stations, in which [image: image] refers to the depth at which pile body enters strongly weathered rock and is embedded. he refers to the depth from the bottom of foundation pit to the bottom of pile. [image: image] denotes the maximum surrounding sediment. [image: image] defines as the maximum lateral displacement of pile body.
TABLE 1 | Monitoring data of deep foundation pit of soil-rock composite metro in Nanjing stations.
[image: Table 1]2 CONSTRUCTION WORKS STUDY
Xishanqiao Station, the first station of Nanjing Metro Line 7 Project, is located on Ningwu Highway (205 National Highway). It is arranged along the east-west direction of Ningwu Highway. As shown in Figures1, 2, the station is an underground two-store island platform station with two-pillar and three-span box-type frame structure. The total length of station is 497.0 m, the effective platform width is 14m, the standard section outer edge width is 22.7 m, and the thickness of roof covering is about 3.3 m. Φ1000 at 800 mm secant pile is used for main body enclosure of the station. For local area it is 1,000at1200 mm cast-in-place bored pile + jet grouting pile as waterproof curtain. Φ1500 mm at 1700 mm Bored cast-in-place bored piles + Φ800 mm at 550 mm triple-pipe jet grouting pile as waterproof curtain in the enlarged section of end shaft near the side of Ningwu Railway. The railway station is constructed by open excavation and normal construction method.
[image: Figure 1]FIGURE 1 | Layout of Xishanqiao station.
[image: Figure 2]FIGURE 2 | Geological profile of Xishanqiao station (left side).
The construction site of the station is located in the floodplain area of the Yangtze River. The soil layers from top to bottom are muddy silty clay, silty clay and silty sand with gravel, and the underlying bedrock is Cretaceous Pukou formation (K2P) mudstone, silty mudstone and argillaceous siltstone. The rock stratum fluctuates greatly, while the buried depth is 8.1–30.6 m. The moderately weathered rock stratum in the excavation range accounts for about 0%–56% longitudinally. The maximum depth of the launching-shield shaft-support pile at the west end of the station embedded in the moderately weathered rock is 12 m. The overall layout is shown in Figure 1, the internal support layout is shown in Figure 2. In this case, the rock entry thickness and displacement settlement effect of Metro deep foundation pit in soil-rock composite stratum are shown in Table 2.
TABLE 2 | Displacement and settlement value of foundation pit retaining piles.
[image: Table 2]The buildings (structures) around the station mainly include: Ningwu railway in the south, about 12.89 m from the main foundation pit of the station; There is a 5-storey Hotel on the north side, without basement, with prestressed tubular pipe foundation, pile length of 16.5–24 m, pile diameter of 0.4 m and distance of 8.4 m from the main foundation pit; In addition, on the north side, there are some street facades, residential houses and factories that have not been demolished, with 1–2 floors, no basement, strip foundation and 21.4 m nearest to the main foundation pit. Gas pipes, rainwater pipes, water supply pipes, power supply pipes and overhead communication pipelines are buried in the South and north of Ningwu highway, which need to be relocated or avoided. According to expert opinions, the nearby hotel has completed the special risk design, with a settlement control value of 20 mm, a differential settlement control value of 8 mm and an inclination control value of 0.002. The adjacent railway has completed the special design related to railway, with a settlement control value of 10 mm, a uplift of 0 mm and an allowable horizontal displacement of 6 mm. In addition, the anti-floating design of wall crown beam is required.
To simplify, the deformation sketch of foundation pit is shown in Figure 3, in which [image: image] and, [image: image] respectively refer to the excavation depth and the thickness of soil layer embedded in pile, [image: image] refers to the maximum horizontal displacement of pile body, [image: image] refers to the depth where the maximum horizontal displacement is located, [image: image] refers to the horizontal displacement of pile top, [image: image] refers to the influence range of surface settlement, and [image: image] refers to the maximum surface settlement.
[image: Figure 3]FIGURE 3 | Calculation diagram of surface settlement and horizontal displacement.
3 REGULARITY OF HORIZONTAL DISPLACEMENT AND SURFACE SETTLEMENT DEFORMATION OF ROCK SOCKETED DEEP FOUNDATION PIT
3.1 Analysis of Horizontal Displacement of Foundation Pit
In this work, representative monitoring data of deep foundation pit of soil-rock composite of five metro stations in Nanjing area are used, the evolution of lateral displacement with pile depth of these stations are presented in detail as shown in Figure 4. In order to discuss the influence of soil-rock ratio on deformation of foundation pit, a batch of typical data is selected from monitoring data, which are divided into two groups: 1) the rock layer thickness through which rock-socketed piles pass is larger, and the depth of embedded moderately weathered rock is deeper (10–12 m); 2) the soil layer thickness through which rock-socketed piles pass is larger (soil layer >15 m), which passes by no rock stratum or shallow rock stratum. For convenience of study, “rock stratum” mentioned later refers to moderately weathered rocks.
[image: Figure 4]FIGURE 4 | Horizontal displacement curve of deep foundation pit.
The horizontal displacement curves of the rock-socketed support piles corresponding to the above two cases are shown in Figure 5. The horizontal displacement changes of the deep layer of the piles are all in a “convex” type distribution. The black line in Figure 5 represents the deeper rock-socketed depth (10–12 m), and the corresponding maximum horizontal displacement values of the rock-socketed support piles are mostly between 0.2‰H–0.55‰H, with an average value of 0.4‰H, as described in Figure 6A. The red line in Figure 5 represent the case of the deeper soil embedded depth (>15 m). The corresponding maximum horizontal displacement values of support piles are mostly between 0.2‰H–2.6‰H with an average value of 1.4‰H, as illustrated in Figure 6B.
[image: Figure 5]FIGURE 5 | Deep horizontal displacement curve of pile under two typical strata.
[image: Figure 6]FIGURE 6 | [image: image] relationship: (A) when rock layer >10 m; (B) when soil layer >15 m
It can be seen in Table 3 that the thicker the soil layer through which the support pile passes, the greater the maximum horizontal displacement value will be. Moreover, when the proportion of soil and rock layer is high, the horizontal displacement effect caused by excavation is more obvious.
TABLE 3 | Statistics of Horizontal Displacement of Rock-socketed Piles by scholars.
[image: Table 3]Monitoring data shows that the relative maximum horizontal displacement ([image: image]) increases with the increase of relative excavation depth ([image: image]), which can be approximately expressed by hyperbola:
[image: image]
Due to the large stiffness and small deformation of rock stratum, the excavation process has less impact on the horizontal displacement. The change rate decreases slowly, which can be approximately expressed as hyperbola:
[image: image]
Figure 7A shows the relationship between the position depth of the maximum horizontal displacement of the foundation pit ([image: image]) and the maximum excavation depth ([image: image]). This example belongs to the soil-rock composite stratum. The maximum horizontal displacement depth is located at 0.62 H on average, and the position of the maximum horizontal displacement increases with the deepening of the rock entry depth of the foundation pit.
[image: Figure 7]FIGURE 7 | Parameters relationship: a [image: image] relationship; b [image: image] relationship.
According to the statistical data of 65 measuring points at Xishanqiao station, the maximum horizontal displacement is generally located in the middle of the foundation pit side and below the moderately weathered rock surface of the foundation pit excavation line. When the support pile is deep into the moderately weathered rock (10–12 m), the maximum horizontal displacement occurs at the depth of 6–8 m; When the excavation surface is above the moderately weathered rock surface, the support pile does not go deep into the rock stratum, and the soil layer is deep (>15 m), the corresponding depth of the maximum horizontal displacement is deep, which is located at the depth of 8–12 m.
Figure 7B shows the relationship between the maximum horizontal displacement depth of the foundation pit ([image: image]) and the thickness of the soil layer ([image: image]). The position of the maximum horizontal displacement depth increases with the increase of the thickness of the pile into the soil layer, showing a linear relationship:
[image: image]
Through the monitoring data, it is found that the relationship between [image: image] and [image: image], [image: image] and [image: image], can be described by a hyperbolic-type functions, It can be seen that the maximum horizontal displacement ([image: image] and its depth decrease with the increase of the pile depth into the rock ([image: image]), and then tend to be stable, indicating that there is a limit value for the maximum horizontal displacement and its depth, and the diaphragm increase of the depth into the rock has no inhibitory effect on the deformation of the foundation pit.
3.2 Analysis of Settlement Around Foundation Pit
In order to analyze the deformation behavior of foundation pit, it is also necessary to do research on the settlement around foundation pit. Here we take Nanjing Metro Line 5 as an example. Figure 8 describes the typical settlement trend of each station of Nanjing Metro Line 5. The deformation caused by deep foundation pit excavation has pile top settlement and surface settlement in the vertical direction, mainly in the form of surface settlement, mostly in the form of groove. The settlement prediction curve in Figure 9 shows that the area within the excavation range twice the distance from the foundation pit is the area with large settlement, and the settlement outside 2H from the foundation pit is very small. Therefore, the distribution influence of surface settlement behind the pile is mainly within 2H from the pile top, which is smaller than that estimated by peck [3] and clough [10].
[image: Figure 8]FIGURE 8 | Typical settlement trend of stations of Nanjing Metro Line 5.
[image: Figure 9]FIGURE 9 | [image: image] relationship.
Nine measuring points of the foundation pit of Xishanqiao station are taken to compare the influence regularity of maximum settlement excavation depth. With the increase of excavation depth, the maximum surface settlement increases. The average value of the maximum surface settlement is 0.24‰ H–0.77‰ H, which is similar to the variation regularity of the maximum settlement of deep foundation pit in pebble stratum in Chengdu (basically less than 0.73‰ H) according to Tong J [19], Xie [26] and others calculated that the average settlement of the case is 0.035‰ H, and the average settlement of this case is 0.24‰H. Meanwhile, under the condition of soil-rock composite stratum, the surface settlement outside the foundation pit does not change obviously with the increase of soil layer thickness, nor does it change obviously with the increase of rock depth.
When the foundation pit is excavated to the bottom, the ratio of the location of the maximum settlement (distance from the edge of the foundation pit) to the excavation depth is less than 50%, accounting for 60% of the total. The maximum surface settlement is mainly distributed in the range of 0.1–0.5H.
3.3 Relationship Between Horizontal Displacement in Deep Foundation Pit and Surrounding Settlement
Figure 10 shows relationship between the relative maximum surface settlement of foundation pit ([image: image])- relative maximum horizontal displacement ([image: image]). Compared with the dimensionless maximum horizontal displacement of retaining wall and the maximum surface settlement curve proposed by A. I. mana and M. long [29], the data of this example roughly meet the requirements [image: image] = 0.99 [image: image]. It shows that when the excavation reaches a certain depth, the maximum surface settlement is approximately equal to the maximum horizontal displacement.
[image: Figure 10]FIGURE 10 | [image: image]- [image: image] relationship.
4 PREDICTION METHOD OF FOUNDATION PIT DEFORMATION
The deformation mode of retaining structure is closely related to the excavation process of foundation pit. Analyzing and studying the monitoring data of rock foundation pit can master the excavation characteristics of foundation pit in soil-rock composite stratum, predict the deformation of foundation pit through the summarized regularities, and take measures in advance for the potential problems after foundation pit deformation. Therefore, the foundation pit deformation prediction based on mathematical statistics is very necessary and has certain practical guiding significance.
Peck [3] made statistics on the deformation data of foundation pits in Norway and other places, and put forward an empirical method for predicting the surface settlement behind the wall for the first time. Based on OU’s research, Hsieh et al. [30] gave the prediction methods of triangle and groove settlement forms. Y. Tan et al. [31] combined with the case of foundation pit in hard clay soil layer in Suzhou, considered that the method of predicting land settlement in the existing articles were not applicable to the case. Xie [26] predicted the horizontal displacement of Metro deep foundation pit in soil-rock composite stratum in Jinhua area by using the displacement relationship and volume relationship of foundation pit deformation.
Nanjing Xishanqiao station is only 6 m away from the existing railway line. It is a high-risk area with special geographical location. In this paper, Gaussian curve and hyperbola are used to predict the surface settlement and pile horizontal displacement, and compared with the actual monitoring results.
4.1 Calculation of Foundation Pit Settlement Curve
According to the monitoring data of the foundation pit of the shield launching shaft constructed in the early stage, the approximate foundation pit settlement shape can be observed, and the contour curve is shown in Figure 8. Axis x refers to distance from the edge of foundation pit. Axis z refers to the depth of pile body.
It is assumed that the influence range of foundation pit settlement is 1.5H+ a (confidence 95%), and [image: image]∼ 0.4, and the slope at zero point can be taken as [image: image], [image: image] where ϕ (x) Is the standard normal distribution function. By substituting the above parameters, it can be solved as follows: [image: image], set the settlement curve equation as:
[image: image]
The settlement influence line equation of foundation pit is given as follow:
[image: image]
The envelope area of influence line, i.e. the lost volume of topsoil around the pile is:
[image: image]
According to the statistical regularity of foundation pit of Nanjing Xishanqiao station, take α = 0.4, that is, the influence range of foundation pit settlement in Nanjing is about 2H, then [image: image], where H defines as the excavation depth at a certain time, [image: image] defines as the maximum settlement around the foundation pit at the corresponding time. According to the above settlement curve equation and relationship, if the excavation depth and the maximum settlement around the foundation pit are monitored at a certain time, the settlement curve and settlement volume near the point can be approximately obtained.
4.2 Horizontal Displacement Prediction
The displacement of wall (pile) can generally be calculated by elastic foundation beam method, bar system finite element method or field measurement, but these two algorithms have a large amount of calculation. The horizontal displacement curve of soil-rock composite stratum pile is predicted by structural model and statistical regularity.
Xie et.al [26]. used displacement method and volume method to predict here. This paper uses Gaussian curve to fit. The data regularity of the maximum horizontal displacement at a certain depth of nearly 40 test points of trial excavation can be reflected by Gaussian curve fitting. It is divided into two groups according to the soil layer thickness and rock layer thickness.
The fitting results of Gaussian curve are shown in Figure 5, and the distribution formula is listed as follows:
[image: image]
Where [image: image] refers to the displacement value of foundation pit retaining pile, [image: image] refers to the maximum displacement of retaining pile. [image: image] refers to the initial displacement. [image: image] refers to the position depth of a measuring point. [image: image] refers to the depth of the position where the maximum displacement of the retaining pile is located, [image: image] are parameters reflecting the shape of Gaussian curve, where [image: image] corresponds to the soil depth [image: image] at a certain time. By fitting each completed measuring point, [image: image], standard error, [image: image] of each measuring point can be obtained. According to the monitoring data (Table 2 and Figure 7B), it can be observed that [image: image]and [image: image], [image: image] and [image: image], has an obvious linear relationship:
[image: image]
[image: image]
The following Method 1, Method 2 and Method 3 are used to estimate the horizontal displacement of retaining pile. Method 1 and Method 2 adopt Gaussian simulation. The difference is that Method 1 is based on the statistical regularity between [image: image] and [image: image], [image: image] and [image: image], Method 2 does not consider the statistical rule between [image: image] and [image: image], but considers the statistical rule between a and H: Method 3 adopts hyperbolic fitting.
Method 1. Gaussian curve fitting is adopted based on the statistical rule between [image: image] and [image: image], [image: image] and [image: image]:It is easy to know according to the rule of Gaussian curve:
[image: image]
Here, we might as well use the statistical average value for [image: image]. If the supporting pile is deep into the moderately weathered rock (10–12 m), the [image: image] average value = 0.4‰ [image: image] (read from Figure 6A); If the depth of the supporting pile into the soil layer h (>15 m) is deep, [image: image] average value = 1.4 ‰H (read from Figure 6B); . According to Figure 7A in chapter 3.1, [image: image], then the following formula can be obtained:
[image: image]
Method 2. If Gauss curve fitting is adopted based on the statistical rule between [image: image] and [image: image], [image: image] and [image: image], then:
[image: image]
Method 3. Proposed by Xie et.al. [26], the research result of foundation pit in soil-rock composite stratum for Jinhua, Zhejiang use hypobolic function to fit the horizonal displacement. It illustrates that the change rate of maximum horizontal displacement of enclosure structure decreases in a hyperbolic trend. Here also use hyperbolic fitting function to predict Nanjing’s foundation pit:
[image: image]
The maximum horizontal displacement depth is averaged in [image: image] accordance with Figure 7A, when [image: image], Maximum displacement value. [image: image]Depending on the hyperbolic properties, x = 0 or [image: image], y = 0; If the rock-socketed piles penetrate deeper soil layers, they can be obtained as follows:
[image: image]
4.3 Prediction Verification
4.3.1 Predict the Horizontal Displacement When the Soil Penetration Depth is More Than 15 m
According to the existing design, the depth of 8# and 10# piles crossing the soil layer is 15.54 m, and at last the foundation pit is excavated to H = 18 m. Here Method 1, Method 2 and Method 3 are used for checking and comparing with the measured data. The details are listed as follows:
According to Method 1.Take average [image: image] average [image: image]
[image: image]
result is:
According to Method 2. Average y0 = 1.07 mm, average w = 6.61. If the thickness of soil layer h = 15.54m, the result is:
[image: image]
According to Method 3. yc average value is 1.4‰H = 25.2 m, xc average value is 11.16, the result is:
[image: image]
[image: image]
Other pile measuring points are calculated in the same way and the results are compared as shown in Figure 11A.
[image: Figure 11]FIGURE 11 | Comparison of horizontal displacement fitting curves of piles. (A) The thickness of soil layer :15 m. (B) The thickness of soil layer :6 m.
4.3.2 Predict the Horizontal Displacement When the Pile Depth Into the Rock is More Than 10 m
According to the existing design, 2# and 61# piles should go through the soil layer depth h = 6.2 m, the depth of pile into rock is >10 m, and the foundation pit is finally excavated to H = 18 m.
use Method 1. If the thickness of soil layer is h = 6.2m, average w = 5.99, for consideration of deep rock, take xc = 0.62H = 11.16m, take yc = 0.4‰ × 18 = 7.2mm, the result is:
[image: image]
use Method 2. Average y0 = 1.07 mm, average w = 5.99. If the soil thickness h = 6m, xc = 7.44. the result is:
[image: image]
[image: image]
use Method 3. Final excavation depth H = 18 m, yc average 0.4‰H 7.2mm, xc = 0.62H 11.16mm, the result is:
[image: image]
[image: image]
Other pile measuring points are calculated in the same way and the results are compared as shown in Figure 11B.
4.3.3 Verification
Comparing the horizontal displacement curves predicted by the three algorithms with the site monitoring data, it can be seen from Figures 11A,B that whether the pile is relatively deep into the soil or into the rock, the Gaussian prediction of Method 1 is relatively accurate and has little difference from the actual monitoring, and the Gaussian prediction of Method 2 and the hyperbolic prediction of Method 3 are quite different from the site monitoring data. When the pile depth into the rock is large, the hyperbola is larger than the actual monitoring value, and cannot reflect the displacement below the excavation surface of the foundation pit. In contrast, the Gaussian curve can be fully reflected, which is relatively consistent with the actual monitoring data. For the two Gaussian fitting curves, it is more accurate to predict the horizontal displacement by using the relationship between the maximum horizontal displacement and the excavation depth.
5 CONCLUSION
According to previous studies, we can get several conclusions as follows:
1) Based on the analysis of the monitoring data of soil-rock composite stratum of metro foundation pit in Nanjing, the average value of the maximum horizontal displacement in the section of thick soil layer is 1.4 ‰H, and the average value of the maximum horizontal displacement in the section with deep moderately weathered rock (10–12 m) is 0.4‰ H; With the increase of the excavation depth of the foundation pit, the change rate of the maximum horizontal displacement in the deep layer of the pile decreases in a hyperbolic trend; The maximum horizontal displacement depth appears at the depth of about 0.62H, which has no obvious relationship with the depth of the pile into the rock, and has an obvious linear relationship with the increase of the thickness of the soil layer. In this example, the maximum horizontal displacement of the pile in the soil-rock composite stratum is less than 2 ‰H, which can ensure the construction safety and the safety of the sideward railway.
2) The influence range of surface settlement of foundation pit excavation in soil-rock composite stratum in Nanjing is 1–2H, and the maximum settlement point is about 0.1–0.5H away from the edge of foundation pit; The average value of the maximum surface settlement is 0.2 ‰H–0.76 ‰H, and the average value is about 0.33 ‰H. The surface settlement has no obvious regularity with the increase of the thickness of the pile into the soil layer/rock layer.
3) On the basis of considering the influence range (2H) of foundation pit settlement in Nanjing soil-rock composite stratum area. According to the subsection function and relationship of settlement curve fitted by the monitoring data, the settlement curve and settlement volume near a monitoring point in this area can be effectively predicted.
4) Three calculation methods for predicting the horizontal displacement curve of rock-socketed retaining structure in soil-rock composite stratum in Nanjing are proposed. Compared with hyperbolic prediction, the Gaussian curve is in good agreement with the measured value. The prediction using the relationship between the maximum horizontal displacement and excavation depth is more accurate, which can provide a reference for the construction of rock related foundation pit of metro in this area.
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In actual engineering fields, the bearing capacity of a rock is closely related to the pore water pressure in the rock. Studies have shown that the pore water in the rock has a great relationship with the change in runoff. Thus, it has crucial meaning to accurately evaluate and quantitate the property of the rainfall–runoff, and many traditional classic models are proposed to study the characteristic of rainfall–runoff. While considering the high uncertainty and randomness of the rainfall–runoff property, more and more artificial neural networks (ANN) are used for the rainfall–runoff modeling as well as other fields. Among them, the long short-term memory (LSTM), which can be trained for sequence generation by processing real data sequences one step at a time and has good prediction results in other engineering fields, is adopted in this study to investigate the changes of rainfall–runoff values and make a prediction. In order to ensure the accuracy of the trained model, the cross-validation method is used in this study. The training data set is divided into 12 parts. The monthly forecast results from 2014 to 2015 show that the model can well reflect the peaks and troughs. In a recent study, the relationship between the rainfall–runoff and discharge are commonly based on the current measured data, while the prediction results are adopted to analyze the relation of these parameters, and considering that the existing methods have fuzzy relationship between runoff and discharge, which leads to a high risk of forecasting and dispatching. A method of modeling analysis and parameter estimation of hydrological runoff and discharge relationship based on machine learning is designed. From the experimental results, the average risk of this method is 61.23%, which is 15.104% and 13.397% less than that of the other two existing methods, respectively. It proves that the method of hydrological runoff relationship modeling and parameter estimation integrated with machine learning has better practical application effect.
Keywords: long short-term memory (LSTM), pore water, karst, rainfall-runoff, prediction
INTRODUCTION
Climate condition is the driving factor of the hydrological process and the primary determinant of runoff. The climate factors that have important influence on hydrological simulation include precipitation and temperature. Domestic and foreign scholars have found that precipitation, precipitation intensity, and precipitation types in many parts of the world have changed significantly by sorting out a large number of literatures on precipitation change. From a global perspective, precipitation in the high latitudes of the northern hemisphere has increased significantly, while precipitation in the middle and low latitudes has increased and decreased locally. Generally speaking, the humid areas have become more humid, the arid area is becoming more arid, and the interannual fluctuation is obviously enhanced. The change in precipitation can directly affect runoff [1]. Watershed hydrological simulation and prediction is the main content of the study of hydrological runoff and also the research basis of related interdisciplinary studies, which has important value. Under the background of increasingly significant environmental changes, the traditional stable watershed assumption in hydrological simulation is facing challenges, which makes the model parameters, representing the hydrological characteristics of the watershed in the model, no longer hold the fixed assumption and weaken the evaluation ability [2]. Studying the parameter characteristics of the hydrological model of the “Unsteady” watershed and improving the simulation effect of the model in the changing environment can provide technical support for the current and future flood control, drought resistance, water resources planning, and management [3]. For example, studies by many scholars show that since the 1970s, with the trend increase in precipitation in the United States, runoff in most parts of the United States has also shown an obvious increasing trend [4]. From the perspective of temperature, the warming rate in the recent 60 years is obviously faster. The results show that the land warming is faster than the ocean warming, and the warming range in the high latitudes is larger than that in the middle and low latitudes; the temperature increase in winter is more obvious than that in summer [5]. The change in temperature mainly affects the evapotranspiration of runoff, and the change in temperature and precipitation also affects each other [6]. Global warming will accelerate the global hydrological cycle, resulting in an increase jn precipitation and the frequency and intensity of extreme hydrological events.
The relationship between runoff and discharge is an important condition for runoff prediction, which has a very important strategic significance for the scientific formulation of the water use plan, the optimal scheduling and rational allocation of water resources, and the protection of water ecological environment. In fact, the medium- and long-term hydrological factors are affected by many factors, such as astronomy, meteorology, geography, and so on, and are the result of many factors. Therefore, we should select many factors with physical causes related to the prediction factors from the historical data as the prediction factors and establish the quantitative or qualitative relationship between the factors and the prediction factors through statistical analysis and other mathematical methods, so as to carry out the hydrological forecast. This kind of method is called multifactor prediction method [7]. For multifactor forecast, the commonly used methods are multiple regression, stepwise regression, and so on. The ultimate purpose of runoff prediction is to serve the hydrological business application. In production practice, there is a demand for both short-term forecast and medium- and long-term forecast, and the future demand may be more extensive [8]. In addition, there are many uncertainties in runoff forecast, so people need to synthesize various information to judge the value of the forecast information. Machine learning theory is based on statistics, information theory, biology, cybernetics, and computer science, involving more theoretical knowledge [9]. In the follow-up development process, it is gradually applied to hydrological runoff prediction and other research fields. Accuracy prediction of rainfall–runoff has high importance in redistributing water resources and the strategic planning, as well as fitting the issue of being carbon neutral, while there is a high complexity between the inherent randomness of behavior and the variables of the hydrometeorological [10, 11]. Meanwhile, there exists many factors, which may be due to the difference results of rainfall–runoff. Nowadays, there are many available methods for the prediction of streamflow forecasting. It can be divided into data-driven models and physical models [12]. The physical models are often used to study the movements and deposits of water [13, 14], while the resolution of prediction results is often influenced by the physical parameters, the initial condition of catchments, and the temporal resolution. Thus, the traditional model has a limitation in solving such complicated problem of predicting the accurate value of rainfall–runoff [15]. In fact, artificial neural networks (ANNs) have been widely used in many engineering fields, which achieve good results [16–20]. Among them, the long short-term memory (LSTM), which has the advantage of having high resolution and accountability, is adopted in this study. Based on the prediction results, the parameter estimation is investigated in detail.
PREDICTION OF STREAMFLOW BASED ON THE LONG SHORT-TERM MEMORY
The Han River, with a drainage area of 159,000 km2 and a total length of more than 1,500 km, is the largest tributary of the Yangtze River basin. HRB (106°12′–114°14′E, 30°08′–34°11′N) has obvious climate characteristics of a subtropical monsoon. The climate is comparatively mild, with a mean annual temperature between 15°C and 17°C. Rainfall within the Han basin is comparatively abundant, with a mean annual rainfall of 600–1,300 mm. The precipitation is especially concentrated within the summer half year, accounting for quite 70% of the annual precipitation. Among them, June, July, and August are particularly prominent, with precipitation accounting for about 40% to 50% of the annual total. The largest source of the water volume of the Han River and its tributaries is rainwater, followed by groundwater. Groundwater recharge accounts for about 15%–20% of the annual runoff. Therefore, the annual runoff changes of the rivers within the Han River system are basically equivalent because of the annual precipitation changes. The runoff varies greatly from year to year within the basin, with the utmost annual runoff usually thrice the dimensions of the minimum annual runoff. The annual average runoff of the full basin is about 60 billion cubic meters. Because of abundant rainfall, water resources within the basin are very abundant. However, there are differences within the distribution of water resources within the basin and uneven seasonal distribution, and water must be transferred outside the basin. There has been a decreasing trend in water resources in recent years. The maps of Han River basin are shown as Figure 1.
[image: Figure 1]FIGURE 1 | Maps of the Han River basin.
As shown in Figure 1, the topography of the eastern area is higher than the western area in the Han River, with dense river networks. The hydrological stations are distributed in the upper, middle, and lower reaches. Except for the Huanglongtan (HLT) station, which is on the tributary, the Zenghe, Baihe (BH) station, Huangjiagang (HJG) station, and Huangzhuang (HZ) station are all on the main stream. The monitoring data of the Huangjiagang (HJG) station are used in this study to investigate the application and accuracy of the LSTM. As shown in the analysis results of the machine learning method, the LSTM method is adopted in this study. The structure of the LSTM method is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The structure of the long short-term memory (LSTM) method unit [18].
As shown in Figure 2, the model can be trained by adding the input gate, the forget gate, and the output gate. Autocorrelation is very important in time series forecasting, especially with LSTM models. Autocorrelation is the basis of LSTM model prediction, and the larger the autocorrelation coefficient (ACF), the better. ACF reflects the memory of the sequence. The LTP and STP mentioned in some studies refer to long-term memory and short-term memory, which are also characteristics of sequences. In addition, the forecast period is determined by autocorrelation: The LSTM method mentioned earlier has a drawback in that it can only predict the next data xt+1. If you want to predict xt+2, we need to substitute xt+1 into the model for prediction. This will cause the accumulation of errors. How does the the encounter period be improved? There is a need to use batch forecasting (batch forecasting): in a forecast to give the expected results of the encounter period. However, the premise of making such a prediction is that the autocorrelation ACF of the data sequence has an order of k, and the prediction order cannot be greater than k. The results of autocorrelation are shown in Figure 3.
[image: Figure 3]FIGURE 3 | The results of autocorrelation.
As shown in Figure 3, it could be presumed that the application of the results can be acceptable. Before the prediction process, the cross-validation should be verified to study the accuracy and application of the trained model. The historical data are adopted in this study. The historical data of Huangjiagang (HJG) and Shiquan (SQ) gauge station from January 1st 1956 to October 1st 2012 are adopted in this study. The specific method is to divide the entire sequence value into 12 parts, each with a length of 144 steps or 12 years, and a sliding window of 4 years. The first 11 years of each subset of 12 years are the training set, and the last year is used as the verification set, which is compared with actual data for verification, and model evaluation indicators are selected to judge the applicability of the model. This study currently selects the RMSE root mean square error, which will be shown later. The cross-validation results of HJG and SQ based on the LSTM are shown as Figures 4 and 5 separately.
[image: Figure 4]FIGURE 4 | The results of cross-validation based on the LSTM.
[image: Figure 5]FIGURE 5 | the results of cross-validation based on the LSTM in SQ station
From the simulation results (Figure 4), the overall performance of the model is relatively good. Most of the trends in the next year and most points can be found in the 7th, 10th, and 11th subsets. However, the problem is also obvious: the peak value is not too clear. This will be fully reflected in the RMSE. Through the selection of the optimal self-lag order, it can be seen that the largest autocorrelation coefficient appears at the 12th order. Therefore, this high correlation can be used to build a model to make a 12-order prediction. In this study, it is the forecast for the next year for the purpose of the future risk analysis. Finally, the prediction results are shown in Figure 5.
As shown in Figure 5, the prediction result of the Huangjiagang station from January 2014 to January 2015 uses the established model. It can be seen that the perfect prediction of the flood season and nonflood season within a year has surpassed most forecasting models. The results show high application and accuracy characteristics. The parameter estimation study is based on this prediction results.
MODELING ANALYSIS AND PARAMETER ESTIMATION OF HYDROLOGICAL RUNOFF RELATIONSHIP BASED ON MACHINE LEARNING
Extracting calibration characteristics of runoff parameters
According to the research data, after studying a large number of spatial and nonspatial hydrological runoff data, the relationship and parameter estimation of hydrological runoff are the key links affecting hydrological application business. For the purpose of simulating the natural hydrological cycle process of a watershed, its basic principle is to generalize various elements in the water cycle by analyzing the key factors of the hydrological cycle process of a watershed, and establish a mathematical model that can truly reflect the relationship between various elements and the hydrological cycle process by using various algebraic, partial differential, or integral equations [21, 22]. Due to the complex structure of the hydrological model and the complex evolution characteristics and spatiotemporal evolution trend of a basin water cycle system, in order to accurately describe the hydrological cycle process of the basin, most hydrological model parameters are difficult to determine. How to determine the runoff parameters that can adapt to the heterogeneity of the underlying surface and the size of runoff level of different basins is the key to obtain high-precision short-term runoff forecast information of the basin [23, 24]. Including basin spatial data, basin meteorological data, runoff simulation data, and other information, through data collection, data processing, parameter estimation, and optimization, hydrological runoff relationship modeling and analysis are realized [25]. Because meteorological conditions and hydrological factors can have a direct impact on runoff, specific hydrometeorological data are needed as the research basis. Among many factor analysis methods, the random forest method is often used for factor analysis and result prediction, due to its high resolution and reliability of prediction results [22, 26, 27]. In essence, it belongs to an important branch of ensemble learning. It uses nonparametric calculations to generate several weak decision trees in a random manner and predicts by integrating the prediction results of all decision trees, which can solve classification problems and can also be used for regression analysis. Random forest is a combined classifier of ensemble learning. It uses bootstrap resampling method to sample from the original data, and then model the decision tree of the extracted samples, combine multiple decision trees, and get the result through voting. For the traditional random forest, when the final voting classification is performed, the voting weight of each decision tree is the same. It seems that this voting method is fair, but the classification accuracy of each decision tree in the random forest is different. Some classification results may be better; some are relatively poor. The main idea is to set a weight for each decision tree. When voting, each decision tree must be multiplied by this weight value. Among them, a part of the training samples is used to train the decision tree in the traditional random forest. After the training is completed, another part of the training samples is used as the test samples to test the classification ability of the decision tree. The PSO algorithm is a global random search algorithm, which is based on group predation behavior of birds in the migration process, while the particle swarm optimization (PSO) is introduced to solve this limitation [28, 29]. The prediction of PSO-RF, prediction value of RF, and observed values are compared.
As shown in Figure 6, the PSO algorithm is adopted in this study to optimize the random forest. First, the training data and test dataset are divided. In this study, the training datasets are 635 months, and the test dataset is 30, which stands for the last 30 months. The input factors are rainfall, temperature, sunshine, relative humidity, wind speed, and evaporation. The output factor is runoff value. Then, in the data preprocessing procedure, the data are standardized. In the PSO algorithm part, the fitness function is first determined. Then the population and speed are initialized. The termination conditions are determined if they are met; if met, the best parameter is obtained; if not, then the speed and position are updated, and the fitness value is calculated until the termination conditions are met. Finally, the best RF model is obtained. Then the prediction results are shown as follows:
[image: Figure 6]FIGURE 6 | Prediction results of 2014–2015 based on the LSTM.
According to Figure 7, it can be obtained that the prediction result of PSO-RF and RF has high resolution and is a good application. The prediction value of PSO-RF and RF has good consistency with the observed value. In the 3 months, it can be seen that the prediction of PSO-RF is closer to the true value compared with the prediction value of RF. It means that the PSO has to improve the peak point value prediction ability. The prediction result of PSO-RF and RF is shown in Table 1.
[image: Figure 7]FIGURE 7 | Random forest model optimized by the particle swarm optimization (PSO).
[image: Figure 8]FIGURE 8 | Prediction results based on different methods.
TABLE 1 | Prediction results of particle swarm optimization (PSO)-random forest (RF) and RF.
[image: Table 1]According to the Table 1, it can be obtained that the R2 of PSO-RF increases compared with the RF. It is mainly due to the increase that reflects the peak point value, while the RMSE value and MAE of PSO-RF decreases compared with the RF, which means that the PSO-RF can well reflect the real value of the runoff. According to the calculated result, the influence impact of rainfall, temperature, sunshine, relative humidity, wind speed, and evaporation are 7.59, 1.05, 0.50, 2.76, 0.351, and 0.72, respectively. It means the rainfall has the greatest impact on the runoff, which is consistent with the true situation, and wind speed has the lowest impact on the runoff.
Comparison the Results of HJG and SQ Cross Validation
We chose two sites to compare the applicability of the LSTM method in the Han River Basin. As the Figure 1 shows, the SQ station is the upstream of Hanjiang basin and the HJG is in the middle of Hanjiang basin. According to Figures 4 and 5, the result of catching peak point has shown noticeable difference. The LSTM method has more ability to catch the peak point in SQ than HJG station may as the a result of the location of these two stations. SQ station has less human activities than HJG will make LSTM more applicative in this area.
CONCLUSION
In actual engineering fields, the pore water content in a rock has a certain correlation with the runoff. In order to solve the actual engineering issue, the rainfall–runoff of the Han River, which is located in the Karst area, is investigated in detail and predicted. In fact, the accuracy prediction of streamflow is also one of the critical factors for the hydrology. However, due to the highly complicated characteristics of the rainfall–runoff, the LSTM method is adopted in this study to predict the streamflow, and the cross-validation and fitness are studied to verify the effectivity of the prediction model. The result of the prediction well explains the change law of the streamflow. Due to the complexity of the prediction result and influence factor, the RF algorithm is adopted in this study, and PSO is introduced to optimize the RF algorithm. The prediction result shows high accuracy and good consistency with the real results. Among the influence factors, the rainfall has the most impact compared with other factors, which means the PSO-RF has a good application in the influence factor analysis.
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In this study, a numerical model of the conglomerate reservoir is established using ABAQUS. Cohesive elements are embedded into the numerical model to simulate the hydraulic fracturing behaviours of the conglomerate reservoir. The cohesive elements split by the high-pressure liquid flow are identified by tracing the crack propagation. A USDFLD (user-defined field variable) subroutine is used to increase the liquid flow’s dynamic viscosity in these cracked cohesive elements. Using this method, ABAQUS successfully simulates the temporary plugging-refracturing processes in the conglomerate reservoir under four in-situ stress states. This study found that with the increase of the horizontal in-situ stress difference, the pore pressure at the fluid injection point increased correspondingly. Under the conditions of higher horizontal in-situ stress differences, more complex branch fractures were generated in the conglomerate reservoir.
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INTRODUCTION
The temporary plugging-refracturing technology achieves the purpose of increasing oil and gas production by injecting high-pressure fluid flow into the oil or gas reservoir to generate tension fractures [1-2]. Simulating the complex branched fractures in the oil and gas reservoirs has always been a challenge in temporary plugging-refracturing technology [1, 3].
Many numerical methods are used to simulate the hydraulic fracturing problem of rock mass [1]. Some scholars use the discrete element method (DEM) [4–6]. This method can better simulate the fracture network of rock masses. Thus, it has good adaptability to model the hydraulic fracturing of a rock mass. Other scholars use the finite element method (FEM) [7] and extended finite element methods (XFEM) [3, 8] to simulate the hydraulic fracturing process in rock masses. However, XFEM is not very effective in simulating the mechanical behaviour of rock masses with a large number of cross-cracks. The introduction of the cohesive element is a good supplement to the FEM for simulating the discontinuous deformation and failure of materials [3]. Some researchers have validated that this method (cohesive element-based FEM) has good adaptability in modelling hydraulic fracturing of complex fractured rock masses [9-11].
Based on previous studies, this paper takes conglomerate reservoirs as the research object and establishes a numerical model using ABAQUS. Then, in this numerical model, the cohesive elements considering seepage-stress coupling behaviors are embedded to simulate the hydraulic fracturing of a conglomerate reservoir. Then, a USDFLD subroutine is coded to simulate the temporary plugging process in the conglomerate reservoir. Finally, the temporary plugging-refracturing processes in conglomerate reservoirs under various in-situ stress differences are numerically simulated.
METHODS
Cohesive Element-Based FEM
The cohesive element was first applied to the bond crack model in ductile materials such as metals [12, 13]. The simulation of jointed rock mass based on FEM is shown in Figures 1A,B. Combining the principle of conservation of energy, the weak solution form of FEM considering the adhesion is described as follows:
[image: image]
where, [image: image] denotes the displacement jump in a cohesive element.
[image: Figure 1]FIGURE 1 | (A) Schematic diagram of cohesive element simulating cracking of rock material; (B) Schematic diagram of joint crack propagation simulated by cohesive element; (C) Schematic diagram of stress seepage coupling of joints and fissures.
The displacement field of the cohesive element can be controlled by the relative displacement of the upper and lower surfaces, and the following expression is established:
[image: image]
where, [image: image] and [image: image] represent the nodal displacements on the upper and lower surfaces, respectively. [image: image] represents the shape function, which is the same as that of the face element.
Combine the relationship between the displacement field of the solid element and the node displacement. We have
[image: image]
where, [image: image] and [image: image] are the shape function and node displacement, respectively.
By combining the displacement expression of the solid element and the cohesive element, the following governing equation is established based on the weak solution form of the finite element:
[image: image]
where, [image: image], [image: image] and [image: image] are the vectors of external force, internal force and cohesion force, respectively. [image: image] represents the body force. [image: image] is the surface force.
Combined with the stress-strain relationship of solid element and the traction separation law of cohesive element, a complete finite element solution process using the cohesive element can be established as follows:
1) Loop at the ith cohesive element under the specified loading step.
2) Obtain the node code ‘inodes’ of the ith cohesive element.
3) Obtain the degrees of freedom of the upper and lower surfaces of the ith cohesive element: idofsA and idofsB.
4) Obtain the node displacement of the upper and lower surfaces of the ith cohesive element: [image: image] and [image: image].
5) Compute the traction displacement of the ith cohesive element.
6) Loop each Gaussian integral point by conducting the following procedure.
  1) Calculate the traction displacement on the jth integral point.
  2) Convert to local coordinate system.
  3) Based on the traction-separation constitutive relationship, compute the bond force.
  4) Convert the local bond force into the bond force in the global coordinate.
  5) Calculate and update the uniform stiffness matrix of the traction-separation criterion.
7) The cohesive element’s node force and stiffness matrix are assembled into the global system to obtain the stiffness matrix and node force.
Constitutive Model for Cohesive Element
In ABAQUS, the mechanical behaviours of cohesive element are generally described using a bilinear traction-separation model [14]. In this model, the linear-growth stage before the peak-strengths describes the interfacial elastic behavior of cohesive element. It can be described by the following formula:
[image: image]
where [image: image] and [image: image] are the nominal traction stress components applied on the interface of the cohesive element in a 2D problem. [image: image] and [image: image] are the two components of the nominal strains, respectively. [image: image] and [image: image] are corresponding separations. [image: image] denotes the original thickness of the cohesive element. [image: image], [image: image], [image: image] and [image: image] are the material constants. When the interaction between shear and normal stress is not considered, [image: image] and [image: image] are equal to zeros.
When the nominal traction stress reach the maximum values (peak-strengths) [image: image] and [image: image], it is regarded that the cohesive element damage initiates, which can be described using the following nominal stress criterion:
[image: image]
where [image: image] is the Macaulay bracket. It has [image: image], when [image: image] (tension), and [image: image], when [image: image] (compression).
When the above damage criterion is satisfied, the nominal traction stress decreases linearly, and enters the post-peak linear softening stage. A scalar damage variable [image: image] (evolve from 0 to 1) is used to describe the degradation of cohesive element in the following equation.
[image: image]
The stress components [image: image] and [image: image] are predicted using the traction-separation model for the current strains without damage. The effective displacement is defined as [image: image] to describe the damage evolution under the combination of normal and shear deformation.
For the linear softening, the damage evolution can be expressed as follows:
[image: image]
where [image: image] and [image: image] represent the effective displacement at damage initiation and complete failure, respectively. [image: image] is the maximum value of the effective displacement attained during the loading history.
At the current nominal stress-strain state, the geometry area below the stress-strain curve is the normal and shear fracture energy, which can be denoted using [image: image] and [image: image], respectively. Thus, the fracture energy on the mode mix can be expressed using a power-law fracture criterion, as follows:
[image: image]
Where [image: image], [image: image] and [image: image] are the material constants for describing fracture behaviors.
Cohesive Element Modeling Seepage-Stress Coupling Problem
The water flow in the fractured rock mass is a typical seepage-stress coupling problem (Figure 1C). This problem is mainly manifested in three aspects.
1) The pore pressure in the fractures affects the strength and deformation of the rock mass, especially the normal deformation of the fracture. The effective stress principle can be expressed as:
[image: image]
where, [image: image], [image: image] and [image: image] are the total stress, effective stress and pore pressure, respectively. [image: image] is the effective stress coefficient.
2) Joint void [image: image] can be defined as the average distance between different fracture surfaces. Hydraulic gap width [image: image] is used to calculate the fluid velocity in the fractures. The relationship between hydraulic gap width [image: image] and deformation is defined as follows:
[image: image]
where, unknown variables [image: image] and [image: image] can be obtained by linear data-fitting.
3) Introducing the Darcy seepage formula in the cohesive element can simulate the seepage-stress coupling behaviour of rock mass. The fracture width [image: image] and hydrodynamic viscosity [image: image] affect the tangential permeability [image: image], satisfying the following equation.
[image: image]
MODELS
Geological Model of Conglomerate Reservoir
The deep conglomerate reservoir is a kind of heterogeneous sedimentary rock. In terms of its geological structure, it is composed of conglomerate particles and filler matrices. When studying its material mechanical and seepage behavior, the heterogeneity of conglomerate reservoir can be simplified as a two-phase material in which conglomerate particles of different sizes are randomly embedded into the filler matrix.
Figure 2A show the plane geological model of conglomerate reservoir. It is a square area with a side length of 6000 mm. There is an initial crack extending horizontally in the middle of the left side. This initial crack penetrates the surrounding rock and extends to 200 mm in the core area of the conglomerate reservoir. The crack is used to simulate the fluid conveyance channel of hydraulic fracturing.
[image: Figure 2]FIGURE 2 | (A) Plane geological model; (B) Plane numerical model; (C) Aggregate distribution of conglomerate reservoir in the core area; (D) Statistical distribution of the aggregate size of the conglomerate reservoir in the core area; (E) An enlarged picture showing the meshes of conglomerate particles and filling geomaterial, as well as the cohesive elements embedded into the filling geomaterial.
The model size of the core stratum of the conglomerate reservoir is set to a square area of 2000 mm long and 1000 mm wide. Conglomerate aggregates are randomly generated in this area, as shown in Figure 2C. There are 129 round particles used for filling the core area. Their radius of the generated aggregates is in a range of 30–60 mm. The particle content is 30% in volume.
In the geological model of the conglomerate reservoir shown in Figure 2C, these aggregates are divided into six groups using different colors according to size. Figure 2D performs a statistical analysis on the geometric dimensions of the generated 129 aggregates. It can be seen that most conglomerate particles are concentrated in the size range of 30–45 mm.
Numerical Model of Conglomerate Reservoir
The problem concerned in this study is simplified to a plane strain problem to be solved using ABAQUS. The first-order linear plane strain quadrilateral element is used to mesh the geological model. Then, a numerical model is obtained, as shown in Figure 2B. The numerical model has 8,895 plane strain quadrilateral elements and 8,927 nodes.
This study uses the cohesive element to simulate the conglomerate reservoir’s discontinuous deformation and failure under hydraulic fracturing loads. We consider that the conglomerate aggregates do not fail and the hydraulic fracturing cracks only occur inside the filler. Therefore, the cohesive elements are only embedded within the plane strain elements of the filler of the conglomerate reservoir. Figure 2E shows the numerical calculation model after embedding the cohesive elements. This new model has a total of 9,226 cohesive elements.
Loads and Boundary Conditions
The model’s left side is the symmetrical plane, which is an impervious boundary. The midpoint of the initial fracture on the left side is the fluid injection point (Figure 2A). In calculation, the mechanical boundary condition at this point is the pore pressure of hydraulic fracturing. The nodal displacements in the x-axis and y-axis directions of the four edges around the model are constrained.
All of the nodes in the model are set as constant pore pressure conditions. The initial pore pressure of these nodes is set to 0 MPa, and the initial void ratio is set as [image: image] for the rock mass in the whole model. The hydraulic fracturing pore pressure value at the fluid injection point is set as 100 MPa.
As shown in Figure 2B, the horizontal minor principal in-situ stress [image: image] is applied vertically on the whole model, the horizontal major principal stress [image: image] is applied horizontally, and the principal stress [image: image] is applied in the z-axis direction. To study the influence of in-situ stress difference ([image: image]), four stress states are set up, which are [image: image] 4, 8, 12 and 16 MPa, respectively.
Mechanical Parameters
In this numerical model, four types of geomaterials are involved: surrounding rocks, conglomerate aggregates, fillers, and cohesive interfaces around the aggregates. The material parameters used in the numerical simulations are given in Table 1.
TABLE 1 | Mechanical parameters of the geomaterials used in the numerical simulations.
[image: Table 1]Implementation of Temporary Plugging Simulation
The numerical modeling of the temporary plugging treatment in the rock mass is difficult in FEM simulations. In order to realize this modeling in ABAQUS, an available method is by reading the crack propagation data of the cohesive elements and increasing the fluid’s dynamic viscosity in these positions.
In actual execution, the coordinates of the crack tips in the cohesive elements at the temporary plugging moment can be recorded. Then, a USDFLD subroutine (user-defined field variable) is called by ABAQUS to increase the liquid flow’s dynamic viscosity in these cohesive elements in the subsequent calculations. Thereby, an increase in the fluid’s resistance passing through these cohesive elements would force the initiation and propagation of new branch fractures in other locations with lower resistance.
The calculation time lasts to 21 s, divided into two stages. 1) During the period of t = 0–1 s, the pore pressure increases sharply at the fluid injection point from 0 to 10 MPa. 2) During the period of t = 1–8 s, the increased pore pressure leads to the first splitting crack propagation at the tip of the fracture. 3) Starting from t = 8 s, at the forefront of the formed hydraulic fractures, temporary plugging is conducted by changing the value of dynamic viscosity of the fluid at the cracking cohesive elements. The blocking length is set to 100 mm.
MODELLING RESULTS AND ANALYSIS
Fracturing Characteristics
Figure 3 shows the expansion and distribution of the fractures induced by temporary pugging-refracturing in the conglomerate reservoir under four in-situ stress differences. It can be seen that the fractures caused by hydraulic fracturing in the conglomerate reservoir propagate along the initial fracture and the direction of the major principal in-situ stress.
[image: Figure 3]FIGURE 3 | (A,B,C,D) Fracture evolution characteristics of temporary plugging-refracturing under different in-situ stress differences; (E) Pore pressure history curve at injection point under different horizontal stress difference.
When the in-situ stress difference is relatively smaller, that is [image: image] and 8 MPa (Figures 3A,B), it is that, after the temporary plugging, the hydraulic fractures are easy to break through the temporary plugging position and continue to expand. Under the condition of these two in-situ stress differences, the overall propagation direction of hydraulic fractures is slightly upward to the right than the horizontal direction.
Figures 3C,D shows the expansion and distribution of the fractures in the conglomerate reservoir under higher horizontal stress difference conditions, i.e., [image: image] and 16 MPa. It is observed that, after temporary blocking, the injected fluid is difficult to break the temporary blocking position, but generates new branch fracturing regions. In the calculation time range of 21 s, as [image: image], the secondary refracturing cracks extend to the core region of the right end conglomerate reservoir boundary. Around the main crack, more short and small branch cracks sprouted. Compared to [image: image] and 8 MPa, when [image: image], the secondary refracturing crack belt is much wider (Figure 3C).
It is observed from Figure 3D that, when [image: image], when secondary refracturing cracks do not extend to the rightmost boundary of the conglomerate reservoir. Due to the influence of the distribution of conglomerate aggregates and the in-situ stress difference, the secondary refracturing crack belt generally expands from the lower side of the horizontal direction to the lower right under the condition of [image: image]. A large number of branch cracks are formed around the main crack.
Evolution of Pore Pressure
Figure 3E shows the pore pressure changes with time at the fluid injection point. In general, with the increase of the major principal in-situ stress [image: image], the pore pressure at the fluid injection point used to produce hydraulic fracturing increases, too. In the 0–1 s stage, the pore water pressure at the fluid injection point increased sharply to 10 MPa. In this stage, there is almost no difference in pore pressure at the fluid injection point under the four different in-situ stress conditions. In the 1–6 s stage, the pore pressure increases linearly with time at the fluid injection point. The greater the in-situ stress difference, the higher the pore pressure growth rate at the fluid injection point.
When time exceeds 6 s, the pore pressures at the fluid injection point enter relatively flat plateaus under the four in-situ stress conditions. The conglomerate reservoir was hydraulically fractured at these flat plateaus of the pore pressures. Because of the initiation and propagation of the fractures, the fracture volumes increase, making it difficult for the pore pressure at the fluid injection point to increase continuously.
When time = 8 s, the cracks produced by the first hydraulic fracturing are temporarily blocked. After the temporary plugging treatment, for the case of [image: image] and 8 MPa, the pore pressure at the fluid injection point hardly increased significantly. It shows not many branch fractures under these two conditions in the conglomerate reservoir. However, the pumped fluid breaks through the plugging point and continues to expand forward, as shown in Figures 3A,B. When time exceeds 9 s, the pore pressure at the fluid injection point increases linearly.
In the case of [image: image], during the 9–11 s period, the pore pressure at the injection point increases linearly with time. In the 11–15 s period, the pore pressure decreases linearly with time. It can be determined that during this period, the conglomerate reservoir is refractured again by hydraulic forces, forming secondary fractures. Because the newly formed cracks increase the crack volumes, resulting in the unloading of pore pressure. Comparing Figure 3C with Figures 3A,B, it can be seen that more secondary branch fractures occur under the condition of [image: image]. The occurrence of many secondary branch hydraulic fracturing cracks is associated with the reduction of pore pressure at the fluid injection point at this stage.
For the case of [image: image] (Figure 3D), during the 8–9 s period, the pore pressure at the injection point decreases slightly during the fluctuating process. During the 9–20 s period, the pore pressure at the fluid injection point increases linearly to 24.68 MPa with time at a faster rate. When the time exceeds 20 s, the pore pressure at the injection point decreases sharply. This indicates that at this moment, due to the continuous pumping and pressurization of high-pressure fluid, a large number of hydraulic fractures are rapidly formed in the conglomerate reservoir.
CONCLUSIONS
In this study, ABAQUS is used to numerically simulate the temporary plugging-refracturing process in the conglomerate reservoir under four in-situ stress states. The following conclusions can be summarised:
1) In FEM analysis, the cohesive element can effectively simulate the discontinuous deformation and failure of the rock mass. Furthermore, the cohesive element containing the constitutive relationship of Darcy seepage is capable of simulating the seepage-stress coupling behaviour of the fractured rock mass.
2) In this study, by reading the data of crack propagation, the cracked cohesive elements are identified. A USDFLD subroutine is used to increase the dynamic viscosity of the liquid flow in these cracked cohesive elements. The numerical simulation of plugging treatment is successfully realized.
3) While under higher horizontal in-situ stress difference, it is easier to generate new branch fractures to bypass the temporary plugging position. With the increase of in-situ stress difference, the more complex the branch fractures and the higher the pore pressure used for hydraulic fracturing the conglomerate reservoir.
4) During temporary plugging-refracturing process, pore pressure distribution and fracture propagation can be observed. By analyzing the pore pressure-time history curve of the fluid injection point, the hydraulic fracturing events in the conglomerate reservoir can be judged.
5) The numerical simulation results obtained in this study are relatively intuitive, but the model of the conglomerate reservoir is somewhat different from the actual geological condition. When the actual engineering geological conditions are clear and there are accurate calculation parameters, the work carried out in this research can provide effective and reasonable suggestions for the actual petroleum engineering.
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It is recognized that NSF on a pile affects the structural and geotechnical design. The formation of NSF on a pre-stressed high-strength concrete (PHC) pile under a control building in a Vietnamese project was investigated using a verified numerical model in FLAC3D. The height of backfills, the consolidation degree of soil, working loads on the PHC pile, and the pile diameter were analyzed in sensitivity analyses to investigate the influence on NSF. It was found that higher backfills and higher consolidation degree were dominant in the formation of NSF, causing an increase of the dragload and an upward movement of the neutral plane. The working load and the pile diameter affected the dragload and the position of the neutral plane less. A limit decrease of the dragload induced by NSF was observed when the working load increased. Accelerating the soil consolidation process would be suggested to avoid great displacement due to NSF.
Keywords: PHC pile, negative skin friction, dragload, neutral plane, FLAC3D
INTRODUCTION
The skin friction on a pile is caused by the relative movement on the interface between the pile and the soil. By definition, if the pile settles faster than the adjacent soil, the skin friction is positive; if the soil settles faster than the pile, the skin friction is negative (NSF) [1]. After long-term monitoring, Fellenius found that all piles in soil experienced NSF and a small relative movement was sufficient to develop NSF [2]. There are important fundamental differences in the behavior of piles with NSF compared to piles without it that affect the structural and geotechnical design [3]. On the one side, the dragload induced by NSF drags the pile downward such that the settlements exceed the serviceability constraints by design; on the other side, in some specific cases, the structural strength of the pile is exceeded. However, it is widely recognized in the international geotechnical community, as well as in numerous building codes, that NSF is not an ultimate geotechnical bearing capacity issue for the pile [4–6].
Multiple methods for determining NSF were proposed by Poulos and Mattes [7], Fellenius [2], Wong and Teh [8], and Hanna and Sharif [9]. However, these methods were limited for estimating NSF. Fellenius monitored NSF on a slender pile, which increased up to 40 tons for 5 months [10]. Siegel and McGillivray monitored a single cast-in-place pile with no applied load to the pile head and observed the development of NSF incrementally over 103 days [11]. The increase in NSF lasts for a long period because the consolidation of the adjacent soil takes place after pile driving; meanwhile, small relative movement is sufficient to mobilize NSF. Endo et al. measured NSF on three 609 mm diameter steel pipe piles in dewatered soil [12]. Improving the consolidation degree of soils before pile driving is efficient to reduce the relative movement. Thus, the prefabricated vertical drains and the surcharges are suggested. Comodromos et al. proposed that the working load of piles and the loading sequences affected the dragload significantly [13]. Ye et al. loaded a pile in the range of 0–400 kN and found that NSF was decreased from −25.5 kPa to −13.9 kPa, and the neutral plane moved upward [14]. Chiou and Wei investigated the influence of pile-head loading on the development of NSF in consolidating ground based on an effective stress-based mechanical-flow analysis model in ABAQUS and found that under the same pile-head loads, the reduction in total dragload for the friction-end-bearing pile is smaller than that for friction [15]. Although NSF on piles can be reduced under loading, the absolute settlements of piles increase. Liu et al. pointed out that depending on the numerical simulations, the bearing layer and the pile–soil interaction of a wished-in-place pile affected the formation of NSF as well [16].
For a better understanding of the formation of NSF and guiding this project, the pre-stressed high-strength concrete piles in high-backfill sites in a Vietnamese project are focused. The abovementioned influence factors, that is, natural consolidation time, the working load, and the diameter of piles, on the dragload and the neutral plane are analyzed by using a verified numerical model in the program FLAC3D. Besides the natural consolidation time and the diameter of the pile, the height of backfills is investigated as well.
PROJECT OVERVIEW
Figure 1 describes the control building for a booster station in a Vietnamese wind power project located in the southeast sea area of Ben Tre province, Vietnam. This project with a total capacity of 310 MW aims to increase the power source for the regional grid and the safety of the power supply, and improve the voltage. The geotechnical investigation report indicates that the soil under the control building is mainly composed of soft soil layers, which under loading can deform with a large magnitude, but in a long consolidation time. To enhance the bearing capacity of the foundation, either piles on the bearing layer or increasing the soil consolidation degree, for example, by using prefabricated vertical drain (PVD), are employed. PHC piles and large-area backfill with a height of 4.0 m are applied in this project. Figure 1 also describes the installation layout of the PHC piles. The 400 mm diameter PHC piles are driven into a bearing layer, that is, clay mixed with silty clay, at a depth of −42 m. The soft soil layers are considered to deform faster than the PHC piles, which causes NSFs on piles and unexpected settlements of the control building.
[image: Figure 1]FIGURE 1 | Descriptions of the control building and the layout of the PHC pile.
VERIFICATION OF NUMERICAL MODEL
Material Properties
The geological conditions onsite were verified by the electrical CPTU probes. Even though the two CPTUs were far away from each other, the profile was very consistent, overlapping almost perfectly. This is a good indication of homogeneity, not only in terms of stratigraphy but also in terms of mechanical properties. Compared to the laboratory tests, the CPTU tests determined more realistic material properties. Figure 2 represented the CPTU interpretation data along with the depth, that is, the tip resistance qc, the shaft resistance fs, and the pore pressure u. Following the interpretation method proposed by Robertson [17], the layering conditions and the mechanical properties listed in Table 1 were estimated. Sensitive soft soil layers were detected onsite. They were sensitive to loadings and settled faster than the PHC pile, as expected.
[image: Figure 2]FIGURE 2 | CPTU interpretation data.
TABLE 1 | Material properties determined based on CPTU interpretation data.
[image: Table 1]Numerical Model
A quarter of a 4 m × 4 m domain was adopted because of the symmetry of typical modeling. Figure 3 represented the origin PHC pile foundation and the scaled PHC pile foundation with a scale factor of 10. The numerical model was composed of about 24,000 meshes. Symmetric boundary conditions were imposed on the two planes of symmetry by prescribing a normal velocity of zero to these planes. The base of the model was constrained in three global directions. The velocity of zero normal to the far-field boundary was imposed.
[image: Figure 3]FIGURE 3 | Schematic description of the numerical model.
The PHC pile with a length of 42 m and a thickness of 0.075 m was assigned with a linear elastic model. The layered foundation was assigned with the hardening small strain (HSS) model, which was capable of analyzing the pile driving accompanying the soil consolidation. The yield surface of this material model expanded with an increase of the shear and volumetric plastic strain. It was well established for multiple loading paths that the elastic modulus of unloading/reloading was greater compared to the virgin loading and the shear modulus degradation was caused by an increase in shear strain [18]. The material properties were determined based on the CPTU interpretation data. The internal friction angle φ´ and the cohesion c´ were listed in Table 1. It was suggested by the Itasca documentation that the lateral earth pressure coefficient K0 was estimated by K0 =1-sinφ´[18]. The exponent m was usually adopted as 0.5 for sand and 0.5–1.0 for clay. Bolton represented that the dilation angle of sand was φ′-30°, and the dilation angle of clay was zero [19]. The shear modulus G0 and the initial elastic modulus E0 can be determined by the following equations:
[image: image]
[image: image]
where ρ was the soil density, Vs the shear wave velocity, and μ the Poisson ratio. Following the descriptions in the Itasca documentation, it was adopted that Eur = E0/3, E50 = Eur/3, Eoed = E50 for the cohesionless soil, and Eur = E0/3, E50 = Eur/3, Eoed = 0.6E50 for the cohesion soil [18]. It was well established that the pile–soil interaction was simulated by the interfaces attached to the structural elements with applicable cohesion and friction angle. Here, c = 0.8csoil and φ = 0.8φsoil [19].
Model Verification
NSF was induced by the relative displacements between the pile and the surrounding soil, which were generally caused by the soil consolidation due to surcharging, dewatering, or soil reconsolidation after pile driving and soil liquefaction [3]. To verify the feasibility of the HSS model with specific material properties, the numerically predicted soil settlements were compared to the measured settlements onsite. The settlements onsite were caused by the backfilling for accelerating the consolidation, which was completed in 48 days. Figure 4 established the measured settlements from three characteristic points SP1, SP2, and SP3 as well as the predicted settlements with a maximum magnitude of about 222 mm. The numerical results showed a good agreement with the measured settlements. The deviation was within 5%.
[image: Figure 4]FIGURE 4 | Numerically calculated settlements compared to measured settlements onsite.
It was well established that the static pile loading tests onsite were widely accepted to obtain the bearing capacity under vertical loading and detect the potential of pile slipping. In this project, the 400 mm diameter, 42 m long PHC pile was continually loaded up to 2,618 kN and settled approximately 17.9 mm. Figure 5 represented the Q-S curves by static pile loading tests onsite and numerical calculation. The numerical results showed a good agreement with the measured results. The deviation was within 10%. The vertical bearing capacity of the PHC pile was assumedly well predicted by the numerical simulation, although the measured one was absent. A significant yielding point can be observed at Q = 3,200 kN, which can be considered as the final vertical bearing capacity.
[image: Figure 5]FIGURE 5 | Numerically calculated Q-S curve compared to measured Q-S curve of PHC pile.
PARAMETRIC STUDY
NSF induced by the large-area backfills was studied depending on the aforementioned verified numerical model. The soil layering, material properties, and the pile–soil interaction were identical to the verified numerical model. The steps to simulate the formation of NSF were (note that the backfills were hypothetically finished in a short time):
i. Balancing the Earth pressure field
ii. Surcharging on the surface (backfills) and controlling the consolidation time
iii. Activating the PHC pile
iv. Applying the loads on the pile top
v. Soil consolidating again and excess pore pressure dissipating
vi. Extracting the data for analyses
Table 2 listed the influence factors on NSF of the PHC pile. For a quantitative analysis to investigate the dominant influence factors, the height of backfills, the consolidation time, the loads on the pile, and the pile diameter were examined individually in the parametric studies.
TABLE 2 | Design of the parametric study.
[image: Table 2]The Influence of the Height of Backfills
It was well recognized that the surcharges densified the soil and avoided large settlements during the operation. A relative movement between the soil and the pile occurred obviously, which induced NSF. The surcharges were directly proportional to the height of the backfills on the foundation surfaces. The height of the backfills varied with an interval of 1 m in the range of 2–5 m, as listed in Table 2. The weight of backfills was adopted as 18 kN/m3. Figure 6 represented the axial force of the PHC pile along with the depth. The axial force increased with higher backfills; meanwhile, the drag force caused by the NSF increased as well. Figure 7 illustrated the drag force and the neutral plane changed with different heights of backfills. The mobilized NSF increased with higher backfills, and then tended to be stable and slightly reduced. The maximum drag force of 2,270 kN occurred when the height of backfills was 5 m. The neutral plane moved downward under larger surcharges. The lowest neutral plane was at the position of −30.5 m when the height of the backfills was 5 m.
[image: Figure 6]FIGURE 6 | Distribution of axial forces on PHC pile determined under various heights of backfills.
[image: Figure 7]FIGURE 7 | Development of dragload and neutral plane with an increase of the height of backfills.
The Influence of Consolidation Time
The consolidation time was the time interval between the backfilling and the pile driving. Improving the consolidation degree can reduce the relative displacement between the pile and the soil. Figure 8 represented the axial force of the PHC pile after different consolidation time. The axial force was decreased with a larger consolidation degree (longer consolidation time), which meant the drag force induced by the mobilized NSF was smaller. Figure 9 illustrated the relationship of the drag force and the neutral plane to the consolidation time. The neutral plane moved upward with a larger consolidation degree. The mobilized NSF and the drag force turned to zero when the soil consolidated for 100 days. The consolidation time significantly affected the mobilization of NSF and the pile settlements. The soil consolidation induced by the backfills was regarded as finished for a consolidation time of 100 days. However, the consolidation time of 100 days was not acceptable in an economically dominant project. PVD was suggested to accelerate the consolidation process.
[image: Figure 8]FIGURE 8 | Distribution of axial forces on PHC pile determined for various consolidation time.
[image: Figure 9]FIGURE 9 | Development of dragload and neutral plane with an increase of the consolidation time.
The Influence of Working Load
Figure 10 represented the axial forces of the PHC pile under different working loads. The maximum axial force increased with a greater working load. However, as demonstrated in Figure 11, the dragload was reduced from 2052 to 1,151 kN when the working load increased from 500 to 3,000 kN; meanwhile, the neutral plane moved upward. Figure 12 plotted the total settlements, settlements caused by NSF, and the ratio of them for the PHC pile under working loads. It was recognized that the effects of NSF decreased when the working load on the PCH pipe pile increased, though the total settlements and the settlements caused by NSF increased together. If the PHC pile is loaded close to the vertical bearing capacity, a small NSF is enough to create large settlements exceeding the serviceability constraints. Therefore, it is relevant to consider NSF in design.
[image: Figure 10]FIGURE 10 | Distribution of axial forces on PHC pile determined under various working loads.
[image: Figure 11]FIGURE 11 | Development of dragload and neutral plane with an increase of the working load.
[image: Figure 12]FIGURE 12 | Development of the settlements and the NSF effect with an increase of the working load.
The Influence of Pile Diameter
Figure 13 represented the distribution of the axial force of the PHC pile. The axial force was greater with a greater pile diameter. Figure 14 represented the change of NSF and the neutral plane for different pile diameters. NSF increased from 1,370 kN to 3,401 kN when the pile diameter increased from 300 to 600 mm. The neutral plane moved upward, and finally stayed in a constant value with a greater pile diameter. Figure 15 showed that the pile settlements reduced, and then increased with a larger diameter of the PHC pile. The maximum settlements were 24.8 mm when the diameter was 400 mm. On the one side, the neutral plane moved upward; on the other side, the drag force induced by NSF increased. There must be a balanced position where maximum settlements occurred.
[image: Figure 13]FIGURE 13 | Distribution of axial forces on PHC pile determined for various pile diameters.
[image: Figure 14]FIGURE 14 | Development of dragload and neutral plane with an increase of the diameter of the pile.
[image: Figure 15]FIGURE 15 | Development of the settlements with an increase of the diameter of the pile.
SENSITIVITY ANALYSIS METHOD
Sensitivity analysis (SA) is the study of how the uncertainty in the output of a model (numerical or otherwise) can be apportioned to different sources of uncertainty in the model input [20], which is expressed by the following equation:
[image: image]
where the ratio of X j and its increment represents the change of the input factors, the ratio of Fi and its increment represents the change of the output of this model, and Sij represents the sensitivity index. Table 3 listed Sij for the drag force and the pile settlements estimated by different input factors (the height of backfills, the consolidation time, and the pile diameter). It was recognized that the height of backfills and the consolidation time mostly affected NSF and the pile deformation. The sort by the magnitude of Sij for the drag force: consolidation time > pile diameter > height of backfills > working load; the sort by the magnitude of Sij for the settlements of the PHC pile: height of backfills > consolidation time > working load > pile diameter. In practice, the elevation of the control building was required by design. Thus, accelerating the consolidation process was the optional way to avoid NSF and improve the pile performance.
TABLE 3 | Sij determined using SA.
[image: Table 3]CONCLUSION
Depending on the verified model in LAC3D, the drag force induced by NSF, the movement of neutral plane, and the settlements of PHC pile were quantitatively analyzed. It was found that the height of backfills and the consolidation degree (equivalent to the consolidation time) were dominant in the formation of NSF. The drag force was greater with higher backfills because the neutral plane moved downward, which increased the area of the mobilized NSF. As such, even in the absence of the surcharges, NSF was greater at the earlier stage of the consolidation followed directly by the pile driving than at the end of the consolidation. NSF was vanished when the neutral plane arrived at the pile top. The working load on the pile top was another influence factor on the dragload. A limit decrease of the dragload can be observed when the working load increased because the relative movement between the pile and the soil decreased. However, great settlements occurred as well, which may exceed the serviceability constraints. It was not the optimal way to increase the pile diameter in practice, although it can reduce NSF in a certain range (after a balance position). Accelerating the soil consolidation process would be suggested to avoid great displacement due to NSF. The PVC and preloading on the soil surface can be employed.
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Spontaneous imbibition is an effective method of tight sandstone reservoirs development. However, their underlying mechanisms are still unclear due to the representative issue caused by strong heterogeneity and complex oil-brine properties. In this research, physical properties and thin-section images were systematically analyzed, and the spontaneous imbibition efficiency was examined from core tests. The results show that quartz and feldspar predominantly contribute to mineralogy. Low brine salinity, high oil viscosity, and high interfacial tension corresponded to strong spontaneous imbibition ability and fast process. High interfacial tension is the dominant controlling factor in this field. Furthermore, the parameter simulation model established by the dimension reduction method could catalyze the prediction of spontaneous imbibition efficiency, which is confirmed by higher reliability.
Keywords: physical properties, mineralogy, oil-water properties, spontaneous imbibition efficiency, tight sandstone reservoir
INTRODUCTION
With the advancement of petroleum development, tight oil, an unconventional oil resource, has become a research hot spot that has received increasing attention [1]. As one of the typical tight sandstones, tight lacustrine sandstones are widely developed in China [2, 3]. Although this type of reservoir has excellent potential, the limitations of current techniques for its extraction mean that a large amount of oil remains in the strata [4]. Spontaneous imbibition is a state-of-art and efficiency developing method that is widely used in oil fields in China [3, 5, 6]. There is so much literature that focuses on using this method to extract tight oil and enhance oil recovery. However, the spontaneous imbibition efficiency is not very high [7]. In addition, understanding of the spontaneous imbibition mechanism cannot catch up with the development of tight sandstones oil. Previous studies have focused on how minerals and the related parameters of pore structures impact the spontaneous imbibition behaviors and their efficiency; however, the relationships between oil-water properties and spontaneous imbibition behaviors are still not well understood [3, 5, 8]. With the development of chemical flooding, the importance of fluids, especially injected fluids, is becoming increasingly apparent [9, 10]. Therefore, to catalyze the comprehension of the mechanism of spontaneous imbibition and facilitate the fieldwork of the technique, the control mechanism and parameter simulation of oil-water properties on the spontaneous imbibition efficiency of tight sandstone reservoirs were analyzed.
Focusing on the lacustrine Lower Triassic Yanchang Formation tight sandstones in the Southwestern Ordos Basin, this study investigated surfactant, salinity, temperature, oil viscosity, and spontaneous imbibition efficiency. A new parameter simulation is investigated to acquire the spontaneous imbibition efficiency judgment. Finally, the main controlling factors of spontaneous imbibition efficiency of tight sandstones were discussed to solve the problem of reservoir spontaneous imbibition efficiency distribution and evaluation.
METHODS
Physical Property
The helium porosity and nitrogen permeability were used to judge the physical property in the room temperature and atmospheric pressure.
Casting Thin Section and XRD
After being polished by sandpapers, the rocks were glued by T-1502 and sealed by two glass slices. XRD method was used for mineral content determination quantitatively.
Surface Tension
Aviation kerosene served as a low-density phase, while a surfactant with different dilatability served as a high-density phase. We use a video rotation measuring instrument to measure the surface tension.
Brine Salinity, Crude Oil Viscosity, and Their Interfacial Tension
The brine salinity was configured by NaCl and distilled water, and the viscosity was determined by the viscometer. The interfacial tension was calculated by the instrument Dataphysics Kruss K20.
Spontaneous Imbibition Tests
The experimental device of the mass method is composed of one end of the balance connected to the computer and the other end connected to the core. The connected core is immersed in a beaker containing an osmotic solution. The high-precision electronic balance can record the core weight in real-time. The computer data acquisition system is connected to the balance to collect the core weight at different times. When imbibition occurs, the wetted phase displaces the non-wetted phase in the rock core, and there is a replacement between them. The principle of this method is that the wetted phase and the non-wetted phase are replaced, and the different densities of the wetted phase and the non-wetted phase will lead to the weight change of the core. Therefore, the imbibition of the core can be obtained by recording the weight change of the core at different times.
RESULTS
Physical Property
Physical properties, especially porosity, were strongly heterogeneously distributed (Supplementary Table S1). The porosity ranged from 2.00% to 10.28%, with an average of 6.15%, while permeability was distributed between 0.028 and 0.287 mD, with an average of 0.106 mD. The physical property results demonstrated that the selected samples were typical tight sandstones [3].
Mineralogy
The mineral compositions analyzed by XRD are presented in Supplementary Table S1. Quartz, feldspar, and clay minerals were the predominant minerals in the research area (Figure 1). The average quartz content is higher than the average content of feldspar and clay minerals.
[image: Figure 1]FIGURE 1 | SEM images of the study area.
Spontaneous Imbibition Efficiency With Different Brine Salinity
To study the influence of salinity on spontaneous imbibition efficiency, we selected four cores for repeated oil washing and saturation for the imbibition experiment. Each core was subjected to imbibition experiments of distilled water, salt solution with a salinity of 15,000 mg/L, and salt solution with a salinity of 45,000 mg/L. The results show that the replacement rate of core imbibition in distilled water is the largest, while the other two depend on the core’s properties (Figure 2A).
[image: Figure 2]FIGURE 2 | Spontaneous imbibition efficiency versus time with different (A) brine salinity, (B) oil viscosity, and (C) interfacial tension.
Spontaneous Imbibition Efficiency With Different Oil Viscosity
Three cores were selected to study the effect of viscosity on the Imbibition effect:
1. The core was saturated with kerosene, and the degree was 1.87 MPa s at room temperature.
2. The simulated oil was prepared for testing by mixing the core saturated crude oil and kerosene. The viscosity of the simulated oil prepared at room temperature was 3.23 MPa s.
3. The core was tested with crude oil.
The viscosity of crude oil at room temperature is 5.26 MPa s. The results show that the replacement rate of core saturated kerosene was the highest, followed by the simulated oil prepared by the mixture of saturated kerosene and crude oil. The replacement rate of core saturated crude oil is the lowest (Figure 2B).
Spontaneous Imbibition Efficiency With Different Interfacial Tension
When studying the influence of interfacial tension on the Imbibition effect, we selected three cores for repeated oil washing and saturation for imbibition experimental research. The core has the highest replacement rate in the surfactant solution with a concentration of 0.15%, followed by the surfactant solution, with a concentration of 0.3%, the mixed solution with salt with a salinity of 10,000 mg/L, then the surfactant solution with the concentration of 0.15%, and finally distilled water (Figure 2C).
DISCUSSION
Main Controlling Factors of Oil-Water Properties on Spontaneous Imbibition Efficiency
The results revealed that many factors affect the imbibition of tight sandstone, such as interfacial tension, crude oil viscosity, and brine salinity. These factors have varying degrees of influence on the imbibition rate and the final recovery of imbibition. We use the relative size of range value to evaluate the relative contribution—the greater the range, the stronger the control effect. As shown in Figure 3, within the scope of the experiment, the influence degree of each influencing factor on the displacement rate was interfacial tension, salinity, viscosity, and interfacial tension, which mainly affected the imbibition displacement rate.
[image: Figure 3]FIGURE 3 | Final spontaneous imbibition efficiency evolution with different (A) brine salinity, (B) oil viscosity, and (C) interfacial tension.
Parameter Simulation of Spontaneous Imbibition Efficiency
Many factors affect reservoir imbibition efficiency, and they also belong to multi-dimensional spatial distribution. To more conveniently establish the evaluation chart of reservoir imbibition efficiency, the dimension reduction method is adopted to synthesize a variety of influencing factors into a comprehensive influence factor Y and draw the charts of reservoir imbibition efficiency and its influencing parameters with different Y values, to solve the problem of reservoir imbibition efficiency distribution and evaluation (Figure 3). The core properties were also described by porosity, permeability, and mainstream pore radius—those parameters including the macroscopic and microscopic features of the cores. According to the fitting formula, simulate the comprehensive impact factor, and the formula is as follows:
[image: image]
where S, V, and IF represent salinity, viscosity, and interfacial tension, respectively.
To verify the accuracy of the established recovery method of reservoir imbibition efficiency value, the measured reservoir imbibition efficiency value established by seven nonparticipating reservoir imbibition efficiency recovery charts was compared with the simulated reservoir imbibition efficiency value (Figure 4). The recovery value obtained from the reservoir imbibition efficiency value recovery chart agrees with the measured value and has high reliability.
[image: Figure 4]FIGURE 4 | Prediction model validation.
CONCLUSION

(1) According to the statistics of physical properties results, the samples were typical tight sandstones. Quartz and feldspar were the predominant minerals.
(2) Within the scope of the experiment, the influence degree of each influencing factor on the displacement rate was interfacial tension, salinity, viscosity, and interfacial tension, which mainly affected the imbibition displacement rate.
(3) The prediction model derived from parameter simulation had high reliability. The prediction data could be used for spontaneous imbibition efficiency prediction directly.
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The stability of dam foundations at great depth has always been a challenging problem concerned by designers. This study built a three-dimensional numerical model of the dam and foundation under a complex geological condition in the project area of the Chinese Kala hydropower station. The numerical model was imported into the finite difference software FLAC3D to conduct a numerical simulation. Overload and strength reduction methods were adopted to evaluate the stability of the dam foundation at great depth. The results indicated that the structural faults had an essential impact on the stability of the dam foundation. The stability analysis showed that the safety factor of the dam foundation is greater than 2.5, which met the standard’s requirements. The simulation results can provide a reference for the design and engineering reinforcement of the Kala dam foundation.
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INTRODUCTION
The stability analysis and safety evaluation of concrete dams are critical in hydraulic engineering, especially for the dam foundations under complex geological conditions. They would like to cause safety problems of dams, such as the failure of the Malpasset arch dam [1]. According to statistics, more than 90 large- and medium-sized gravity dams have the problem of weak structural interfaces at great depths of the dam foundation [2].
Compared with shallow stability, unstable problems in dam foundations at great depths are more complex because they are affected by several factors. First, the accurate geological survey about weak structural interfaces is challenging. Second, there are uncertainties in estimating the mechanical parameters of the weak geomaterials. Because of these difficulties, the accurate evaluation of deep stability for the concrete dam foundations is highly significant in the design. Three methods are widely used to evaluate dam foundation stability: model test, limit equilibrium, and finite element (FEM) or finite difference method (FDM).
The model test method is the most widely used approach in the design of hydropower stations. The whole deformation and failure process can be observed using the overload method. Then, the nonlinear safety factor of the dam is determined [3–5]. However, it is tough to build a feasible physical model with a complex geological condition, and this method also costs many labors and economic resources.
The limit equilibrium method has been widely used in stability analysis, especially for shallow dam foundations. This method is an efficient approach to get safety factor [6]. However, this method assumes that the sliding body is rigid, and only the normal force and tangential force are considered acting on the sliding surface [7]. It does not consider the bending moment and interactions inside the sliding body. Therefore, this method cannot reflect the three-dimensional (3D) characteristics of the sliding surface. Many assumptions and simplifications make its results different from the natural states [8].
Because of excellent performances in simulating complex geological conditions, FEM/FDM has been widely used in designing hydropower projects [9]. Many scholars have conducted in-depth research on the applicability of this method and achieved actual research results. For instance, Xu et al. [10] developed a geometric modeling method for the geology and engineering structures incorporating the geological realities and mesh generation. They performed a stability analysis of a dam foundation based on numerical analysis software such as FLAC3D. Armaghani et al. [9] investigated the role of joints in the initial evaluation of rock mass as foundation and abutment for a cracked concrete arch dam. Wu et al. [11] analyzed the mechanism of uplift deformation of the dam foundation of Jiangya hydropower station. These studies indicate that the FEM/FDM is a good solution for analyzing the stability of dam foundations.
In this study, the dam foundation of the Kala hydropower station in China was taken as an example. First, the complex geological structures established a 3D numerical model of the dam foundation. Then, a nonlinear numerical analysis was carried out by taking the complex boundary conditions into account, such as uplift water pressure. Finally, the overload and strength reduction methods were used to obtain the dam foundation’s safety factor and failure mode. This study was helpful for the design of the Kala hydropower station.
ENGINEERING DESCRIPTIONS
Kala Hydropower Station
Kala hydropower station is located on the main beach of Yalong River in Muli Tibetan Autonomous County, Sichuan Province, China. It is the seventh level hydropower station in the hydropower development plan in the middle of Yalong River. This hydropower project comprises water-retaining structures, flood discharge, energy dissipation structures, water diversion, and power generation systems. The water-retaining structure is a roller-compacted concrete (RCC) gravity dam.
Topography and Geomorphology
The geomorphic condition at the dam site of Kala reservoir is a typical V-shaped valley. Most of the bedrocks on the left bank are exposed, partially covered with quaternary diluvium, with a thickness of 1 to 5.0 m. The rock masses at the top of the bank slope are weathered and broken, forming collapse deposits. The terrain is steep in the underpart and gentle in the upper part on the right bank. In the underpart, the bedrocks are exposed. The upper part is covered with quaternary colluvium and diluvium, with a thickness of 2 to 10.0 m. The bedrock surface at the riverbed and valley bottom is relatively flat, and the elevation of the bedrock top is generally 1,905 to 1,885 m.
Geological Conditions
Most bedrocks exposed at the dam site are sandy slate, metamorphic sandstone, carbonaceous slate, and marble, which belong to the Zagunao formation (T3Z2-1∼2-17) of the Upper Triassic of Mesozoic. In general, the metamorphic sandstone exhibits a medium thick-layered structure. The sandy slate and carbonaceous slate show a thin-layered structure, and the marble exhibits a thin medium thick-layered structure. The stratum is in a monoclinic structure, and the strike of the stratum is consistent with the river’s flow direction. It inclines to the left bank, and the rock stratum on the right bank is along the slope direction.
There is no regional fault found in the dam site area. However, the structure strongly affected the rock masses in the dam area. Many structural interfaces such as faults, interlayer compression zones, and joint fissures are developed. According to the scales, these structural interfaces can be divided into three ranks, which are classes II, III, and IV. The class II structural interfaces are mainly the NNW direction, which are the control faults in the dam site area.
(1) Class Ⅱ structural interfaces
Five class Ⅱ structural interfaces are found in the dam site area, marked as F116, F75, F115, F152, and F165. They are tensional faults and have an impact on the project. The filling materials in these faults are the cataclastic rock fragments, silty rock fragments, and quartz veins, and some of them have been filled with fault gouge.
(2) Class Ⅲ structural interfaces
There are 83 class Ⅲ structural interfaces developed in the dam site area. Among them, 33 class Ⅲ structural interfaces are common faults, and 14 are compression fracture zones. The strike is in the direction of N21-30°W and N31-40°W dominantly. Most faults are tensional faults, and a small number of faults are compressive faults. Faults such as f73, f59, J87, and J88 are closely related to the dam.
(3) Class Ⅳ structural interfaces
There are 40 class Ⅳ structural interfaces developed in the dam site area. There are 18 small-scale faults, 14 compression fracture zones, and 8 joint fissures. Their strike is in the direction of N31-40°W dominantly, and the proportions of slow, medium, and steep dip angles are similar. Faults such as f138, f134, f141, and f146 are closely related to the dam.
NUMERICAL MODEL AND SIMULATION SCHEME
Modeling Area
Figure 1 shows the 3D numerical model of the Kala dam site area, including RCC gravity dam, bank slopes, and river valley. The bottom elevation of the model is EL. 1,625 m, and the elevation at the top of the dam is EL. 1,995 m. The distances from the two side boundaries parallel to the river channel to the centerline of the riverbed are 336 m. Therefore, the model is 732 m long across the river. The dam axis extends 255 m upstream and 450 m downward, intercepting the upstream and downstream boundaries. Therefore, the model along the river is 705 m long. The height of the mountains on the left and right banks is 593 m, uniformly.
[image: Figure 1]FIGURE 1 | (A) The whole numerical mesh model of the Kala hydropower station. (B) Spatial relationship between the Kala dam and the structural interfaces.
The X-axis direction of the model is along the river, and the direction from upstream to downstream is positive. The Y-axis direction is the cross-river direction, and the direction from the right bank to the left bank is the positive direction. The Z-axis direction is vertical, and upward is positive.
Numerical Model Generation
The engineering geological condition at the Kala dam site is very complex. A meshing software Griddle was selected to establish a high-quality numerical model because of its strong mesh-generation performance. Using Griddle, the 3D finite-difference numerical model of the dam and mountain of the Kala hydropower station is established, as shown in Figure 1A. This numerical model has 1,959,824 elements and 937,408 nodes.
Figure 1B shows the spatial relationship between dam and faults. The structural interfaces on the right bank are J90, J88, f73, f143, and Lc42. On the left bank, the structural interfaces are J99, Lc68, Lc70, Lc55, f130, and f146. A sericitization slate is a weak rock mass exposed in the left bank mountain. F115 runs through the mountains on the left and right banks of the dam site area.
Numerical Model of the Dam
The numerical model of the RCC gravity dam is shown in Figure 2, which has 11 dam sections. These dam sections are numbered as 1–11 from left to the right bank. Dam sections 5, 6 and 7 are overflow dam sections. Almost all the numerical grid models of the dam adopt eight-node hexahedral elements, and only some sections adopt triangular wedge elements. The interface elements are set between adjacent dam sections to simulate the interaction between different dam sections.
[image: Figure 2]FIGURE 2 | The numerical model of the RCC gravity dam of the Kala hydropower station: (A) upstream view, (B) downstream view.
Materials and Mechanical Parameters
The numerical model shown in Figure 1 was imported into the FLAC3D to conduct the numerical simulation. In this model, there are 18 materials involved. Among them, 17 kinds of geomaterials are simulated using the elastic and Mohr–Coulomb plastic constitutive relations. The concrete material in the RRC gravity dam is simulated using the elastic constitutive model. Table 1 lists their mechanical parameters.
TABLE 1 | Mechanical parameters of materials used in the numerical simulation.
[image: Table 1]Boundary Conditions and Loads
The Z-direction displacement is constrained at the bottom of the model. Normal displacements are constrained on the four vertical side faces of the model. The stress generated by the existing topography under the action of self-weight is used as the initial in situ stress state.
The numerical simulation of this study performs such a procedure. The first step is to activate the foundation elements and simulate the in situ stress by using the self-weight of the foundation; The second step is to activate the dam elements; The third step is to apply water load and uplift pressure. These loads are described as follows.
Self-weight: In the calculation software FLAC3D, the values of material density and gravity acceleration [image: image] are input to realize the application of self-weight load.
According to the upstream and downstream water levels, the surface forces of water pressure load can be applied to the upstream surface of the dam. The water pressure on the downstream surface of the dam is a favorable factor for project safety. It is not applied in this study. Figure 3A shows the water pressure load (under the condition of normal water level, EL. 1,987.0 m), which is transformed into the nodal forces and applied on the upstream surface of the Kala dam.
[image: Figure 3]FIGURE 3 | (A) Water pressure load transformed into nodal forces applied on the upstream face of the dam. (B) An illustration for showing the calculation procedures of uplift pressure. (C) Uplift pressure load transformed into nodal forces applied on the bottom surfaces of the dam.
According to DL5077-1997 [12], the distribution of uplift pressure applied on the dam bottom is shown in Figure 3B. The seepage pressure intensity coefficient [image: image] varies from different dam sections. For dam sections 1–4 and 8–11, the value is 0.35, and for dam sections 5–7, the value is 0.2. Then, using the formula presented in Figure 3B, the uplift pressure distribution can be calculated and transformed into the nodal forces applied on the bottom surface of the Kala dam, as shown in Figure 3C.
SIMULATION RESULTS UNDER NORMAL WATER LEVEL
Modeling Results of the Holistic Model
Figures 4A, B show the calculation results of the major and minor principal stresses in the dam project area under the condition of normal water level. It can be seen that in the project area, the major and minor principal stresses are in compression dominantly. The major principal stresses are in tension only part of the bank slope, and the maximum value is approximately 0.373 MPa. The maximum tensile minor principal stress is 1.218 MPa, which occurs at the foot of the slope on the left bank downstream of the dam.
[image: Figure 4]FIGURE 4 | The simulation results of the holistic model under the condition of normal water level: (A) Major principal stress. (B) Minor principal stress, (C) Displacement along the river (Xdisp). (D) Displacement across the river (Ydisp). (E) Vertical displacement (Zdisp). (F) Resultant displacement (Rdisp).
Figures 4C–F present the modeling displacement results at the dam site area under the condition of normal water level. Analyzing the three displacement components and the resultant displacement shows that the position with the largest displacement in the dam occurs at the crest of dam section 6 (EL. 1,970 m), and the maximum displacement is 16.41 mm. The largest displacement takes the direction downstream as the priority, with the maximum Xdisp = 15.15 mm.
Modeling Results of the Dam
Figures 5A,B show the simulation results of major principal stress of the dam under the condition of normal water level. It can be seen that the major principal stress of the dam is in compression state dominantly, which ranges from 0 to 3.0 MPa. At the junction between the bottom surface of dam sections 2 and 3, the large stiffness of the contact interface induces compressive stress concentration, with the maximum value of approximately 5.593 MPa (compressive stress). At the abutment of dam section 1 (EL. 1,975–1,995 m), the major principal stress of several elements is in tension, with the maximum value of 0.814 MPa.
[image: Figure 5]FIGURE 5 | (A) Distribution of major principal stress. (B) Tensile zones of the major principal stress. (C) Distribution of minor principal stress. (D) Tensile zones of the minor principal stress (left subfigures: upstream view, right subfigures: downstream view).
Figures 5C,D show the simulation results of minor principal stress of the dam under the condition of normal water level. The minor principal stresses of the dam are in the compression state dominantly, with a value range of 0 to 0.6 MPa. At the bottom surfaces of the dame sections 2–9, the minor principal stresses appear compressive stress concentration, ranging from 0.6 to 0.9 MPa. Their maximum local value reaches 1.301 MPa (compressive stress).
In these positions, tops of dam sections 1–4 and 8–11 (EL. 1,989–1,995 m), dam abutment base surfaces on both banks (EL. 1,872–1,995 m), dam heel (EL. 1,872–1,876 m), and the concrete surface on the downstream side of the dam, the minor principal stresses are in the tensional state, which are in a value range of 0 to 0.3 MPa (tensile stress).
At the base surface of dam abutment 1 (EL. 1,950–1,995 m, left 0 + 095–120 m), the base surface of dam abutment 11 (EL. 1,976–1,995 m, right 0 + 105–118 m), the junction between the dam foundation 3 and 2 (EL. 1905–1910, left 0 + 052–055.6 m, dam 0 + 005–064 m), and the junction between dam foundation 10 and 9 (EL. 1935–1938, right 0 + 073–076 m, dam 0 + 000–041 m), the tensile minor principal stresses are high in values, approximately 0.5–0.75 MPa, and the local maximum value can reach 1.218 MPa (tensile stress).
Figure 6 shows the simulation results of the dam deformation under the condition of normal water level. It can be seen that the maximum displacement of the dam is 16.41 mm, which occurs at the top of the overflow dam section 6 (EL. 1,970 m). A comparative analysis of the three displacement components indicates that the deformation of the dam is dominated by the displacement along the river (Xdisp), with the maximum value of 15.15 mm, pointing to the river downstream. At this position, the maximum Zdisp is approximately 6.92 mm, with the vertical direction upward. According to the distributions of transverse displacement (Ydisp), the dam deformation on the left and right sides of the riverbed center line is symmetrical, with the maximum Ydisp = 8.36 mm, which occurs at the bottom dam section 8 (EL. 1,894–1,917 m) of the right bank.
[image: Figure 6]FIGURE 6 | Modeling results of displacement (A) Displacement along the river. (B) Transverse displacement across the river. (C) Vertical displacement. (D) Resultant displacement (left subfigures: upstream view, right subfigures: downstream view).
STABILITY ANALYSIS OF DAM FOUNDATION
Evaluation Methods
Overload Method
The overload method is to gradually increase the loads to cause structural instability under the condition that the mechanical parameters of the geomaterials are kept unchanged [13–15]. In its procedure, the mechanical parameters of the geomaterials are kept unchanged. At the same time, the loads applied on the slopes are gradually increased, which would cause slope instability. The stability safety factor is calculated by analyzing the ratio between the load in the critical instability state of slope and the normal working load. When the overall sliding instability failure of the structure occurs, the overload coefficient is the slope’s overall antisliding stability safety coefficient.
At present, the overload method has not formed a unified understanding in solving the safety factor of slope. Some overload objects are the self-weight of geomaterials, and some objects are uniformly distributed loads on the top of the slope. With the increase in overload coefficients, the increase in the external load will lead to deformation. Moreover, the overall safety factor of slope can be obtained with a maximum overload coefficient [16].
In this study, the geomaterials involved in the numerical model of the Kala hydropower station are kept unchanged, and we gradually increase the density of water to increase the water pressure applied on the upstream surface of the dam. Through this procedure, the overload coefficient can be calculated to evaluate the stability of the Kala dam foundation.
Strength Reduction Method
Since the concept of shear strength reduction method was proposed by Zienkiewicz in 1975 [17], the safety coefficient determined from this has gradually been widely accepted by geotechnical engineers and used in slope safety evaluation [18,19]. It is assumed that the mechanical behaviors of geomaterials can be described using the ideal elastic–plastic Mohr–Coulomb’s constitutive model. Under the condition that the external load and boundary conditions remain unchanged, the shear strength of geomaterials is reduced synchronously until the slope is damaged.
A trial strength-reduction factor loop gradually weakens the geomaterials until the numerical simulation fails to converge [20]. Each loop entry implements a gradually increasing strength reduction factor (SRF). The factored strength parameters for the elastoplastic analysis are obtained from the following formulas:
[image: image]
[image: image]
In numerical methods such as FEM and FDM, the failure of the structure is judged by the convergence of the algorithm. A trial-and-error approach can be used to get the minimum value of SRF to cause failure, which is then interpreted as the factor of safety. As for the strength reduction method in the dam foundation, the shear parameters of concrete remain the same, and only that of the rock mass in the dam foundation is reduced.
Typical Profiles for Stability Analysis
There are 11 dam sections in the Kala dam, and the stability analyses are too cumbersome to present all the results in this article. Therefore, only three typical dam sections, namely, 3, 6, and 9, are selected to show the stability analysis results. The profiles cutting through the centerlines of dam sections 3, 6, and 9 are shown in Figure 7.
[image: Figure 7]FIGURE 7 | The profiles cutting through the centers of the (A) dam section 3, (B) dam section 6, and (C) dam section 9.
Evaluation Results of Stability Analysis Using Overload Method
Overall Stability of Dam Foundation
The overload method is used to evaluate the stability of the dam foundation. The overload coefficient is increased by 0.1 each time, and the overload capacity of the dam foundation is calculated by gradually accumulating. When the plastic zones in the rock mass or structural interfaces under the dam foundation exceed the foundation, this coefficient is assumed to be the stability factor. When the overload coefficient is 6.0, the calculation can still converge, which shows that the safety coefficient of the overall dam foundation is greater than 5.0. The deep and shallow antisliding stability overload coefficient of typical sections of each dam section is shown in Table 2.
TABLE 2 | The overload coefficients of the different dam sections.
[image: Table 2]Dam section 3
The controlling weak structural interfaces in dam section 3 are Lc55, Lc70, Lc68, and J99. Figure 8 shows the plastic zones in the profile cutting through dam section 3, varying with the overload coefficient increasing from 2.0 to 5.0. It can be seen that when the overload coefficient is 2.0, a small plastic zone appears in Lc55 in the downstream side of dam section 3. With the increase in overload coefficient, the plastic zones of Lc55 and J99 gradually penetrate.
[image: Figure 8]FIGURE 8 | Plastic zones in the profile cutting through the center of dam section 3 under the conditions of (A) overload coefficient 2.0, (B) overload coefficient 3.0, (C) overload coefficient 4.0, and (D) overload coefficient 5.0.
When the overload coefficient reaches 3.0, a plastic zone appears in Lc70 and gradually penetrates. At the same time, the plastic zone in fault J99 under the foundation of dam section 3 gradually expands to the deep position. When the overload coefficient is 5.0, the plastic zones increase to an extensive range (EL. 1,897–1,928 m), but it is still not completely connected. A large plastic zone is also observed inside the vertical fault Lc68.
Dam section 6
Figure 9 shows the plastic zones in the foundation of dam section 6, varying with the overload coefficient increasing from 2.0 to 5.0. When the overload coefficient is 2.0, only a small area at the dam heel is in the plastic state. With the increase in overload coefficient, the plastic zone at the dam heel develops downstream. When the overload coefficient reaches 5.0, the plastic zone becomes larger but not cut through the foundation.
[image: Figure 9]FIGURE 9 | Plastic zones in the profile cutting through the center of dam section 6 under the conditions of (A) overload coefficient 2.0, (B) overload coefficient 3.0, (C) overload coefficient 4.0, and (D) overload coefficient 5.0.
Dam section 9
The evolution of the plastic zone under dam section 9 with an overload coefficient from 2.0 to 5.0 is shown in Figure 10. The controlling weak faults under dam section 9 are Lc42, J90, J88, f73, and f143. When the coefficient is 2.0, the plastic zone appears in J88. With the increase in overload coefficient, the plastic zone in the deep rock foundation gradually cuts through the whole area, when it is 3.2.
[image: Figure 10]FIGURE 10 | Plastic zones in the profile cutting through the center of dam section 9 under the conditions of (A) overload coefficient 2.0, (B) overload coefficient 2.5, (C) overload coefficient 3.0, and (D) overload coefficient 3.2.
Evaluation Results of Stability Analysis Using Strength Reduction Method
Overall Stability of Dam Foundation
When the strength reduction method is used to analyze the stability of the dam foundation, only the strength parameters of the rock masses and the structural interfaces are reduced. This article uses SRFs of 1.5, 2.0, 2.2, 2.5, 3.0, and 3.5. The results show that the calculation cannot converge when the reduction factor is 3.5. Hence, the overall safety factor is in a range of 3.0 to 3.5.
Dam section 3
The plastic zone with different SRF at dam section 3 is shown in Figure 11. It can be seen from the figures that when the strength reduction coefficient is 2.0, a cutting-through plastic zone appears in Lc70 and Lc55 downstream of the dam. However, the plastic zone does not affect the dam foundation. A penetrating plastic zone appears. When the strength reduction coefficient is 2.2, plastic zones appear in the dam heel and in the dam’s rock masses. When the strength reduction coefficient is 2.5, the plastic zone in the heel and the upstream rock masses continue to develop but not cut through the whole foundation. It shows that the safety factor of dam section 3 is greater than 2.5.
[image: Figure 11]FIGURE 11 | Plastic zones in the profile cutting through the center of dam section 3 under the conditions of (A) SRF = 2.0, (B) SRF = 2.2, and (C) SRF = 2.5.
Dam section 6
The plastic zone with different SRF at dam section 6 is shown in Figure 12. When the SRF varies from 1.0 to 2.5, only a small plastic zone appears. This indicates that the safety factor is larger than 2.5.
[image: Figure 12]FIGURE 12 | Plastic zones in the profile cutting through the center of dam section 6 under the conditions of (A) SRF = 2.0, (B) SRF = 2.2, and (C) SRF = 2.5.
Dam section 9
For dam section 9, the plastic zone with different SRF is given in Figure 13. It shows that the safety factor of dam section 9 is greater than 2.5. When the strength reduction factor is 2.0 to 2.5, only incompletely penetrated plastic zones appear in J88 and f73. There is no penetrating plastic zone in the dam foundation.
[image: Figure 13]FIGURE 13 | Plastic zones in the profile cutting through the center of dam section 9 under the conditions of (A) SRF = 2.0, (B) SRF = 2.2, and (C) SRF = 2.5.
CONCLUSIONS
In the engineering project of the Kala hydropower station, an RCC gravity dam will be built on the rock foundation with complex geological conditions. The weak structural interfaces, such as faults, compression zones, and joint fissures, harm the deep stability of the dam foundation. To evaluate the stability of the Kala dam foundation, a 3D finite-difference numerical model was built based on the geological conditions. By carrying out the numerical simulations, the deep stability analysis of the dam foundation was evaluated using both the overload and strength reduction methods. The following conclusions can be summarized:
(1) Under the condition of normal water level, the whole model is in the compressive stress states dominantly. The maximum tensile major and minor principal stresses are 0.373 and 1.218 MPa, respectively. They mainly distribute in the bank slopes.
(2) Under the condition of normal water level, the maximum displacement of the dam is 16.41 mm, which occurs at the top of the overflow dam section 6 (EL. 1,970 m). The displacement component (Xdisp) along the river toward the downstream is the priority, with a maximum value of 15.15 mm.
(3) The results of the overload method indicate that the overall safety factor is larger than 6.0, and the minimum safety factor of different dam sections is 3.5. The overall overload coefficient of the Kara dam foundation is 5.0.
(4) Through the analysis of the plastic zone of multiple dam sections, it is comprehensively determined that the strength safety factor of the dam foundation is greater than 2.5, satisfying the bearing capacity requirements.
(5) The weak structural interfaces (Lc55, Lc70, f146, f130, J99, Lc68, J90, J88, Lc42, f73, f143) are close to the dam foundation, which have a significant influence on the distribution and development of the plastic zones in the dam foundation. In particular, the low-inclination structural interfaces Lc55, Lc70, and f146 on the left bank exhibit remarkable plastic zones. Necessary reinforcement should be carried out for these weak structural interfaces.
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The critical damage value of rock is an important parameter of stability analysis when engineering rock mass. Based on the previous single test method, this paper, combined with the deformation characteristics of rock residual phase under different stress paths, proposed a single specimen repeated loading method to measure the critical damage value of rock based on different damage variables. The paper also proposed to modify the critical damage value based on residual constitutive energy and to improve the definition of damage variables based on constitutive energy dissipation. According to the microstructure characteristics of the rock sample, the mechanism of the single specimen method to determine the critical value of rock sample damage is revealed. The results show that: 1) Comparing the results of triaxial failure test of rock under different stress paths and single specimen repeated loading test, the residual strength of rock sample is mainly controlled by the confining pressure of loading, which is not an obvious relationship with initial confining pressure and stress path; 2) The number of repeated compressions has little effect on the internal structure, particle flatness, and particle surface smoothness of their specimens, which is reflected at the macroscopic level that the residual strength of sandstone tends to achieve a stable value; and 3) The corrected critical damage value based on residual strain energy is closer to the theoretical value. Test methods in this paper can provide useful references for determination of critical damage value.
Keywords: single specimen method, stress path, sandstone, microstructure, critical damage value
INTRODUCTION
Conventional mechanical tests to obtain the strength, energy, and even damage values of rocks often require the measurement of multiple specimens; this method is usually called the multiple specimen method. This method not only increases the measurement cost and time consumption, but also causes the rock body to be in a continuous and discrete medium due to its complex environment and the highly nonlinear geological body that experiences different stress paths, which leads to the dispersion of the results when conducting mechanical tests. The anomalous results may even appear as the peak strength decreases while the confining pressure increases [1]. How to accurately and effectively derive the mechanical parameters of rock strength and thus quantify the degree of rock damage is a very important issue in rock engineering design [2]. In order to effectively deal with this problem, many scholars have carried out a lot of fruitful research work in improving the accuracy of the rock sample itself, with adequate screening and correction of the results afterwards [3], and these measures have reduced the dispersion of the test results to a certain extent, but the multi-test method based on the above methods cannot fundamentally solve the dispersion problem. It must be studied from a new way of thinking.
Based on this, the study of graded loading using a single specimen, and then the method of obtaining strength, usually called the single specimen multi-stage loading method, was proposed as early as 1975 [4–6]. Li Hongzhe and others [7]determined the mechanical parameters of the rock under the unloading stress path by conducting multi-stage unloading perimeter pressure damage tests on a single rock sample. Some scholars [8, 9] grafted the idea of the single specimen loading method to triaxial shear mechanics tests and carried out multi-stage direct shear tests on relevant material media. Considering that the single specimen method has a good control of test dispersion and is widely accepted by the academic community, the International Society of Rock Mechanics has included it as one of the recommended methods for rock strength testing [6]. Some studies [10, 11] have shown that the stress path of the single specimen method, loaded at each level (except the first level), causes irreversible aging damage to the rock samples, resulting in the strengths corresponding to each level with the set envelope pressure being less than those under conventional monotonic loading at the same envelope pressure. Therefore, considering the time-dependent load damage applied in graded loading, some scholars [10, 11] proposed a correction method for the strength considering the corresponding damage effect, and the obtained results were improved to some extent. And Pagoulatos, A [12] proposed a method based on the volumetric strain of 0 as the termination point of each level of loading, and the damage envelope characteristics obtained using this method showed good agreement with the single-level conventional triaxial test.
In reality, the rock mass in the project has a complex attachment environment and a complex and variable stress state, and the rock mass in many projects is often in the post-peak stage (strain softening stage and residual stage) bearing. It is also seen in field site observation that more slope and tunnel rock masses are working with a certain measure of structural surface, as shown in Figure 2.1. How to determine the damage value of the residual stage, that is, the damage value of the critical damage, so as to achieve an accurate grasp of the whole process of rock damage evolution, is particularly important, and in the evaluation of engineering rock stability analysis, the determination of the critical damage value of the rock in the process of rock damage evolution is a very important parameter. Regarding the study of damage critical value, more scholars [13, 14] carried out exploratory studies from theory and experiments, but in order to reduce the data dispersion brought by experiments, it is also necessary to conduct multiple sets of experiments. Deng Huafeng and others [15] proposed a method to determine the residual strength of a single specimen by repeated loading based on the idea of graded loading of a single specimen, and concluded that the residual strength value of a single specimen by repeated compression is not related to the amount of repeated loading, but only to the magnitude of its loading envelope, which means that the stress-strain curve of each repeatedly loaded test specimen is coincidental and its residual strength and residual strain energy are also not related to the amount of loading, but only to the loading envelope. In this paper, this idea is borrowed and further extended to the repeated loading test under unloading damage. As the natural rock body in the stress environment is complex and variable, excavation in engineering unloading stress path is one of the more common methods. Based on this, this paper proposes a new method for determining the critical damage value of rock samples under multiple stress paths by single specimen repetitive loading method based on the previous single specimen method, starting from the strength and energy perspectives, and combining the characteristics of the residual stage stress-strain curves during compression tests under triaxial monotonic loading and cross-axis compression and unloading of the rock. This is in order to lay the foundation for subsequent study of the damage evolution model and the determination of its boundary conditions, that is to say the critical damage value. The critical damage value of the rock specimens under repeated loading test are consistent with the conventional triaxial test. Most importantly, the proposed method involves relatively less dispersion and is cheap, reliable, and time-saving.
TEST SCHEME
Specimen Preparation
Previously, single specimen multi-stage loading has offered good applicability in determining the peak strength of rock samples in a hierarchical manner [4], but if this method is directly grafted to determine the residual strength and residual strain energy of rock samples and thus the size of their damage values in the critical damage state, it will face some technical difficulties [15].
Therefore, in this paper, based on the method of determining the residual strength index of rock samples by repeated loading of a single specimen by Deng Huafeng and others [15], the single specimen method to determine the critical damage value under different stress paths and the main experimental procedures are mainly.
The triaxial unloading envelope damage test was performed on the rock samples, and the unloading envelope pressure began when the residual phase appeared in the rock samples to obtain the rock samples at the time of unloading damage. Then the initial envelope pressure value was set for the above unloaded damaged rock samples, and then the repeated loading test was performed until the stress-strain curve entered a stable residual phase, at which point the unloading was started, and then the envelope pressure value at the time of repeated loading was increased step by step for the repeated loading test. In accordance with previous experience [15], repeated loading with 4–5 levels of enclosing pressure is generally carried out. The residual strength, shear strength, and strain energy of the residual stage of the rock sample under different confining pressures are analyzed to obtain the critical damage value of the rock sample.
The accuracy and reliability of the single specimen repeated loading method for determining the critical damage value of rock under different stress paths requires three conditions to be satisfied:
① Under the same confining pressure conditions, the stress-strain curve obtained by repeated loading of a single specimen should be basically the same as that obtained by conventional monotonic triaxial loading tests.
② For rock samples damaged by conventional triaxial compression under different initial envelope pressure conditions, the stress-strain curves obtained should be basically the same if the same envelope pressure is used for repeated loading.
③ The stress-strain curves obtained for rock samples damaged by triaxial tests using different stress paths should be basically the same as those obtained when damaged by triaxial loading if the same confining pressure is used for repeated loading.
For this purpose, the experimental steps were:
1) A conventional triaxial compression test and single specimen repeated loading test were designed. During the test, four types of confining pressures, namely 5, 10, 20, and 30MPa, were considered, and the conventional triaxial compression test was first carried out and unloaded after reaching the residual strength stage, and then single specimen repeated loading was carried out considering the above four confining pressures. In the process of repeated loading, each load was unloaded after reaching the residual strength stage, and then the confining pressure value was increased and loaded again.
2) Repeated loading tests of rock samples damaged by triaxial fixed-axis pressure-unloading confining pressure tests were carried out, and comparative analysis was performed. Considering four kinds of confining pressures (5, 10, 20, and 30 MPa), constant axial pressure was carried out to take 70% of the peak strength of triaxial loading under the corresponding confining pressure, unloading the confining pressure until destruction, and then single specimen was repeatedly loaded under the initial confining pressure was considered. In the process of repeated loading, each load is unloaded after the residual strength stage, and then the enclosing pressure value is increased and loaded again.
As is shown in Figure 1, the rock sample used in this paper is a typical sandstone from the Three Gorges reservoir area. It is a slightly weathered, sericite medium-grained quartz sandstone, 50 mm in diameter and 100 mm in height, which was strictly screened by wave velocity and density tests in order to control the discrete nature of the specimen [16]. The triaxial compression test is carried out on the RMT-150C rock mechanics test system. The degree of damage was characterized by the damage values of the corresponding physical quantities.
[image: image]
[image: Figure 1]FIGURE 1 | Schematic diagram of the rock mass in the field.
Vj is the damage value of a physical quantity, P0 is the peak value of a physical quantity of the rock sample, and Pj is the value of a physical quantity of the rock sample in the residual phase after the peak.
Triaxial Loading Test Analysis
The stress-strain curves of typical conventional triaxial compression test and single specimen repeated loading under different initial circumferential pressures are shown in Figure 2.
[image: Figure 2]FIGURE 2 | Stress-strain curves of conventional triaxial compression test and single specimen repeated loading test under different confining pressures. (A) σ3=5MPa. (B) σ3=10MPa. (C) σ3=20MPa. (D) σ3=30MPa.
Figure 2 shows that:
1) The change patterns of stress-strain curves of repeated loading tests under different repeated loading envelope pressures are also basically the same, and the first condition is satisfied. After a relatively short compression-density stage and linear elastic stage, the rock samples rapidly enter the plastic hardening stage, and neither of them has an obvious peak point, but directly enter the residual strength stage, and the strain hardening phenomenon is obvious with the increase of the confining pressure.
2) When the secondary loading envelope pressure value of the repeated loading test and the initial envelope pressure value of the initial conventional triaxial compression test are the same, the stress-strain curves of the two can coincide well after entering the residual phase, which satisfies the second condition well. It means that for the rock samples damaged by conventional triaxial monotonic loading compression, when the same loading envelope pressure is used for repeated loading, the deformation and strength characteristics of the residual stage will be basically unchanged, and the energy is the physical quantity of integrated deformation and stress, according to which the value should also be unchanged, as discussed in the latter Energy Analysis Section.
Triaxial Loading Test Analysis
The stress-strain curve of triaxial unloading test and the repeated loading test curve of single specimen under different circumferential pressures are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Stress-strain curves of triaxial unloading test and single specimen repetitive compression test under different confining pressures. (A) σ3=5MPa. (B) σ3=10MPa. (C) σ3=20MPa. (D) σ3=30Mpa.
From Figure 3, it can be seen that:
1) The stress-strain curves of the repetitive loading residual stage of the triaxially unloaded damaged rock samples and the repetitive loading stress-strain curves of the triaxially loaded damaged rock samples can coincide well, indicating that the residual strength of the rock mass under the same hydrostatic pressure is not highly related to its pre-peak stress path, which also satisfies the aforementioned condition 3 well and shows that the single specimen method is indeed feasible.
2) The residual strength of the triaxially unloaded damaged rock samples was significantly smaller than the residual strength value under repeated loading tests, but the stress-strain test curves basically overlapped. The reason for the analysis is that the stress path of constant axial pressure unloading circumferential pressure is used in the rock sample, and the circumferential pressure at the time of damage is obviously smaller than the initial circumferential pressure when reloading to the initial circumferential pressure, which is equivalent to the increase of the loading circumferential pressure, so the residual strength at the time of repeated loading is higher than the residual strength at the time of unloading damage.
3) Comparative analysis of the crushing degree of rock samples after repeated loading of single specimens of triaxial unloading damage under different initial envelope pressures is significantly higher than that of single specimens of triaxial loading damage after repeated loading tests, but the stress-strain curves of the residual stage basically overlap, indicating that the crushing degree of rock samples has little effect on the stress-strain curve of the residual stage, and the strength and deformation of rock samples are still generally controlled by a primary control shear structure surface.
CRITICAL DAMAGE VALUES
Compressive Strength Analysis
In order to facilitate quantitative analysis of the strength parameters of rock samples under different stress paths, the results of the conventional triaxial monotonic loading compression damage test and the single specimen repeated loading test in Figure 2 were statistically compiled, and the critical damage values based on compressive strength were obtained according to Equation 2.1, as shown in Tables 1, 2. In order to facilitate comparative analysis, the stress-strain curve tends to stabilize as its residual strength, and the residual strength in this paper is uniformly selected as the strength value corresponding to an axial strain of 3% [17].
TABLE 1 | Comparison of the results of conventional triaxial loading and single specimen repeated loading tests.
[image: Table 1]TABLE 2 | Comparison of the results of conventional triaxial loading and repeated loading of single specimens based on the critical damage values of compressive strength.
[image: Table 2]From Tables 1, 2, it can be seen that:
1) In the conventional triaxial monotonic compression test, the residual strengths of the rock samples were 31.87, 60.96, 105.34, and 151.35 MPa for the four circumferential pressure cases of 5, 10, 20, and 30 MPa, respectively, and the critical damage values of their rocks based on compressive strength were 0.818, 0.673, 0.630, and The residual strength values were 30.23, 60.02, 106.57, and 149.04 MPa, respectively, with an error range of 1.15–5.14%, when the secondary envelope pressure at repeated loading was the same as the primary envelope pressure of the conventional triaxial compression test. The critical damage values obtained for their rocks based on compressive strength were 0.829, 0.679, 0.625, and 0.505, with an error range of 0.85–1.94%. Conventional triaxial loading indicates that for rock samples damaged by conventional triaxial compression, the residual strength and the critical damage values obtained based on compressive strength are basically consistent with the results of conventional triaxial rock tests when the same confining pressure is used for repeated loading.
2) The residual strengths of the rock samples damaged by the conventional triaxial monotonic compression test at 20 MPa circumferential pressure were 31.83, 58.90, 106.57, and 150.69 MPa when the rock samples were repeatedly loaded at 5, 10, 20, and 30 MPa, respectively, and the residual strengths of the rock samples based on The error range of the residual strengths obtained from the conventional triaxial compression tests was 0.13–3.38%, and the error range of the critical damage values obtained from the rock based on compressive strength was 0.03–1.97%. Moreover, the repeated loading tests of the rock samples damaged by 5, 10, and 30 MPa peritectic compression tests of conventional triaxial monotonic compression tests also obtained a consistent matching law. It indicates that the residual strengths and their damage values obtained from the repeated loading tests with different loading envelope pressures for the rock samples damaged by conventional triaxial compression are approximately equal to the values obtained from the conventional triaxial tests. It also indicates that the residual strength values of the repeated loading tests under multiple loading envelope pressures for rock samples damaged by triaxial compression are mainly controlled by the envelope pressure at the time of repeated loading, and not much related to the envelope pressure at the time of damage by primary loading.
3) The damage form of rock samples under different initial envelope pressure conditions is typical of compression-shear damage. Although each rock sample experienced the conventional triaxial monotonic compression test and four repeated loading tests under different secondary loading envelope pressures, there was only one controlled macroscopic shear damage surface in general, and no new shear damage surface was generated. It indicates that the residual strength of the rock sample during repeated loading is mainly controlled by the main shear damage surface formed during the first conventional triaxial compression.
Energy Analysis
When studying damage problems, how to accurately quantify the extent of damage directly affects the reliability of the project [18]. From the results of repeated loading tests on single specimens under different stress paths, it is clear that the residual phase repeated loading stress-strain curves can overlap well, indicating that there is indeed a critical damage value, which exists in the form of attractors in the rock damage evolution process. Therefore, this subsection will compare and analyze the magnitude of the critical damage value of the rock derived from the perspective of strength and energy, and lay the experimental foundation for subsequent research.
Xie Heping and others [19] considered that energy transformation is an essential feature of the physical process of matter as known from the laws of thermodynamics, and argued that energy dissipation causes damage to the rock, resulting in the loss of strength. The energy damage variable is defined as the ratio of unit dissipation energy to critical dissipation energy. The damage variable is considered to be 1 at critical damage, which is a discrepancy with the actual situation, and the rock still has some strength when it enters the residual phase, so the damage variable is not 1. Jin Fengnian and others [20] considered that the damage variable can be defined according to the dissipation of the material intrinsic energy, i.e., the damage variable is the ratio of dissipation energy to material energy. In the paper, the intrinsic energy is divided into elastic energy, plastic energy, rheological energy, and fracture energy, and it is considered that when the damage and fracture energy are clearly distinguished, it is possible to ignore the value of fracture energy, i.e., the dissipation energy is considered to be equal to the total deformation energy minus the elastic energy. However, fracture energy is not only consumed in the form of dissipative energy, but also released in the form of thermal energy, acoustic energy, and so on. These forms of energy in the form of damage before the value are relatively small, almost negligible, but once the residual phase after the peak is reached, the moment of rock damage will emit a violent sound and release a large amount of heat energy, then the size of the fracture energy value cannot be ignored. Then the formula for calculating the damage will produce a large damage value. Based on this, this paper proposes to use the intrinsic energy of the rock loading fracture process minus the intrinsic energy of repeated loading in the residual phase and the ratio of the intrinsic energy of the rock loading fracture process as the critical damage value to correct the definition of the damage variable in the literature [20].
[image: image]
In the equation, [image: image] is the dissipative energy, that is the area contained in the unloading curve and stress axis; [image: image] is the residual intrinsic energy, that is the area contained in the repeated loading stress-strain curve; [image: image] is the intrinsic energy during loading fracture, that is the area of the full stress-strain curve for triaxial loading; and [image: image] and is the critical damage value, as shown in the following table. In order to facilitate the analysis of the differences in the critical damage values obtained from different physical quantities as damage variables, the magnitude of the critical damage values of sandstone based on strength and energy as damage variables are plotted, as shown in Table 3.
TABLE 3 | Table of critical damage values based on different physical quantities for different confining pressures.
[image: Table 3]Table 4 shows that:
1) The residual intrinsic energy increases from 0.94 MJ/m3 to 3.21 MJ/m3, the dissipated intrinsic energy increases from 1.52 MJ/m3 to 4.63 MJ/m3, and the intrinsic energy increases from 1.54 MJ/m3 to 5.03 MJ/m3 for the circumferential pressure from 5 MPa, 10 MPa, 20 MPa, and 30 MPa. The corrected critical damage value increases from 0.395 to 0.363 and the uncorrected critical damage value decreases from 0.987 to 0.920 between the critical damage value determined by repeated compression tests, the value increases with the confining pressure, and there is no certain regularity, but seems to be in a certain oscillating nature. After analysis the following reasons are presented: 1) the existence of dispersion between the rock samples or the error brought about by the measurement accuracy; 2)in the process of system evolution, the appearance of the rise and fall is common and inevitable [21]; and 3)there is a so-called critical damage constant which needs to be studied subsequently.
2) From Table 3, the difference between the critical damage value obtained from the uncorrected formula and the corrected critical damage value is large; it is necessary to verify the rationality of the corrected data from a theoretical point of view. The damage process of rocks under stress and environmental effects has the phenomenon of overshoot, and there is also a damage threshold. The reformation group method is a very effective method to study the transmissivity threshold [22–24]. Gao Zhaoning and others [13] introduced the self-organization degree parameter to describe the stress transfer between units, and then established the corresponding reformation group, and obtained the damage threshold value in the range of [0.150,0.382]. Huang Menghong and others [14] established the reformation group in different dimensions, and obtained the critical damage value of 0.382 in two dimensions and 0.104 in three dimensions. The critical damage value is [0.104,0.382], which is closer to the critical damage value obtained by the modified formula proposed in this paper.
TABLE 4 | Table of energy characteristic values and critical damage values for different confining pressure.
[image: Table 4]Microstructural Characteristics and Mechanism Analysis
In order to better study the microstructural characteristics and laws of sandstone in the single specimen repetitive compression test, based on different repetitive compression times, the SEM photos with a uniform magnification of 350 times were taken for comparison, and the typical SEM photos are shown in Figure 4.
[image: Figure 4]FIGURE 4 | SEM microscopic morphology of rock fracture. (A) Conventional triaxial compression damage. (B) Repeated compression 1 time. (C) Repeated compression 2 times. (D) Repeated compression 3 times. (E) Repeated compression 4 times.
From Figure 4, it can be seen that during the repeated compression tests, the pattern of microstructural characteristics of the rock samples was obvious.
1) The mineral composition, particle content, internal structural composition, particle properties, and cementation strength [15], which determine the residual strength of rock samples under each repeated compression test, are almost the same, i.e., the number of repeated compressions has little effect on the internal structure, particle flatness, and particle surface smoothness of their specimens, which is reflected to the macroscopic level that the residual strength of sandstone tends to a stable value.
2) The peak and residual strengths of rock samples obtained from conventional triaxial monotonic loading compression tests under different circumferential pressures already include the effects of the differences between rock samples and the corresponding circumferential pressure values on the shear rupture surface of rock samples. The deviation between the rock samples mainly comes from the microscopic pores, fracture cracks, and other size defects in the rock samples at different scales. Once the loading stress exceeds the peak strength of the rock sample itself, the local cracks gradually penetrate to form the macroscopic shear damage surface, and the bearing capacity of the rock sample will be mainly controlled by the shear strength (friction strength) of the macroscopic shear damage surface after entering the residual stage. For the same group of rock samples, their inherent mineral composition, particle content, internal structural composition, particle properties, and cementation strength are approximately the same. Therefore, the shear strength and the residual strength of the rock samples controlled by the shear breaking surface are naturally the same between different rock samples. Therefore, the differences between rock samples mainly affect the deformation and strength characteristics of the pre-peak phase and have little effect on the residual strength phase after strain softening after damage, so that the strain energy into the residual phase and its residual strength are mainly controlled by the value of the immediate loaded confining pressure. Similar experimental results obtained in this paper can be found in the literature [5]. This further illustrates the rationality of the single specimen repeated loading method proposed in this paper to determine the critical damage value of rock samples.
CONCLUSION AND DISCUSSION

1) Based on the previous single specimen method, a single specimen repetitive loading method was proposed to determine the critical damage value of rock under different stress paths by combining the characteristics of the stress-strain curve of the residual phase of the rock. The validation analysis shows that the mechanical parameters of the residual stage and the critical damage value of rock samples obtained by the single-cell repeated loading method are basically consistent with the results obtained from conventional triaxial compression tests, and the test results obtained by the single-cell repeated loading method are less discrete and less expensive to measure, which indicates that the method is economical and reasonable.
2) Based on the residual strain energy obtained by the single specimen method, the residual stage mechanical parameters proposed to solve the critical damage value based on strength and energy, etc., to achieve the correction of the damage variable defined in the literature [20] to improve the validation analysis shows that the critical damage value obtained based on the residual strain energy is more consistent with the theoretical critical damage value. This shows the rationality of the single specimen repeated loading method proposed in this paper to determine the critical damage value of rock samples; it is recommended that the single specimen method to obtain the critical damage value using energy as the damage variable is more appropriate.
3) It must be pointed out that there are many kinds of rocks in nature, the environment is complex and changeable, and the stress history experienced is in various forms. In this paper, the single specimen repeated loading test determines the residual stage mechanical and damage parameters of the rock sample, namely the strength and critical damage value. The rock sample used in the test is lightly weathered, sericite medium-grained quartz sandstone. The damage test is carried out for the triaxial loading path and the triaxial constant-axis pressure unloading circumferential pressure path. Whether this method is still applicable to the tests on rocks with different lithologies and different stress paths is the work to be carried out by the author in the future.
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In this study, a new fiber: polyoxymethylene fiber (POMF), was added into cement mortar to make a POM fiber-reinforced mortar (POMF-RM) material. When designing the mix proportion of POMF-RM, two factors were considered: fiber length (4, 8 and 12 mm) and dosage of POMF (volume fraction 0.24, 0.72 and 1.45%). When making the POMF-RM material, it was found that POMFs were easily dispersed into the mortar. Cubic and disc-shaped specimens of the POMF-RM material were made to conduct compression and Brazilian splitting experiments, respectively. It was found that, with increases in fiber length and volume content, the mechanical properties of the POMF-RM material were improved. Compared with the plain mortar, the elastic modulus, compressive and tensile strengths of the POMF-RM material significantly increased by 6.01, 13.18 and 5.34% at least, respectively. Among these two factors, the length of POMF played a more positive role. It was observed that the POMFs could effectively prevent the expansion of tensile cracks and significantly inhibit the complete disintegration of mortar fragments. This study showed that POMF was an excellent reinforcement material worthy of further research and application in practical engineering.
Keywords: polyoxymethylene fiber, POMF-reinforced mortar, mechanical characterizations, brittleness evaluation, experimental investigation
INTRODUCTION
Cementitious composites have been widely used in various engineering constructions. Although cementitious composites have excellent engineering properties, they exhibit adverse mechanical performances, such as brittleness, poor tensile resistance and cracking behaviors [1] due to their unequal strengths in tension and compression. These defects harm the durability and workability of engineering structures. In order to overcome these shortcomings, some techniques have been used, including adjusting mix proportion and addition of admixtures [2].
In addition to the above techniques, reinforcements are also a useful method to improve the mechanical properties of cementitious composites. The reinforcements added into the cementitious composites can be in the form of fibers [3], fabrics [4,5] and filling aggregates [6]. Among them, fibers can more effectively improve the tensile strengths and ductility of cementitious composites. In practical engineering, fiber-reinforced cementitious composites are easily available. They have been successfully used in various structures like underground mining pillar support [7] and composite columns [8].
On the other hand, the fiber-reinforced cementitious composites have attracted more attention from researchers. Recently, many experiments have investigated the mechanical characterizations of cementitious composites reinforced with polymer fibers, such as polyvinyl alcohol fiber (PVAF) [9], polypropylene fiber (PPF) [10], polyolefin fiber [11] and polyethylene fiber [12]. The experiments showed that the fibers enhance the ductility of cementitious composites and improve the brittle instability failure.
Polyoxymethylene (POM) fiber is a new fiber material characterized by high strength, high modulus, wear resistance, alkali resistance and long-term stability [13]. POM fiber (POMF) is a high-performance fiber with excellent comprehensive properties, which has potential application in enhancing the toughness and crack resistance of cementitious composites [5,14]. However, compared with the polymer fibers mentioned above, there are few reports on the experimental research of the POMF-reinforced cementitious composites.
As a brief preliminary study, this paper aims to investigate the mechanical characterizations of a POMF-reinforced mortar (POMF-RM) material. In this study, three lengths of POMFs were added into the cement mortar to make the POMF-RM specimens. Then, compression and Brazilian splitting tests were carried out on the POMF-RM specimens. By analyzing the test results, the deformation, strength and failure behaviors of the POMF-RM material were investigated. The interactive mechanism between the POMFs and the mortar matrix was analyzed.
EXPERIMENT PROGRAM
Materials

(1) POMF
In this study, POMF was used as reinforcement added into the mortar. POMF is a white organic polymer material with a smooth surface. Geometrically, a POMF is in a shape of short linear rod. The section diameter of a POMF is 0.2 mm, and its density is 1.41 g/cm3. POMF has excellent physical and mechanical properties. Its elastic modulus and fracture strength are in ranges of 8–10 GPa and 890–1000 MPa, respectively. It has good tensile ductility, and its elongation at break is 15%. POMFs are easy to disperse and add into cement mortar materials.
(2) Fine aggregate
This study used machine-made sand as the fine aggregates of cementitious composites. The rock for making this machine-made sand is hard limestone. The apparent density and packing densities of the machine-made sand are 2614 kg/m3 and 1569 kg/m3, respectively, and its fineness modulus is 2.92.
Mix Design and Specimen Preparation
Portland cement P. O. 52.5 had been used as the binder. The investigation emphasis was put on the influences of two factors: the length and dosage of POMF on the mechanical properties of cementitious composites. Therefore, all specimens used in the experiments adopt the same water binder ratio, 0.46.
Table 1 shows the mix proportion for making the POMF-reinforced mortar (POMF-RM) material. Two factors: three lengths of fibers and three dosages in quality content are completely orthogonally mix-designed. Therefore, nine kinds of cement mortars containing POMF were prepared in this study. In order to carry out the reference experiment, plain mortar (PM) material without any POMF was made. In Table 1, this PM material is represented by a quality content of 0 g.
TABLE 1 | Mix design of the POMF-reinforced mortar material.
[image: Table 1]Three different POMF lengths (4, 8 and 12 mm) and three dosages in quality content (1, 3 and 6 g) were used in making the POMF-RM material. The average density of the POMF-RM specimens prepared using the mix proportion in Table 1 is about 2.39 g/cm3. In this case, the volume fractions of the POMF in the prepared POMF-RM specimens are 0.24, 0.72 and 1.45%, respectively, corresponding to the three dosages in quality content (1, 3 and 6 g). Specific symbols are used to identify these mixes for simplicity and clarity. For example, POM8-RM_0.72 indicates that this group of POM-RM specimens was made of POMFs with a length of 8mm, and the POMF volume fraction is 0.72%. Other mixes have the same naming rules.
In this experimental investigation, two types of specimens were made. One is the standard cubic specimen with side lengths 70.7 mm × 70.7 mm × 70.7 mm. The cubic specimens were made for conducting the compression tests to obtain the compressive strengths of the POMF-RM material. Making cubic specimens and testing were conducted according to the Chinese standard GB/T 50,081-2019 Standard for Test Methods of Concrete Physical and Mechanical Properties.
Brazilian splitting test is an indirect testing method widely used to measure the tensile strengths of rock materials. In this study, this testing method was adopted to measure the tensile strengths of the POMF-RM material. By referring to the Chinese standard DL/T 5368-2015 Code for rock tests of hydroelectric and water conservancy engineering, disc-shaped specimens of the POMF-RM material with a cross-sectional diameter of 100 mm and a height of 50 mm were made for conducting the Brazilian splitting tests.
Test Apparatus and Testing Procedures
A microcomputer-controlled servo testing machine performed the compression and Brazilian splitting tests. The microcomputer of the testing machine can read and record the test data. By analyzing these data, the stress-strain curves of the specimen can be obtained.
This study adopted the displacement-controlled loading mode for conducting the tests. The loading rate was set to 0.1 mm/min. Then, a test started. Continuously applied load on a specimen to the residual deformation stage with a slow change in load, stopped loading, and then unloaded. So far, an experiment has been completed. Then, the loading device was adjusted to a proper position and removed the specimen.
Repeat the above steps for the next experiment. Three repeated procedures were conducted for the same experiment, and the average value was taken as the experimental result. In the experiment, the experimental data that is quite different from the general results should be discarded to reduce the influence of error on the experimental results.
TEST RESULTS AND ANALYSIS
Deformation Behavior
The cubic specimens with side lengths 70.7 mm × 70.7 mm × 70.7 mm were used to conduct the compression tests. The mean stress [image: image] and strain [image: image] on the horizontal cross-section of the specimen can be calculated using the following formulae.
[image: image]
where [image: image] is the vertical force applied on the cubic specimen. [image: image] is the horizontal cross-section area of the cubic specimen. [image: image] denotes the vertical displacement at the top end of the cubic specimen. [image: image] represents the original side length of the cubic specimen.
Using Eq. 1 to analyze the test data of vertical forces and displacements, the stress-strain curves of the cubic specimens can be obtained and plotted in Figure 1. Like the rock materials [15,16], the stress-strain curves of the POMF-RM material (see Figure 1) can be roughly divided into four stages by characteristic stress thresholds, as schematically illustrated in Figures 1C. They can be marked with the initial crack closure stress [image: image], crack initiation stress [image: image], peak strength [image: image] and residual strength [image: image].
(1) From [image: image] to [image: image], it is the micropore closure stage. The PM and POMF-RM materials show nonlinear (concave) deformations. These nonlinear deformations correlate to pre-existing micropores’ closure with increasing applied stresses.
(2) From [image: image] to [image: image], the PM and POMF-RM materials present linear elastic deformations. The pre-existing micropores in the studied materials have been completely closed in this stage. Thus, using the test data in this deformation stage, the elastic moduli of the studied materials can be determined based on
[image: image]
where, [image: image] and [image: image] are the mean vertical strains correspond to the characteristic stress thresholds of [image: image] and [image: image], respectively.
(3) From [image: image] to [image: image], the PM and POMF-RM materials exhibit nonlinear (convex) deformations. In this deformation stage, the strains gradually depart from linearity with increasing vertical forces applied on the specimens. During this process, the studied materials exhibit strain-hardening elastoplastic deformations, micro-mechanically related to the gradual initiation and propagation of new microcracks. Compared with the stress-strain curves of the PM material, the addition of POMFs makes the POMF-RM material have a better performance in strain-hardening elastoplasticity.
(4) From [image: image] to [image: image], the PM and POMF-RM materials are failed at the peak strengths [image: image] and lose cohesion. In this post-peak deformation stage, the stresses drop sharply and the strains increase rapidly. Then, the stresses reduce gradually to the residual strengths [image: image].
[image: Figure 1]FIGURE 1 | Testing stress-strain curves of the studied materials (A) Reference group of PM without POMFs (B) Group of POMF4-RM (C) Group of POMF4-RM (D) Group of POMF12-RM.
[image: Figure 1]FIGURE 1 | (Continued)
Based on Eq. 2, the test data in the linear elastic deformation stage were adopted to calculate the elastic moduli of the studied materials, which are given in Table 2. When the POMF volume fraction is 0.24%, the elastic moduli of the POMF-RM material with POMFs of different lengths (4, 8 and 12 mm) are 4.24, 4.43 and 4.76 GPa, increasing by 1.92, 6.49 and 14.42% respectively compared with that (4.16 GPa) of the PM material.
TABLE 2 | Test results of the PM and POMF-RM materials.
[image: Table 2]When the POMF volume fraction is 0.72%, the elastic moduli of POMF4-RM, POMF8-RM and POMF12-RM are 4.33, 4.48 and 4.73GPa, increasing by 4.09, 7.69 and 13.70% higher than that of PM, respectively. When the POMF volume fraction is 1.45%, the elastic moduli of POMF4-RM, POMF8-RM and POMF12-RM are 4.41, 4.51 and 4.55GPa, increasing by 6.01, 8.41 and 9.37% compared to that of PM, respectively.
It is observed from Table 2 that, under the same POMF volume fraction, the elastic stiffness of POMF12-RM significantly improves than that of POMF4-RM and POMF8-RM. This is because the addition of POMF inhibits the micro-crack propagation in the mortar matrices. Within the dosage range used in this study, the maximum elastic modulus is 4.76GPa, belonging to POMF12-RM_0.24. In this case, the benefit of POMFs on the improvement of the mortar’s elastic modulus is the most significant.
By analyzing the data in Table 2, among the two factors: fiber length and content, the effect of fiber length on the elastic properties of POM-RM is stronger than that of fiber content. Compared with the volume content, the length of POMF has advantages in strengthening the elastic modulus of mortar material. Therefore, POMF with a longer length is preferred under the exact dosage, achieving better mechanical properties.
Compressive Strength
Table 2 and Figure 2A show the effects of POMF length and dosage on the compressive strength of the POMF-RM material. The mean compressive strength of the PM material is 36.36 MPa. When the POMF volume fraction is 0.24%, the mean compressive strengths of POMF4-RM, POMF8-RM and POMF12-RM are 37.93, 38.20 and 42.62MPa, which increase by 4.31, 5.05 and 17.19% than that of PM specimens, respectively. When the POMF volume fraction is 1.45%, POMF has the most significant effect on improving the compressive strength. In this dosage condition, the mean compressive strengths of POMF4-RM, POMF8-RM and POMF12-RM are 41.16, 43.55 and 46.79MPa, respectively. Compared with the mean compressive strength 36.36 MPa of the PM material, their compressive strengths significantly increase by 13.18, 19.77 and 28.67%, respectively.
[image: Figure 2]FIGURE 2 | (A) Histogram showing the compressive strength of the POMF-RM material (B) Effects of POMF volume fraction on the compressive strength of the POMF-RM material (C) A photo showing the failed mortar specimens.
Figure 2B shows that the compressive strengths of the POMF-RM material raise linearly with the increase of the POMF volume fraction from 0.24 to 1.45%. Meanwhile, in the range from 0 to 0.24%, the strengthening effects of 12 mm-length POMFs on the compressive strength is greater than that of POMFs with lengths of 4 and 8 mm. Overall, within the range of POMF volume fractions adopted in this study, the compressive strength differences between POMF4-RM and POMF8-RM are relatively small. The 12 mm-length POMF has a significant advantage over POMFs with the other two lengths.
The enhancing effects of POMF on mortar strength are attributed to the POMFs embedded into the cement mortar matrices, hindering the transverse expansion of the vertical cracks in the specimens caused by splitting tension. The bonding and interlocking forces between fibers and mortar matrices are enhanced by increasing the POMF volume content and length. This mechanism significantly improves the compressive strength of mortar materials.
Splitting Tensile Strength
In the Brazilian splitting test, the tensile strength [image: image] of the tested material can be measured indirectly using the following equation.
[image: image]
where, [image: image] is the maximum load applied on a disc-shaped specimen when it fails. [image: image] and [image: image] are the height and diameter of the disc-shaped specimen.
Brazilian splitting tests are used to measure the tensile strengths of POMF8-RM material, as listed in Table 2. It shows that the mean tensile strength of PM material is 1.31 MPa. Overall, with the increase of the volume contents of the 8 mm-length POMFs, the tensile strengths of the POMF8-RM material significantly improve. When the volume content reaches 1.45%, the tensile strength of the POMF8-RM material is 1.38MPa, which is slightly increased by 5.34% compared with the PM material.
Table 2 indicates that POMF has a positive effect on the tensile strength of mortar material. The mechanism may contribute to that POMFs alleviate the stress concentration at the crack tips and delay the initiation and propagation of tensile cracks in the cement mortar matrices. If POMFs are employed in practical engineering, they would effectively improve the tensile bearing capacity of structural members.
POST-PEAK FAILURE BEHAVIOR
Method of Evaluating Brittleness
Using the method of evaluating rock brittleness proposed by Tarasov and Potvin [17], the effect of POMF on the failure brittleness of mortar material can be evaluated. Referring to Tarasov and Potvin [17] and by analyzing the stress-strain curves of the POMF-RM material, the post-peak stability behaviors of the POMF-RM material are regulated as Class Ⅰ.
For the Class Ⅰ instability behavior of a material, Tarasov and Potvin [17] proposed a brittleness index [image: image] to evaluate its brittle failure qualitatively. According to Tarasov and Potvin [17], the value range of the brittleness index [image: image] is [image: image]. When [image: image], the material is “superbrittlenss”. When [image: image], the material is “brittleness”. When [image: image], the material is “semibrittleness”. With the increase of brittleness index, the material becomes more ductile.
Brittleness of the POMF-RM Material
Using the method mentioned above, the brittleness index values of the POMF-RM and PM materials in the post-peak deformation stage are estimated, as listed in Table 2. The brittleness index [image: image] of PM material is 2.22. Overall, the POMF-RM brittleness index ranges from 2.37 to 2.71. The addition of POMFs improves the ductility of the mortar material.
For POMF4-RM material, when the POMF volume fraction increases from 0.24 to 1.45%, the brittleness index increases from 2.37 to 2.43. For POMF8-RM material, as the POMF volume fraction increases from 0.24 to 0.72%, the brittleness index increases from 2.69 to 2.71. However, as the POMF volume fraction increases from 0.72 to 1.45%, the brittleness index decreases to 2.67. For POMF12-RM, when the POMF volume fraction increases from 0.24 to 1.45%, the brittleness index decreases from 2.60 to 2.53.
Therefore, for 12 mm- and 8 mm-length POMFs, the addition of fibers does improve the brittleness of mortar material. However, the increase of volume fraction cannot ensure the continuous improvement of ductility of POMF12-RM and POMF8-RM materials. In fact, within the mix proportion range of this study, when the volume fraction of 8 mm-length POMF is 0.72%, the POMF-RM material reaches the maximum brittleness index, which is 2.71.
This indicates that POMF8-RM_0.72 is the optimal content to achieve the best ductility of mortar material. When the mortar material is loaded to damage in the post-peak deformation stage, the crack width is easy to expand beyond 4mm, so 4 mm-length POMFs cannot effectively prevent the expansion of the mortar cracks. Under the same dosage, the number of 12 mm-length POMFs is less than 8 mm-length POMFs, which cannot be densely distributed in the mortar matrices to prevent the generation of microcracks. POMF8-RM_0.72 is an intermediate state of mixed proportions, which can make up for the deficiencies in two aspects, so it has a significant effect on improving the ductility of the mortar material.
Failure Modes of the POMF-RM Material
The photo in Figure 2C shows the failed specimens of the POMF-RM material. From left to right, these failed specimens are POMF4-RM_1.45, POMF12-RM_0.24, two of POMF12-RM_0.72 and POMF12-RM_1.45. Overall, these cubic POMF-RM specimens exhibit severe failures, with fractures running vertically through the specimens along the loading direction. The fracture directions indicate that these POMF-RM specimens encounter severe splitting-tension failures. However, these damaged POMF-RM specimens were not completely dispersed. POMFs can be seen in the splitting-tension cracks connected to mortar fragments, preventing them from completely disintegrating.
It is observed that the crack densities and sizes decrease with the increase of POMF volume content. When the POMF volume content is small, the damage degree is more severe. For instance, POMF12-RM_0.24 is more destructive than POMF12-RM_1.45. The increase of POMF volume content is conducive to inhibiting the failure of POMF-RM material.
CONCLUSIONS
This study experimentally investigates the mechanical characterizations of a POMF-RM material under different mix proportions. The conclusions can be summarized as follows:
1. Increases in POMF length and volume content can improve the elastic properties of the mortar material. Under the condition of POMF12-RM_0.24, the elastic modulus of POMF-RM material reaches the maximum, which is 4.76GPa, increasing significantly by 14.42% higher than that of PM material.
2. With the increase of POMF length and volume content, the compressive and tensile strengths of the POMF-RM material increase significantly. POMFs can jointly work with the mortar matrix and block the transverse expansion of cracks, thus improving the strengths of the POMF-RM material.
3. The PM and POMF-RM materials exhibit semibrittle failure behaviors in the post-peak deformation stage. The POMF8-RM_0.72 material has the maximum brittleness index, which is 2.71. This is a significant ductility improvement compared to plain mortar material.
4. Under compression testing conditions, POMF-RM specimens exhibit a splitting-tension failure behavior. It is observed that the POMFs connect the mortar fragments and prevent the complete disintegration of the POMF-RM material. This indicates that POMF can effectively prevent the expansion of tensile cracks in the mortar material and inhibit the final damage.
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This study aims at investigating the applicability of the commonly used water saturation test methods such as distillation extraction method, nuclear magnetic resonance (NMR) method, constant weight method, and Coulomb method in the water saturation test of tight sandstone gas reservoirs. The above methods were studied and optimized to overcome the difficulties of low water content determination caused by low porosity, low permeability, small pore throat, high capillary force, and high bound water saturation of tight sandstone, to obtain relatively accurate water saturation data. The results showed that the water content data determined by the constant weight method were consistent with the known water content saturation, and the average error was 3.6%. By shortening the echo interval, the average error of water content saturation tested by the NMR method for tight sandstone samples was 4.8%. The two methods of the distillation method and Coulomb method had large errors, and both failed to meet the requirements of water saturation determination of tight sandstone, of which the average error of the former was 27.9% and the average error of the latter was 50.7%. Therefore, for tight sandstone, the constant weight method and NMR method were recommended to be used for water content saturation testing, and the distillation extraction method and Coulomb method were not recommended. The research results provided a new method for the accurate determination of water content saturation in tight sandstone gas reservoirs.
Keywords: tight sandstone, water saturation, constant weight method, distillation extraction method, Coulomb method, nuclear magnetic resonance method
1 INTRODUCTION
The water saturation of tight sandstone gas reservoirs is a key parameter for reservoir evaluation, and its accuracy is directly related to the reliability of reservoir calculation results. The methods of water saturation evaluation can be divided into direct determination method and indirect determination method. The direct methods include distillation extraction method, Coulomb method, dry distillation method, chromatographic method, nuclear magnetic resonance method, and microwave method [1–11]. In addition to the commonly used saturation logging interpretation method [12–14] and rock physical model interpretation method [15], the indirect method also includes saturation model interpretation method based on digital core technology [16, 17].
However, tight sandstone reservoirs are characterized by low porosity, low permeability, narrow pore throat, high capillary force, and high saturation of bound water [18–22]. The water content in the rock is low, and high accuracy of water content determination is required. The currently used methods of water saturation testing include constant weight method (an optimized method based on dry distillation), distillation extraction method, Coulomb method, and NMR method. Different reservoirs have different requirements for experimental test parameters. Although the commonly used methods have specific applicability, they have disadvantages. The constant weight method is prone to clay water precipitation when the test temperature is too high [2, 23], which results in abnormally large values of water saturation and leads to great difficulty in reservoir water saturation determination. The distillation extraction method has relatively low metering accuracy, and the water evaporation rate in dense cores is low [11]. The Coulomb method is commonly used in conventional oil and gas reservoirs, and the extraction degree is relatively low for low-permeability as well as dense reservoirs, which affects the experimental accuracy. The test results of water saturation by NMR method are influenced by reservoir factors such as lithology and pore structure, but also by measurement parameters such as echo interval TE and waiting time TW, the larger the echo interval TE is, the larger the error of the collected data is. When TW is not long enough, the movable fluid part with long vertical relaxation time cannot be fully recovered and the full pore fluid signal is not obtained, different reservoirs have different requirements for parameters [24–26]. Therefore, it is necessary to systematically study the test method of water saturation for tight sandstone and carry out method optimization and parameter optimization to meet the demands for water saturation determination, so as to provide a new method for the accurate determination of water saturation in tight sandstone gas reservoirs and accurate data support for tight gas reservoir evaluation.
2 SAMPLES AND METHODS
2.1 Samples
In this paper, 49 tight sandstone samples from Linxing block in the eastern edge of Ordos Basin were selected to carry out water saturation testing by distillation extraction method, Coulomb method, constant weight method, and nuclear magnetic resonance method, respectively. The samples were dense, poor in physical properties, and highly non-homogeneous, and the connected pores were poorly developed, as shown in Figure 1, which had reference value for the reliability of the test method. In Figure 1A, the mineral particles are filled with a large number of gap fillers, and the pores are mostly independent small pores. In Figure 1B, the pore scale is mostly micro- and nanoscale, and the pore morphology is complex. The porosity of the samples ranged from 2.6% to 16.3%, with an average of 9.5%, and permeability ranged from 0.0533 to 27.8 mD, with an average of 1.99 mD, as shown in Supplementary Table S1. Therefore, the rock has low water content and poor mobility.
[image: Figure 1]FIGURE 1 | The development and structure of pores of dense sandstone: (A) the development of pores based on microelectron microscopy, and (B) the structure of pores based on field emission scanning electron microscopy.
2.2 Constant Weight Method
The determination of water saturation by constant weight method is to dry tight sandstone samples to constant weight at a certain temperature. According to Recommended Practices for Core Analysis, for samples with low clay content, the experimental temperature requirement is 116°C using a conventional oven and 90°C using a vacuum oven, and the drying time is generally more than 4 h. Finally, the water saturation can be calculated using the mass of the sample before and after drying, the water density of the formation, and the pore volume of the rock. This experimental study was carried out using a conventional oven.
2.3 Distillation Extraction Method
The distillation extraction method was applied by use of a Dean Stark extraction device to heat toluene to boiling temperature, through which the water in the rock sample will be distilled out, and the volume of water will be measured. The minimum scale index value of the water trap is 0.05 ml, and the distillation extraction time is more than 48 h. The experiment can be stopped only if there is no change in the volume of water collected within 24 h, and then the pore volume of the sample was tested to calculate the water saturation of the rock.
2.4 Coulomb Method
The Coulomb method, also known as Karl Fischer titration method, is a method of moisture measurement using the principle of chemical reaction; the equipment used is a Coulomb titrator. In this experiment, 20 g of core sample was put into a mortar, 20 ml of ethanol was drawn into the mortar, and the core was quickly ground to make it mix with ethanol. After the rock was fully ground, the mortar was slightly tilted for 1 min. After the mixed liquid was stratified, 3–5 ml of the upper clear liquid was aspirated using a syringe for sealing and storing. Finally, the moisture was measured using a Coulomb titrator calibrated.
2.5 Nuclear magnetic resonance method
The determination of water saturation by the NMR method is to detect the hydrogen signal of water in rock based on the signal generated by hydrogen nuclear magnetic moment, so as to invert the water saturation value. Firstly, the samples containing formation water were tested on the machine to obtain NMR signal intensity at different T2 relaxation times. Then, the sample porosity is calculated based on the curve calibrated from the signal amount and porosity of the specimen, and the NMR porosity of the sample is obtained. Finally, the water saturation of the NMR method is obtained by calculating the ratio of NMR porosity to helium porosity.
3 RESULTS AND DISCUSSION
3.1 Constant Weight Method
The experiment of water saturation determination by constant weight method is easy to operate, and the drying temperature and time are the main factors affecting the experimental results. The experimental results of 22 pieces of fresh tight sandstone showed that the water saturation of tight sandstone remained stable when the drying temperature reaches above 105°C–116°C as required by Recommended Practices for Core Analysis, and the drying time is 8 h for each temperature point; after that, the moisture in the rocks remained almost unchanged after the samples were placed in the desiccator for 48 h. The saturation value fold line was almost flat for each sample, as shown in Figure 2A. This indicates that the current drying experimental conditions have been able to meet the testing accuracy of water saturation in tight sandstone.
[image: Figure 2]FIGURE 2 | The test results of water saturation by different methods: (A) the relationship of drying temperature and water saturation, (B) constant weight method, (C) distillation extraction method, (D) distillation extraction method vs. constant weight method, (E) Coulomb method, (F) the water saturation test error of core based on normal NMR, and (G) the water saturation test error of core based on the optimized nuclear magnetic resonance method.
Eleven dense sandstones were selected for quantitative saturation using simulated formation water, and the porosity of the samples ranged from 2.6% to 10.8%. The water saturation determined by the constant weight method was basically consistent with the known water saturation, and the relative error ranged from 0.36% to 8.87%, with an average of 3.58%; the fold line had little undulation, as shown in Figure 2B. This indicates that the water saturation measured by the constant weight method is highly accurate and can be used as a reference value for the determination of water content in the core.
3.2 Distillation extraction method
Eleven samples were selected for artificial saturation and distillation extraction experiments, and the porosity of the samples ranged from 2.6% to 10.8%, with an average of 7.1%, and the experiments were conducted according to the experimental conditions recommended by Recommended Practices for Core Analysis. The experimental results showed that some of the tight sandstones were distilled and extracted for more than 60 h before the volume of collected water could be constant, but the relative errors ranged from 4.2% to 59.0% with an average of 27.9% when compared with the constant weight method, and relative error values had significant fluctuations in the fold, as known in Figure 2C. The relative error of seventy percent samples was greater than 20%. The distillation extraction method can only determine the water content of 41.0%–95.8% in the pores of dense sandstone, with an average value of 72.1%.
Twenty-one fresh samples were selected for the determination of water saturation by distillation extraction method; the porosity of fresh samples ranged from 9.1% to 16.3%, with an average of 14.0%, and the permeability ranged from 1.77 to 6.99 mD, with an average of 3.21 mD. The physical conditions were relatively good, and the saturation of the distillation extraction method was lower than that of the constant weight method, with an average error of 12.8%, which was relatively small compared with that of the reservoir with poor physical conditions, as shown in Figure 2D. Therefore, for tight sandstone samples, this distillation extraction method is not recommended because of the large error, and the worse the physical properties, the larger the error.
3.3 Coulomb Method
As a method of water saturation test, the Coulomb method has a good application in medium–high-permeability reservoirs [6]. During the experiment, the degree of volatilization of the mixture is closely related to the grinding time. For tight sandstone, the grinding is more difficult; the longer the grinding time is, the more the mixture volatilizes, which may affect the accuracy of the water saturation test.
Ten tight sandstones (the porosity ranging from 10.7% to 16.3% with an average of 14.2%) were crushed to extract water from the rocks. The water content of the mixture was measured by the calibrated Coulomb instrument. The relative error of the measured water saturation compared to the known water saturation ranged from 35.8% to 72.3%, with an average error of 50.7%, and the fold undulation was significant, as shown in Figure 2E. This indicates that the Coulomb method cannot meet the requirements of water saturation determination of dense sandstone. The error of this method mainly originates from the pretreatment process of rock samples.
3.4 Nuclear Magnetic Resonance Method
When the reservoir geological factors are relatively stable, the experimental parameters of the NMR method have an important influence on the water saturation test [24]. In NMR logging, waiting time TW and echo interval TE are important acquisition parameters. The echo interval TE of MRIL which is the main NMR logger serving Chinese oil and gas fields is desirable at a minimum of 0.6 ms; while the TE of CMR series is desirable at a minimum of 0.2 ms, and the waiting time TW of MRIL can be 8, 9.5, or 12 s, the minimum can be 20 ms [26–28]. Xiao et al. [26] concluded that NMR porosity agrees well with conventional porosity when the echo interval is less than 0.35 ms, suggesting that the echo interval of continental reservoirs in China should be 0.3 ms.
The parameters set by the conventional NMR test were adopted to measure the water saturation of tight sandstones, and according to the characteristics of the tight sandstone reservoir with small pore development, TE was taken as 0.6 ms and TW was taken as 8 s. The known water saturation of the sample is between 76.0% and 88.1%, the water saturation measured by the NMR method is between 57.2% and 72.9%, the relative error is between 17.2% and 27.4%, and the average is 22.0%, as shown in Figure 2F. This indicated that the conventional NMR test parameters did not apply to tight sandstone reservoirs.
Tight sandstone is dominated by small pores, resulting in a weak signal and poor signal-to-noise ratio of fluid in the pores collected by NMR, resulting in large experimental errors. Short waiting time will lead to the loss of signal in large pores, and the large echo interval will lead to the loss of signal in small pores [27]. Therefore, it is necessary to optimize the parameters, shorten the echo interval, and choose a reasonable waiting time, and thus improve the MRI test accuracy.
The T2 relaxation spectra were tested with sample No. 40 as the representative, setting the TW value to 8 s and TE to 0.2, 0.4, 0.6, and 0.8 ms, respectively. Compared with the 0.2 ms NMR signal, the samples lost 29.4%, 51.6%, and 72.8% of the total NMR signals tested at 0.4, 0.6, and 0.8 ms, respectively, and the signals of both large and small pores were lost simultaneously; the smaller the TE value, the more the curve is shifted to the left, and the less the amount of signal lost in small pores, as shown in Figure 3A. The T2 relaxation spectra were tested with sample No. 40, setting the TE value to 0.2 ms and the TW value to 2, 3, 5, and 8 s, respectively; the total signal volume fluctuated within 2.9%, and four curves had high overlap, as shown in Figure 3B.
[image: Figure 3]FIGURE 3 | T2 spectra at different TE and TW values. (A) T2 spectra influenced by TE and (B) T2 spectra influenced by TW.
The above results show that for tight sandstone samples, the TE value is the key to affecting the signal volume, and it is suggested that the TE value is taken to be less than 0.2 ms, and the TW value has no obvious effect on the signal volume. This is because micro- and nanopores are developed in tight sandstone, and the NMR instrument can completely polarize the water in the pores with a short echo interval and waiting time, and the TW value can be consistent with the conventional NMR test range.
Eighteen dense sandstone samples (the porosity ranging from 5.8% to 10.7%, with an average of 9.1%) with known water saturation were selected and tested using the optimized NMR experimental parameters. Compared with the known water saturation, the relative errors of the results ranged from 0.2% to 14.6%, with an average error of 4.8%, as shown in Figure 2G. This indicates that the optimized NMR parameters can meet the requirements of the water saturation test.
4 CONCLUSION
The determination of water saturation by the constant weight method is basically consistent with the known water saturation with an average error of 3.6%, indicating that the water saturation measured by the constant weight method can be used as a reference value for the determination of moisture content in rock.
By shortening the echo interval, the relative error of water saturation in tight sandstone tested by the NMR method ranged from 0.2% to 14.6%, with an average error of 4.8%. The TE value is the key to affecting the signal volume, and it is suggested that the TE value is taken to be no greater than 0.2 ms, and the TW value can be consistent with the conventional NMR test range.
For the determination of water saturation in tight sandstone reservoirs, the constant gravity method and NMR method have high accuracy and meet the requirements of experimental testing quality, and the distillation extraction method and Coulomb method are not recommended.
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To meet the project demands of controlling the floor heaves in broken soft rocks, a new high-performance grouting material was studied. The main performance parameters of the grouting materials with different ratios, such as the setting time, the density and bleeding ratio, the viscosity, and fluidity, were investigated in the laboratory tests. The results indicated that the optimal additive ratio is 6‰. The unconfined compression strength tests and conventional triaxial compression tests were carried out on the common and reinforced mudstones, which indicate that the strengthened effect of the new grouting materials is significant. The new high-performance grouting material was applied to controlling the floor heaves of the broken soft rocks in the coal mine. The numerical simulation and filed monitoring results indicate that the new grouting material can effectively improve the strength of soft rock and control the floor heaves.
Keywords: high performance, grouting material, floor heave, broken soft rock, optimal additive
INTRODUCTION
More and more deep soft rock roadways are under construction with the increase in mining depth. The soft rock roadways have the characteristics of soft surrounding rock, low strength, and low stability, which have brought great difficulty to the development and maintenance of the roadways [1–3]. Rib spalling, roof fall, and floor heaves due to soft rock swelling occur frequently, which extremely impair the safety in coal mine production. Therefore, to explore an effective approach and technique to improve the surrounding rock structure is the key problem to be solved in soft rock roadway support [4–6].
Floor heave is a kind of large deformation failure, which also occurs in the deep soft rock roadways, results in great money loss, and greatly affects the safety production [7, 8]. Many scholars have studied floor heaves based on different methods such as laboratory tests, in situ monitoring, and numerical simulation [9–15]. Zhong et al. [16] investigated the occurrence mechanism and influencing factors of the floor heaves for soft rock tunnels by means of field investigations and geologic surveys, which provide a theoretical basis for the forecast of the floor heave. To solve the problem of stability control in soft rock roadways, Chang et al. [17] revealed the mechanism of floor heaves and designed reasonable support parameters of hydraulic expansion bolts. The results showed that the hydraulic expansion bolts can reduce the plastic zone in the floor.
In the 1940s, grouting materials were widely used in engineering. In the 1960s, organic polymer materials developed rapidly, and chemical grouting materials such as urea-formaldehyde resin, lignin, and acrylamide were successfully developed. Since the 1970s, grouting materials such as ultra-fine cement slurry and cement water–glass C-S slurry have been widely used because of their low pollution and excellent performance [18, 19]. Appropriate cement grouting is an effective floor reinforcement technique that can control excessive floor heaves. Injecting cement grout into roadway floors can provide a more uniform reinforcement throughout the floor. So far, the grouting reinforcement technique has been widely used in roadway support. The grouting material is a key factor affecting the grouting effect. Thus, many scholars have carried out considerable research works on grouting materials [20–25]. Shimada et al. [26] studied the reinforcement effect of cement grouting materials with different water–cement ratios on the floor. Sun et al. [27] carried out tests to manufacture a new anti-swelling grouting material. The results show that the optimal ratio of the additive is 5‰ when the water–cement ratio is 0.5: 1, and the grouting material can enhance the strength of the broken and swelling soft rock. To study the influence of grouting reinforcement on the mechanical properties of rock mass fractures, an innovative method for making rock mass fracture specimens is proposed by our team, which overcomes the difficulty of the original rock fracture sampling. The grouting reinforcement test was carried out on the self-developed fractured rock mass grouting system platform, and the normal and tangential mechanical loading tests were performed on the rock mass fracture specimens after grouting reinforcement [28, 29].
In this study, a new high-performance grouting material has been found. The main performance parameters of the grouting materials with different ratios were investigated in the laboratory tests. The unconfined compression strength tests and conventional triaxial compression tests were carried out on the common and reinforced mudstones, which indicate that the strengthened effect of the new grouting materials is significant. The numerical simulation and filed monitoring results indicate that the new grouting material can effectively control the floor heaves.
MATERIALS AND METHODS
Experimental Materials
The main components of the experimental materials are superfine cement and active mineral composite additives, and the cement mainly consists of CaO (49.36%), SiO2 (29.12%), Al2O2 (10.08%), Fe2O3 (6.03%), and MgO (5.41%).
Performance Parameters of Cement Grout With Different Proportions
For the broken soft surrounding rocks, the water–cement ratio of the cement grout is usually set as 1:1, 0.9:1, 0.7:1, 0.6:1, and 0.5:1, and thus the intermediate ratio of 0.7:1 is chosen in this study. The function of the active mineral composite additive is to reduce the viscosity and increase the fluidity. The additives were added into the cement grout with the increase in mass percent by 3‰. It was found that the viscosity and fluidity of the cement grout had no obvious changes when the mass percent of the additive reached 9‰, and thus, the performance tests of the cement grout were carried out with the additive ratio of 0‰, 3‰, 6‰, and 9‰.
Setting Time of Cement Grout
The initial setting and final setting times of the cement grout with different proportions were measured using the standard Vicat apparatus. The cement paste was mixed according to the ratio, filled in the mold, and then cured in the moisture curing box. The first test was performed after 30 min. When the needing test moved down to the position of about 4 ± 1 mm away from the bottom board, the cement grout entered the initial setting state, and the time from the cement addition to the initial setting state is the initial setting time. Then the mold was rotated 180° and cured again in the moisture curing box. When the depth of the needing test insertion sample is 0.5 mm, the cement entered the final setting state, and the time from the cement addition to the final setting state is the final setting time.
Density and Bleeding Ratio of Cement Grout
The bleeding ratio is used to describe the volume of the residual cement grout after stewing. The prepared cement and additive are added to the water, and fully stirred using the cement paste mixer. Then the mixture is put into the measuring cylinder, the quantity and volume are measured, and then the density of the cement grout is calculated. The grout is maintained for 2 h, the volume of the underlayer grout is read, and the bleeding ratio is calculated. When the additive ratio is less than or equal to 6‰, the density of the grout materials decreases with the additive ratio increasing. As the additive ratio continues to increase, the density shows little change. It was found that the bleeding ratio with 6‰ additive ratio was lower than those with other additive ratios.
Viscosity and Fluidity of Cement Grout
The viscosity of the cement grout is measured using the funnel viscometer. First, the cement paste is poured into the viscometer through the mesh screen, whose outlet is stanched with hand. Then a 500-ml measuring cup is put under the outlet of the funnel, and the outlet is opened. At the same time, the stopwatch is started and the flow time of the grout is signed until the 500-ml measuring cup is filled up with the grout materials. The fluidity of the cement grout is measured through the fluidity test mold. First, the fluidity test mold is placed in the middle of the test board, which is smooth, clean, and waterless. Then, the fluidity test mold is filled with the prepared grout materials, and moved on up 5–10 cm in 2 s, holding the position for 10–15 s to let the materials flow smoothly. After 4 min, the diameters of two vertical directions are measured and the average is taken, which is the fluidity of the cement grout. It was found that the viscosity of the grout materials decreases and the fluidity increases with the additive ratio increasing.
Optimal Ratio
The lower grouting pressure is usually adopted in the soft rock roadway. This requires the grout materials to have a lower viscosity and a higher fluidity, to ensure the o expansion of the infiltration radius of the grout materials. To reduce water swelling, the grout materials should have a lower bleeding ratio. Through comprehensive consideration of the physical and mechanical properties of the grout materials, the optimal additive ratio is 6‰.
Mechanical Characteristics of Grouting Reinforced Mudstone
The unconfined compression strength tests and conventional triaxial compression tests were carried out on the common and reinforced mudstones, respectively, in a RMT-301 servo-controlled rock mechanics experimental system. The mechanical parameters of common mudstone and the solid for seven and 14 days are listed in Table 1.
TABLE 1 | Mechanical parameters of mudstone and solid.
[image: Table 1]Compared with the mudstone samples, the unconfined compressive strength of the solid for 14 days increased by 108.4%, the elastic modulus increased by 273.1%, the shear modulus increased by 246.2%, and the cohesion increased by 62.3%. Compared with the solid for 7 days, the unconfined compressive strength of the solid for 14 days increased by 33.6%, the elastic modulus increased by 37.9%, the shear modulus increased by 50.3%, and the cohesion increased by 30.8%. It was found that the mechanical parameters of the solid for 7 days have reached 70% of those for 14 days, which indicate that the strengthened effect of the grouting materials is significant.
RESULTS
Engineering Application
The tape machine roadway located in the south wing of the Gubei coal mine is the main coal haulage system of the south wing. The maximum horizontal principal stress is 19.65 MPa, and the direction is 335°, which strikes obliquely to the roadway. The lateral pressure coefficient reaches an average of 1.11, and thus, the roadways are under a higher environment of geo-stress. According to the long-term on-site monitoring, the surrounding rock of the roadway is very unstable, and the floor and two sides may lose stability. The floor heave is a serious issue and threatens the stability of the adhesive tape machine and the coal haulage system.
Model Foundation
The engineering geological model of the tape machine roadway is built by UDEC based on appropriate simplification. The geometry of the model is 70 m [image: image] 45 m. There are 7,544 blocks, 51,268 units, and 48,700 joints. First, the model reaches the equilibrium state in in situ stress, and then the roadway is excavated. The combined supporting technique is applied to the shear stress concentration zone in the spandrel, the tensile stress concentration zone in the sides, and the floor: the prestressed high strength shear bolt, the prestressed anchor cable, and grouting. The grouting material is divided into common concrete grouting material (Scheme I) and high-performance grouting material (Scheme II). The space between two bolts is 700 × 700 mm, and the length of a bolt is 2,800 mm. The space between two anchor cables is 1,400 × 1,400 mm, and the length of an anchor cable is 6,000 mm. The thickness of the grouting layer is 150 mm.
Numerical Simulation Results
Stress redistribution would occur due to the excavation disturbance, and the plastic zone forms in the surrounding rock of the roadways. Figures 1–3 show the simulated results of different schemes. In Scheme I, the range of stress concentration around the roadway is relatively large, and a large shear plastic zone appears after excavation. The local block (the so-called key block) slips, forming a failure zone dominated by tension failure. The deformation at the bottom of the roadway is large. In Scheme II, because of the application of grouting reinforcement measures at the side arch, the degree of stress concentration and the area are significantly reduced. Because of the combined support of multiple means, the floor heave is greatly reduced and tends to be stable, and there are only long shear and tensile plastic zones in the bottom plate. The new grouting materials used in Scheme II have better reinforcement performance, which can effectively improve the strength of soft rock and control the floor heaves.
[image: Figure 1]FIGURE 1 | Simulated results of Scheme I.
[image: Figure 2]FIGURE 2 | Simulated results of Scheme II.
[image: Figure 3]FIGURE 3 | Floor heaves of different schemes.
Field Monitoring Results
The new high-performance grouting materials were used in managing the floor-heave problem in the tape machine roadway. Monitoring work shows that the floor heave rate reduces to 0.05 mm/d about one month after treatment, and the floor gradually reaches a steady state.
According to the monitoring results of the side deformation, the stability of the two sides after grouting has been significantly improved, and the deformation rate has been reduced from 10 mm/d to 0.5 mm/d. All the aforementioned results indicate that the new grouting materials can effectively control the floor heaves in the soft rock roadway.
DISCUSSION
The action mechanism of the grouting material proposed by us is reflected in the consolidation and enhancement of surrounding rock fissures. After grouting, the surrounding rock fissures are bonded, which improves the integrity of the surrounding rock and the shear strength and stiffness of the fissures. After the grout is filled into the fracture, a new network skeleton structure is formed, which makes the deformation modulus of the fractured rock mass increase significantly; after the fracture is filled, the stress concentration at the end of the fracture is greatly weakened or even disappears, changing the original fracture expansion and failure mechanism, and curbing the rheological deformation of the surrounding rock. The widely used cement-based inorganic grouting material is too brittle (the strain before the peak is less than 1%, and the stress is vertical drop type after the peak), the fracture surface of the surrounding rock undergoes a slight shear and tension deformation, and the grouting stone body will fail. Although resin-based organic grouting materials can meet the requirements of strength and deformation properties, they are too expensive to be used in large quantities. The grouting material proposed by us is an economical and practical one. The numerical simulation results and filed monitoring results indicate that the new high-performance grouting material can effectively improve the strength of soft rock and control the floor heaves.
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Columnar jointed rock masses (CJRM) are characterized by significant anisotropy. The mechanical properties of CJRM are complicated by the presence of columnar joints. In this paper, based on the Voronoi random graph generation algorithm, the irregular CJRM numerical model is established, in which columns are simulated by solid elements while joints are simulated by contact surface elements. Uniaxial compression tests on irregular CJRM are then conducted by using FLAC3D to investigate the deformation and strength characteristics, and failure modes. Results indicate that irregular CJRM exhibit strong anisotropy under uniaxial compression, and the compressive strength varies with joint angle in a typical U-shape curve. Failure modes can be classified as three categories: splitting failure along loading direction, shear-sliding failure along columnar joint, and combined failure of column fracturing and joint splitting. The numerical results are then compared with the experimental results. It demonstrates the effectiveness and reliability of applying numerical simulation to investigations on mechanical properties and failure mechanism of irregular CJRM. The results of this study provide helpful information for the design and construction of the project involving CJRM.
Keywords: numerical simulation, mechanical properties, failure modes, irregular columnar jointed rock mass, anisotropy
INTRODUCTION
Columnar joint is a primary tensile-fracture structure with polygonal columnar shape, which is widely developed in basalt [1–3]. Columnar jointed rock mass (CJRM) exhibits distinct characteristics of discontinuity, nonlinearity, heterogeneity and anisotropy, resulting in poor integrity and mechanical properties [4–7]. With the development of hydropower resources, CJRM is encountered in the construction of large and medium-sized hydropower engineering, such as Xiluodu, Baihetan, Jin’anqiao Ertan hydropower station in Southwest China. The existence of CJRM has caused many technical problems to the construction of these hydropower stations.
Over the past years, substantial efforts have been carried out to understand the engineering geological characteristics, physical and mechanical characteristics of CJRM and its influence on engineering characteristics by means of engineering geological investigation, in-situ test, laboratory test and numerical simulation. Based field true triaxial tests and acoustic emission technology, Shi [8] studied the failure mechanism of CJRM. Jiang [9] investigated and experimentally studied the anisotropy of deformation and strength of CJRM based on field tests. The results show that the crack propagation of columnar jointed rock mass is closely related to the primary joints and loading direction. In situ test is the most direct and effective method to obtain the mechanical parameters of rock mass in practical engineering. However, due to the high cost and complex practical environment, it is impossible to carry out a large number of repeatable tests.
Laboratory tests provide an alternative way to obtain the physical and mechanical parameters of CJRM. Due to the large sizes of individual hexagonal column in the field, it is difficult to obtain complete CJRM specimens. Laboratory model tests are widely carried out in recent years. Based on the similarity principle, Ji [10] and xiao [11] carried out uniaxial and triaxial mechanical tests on columnar jointed rock-like specimens with a similar geological structure as CJRM. Xiang [12] studied the mechanical and hydraulic responses of CJRM under coupled hydro-mechanical conditions on artificial rock-like specimens with regular arrays of hexagonal prism. By using 3D printing technology, columnar jointed rock-like specimens with complex joint network fracture are prepared to the anisotropy of strength and deformation, stress structure effect and failure mechanism of CJRM [13–15]. These results provide a new way to intuitively understand the anisotropic mechanical properties and deformation and failure mechanism of CJRM.
Numerical simulation is also an effective method to study the mechanical properties and deformation and failure mode of CJRM. Systematic research have been conducted by Die [16], Yan [17], Yan [18], from the view of establishment of numerical model, determination of characterization unit, anisotropic mechanical characteristics and the engineering application of CJRM. But it should be found that the research object is regular CJRM in these studies. In this paper, a columnar jointed rock mass model with similar column section to the field is established according to the random Voronoi graph generation algorithm. In the model, the solid element is used for the column and the contact surface element is used between the columns. To study the stress-strain relationship, anisotropic characteristics, failure modes and slip law of joint plane of irregular CJRM under uniaxial stress state, uniaxial compression numerical test of CJRM with different joint angles are carried out. The anisotropic mechanical properties and failure mechanism of irregular CJRM are revealed.
NUMERICAL MODEL AND PARAMETER DETERMINATION
Establishment of the Numerical Model
A two-dimensional Voronoi diagram with column section similar to the actual statistical law in the field is generated by using improved Voronoi iterative algorithm, shown in Figure 1A The three-dimensional joint network is then generated by stretching the two-dimensional diagram to a certain height, shown in Figure 1B. A more detailed description of the method and generated model is shown in the literature of [19]. According to the International Society for Rock Mechanics (ISRM), the numerical model of columnar jointed rock mass is cut to be circular cylinders with a height of 100 mm and a diameter of 50 mm at different column joint angles, shown in shown in Figure 1C.
[image: Figure 1]FIGURE 1 | Numerical model of columnar jointed rock mass. A two-dimensional Voronoi diagram with column section similar to the actual statistical law in the field is generated by using improved Voronoi iterative algorithm, shown in A. The three-dimensional joint network is then generated by stretching the two-dimensional diagram to a certain height, shown in B. A more detailed description of the method and generated model is shown in the literature of [19]. According to the International Society for Rock Mechanics (ISRM), the numerical model of columnar jointed rock mass is cut to be circular cylinders with a height of 100 mm and a diameter of 50 mm at different column joint angles, shown in C.
The contact surface element is used to simulate the mechanical properties between columns of columnar jointed rock mass. The slip, split and closure characteristics of joint surface can be simulated through interface in the FLAC3D software.
Based on the similarity theory, the similarity between the mechanical properties of model samples and in-situ columnar jointed rock mass is studied in the literature, in which high grade cement mortar is used to simulate basalt column, and appropriate proportion of white cement slurry is used as cementing material to simulate joints. Based on the uniaxial compression tests of cement mortar sample and column jointed basalt block sample, the characteristics of stress-strain curve, peak characteristics and failure mode are analyzed. Also, the mechanical parameters of column, joint surface and column size are determined. The column determined in Ref. [10] is a regular hexagonal prism with diameter of the column of 10 mm. In this paper, an irregular column is generated based on Voronoi diagram, with a diameter range of 7–10 mm.
Parameter Determination
The strain softening model is adopted during the numerical test calculation process. The model can better simulate the stress-strain characteristics of the specimen in the process of uniaxial compression. The column and joint parameters of columnar jointed rock mass in numerical simulation refer to the parameters calibrated in previous model test [10].
EXPERIMENTAL RESULTS AND ANALYSIS
Stress-Strain Curves
During the numerical simulation, the variation of axial displacement with loading stress is recorded and the stress-strain curves of CJRM with different joint angles under uniaxial compression are obtained, as shown in Figure 2. As can be seen from Figure 2, the stress-strain curves of CJRM with different joint angles can be divided into three stages, linear elastic deformation stage, pre-peak nonlinear deformation stage and post-peak nonlinear deformation stage.
[image: Figure 2]FIGURE 2 | Stress-strain curves of uniaxial compression tests. The part labels (A-C) are to distinguish the different stress-strain curves of CJRM with different joint angles (0°, 15°, 30°, 45°, 60°, 75° and 90°).
The deformation prosperities of CJRM exhibit different characters in different stages. It can be found that the proportion of elastic deformation stage in the stress-strain curves increases with the increase of the joint angle. This phenomenon is particularly obvious for CJRM at joint angle of 90°. With the increase of external load, some joint elements first exhibit sliding or tension failure and the stress-strain curve enters the nonlinear deformation stage. The nonlinear deformation before the peak of samples with different joint angles is different and there are obvious stress peak points in each stress-strain curve. In the post-peak stage, the deformation characteristics of CJRM with different joint angles are noticeably different. The deformation characteristics of the specimens after peak are different. For the joint angle of 75° and 90°, the specimens exhibit brittle failure characteristics and an obvious sudden stress drop can be found in the stress-strain curves. For the joint angle of 60°, the stress decreases in fluctuation due to the progressive failure of joint surface elements. For the joint angle of 0°, 30° and 45°, the stress reduction is relatively small, and the stress-strain curves show certain strain softening characteristics.
The deformation modulus, peak strength, and peak strain of columnar jointed rock mass with different dip angles are calculated from the stress-strain curves. Under uniaxial compression, the stress-strain characteristics of columnar jointed rock mass are mainly affected by the joint angle of the column. When the joint angle of the column is 0°and 30°, the strain corresponding to the peak stress of the columnar jointed rock mass is relatively large. The largest axial strain appears at joint angle of 0°, which is 7.56 × 10−3. With the increase of column angle, the strain at the peak stress of columnar jointed rock mass decreases gradually. The mechanical parameters of column are obviously higher than those of joint plane. At joint angle of 45 and 60°, the deformation of the specimen is controlled by the mechanical parameters of the joint. The specimens.
Anisotropic Properties
The variations of uniaxial compressive strength of CJRM with joint angle are show in Figure 3A. Obviously, the CJRM show strong anisotropy, where the variation curve of peak strength and joint angle exhibits a typical U-shaped trend. The maximum uniaxial compressive strength is 58.13 MPa, occurring at joint angle of 90°. The minimum strength is 4.81 MPa, occurring at joint angle of 60°.
[image: Figure 3]FIGURE 3 | Variation of uniaxial compression strength with dip angles for columnar jointed rock mass.
The deformation modulus is calculated from the stress-strain curves. It is found that the relationship between the deformation modulus and joint angle also exhibits a typical U-shaped trend, shown in Figure 3B. The maximum deformation modulus is 16.2 GPa, occurring at joint angle of 90°. The difference is that the minimum deformation modulus occurs at joint angle of 45°, which is 1.22 GPa.
The anisotropy ratio [20] is used to quantitatively describe the anisotropy degree of CJRM. The calculated strength anisotropy ratio is 12.1 and the deformation anisotropy ratio is 13.3. According to the classification standard of rock anisotropy, the greater the anisotropy ratio, the more significant the anisotropy. The result shows that the irregular CJRM has significant anisotropy under uniaxial stress.
The test results obtained by Ji [10] and Xia [13] are also shown in Figure 3. It is clearly that the relationship between peak strength and joint angle of CJRM all exhibits a typical U-shaped trend. Due to the difference of bonding modes, bonding strength and parameters, the values of peak strength are different. Since the parameters used in this paper are determined on Ji model test, the test results are close to results obtained by Ji [10].
FAILURE CHARACTERISTICS
The spatial distribution of joint failure elements at the peak strength of columnar jointed rock mass with different joint angles are shown in Figure 4. By comparing failure characteristics of columnar jointed rock mass with different joint angles, the failure modes can be summarized into the following three categories,
1) At joint angle of 0° and 15°, the CJRM specimens exhibit tensile failure of the joint surface along the loading direction. It can be seen from Fig. 8 (a) and Fig. 8 (b) that the damaged joint elements form a through fracture surface parallel to the loading direction. In the uniaxial stress state, the specimen is not constrained by the lateral confining pressure and the external load is shared by the column and joint. Because the bearing capacity of the joint surface is obviously lower than that of the column, the joint surface distributed vertically under the load first opens and fails, and finally forms a through fracture surface consistent with the loading direction under the continuous load, while there are few units that fail perpendicular to the loading direction.
2) At joint angle of 30°,45°and 75°, the CJRM exhibit shear-sliding failure. With increase of vertical load, the shear stress on the joints increases and gradually exceeds its shear strength. As a result, the joint element yields and the column slides along the yield joints. Finally, sliding failure along the joint direction of the column is formed. It can be seen from Figure 4 that there are multiple slip fracture surfaces for CJRM at joint angle of 30° and 45°.
3) At joint angle of 90°, the CJRM exhibits a combined tension–shear failure, which both crushing along the column and splitting along the joint. The vertical load exerted on the specimen is mainly borne by the column. When the stress borne by the column exceeds its compressive strength and yields, the column will undergo macro fracture, which will lead to the opening failure of the joint surface elements around the yield failure column.
[image: Figure 4]FIGURE 4 | Spatial distribution of failure elements on the column joints.
In this section, the failure characteristics of CJRM are also compared with the model test results [10–15]. Overall, the failure modes are similar. The results show that it is feasible to study the anisotropic mechanical properties and failure modes of complex irregular columnar jointed rock mass by numerical simulation. The columnar jointed rock-like specimens will lead to the discreteness of test results due to the uneven adhesion of columns. For irregular columnar jointed rock mass, there are some disadvantages such as difficulties in sample preparation and high cost of repeated test. The above shortcomings can be well solved in numerical simulation, which provide an effective and feasible way to study the mechanical properties and engineering application of similar complex jointed rock mass.
CONCLUSION
In this paper, a numerical model of irregular columnar jointed rock mass is established, in which solid elements are used to simulate the columns and adopts and contact surface elements are adopted to simulate joint surfaces. Uniaxial compression tests are carried out to investigate the anisotropy characteristics and failure modes of irregular columnar jointed rock mass. The main conclusions are as follows,
1) The curve of peak strength and deformation modulus of irregular columnar jointed rock mass versus joint angle has a U-shape, with the maximum occurring at joint angle of 90° and the minimum occurring at joint angle of 45° and 60°. Under uniaxial compression state, the columnar jointed rock mass exhibits significant anisotropy, where the anisotropy ratios of strength and deformation are 12.1 and 13.3 respectively.
2) The failure modes of irregular columnar jointed rock mass under uniaxial compression can be divided into three categories, which are tensile failure of the joint surface along the loading direction at joint angle of 0° and 15°, sliding failure along the inclined joint surface of the column at joint angle of 30°, 45° and 60° and combined fracture-tension failure at joint angle of 90°.
3) The simulation results are basically consistent with the laboratory model test, which proves that the combined column-joint simulation method can provide a new way to study the mechanical properties of jointed rock mass under complex stress state. The results of this study provide helpful information for the design and construction of the project involving CJRM.
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The main exploring technology of No.7 Yanchang Formation of the Triassic reservoir in the Ordos Basin adopts quasi-natural downhole energy driven by volume fracturing, and the region production thus cannot be improved by an injection well network. Enhanced oil recovery (EOR) has been carried out through an enhanced imbibition process during reservoir stimulation work. To further understand the oil-water displacement mechanism, a thin-cut chips of shale imbibition experimental study was carried out. Simultaneously, nuclear magnetic resonance (NMR) changes of the fluid within the pores of chips were measured. This method was used to evaluate the application effect of imbibition surfactant in use, and the field practice was compared and analyzed by means of a chemical tracer among dozens of clusters in the same horizontal well.
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INTRODUCTION
The active No.7 Yanchang Formation of the Triassic source rock play, located in the west-central Ordos Basin region, is a significant unconventional reservoir that occupies more than 370 thousand square kilometers covering more than five provinces of Northwest China. No.7 Yanchang Formation is made of organic-rich fine sandstones, siltstones, and mudstones with present-day total organic carbon (TOC) values of up to 2–22 wt% with an average level of 13.8%. The formation ranges in depth from 2000 to 2,500 m with a downhole temperature between 57.2 and 75.2°C and pressure coefficient as low as 0.74–0.82.
Notably, decades ago, shales here were seldom considered valuable reservoirs. The petrophysical properties of shales, such as ultra-low permeability, heterogeneous mineralogy, and pole structure complexity made conventional water injection-production systems unavailable and resulted in recovery factors typically below 10%. Thus, horizontal drilling and multi-stage hydraulic stimulation technology has been employed for the last few decades to unlock significant hydrocarbon resources in low and ultra-low permeability (micro- and nano-Darcy) unconventional reservoirs.
To conquer the unavailability of effective water displacement exploration, surfactant solutions have been proposed to facilitate the imbibition of water into the shale matrix and thus enhance oil production [1–4]. As can be seen in Figure 1, the recovery mechanisms of surfactants are the rock-wettability change toward a more water-wet state and the comparation of interfacial tension (IFT) between the aqueous and oleic phases [5]. During the develop process of No.7 Yanchang Formation, surfactant assistant spontaneous imbibition (SASI) was introduced and an anionic-nonionic surfactant imbibition assistance reagent was applied in stimulation operation as the pad fluid [6, 7]. After the operation, wells were shut immediately for at least 10 days without flowback, to ensure the injected surfactant was thoroughly imbibed.
[image: Figure 1]FIGURE 1 | The hypothetical mechanism imbibition process.
In this work, three core chip samples were created and studied. Laboratory core flood experiments were performed on the chips with different permeability in the range 0.1–0.4 10−3 μm2. The core chips were enveloped and flooded with dyed oil or surfactant solution to experimentally simulate the imbibition process occurring downhole, and then each stage of the flood result was accumulated by color recognition software to calculate the residence volume. Nuclear magnetic resonance (NMR) measurements were conducted during every key status to image the imbibition quantity of the chips and confirm the visual interpretation values. Field application of the SASI operations vs. production rates was also compared and analyzed. The field practice of imbibition assistant reagent was compared by means of a chemical tracer among dozens of clusters in the same horizontal well.
EXPERIMENTS
Core Chips Preparation
Several No.7 Yanchang Formation core chips with a range of permeability from 0.18 to 0.39 10−3 μm2 were used in this study. First, play rocks drilled from downhole were cut into same-sized rectangle chips to fit the flood item, and then were cleaned using toluene followed with methanol through the Soxhlet extraction apparatus at 65–70°C for 6 h. The dry weight, length, and diameter were measured. Basic petrophysical properties were measured by the same-positioned rock column core sample. The average petrophysical properties are listed in Table 1.
TABLE 1 | Petrophysical properties of core chips used in imbibition test.
[image: Table 1]Surfactant
The amphiphilic structure of surfactant molecules can improve the wettability of the rock surface, increase hydrophilicity, and enhance imbibition efficiency. When reaching above the critical micelle concentration (CMC) value, the micelles make the rock become water wet. The performance of the imbibition assistance reagent applied in No.7 Yanchang Formation is mainly aimed at matching appropriate interfacial tension, rapidly changing wetting angle, and stabilizing adsorption, and its performance has been shown in Table 2 and described in detail within previous work [8, 9].
TABLE 2 | Surfactant basic performance used for imbibition test.
[image: Table 2]Imbibition Runs Setup
The purpose of the experiment is to simulate the imbibition process of the reservoir during fracturing, shut-in, and production. In the field, surfactant solution is injected as pad fracturing fluid, which is then filtered into the matrix during the fracturing process, after that imbibition equilibrium is achieved by a shut-in well, and oil is recovered under normal formation energy. Hence an imbibition runs experiment consists of an imbibition cell with a photographic camera system to record and present each seepage step [10]. Two face-to-face pieces of glass are used to fix the core chips, with one end left on each side to connect the fluid, and both sides are vacuumed synchronously to ensure that the bond layer between glass and rock chip is as dense as possible. Then the imbibition unit is used to simulate the entire process through the following steps as shown in Figure 2, where capital letters W, V, S, O, and P stand for brine water, vacuum pump, surfactant solution, oil, and pressurize pump, respectively. An NMR scan of the core chips was conducted to detect water distribution in the pores of each step.
1) Vacuum. We clamped the A end hose with sealing pliers and connected the A end hose to a burette filled with brine water. Then, we connected the B end of the cell to the pump. We turned on the vacuum pump and vacuumed the cell for at least 5 h.
2) Saturate brine. We closed the sealing pliers at the B end of the cell, closed the vacuum pump, and then opened the sealing pliers at the A end of the cell to saturate the core chip with brine water, and shut A end when the water level of its container did not change significantly. This process simulates water filling rock pores first under geological conditions.
3) Saturate oil. We connected the A end of the cell with the oil (colored red), opened the sealing clamp of the B end of the cell, pressurized the oil of the A end of the cell, and made the oil enter the core chips. This step was finished when the B end of the cell produced oil and the color of the core did not change significantly. This process simulates the process of oil displacing water to occupy pores after oil generation.
4) Surfactant imbibition. We connected the A end of the cell with the colored surfactant solution, opened the sealing clamp of the B end of the cell, pressurized the waterway of the A end of the cell, and made the water enter the core chips. Then, we closed both ends for a certain time when the B end of the cell produced water and the color of chip did not change significantly. This step simulated the fracturing fluid entering the formation and remaining in the formation for a certain time during the development process (for shale cores in Ordos Basin, it is generally 50 h, which was obtained through the core weight change test in previous work).
5) Production process simulation (oil reverse flooding). We connected the B end of the cell with the oil, opened the sealing clamp of the B end of the cell, pressurized the oil, and made the oil enter the core chip reversely. The process was completed when the A end of the cell produced oil and the core color did not change significantly. This process simulates the process of oil entering the wellbore after fracturing.
[image: Figure 2]FIGURE 2 | Core chips imbibition runs process steps: (A) Vacuum; (B) saturate brine; (C) saturate brine; (D) saturate oil; (E) production process simulation.
RESULTS
By performing the imbibition process described above, the residual fluid in the core chips shows various colored points. By identifying the difference thresholds of contrary colors of water and oil—blue represents water, red represents oil—the chromatographic graph of water residence after oil reverse flooding was created by Nikon nis-Elements Documentation software. As the imbibition result detailed in Table 3, it can be concluded that the lower the core permeability, the greater the amount of imbibition retention.
TABLE 3 | Surfactant solution retention volume after imbibition process.
[image: Table 3]Figure 3 shows the T2 relaxation time spectra of typical cores under different circumstances. All curves reflect the distribution of water in the pores under every experimental condition. The curve between the saturated water state and saturated oil state is considered to be the distribution of original brine and oil in the pores, the curve between the saturated oil state and final state of water flooding is the distribution of movable oil in the pores [11].
[image: Figure 3]FIGURE 3 | NMR map of movable fluid imbibition and displacement within typical cores.
During imbibition runs, T2 NMR scanning and pore size conversion were conducted, and the results are shown in Figure 4. After oil reverse flooding, the curve deviates to the right compared with the NMR map of surfactant flooding. In order to obtain comparison differences, A2 and A3 are selected for comparison on account of their permeability difference. This shows that medium and small pores were encroached by surfactant solution when imbibition was thoroughly processed. When oil reverse flooding the core chips, oil can only drain easily into the large pore throat. The entering of oil and water into the relatively smaller pores of the core chips is difficult when imbibition balance has been achieved, the long narrow holes have been filled with surfactant absorption. In Figure 4, as can be seen in both NMR maps, the saturation fraction of small pores decreased while that of large pores increased. At the same time, it can be found that this phenomenon is weakened in the relatively higher permeable A3 chip.
[image: Figure 4]FIGURE 4 | NMR comparison of rock chips after imbibition and after oil reverse flooding (upside A2、downside A3).
Case for Surfactant Imbibition With Liquid Chemical Tracer
In order to demonstrate the development effect of surfactant imbibition, seven stages of fracturing tracer monitoring were carried out to evaluate the productivity contribution of the imbibition agent within the horizontal section of the same well. Relatively, the effects of slickwater with no surfactant fluid on production under nearly the same downhole environment were compared for another seven stages using a chemical tracer to provide a basis of normal operation. The horizontal section was about 1,500 m long, and designed to fracture 97 clusters of 24 stages, among them 14 stages were monitored by the tracer. Seen from Table 4, surfactant imbibition has the role of enhancing oil recovery, when the optimal surfactant solution is used as pad fluid, it can enhance oil recovery by 22.9%.
TABLE 4 | Comparison of imbibition fluids on production.
[image: Table 4]CONCLUSION

1) The visualized core chips observation experiment and NMR statistical results quantitatively analyzed the imbibition process in the shale core. Residence water volume shows the lower the permeability of the core, the greater the efficiency of the surfactant imbibition agent.
2) Field cases showed that when the reservoir physical property parameters are very similar, the proper surfactant is helpful in boosting the average oil and water production, and the application effect in between fracturing stages in the same well also reflects this statistical result.
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Microbial-induced calcium carbonate precipitation (MICP) is a promising technique for strengthening soil. The influences calcium sources (calcium chloride, calcium acetate, and calcium nitrate) and seawater/freshwater environment on the improvement of coral sand were studied. A microbial-induced calcium carbonate precipitation (MICP) aqueous solution experiment was carried out to explore the influence of the different calcium source and seawater/freshwater on the relationship between calcium carbonate precipitation and time. Coral sand column treatment tests were conducted to investigate the environmental impact on soil strengthening. The results show that the actual production of calcium carbonate is 20% lower than the theoretical value. Calcium chloride was found to be the optimal calcium source in terms of the seawater environment affect 2% of calcium carbonate production compared with the freshwater environment. The results of tests on three different calcium sources (calcium chloride, calcium acetate, and calcium nitrate) showed that seawater adversely affected the unconfined compression strength (UCS) and the tensile splitting strength (TSS) of strengthened specimens compared with freshwater. The UCS and TSS values in the freshwater environment were approximately 30–45% higher than those in the seawater environment. Nevertheless the strengthened specimens in the seawater environment exhibited high strength, and the MICP improvement effect can be guaranteed. Therefore, The MICP technology can be used to improve coral sand for construction work in seawater environments.
Keywords: MICP, coral sand, freshwater, seawater, calcium source
1 INTRODUCTION
Biomineralization has been extensively studied over the recent decades [1–4]. The mechanism of microbial-induced calcium carbonate precipitation (MICP) involves bacterial hydrolysis of urea to metabolites, which react with ambient substances to produce a large quantity of precipitates. Thus, microorganisms are used to facilitate urea hydrolysis to produce carbonate and ammonium ions. In an alkaline environment, carbonate ions in solution react with calcium ions to form calcium carbonate [5, 6]. Studies have been performed to investigate the effects of microbial characteristics (including the type of bacteria), the cementation solution, temperature, salinity, and the pH on MICP-treated sand [7–13]. The environment and the calcium source are important factors in reactions. Bacterial growth is affected by freshwater and seawater [14]. Different types of crystals are induced by different calcium sources [15, 16]. MICP has been studied as a potential solution to environmental problems and soil stabilization in many engineering fields, such as the remediation of heavy-metal-contaminated soil [17, 18], the mitigation of soil liquefaction [19–21], reduction of permeability and improve the durability of concretes material [22], the sequestration of atmospheric CO2 [23], and the suppression of sand dust emissions [24].
Coral sand is mainly composed of calcium carbonate (almost 95%), It is a special kind of sand deposited and mixed by calcareous biological skeleton and other marine debris under temperature and pressure [25, 26]. As calcium carbonate has internal pores and a unique mineral composition, calcium carbonate particles are easily broken, and coral sand is considerably lower in strength than silica sand [27, 28]. The use of traditional ground improvement techniques, such as cementing, lime grouting, or other types of chemical pulp, in site construction can pollute the sea environment [29, 30]. In addition, applying these traditional methods to solidify coral sand involves numerous challenges, including the absence of engineering classification for coral sand, poor in situ drilling results and inadequate geophysical testing methods [31]. Therefore, microbial-induced calcium carbonate precipitation (MICP) has been introduced to improve coral sand. It has been reported that bacteria can form crystals in water, which explains the extensive deposits of CaCO3 in places such as Grand Bahama [32]. Using common microbial bacteria to solidify loose sand will increase the required ratio of urea to calcium sources. The initial shear stiffness and shear strength of the treated samples increased, and the failed samples exhibited the characteristics of strain-softened [33]. Sporosarcina pasteurii was used as a nucleation site to study the physical and biochemical properties of calcium carbonate precipitation [34]. Four bacterial strains—Thalassospira sp, Halomonas sp, Bacillus pumilus, and Pseudomonas qrimontii—were isolated from sediments and deep seawater, and the induced precipitates contained different percentages of magnesium calcite (including MgCO3 and CaCO3), aragonite and monohydrocalcite, thus a hypothesis was formulated that carbonate precipitation can enable the survival of bacteria populations in some habitats [35]. Wei et al [36]. sequentially investigated different precipitates induced by isolated marine bacteria. Previous studies have focused on enhancing the mechanical properties of coral sand in freshwater environments. In recent years, numerous studies have been conducted on the biological treatment of coral sand, especially in seawater environments.
The main objective of this study is to investigate the influence of the environment and the calcium source on strengthening coral sand. Two control groups (freshwater and seawater) were used in this study. Preliminary experiments were conducted on aqueous solutions containing seawater. Then, experiments were conducted to obtain the stress-strain curve and failure modes of strengthened specimens. X-ray diffraction (XRD) analysis and scanning election microscopy (SEM) were conducted on the obtained calcium carbonate crystals. Different calcium carbonate samples exhibited quite different crystal forms and microstructures, showing that the influence of MICP technology on coral sand specimens requires further study. Experiments were performed using three common calcium sources (calcium chloride, calcium carbonate, and calcium nitrate) and two different environments (seawater and freshwater) to determine the effects of the calcium source and the environment on the quantity and structure of the crystals formed. The results of this study can serve as a reference for future coral sand column tests.
2 EXPERIMENTAL INVESTIGATION
2.1 Materials
2.1.1 Characteristics of Loose Coral Sand
Coral sand was obtained from the Sanya region of the South China Sea. The sand particles were full of intragranular pores, and the calcium carbonate content was more than 95%. The mechanical properties of the coral sand particles were as follows: specific gravity Gs = 2.7–2.8 g/mm³, porosity e = 0.94–1.01, dry density ρd = 1.38–1.41 g/cm³, average grain diameter D50 = 0.36, coefficient of uniformity Cu = 5.49, and coefficient of curvature Cc = 7.87.
2.1.2 Bacterial Suspension
Sporosarcina pasteurii (ATCC 11859) was used as the urease microorganism. The culture medium contained the following components per liter of deionized water: 20 g of yeast extract, 10 g of NH4Cl, 2.4 g of NiCl·6H2O, 1 g of MnSO4·H2O; the medium had a pH of 8.5-9 and was sterilized at 121°C for 30 min, followed by cooling to 25°C. The organisms were then incubated under aerobic conditions at 30°C at 121 r/min for approximately 24 h. A bacterial suspension was grown to a urease activity of 1.45 mM urea/min.
2.1.3 Cementation Solution
A total of 6 groups of different cementation solutions were prepared with freshwater (FW)/seawater (SW) and different calcium sources: CaCl2 with freshwater (CF), CaCl2 with seawater (CS), Ca(CH3COO)2 with freshwater (HW), Ca(CH3COO)2 with seawater (HS), Ca(NO3)2 with freshwater (NW), and Ca(NO3)2 with seawater (NS). Deionized water produced by laboratory water purification was used as freshwater, and the seawater was obtained from the Sanya region. Both the freshwater and seawater were disinfected with ultraviolet light before the experiments were conducted. Different calcium sources, corresponding to CaCl2, Ca(CH3COO)2, and Ca(NO3)2, were easily obtained and used to study the effects of different environments on MICP. The cementation solution was a mixture of urea and the calcium source. A 1:1 ratio of the calcium source and urea, both at a concentration of 0.5 M, was used. The cementation solution was not sterilized. The composition of the liquid medium used for each group of samples is shown in Table 1.
TABLE 1 | Composition of liquid medium for each group.
[image: Table 1]2.2 Methods
2.2.1 Preliminary Experiment
Tests on MICP aqueous solutions were conducted using six groups of specimens under different experimental conditions. Each solution consisted of 5 ml of the bacterial suspension and 250 ml of the cementation solution that were mixed in a conical flask. A preliminary investigation of the effects of seawater and the different calcium sources was conducted, ensuring sufficient contacting between the bacterial suspension and the cementation solution during the entire test process. The flasks containing the solutions were placed on a magnetic stirring apparatus. The same rotating speed was maintained for all the solution mixtures. A volume of 1 ml was extracted from each sample mixture and analysed to determine the Ca2+ consumption, pH and final production of calcium carbonate.
2.2.2 MICP Treatment for Strength Enhancement of Loose Coral Sand
The same bacterial suspension was used in sand column experiments to measure the Ca2+ consumption and the final production of calcium carbonate. The sand column moulds were fabricated from a stainless-steel wire sieve (diameter: 42 mm, height: 79 mm). The coral sand column was prepared by sand pourer. All the samples had an approximately 0.5 pore volume and were grouted with the bacteria solution. A volume of 800 ml of the cementation solution was used per beaker. The samples were soaked in a 0.5 M cementation solution in glass beakers, which were placed on a magnetic stirring apparatus. A seawater environment was simulated by maintaining rotors at the same speed in the glass beakers. The sand columns were left in the cementation solution for 10 days. A schematic of the experimental apparatus is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Schematic diagram of reinforcement device.
2.2.3 Mechanical Tests
The unconfined compression strength (UCS) and tensile splitting strength (TSS) are important indexes used to measure the effect of reinforcements in a sample. Cylindrical specimens of coral sand with a 44-mm diameter and a 79-mm height reinforced by MICP were tested. Before the experiment each of specimen was dried to dry state. The UCS and TSS of the coral sand column specimens were tested using an Instron-3367 electronic universal testing machine. The UCS test was conducted under strain-controlled conditions at a uniform loading rate of 1 mm/min. In a Brazilian test, two pads are placed on the top and bottom of a cylindrical sample. Opposing linear loads are applied simultaneously until splitting failure occurs along the sample diameter. The splitting strength of the sample is thus obtained. The Brazilian test was conducted under strain-controlled conditions at a uniform loading rate of 0.25 mm/min in this study.
2.2.4 Microscale Analysis
Six samples of calcium carbonate precipitates were ground to powders. The sample mineralogy was determined by subjecting the powders to XRD analysis (using a Bruker D8 advance powder X-ray diffraction slow scanning device). The accelerating voltage was set to 40 kV, and an electric current of 35 mA was used. Scans were run from 10° to 80° 2θ at 10°/min. After completion of the test, the sample components were comparatively analysed using Jade 6.5 software. The sample morphology was determined by SEM (using a Nano Nava S230 field emission electron scanning microscope produced by FEI). A Cressington 208HR sputter-coater was used to prepare the samples for SEM analysis.
3 RESULTS
The results of several coral sand column experiments were used to determine the effect of a seawater environment on samples treated with MICP using different calcium sources (calcium chloride, calcium acetate, and calcium nitrate).
3.1 pH
During the preliminary test (Figure 2), the pH values of six samples in group A were measured to study the differences between freshwater and seawater environments. The carbon dioxide produced by bacterial respiration reduced the pH of the solution [37]. As all the final products were acidic, the pH values of all the specimens were less than 7. Ammonium chloride was the most acidic substance, followed by ammonium nitrate, and ammonium acetate was neutral.
[image: Figure 2]FIGURE 2 | pH in Group A of freshwater and seawater environment. (A) Group A CaCl2, (B) Group A Ca(CH3COO)2; (C) Group A Ca(NO3)2.
3.2 Ca2+ Consumption
Figure 3 shows the calcium ion consumption with time for group A in different environments. The calcium ion consumption for the calcium chloride group increased over the first 150 h, whereas that of the calcium acetate group increased during the first 100 h, and that of the calcium nitrate group increased during the first 12 h. The average calcium ion consumption in the SW environment was lower than that in FW. The highest and lowest quantity of calcium ions were consumed by the calcium chloride and calcium nitrate groups, respectively, in both FW and SW.
[image: Figure 3]FIGURE 3 | Ca2+ consumption in Group A of freshwater and seawater environment. (A) Group A CaCl2; (B) Group A Ca(CH3COO)2; (C) Group A Ca(NO3)2.
3.3 CaCO3 Final Product
The differences between the theoretical and actual CaCO3 content are shown in Tables 2, 3 and in which Table 2 is correspond to the preliminary experiment and Table 3 is correspond to sand column experiment. The theoretical CaCO3 content was estimated from Ca2+ consumption determined using the EDTA method, and actual content was determined from a dry precipitation experiment. In the preliminary experiment, the actual CaCO3 content was lower than the theoretical CaCO3 content, and the actual reduction rate was approximately 20%. The same trend was observed in the sand column experiments as in the preliminary experiment, and the actual reduction rate was approximately 20–50%. Comparing Tables 2, 3 shows that the final production of calcium carbonate in the seawater environment was slightly lower than in freshwater. Thus, the seawater environment had little influence on the calcium chloride group.
TABLE 2 | Relationships between theoretical mass value of calcium carbonate product and actual mass value of aqueous solution experiment.
[image: Table 2]TABLE 3 | Relationships between theoretical mass value of calcium carbonate product and actual mass value of cementation solution experiment.
[image: Table 3]3.4 UCS and TSS Values
In Figure 4, the UCS of the samples is higher in the freshwater environment than in the seawater environment. In Figure 4A (CaCl2 group), the UCS is approximately 7.3 MPa for sample B1 is 39.7% higher than that of sample B2. In Figure 4B (Ca(CH3COO)2 group), the UCS of approximately 5.5 MPa for sample B3 is 30.9% higher than that of sample B4. In Figure 4C (Ca(NO3)2 group), the UCS of approximately 5 MPa for sample B5 is 39.7% higher than that of sample B6.
[image: Figure 4]FIGURE 4 | Unconfined compression strength (UCS) in Group B of freshwater and seawater environment. (A) Group B CaCl2; (B) Group B Ca(CH3COO)2; (C) Group B Ca(NO3)2.
The trends in the TSS and UCS values are consistent. Therefore, the TSS of the samples is higher in the FW environment than in SW. In Figure 5, the TSS of approximately 3.03 MPa for sample C1 is 34.6% higher than that of sample C2. The TSS of approximately 2.2 MPa for sample C3 is 43.2% higher than that of sample C4. The TSS of approximately 1.85 MPa for sample C5 is 29.7% higher than that of sample C6. Seawater has the strongest effect on Ca(CH3COO)2, followed by CaCl2, and Ca(NO3)2.
[image: Figure 5]FIGURE 5 | Tensile splitting strength (TSS) in Group C of freshwater and seawater environment. (A) Group C CaCl2; (B) Ca(CH3COO)2; (C) Ca(NO3)2.
3.5 Relationship Between UCS and TSS
The relationship between the uniaxial compressive strength and the tensile splitting strength is plotted in Figure 6.
[image: Figure 6]FIGURE 6 | Relationships between UCS and TSS.
The ratio of the TSS value to the UCS value (the tensile-compressive ratio) is approximately 1:2.4, that is, the tensile strength is approximately 40% of the compressive strength. The approximate linearity of this ratio shows that the tension-compression ratio has little relation to the calcium source and the reinforcement environment.
3.6 XRD
Salinity is an important index for distinguishing seawater from freshwater. The average salinity of the seawater was 34.15‰, and the trace elements in seawater affected the calcium carbonate crystals. In Figure 7A (CaCl2 group), the calcium carbonate crystal in A1 (FW) is calcite, whereas the A2 (SW) crystal is a mixture of calcite and aragonite. In seawater, partial calcite induced by microorganisms was transformed into aragonite. In Figure 7B (Ca(CH3COO)2 group), the A3 (FW) crystal is a mixture of calcite and vaterite, whereas the A4(SW) crystal is a mixture of aragonite and vaterite. In Figure 7C (Ca(NO3)2 group), the A5 (FW) is calcite, whereas the A6 (SW) crystal is aragonite. Thus, the calcite crystals were completely transformed into aragonite in seawater.
[image: Figure 7]FIGURE 7 | X-ray diffraction (XRD) images of calcium carbonate crystals from different samples: (A) CaCl2; (B) Ca(CH3COO)2; (C) Ca(NO3)2.
3.7 SEM
Figure 8 shows the morphology of calcium carbonate obtained in the preliminary experiment (Group A). The following morphologies can be observed in the figure: Figure 8A: blocky and flaky calcite are combined into aggregates; Figure 8B: blocky calcite and columnar aragonite are closely agglomerated; Figure 8C: hexagonal vaterite and a small quantity of columnar aragonite are slightly clustered; Figure 8D: acicular (columnar) aragonite is scattered along with a small quantity of spherical vaterite; Figure 8E: agglomerates of blocky calcite and Figure 8F: scattered local clusters of long columnar and acicular aragonite.
[image: Figure 8]FIGURE 8 | Scanning electron microscopy (SEM) images of carbonate precipitation from group A. (A) CaCl2 (FW); (B) CaCl2 (SW); (C) Ca(CH3COO)2 (FW); (D) Ca(CH3COO)2 (SW); (E) Ca(NO3)2 (FW); (F) Ca(NO3)2 (SW).
Figure 9 shows the morphology of calcium carbonate obtained in the column experiments (Group B). The crystals in group B were mainly calcite and aragonite, with a small quantity of vaterite. The morphologies were as follows: Figure 9A: calcite; Figure 9B: aragonite and a small quantity of calcite; Figure 9C: aragonite and calcite; Figure 9D: aragonite and a small quantity of vaterite; Figure 9E: calcite and Figure 9F: aragonite.
[image: Figure 9]FIGURE 9 | Scanning electron microscopy (SEM) images of carbonate precipitation connected with coral sand from group B. (A) CaCl2 (FW); (B) CaCl2 (SW); (C) Ca(CH3COO)2 (FW); (D) Ca(CH3COO)2 (SW); (E) Ca(NO3)2 (FW); (F) Ca(NO3)2 (SW).
4 DISCUSSION
During the biochemical reaction, urea was hydrolyzed to ammonia and carbon dioxide that were converted to ammonium and carbonate ions in the alkaline environment. Ca2+ in aqueous solution combined with CO32− and was adsorbed on the surface of sand particles to function as an intergranular cement [38].
4.1 Analysis of CaCO3 Precipitates
The formation of aragonite was promoted by the magnesium ions in SW by two main mechanisms. First, as the magnesium ions had a smaller particle size and a higher hydration ability than the calcium ions [39], the magnesium ions could be considered as impurities that inhibited the growth of the calcite crystal [40]. Second, at a high magnesium ion content in SW, magnesium ions entered the inner calcite lattice and existed as magnesium-containing calcium carbonate. However, magnesium ions could not enter the inner lattice of aragonite [41].
As amorphous calcium carbonate (ACC) was transformed into calcite under the continuous action of magnesium ions, ACC crystals gradually dissolved and self-assembled into linear ordered nanoparticles. The number of spherical particles decreased with time and gradually turned into acicular aragonite [40]. These particles eventually formed a substance at steady state. The aragonite content increased with the magnesium ion concentration, and the crystal transformed from columnar to acicular. The formation of a calcite crystal was strongly inhibited by the presence of magnesium ions, especially at magnesium ion concentrations above 0.5 mol/L [42]. In addition, acicular aragonite was induced by trace sulfate ions.
It was confirmed that when Ca(CH3COO)2 was the calcium source, calcium carbonate was mainly produced as acicular aragonite. When CaCl2 and Ca(NO3)2 were the calcium sources, calcium carbonate was mainly produced as massive calcite.
4.2 Analysis of Bacterial Metabolic Process
It is mainly considered in seawater environment that the effects of ions (sodium, magnesium, calcium, chloride, sulfate, bromide, and carbonate ions) on bacterial metabolism. In 1957, Danish scientists first discovered that ATPase was the only active when coexisting with magnesium, sodium and potassium ions. ATP was hydrolyzed into ADP and phosphoric acid (Pi), and energy was released autonomously and efficiently transport K+ into the cell and Na+ outside of the cell. The same calcium source and urea were used in the two trials (FW and SW) performed in this study. Thus, the same carbonate ions were obtained from bacterial hydrolysis of urea. The carbon dioxide produced by microbial respiration dissolved in water to form carbonate ions. In the presence of Na+ and other ions in SW, bacterial respiration weakens to maintain vital characteristics and cell electrolyte balance [43]. Therefore, a relatively small quantity of energy was used in the bacterial metabolism to produce CO2 in SW and a small quantity of calcium carbonate was precipitated compared with FW.
5 CONCLUSION
The objective of this paper was to study the influence of a seawater environment and different calcium sources on strengthening coral sand. The following conclusions are drawn.
The results showed that the actual production of calcium carbonate is 20% lower than the theoretical value. Calcium carbonate production was lower in the seawater environment than in the freshwater environment. The theoretical calcium carbonate production in the calcium chloride group was 2% less in seawater than in freshwater. The corresponding decrease for the calcium acetate and calcium nitrate groups was 7 and 20%, respectively. It can be concluded that the seawater environment had a slight influence on the calcium chloride group. Thus, calcium chloride is an optimal calcium source for reinforcement.
The results of tests on three different calcium sources (calcium chloride, calcium acetate, and calcium nitrate) showed that the seawater environment adversely affected the UCS and TSS of enhanced coral sand columns compared with a freshwater environment. The results of MICP experiments on aqueous solutions showed that the pH and calcium ion consumption were lower in SW than in FW for the same calcium source. The UCS and TSS were higher in the freshwater environment than in the seawater environment. The UCS and TSS values were approximately 30–45% higher in the freshwater environment than in seawater. Nevertheless, the enhanced coral sand column exhibited high strength in a seawater environment. Therefore, MICP technology can be used to solidify coral sand foundations in seawater environments.
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Carbonate gas reservoirs in the eastern Sichuan Basin are featured by low matrix permeability and well-developed fractures, caves, and faults, which result in complicated fluid flow and connectivity. The Wubaiti Carboniferous gas reservoir is an earlier developed block in Eastern Sichuan with a development history of 27 years. The geological features, e.g., block structure and fault development, have been extensively studied, but a few studies address the connection relationship and gas–water interface of the DT 2 well area in the north. To solve this problem, this paper proposes a reserve simulation method based on the conventional connectivity analysis, which calculates the reserves of different gas–water interfaces in the well area. Combined with production performance analysis, the well-controlled reserves and drainage area were also determined. The analysis verifies the connectivity between wells. Integrating with interference testing, fluid properties, and seismic and geological data, the connection relationship between well areas is further clarified. The results show that the northern water bodies of the DT 2 well area consist of two independent and disconnected water bodies. There is a blocking zone between the DT 2 and DT 3 and DT 4 wells, which causes the disconnection of water bodies but the connection of gas. The results also indicate that the eastern water body of the main area and the eastern water body of the DT 2 well area are part of a uniform water body with a uniform gas–water interface. The research method is significant for the connectivity research of similar gas reservoirs.
Keywords: carbonate rock, gas reservoir, connectivity, gas-water interface, blocking zone
INTRODUCTION
Connectivity evaluation is the key to designing a reasonable development policy for gas reservoirs and ensuring the efficient development of natural gas. Carbonate gas reservoirs in the Eastern Sichuan Basin have the characteristics of low matrix permeability, well-developed fractures and caves, and a high density of faults. The reservoirs are highly heterogeneous, and the fluid flow and connectivity relationships are very complicated. The Wubaiti Carboniferous gas reservoir has a long development history of 27 years in Eastern Sichuan. Geological features such as block structures and fault development have been studied extensively, but the connection relationship and the gas–water interface in the DT 2 well area, north of the development area, remain unknown. Understanding the gas reservoir connectivity and gas–water relationship has a significant meaning for finding water control measures and proposing technical countermeasures to extend the production life [1–4].
GEOLOGICAL SETTING AND DEVELOPMENT FEATURES
The Wubaiti block is located in Kaijiang County, Sichuan Province, and Kaizhou District, Chongqing City. It belongs to a local structure at the northern end of the Datianchi high-steep structural belt in eastern Sichuan, which is a short-axial anticline. The second member of the Huanglong Formation is the primary natural gas-bearing interval, and the first and third members of the Huanglong Formation are secondary. The accumulative thickness of the gas reservoir ranges between 25 and 35 m, and the total thickness of the reservoir is up to 25.12 m. The gas-bearing reservoirs are highly heterogeneous with an outstanding difference in permeability, and the high and low permeability intervals are staggered. Well-test interpretation results show that most wells have the flow characteristics of multilayer composite formations. The low permeability reservoir is commonly located at the edge of the gas field. Reservoir space includes four types of pores, caves, throats, and fractures, and the reservoir space is dominated by fracture pores. Additionally, the fractures are generally fault-related. The methane content of natural gas is over 95%, which is a dry gas reservoir. The gas reservoir is surrounded by edge water, and the type of formation water is CaCl2. The original formation pressure of the gas reservoir is 59.74 MPa with a pressure coefficient of 1.33. The depth of the middle part of the reservoir is -4,175 m above sea level with a formation temperature of 113.03°C. The gas reservoir type is a stratigraphic–structural composite trap gas reservoir with weak edge water. There are 53 gas wells and 23 water-producing gas wells within the study block, and the cumulative gas production is 201.6 × 108 m3. The gas production of each well varies dramatically with a high proportion of water-producing well (the absolute open flow rate of gas wells: 8–60 × 104 m3/day). Previous studies suggest that the reason and rule for water production are very complicated [5–8].
CONNECTIVITY AND GAS–WATER DISTRIBUTION IN THE DT 2 WELL AREA
There are currently six wells in the DT 2 well area in the northern part of the block, of which DT 3 and DT 4 are water-producing wells. The early production well (DT 2) has a higher gas production than the later production wells (DT 022-1, DT 002-2, and DT 002-3). The interference test results approved that with the exploitation of DT 2 well, the measured formation pressure of DT 3 and 4 wells keeps decreasing. The DT 3 well decreased from the original 64.93–58.03 MPa, and the DT 4 well dropped from 60.19 to 46.32 MPa. DT 002-1, 002-2, and 002-3 wells are located between Fault 1 and Da13 Fault (Figure 1). These three wells penetrate the same trap and intervals with the DT 2 well, and the formation pressure of these three wells maintains decreased since the start of production. It indicates that DT 2 well is connected with DT 3 and 4 and DT 002-1 and 002-2 wells.
[image: Figure 1]FIGURE 1 | Structure map of the lower Permian bottom of Wubaiti structure belt. Yellow block shows extent of study gas reservoir.
The initial formation pressure of DT 2 well converted to an altitude of -4,175 m in the middle of the main gas reservoir is 59.48 MPa, which is consistent with the converted formation pressure (59.53 MPa) of the main gas reservoir. To verify the connectivity between the DT 2 well area and the main area, interference tests were carried out in the study block. In January 1992, the formation pressure of the DT 2 well was 59.79 MPa after the completion of the well. TD 15 well was put into production in October 1993. DT 2 well measured formation pressure of 59.03 Mpa in July 1994, which was 0.76 Mpa lower than when the well was completed. (The shut-in casing pressure of the TD 15 well was 48.4 Mpa when the well was opened. In July 1994, the well's production casing pressure was 37.86 Mpa, and the pressure change value was 10.44 Mpa.) In addition, the Da 13 fault has a relatively small displacement at the northeastern end of the block, which does not completely breach the Carboniferous reservoirs. The discussed data all demonstrate that the DT 2 well area is connected to the main area of the gas reservoir.
The TD 23 well in the eastern part of the main area of the block is a water-producing well. The gas–water interface in the main area has been confirmed to be −4,700 m by many data. Because the DT 2 well area is connected to the DT 3 and 4 well water-bearing areas and the main gas reservoir area, the gas–water interface data determined by the gas and water well pressure intersection method are shown in Table 1. It can be seen from Table 1 that the calculated gas–water interface results are quite different. According to the actual drilling data of DT 3 and 4 wells, the gas–water interface is around −4,200 m (the calculation result has errors due to the previous pressure drop in DT 4), which is quite different from the main area. Two questions, therefore, arise: what is the depth of the gas–water interface in the DT 2 well area, and what is the distribution and connection of the surrounding water?
TABLE 1 | Table for calculating gas–water interface in the Datian 2 well area by the pressure intersection method.
[image: Table 1]CONNECTIVITY ANALYSIS
To solve the problems mentioned earlier, firstly, the seismic data, geological data, oil, gas, and water properties, and interference testing data are integrated to investigate the connection relationship between the well areas. Then, a reserve simulation method is introduced into the conventional connectivity analysis method. By simulating the reserves of different gas–water interfaces in the well area constrained by the well-controlled reserves and gas drainage range determined by the production data, the connection relationship between the well areas have been further clarified [9, 10].
Analysis of Oil and Gas Properties
According to the natural gas analysis results of each well, the natural gas composition in the main area of the gas reservoir is basically similar to that of the gas wells in the DT 2 well area. They all have a high-volume percentage of CH4 above 95%, a low percentage of heavy hydrocarbons below 0.6%, and a low percentage of non-hydrocarbons. Therefore, it is believed that the geological environment of oil and gas preservation in each well area is consistent, which indicates a high possibility of well connection.
Analysis of Production Characteristics
The DT 2 well was put into production in September 1994. The initial daily gas production was 32.1 × 104 m3. This well penetrated into a well reservoir with a high density of fractures. The formation water began to be produced in February 2003, but the initial water production was not high, with a daily water production of approximately 1–2 m3/day. Water production has been on the rise in the later stage, but the overall water production is not large. The water production types of gas wells in the Wubaiti block can be divided into two types: partially sealed water and edge water intrusion. Due to the limited energy of the water, the water–gas ratio of the partially sealed water is usually characterized by a gradual decrease. The water–gas ratio of the DT 2 well has increased year by year, which is in line with the type of water produced by edge water intrusion. The cumulative gas production of the DT 2 well before water breakthrough is 3.53 × 108 m3, and the calculated drainage radius is approximately 500 m. Therefore, the gas–water interface is estimated to be approximately −4,700 m.
Seismic and Geological Data Analysis
According to the seismic interpretation results, the seismic survey line 86DTC-D470 section shows that the carboniferous on the hanging wall of Fault 1 has not been thoroughly eroded and has a thick residual thickness (Figure 2). In contrast, the seismic reflectors of the carboniferous strata on the footwall of Fault 1 are weak, and the formation becomes progressively thin toward Fault 2. The reservoir thickness distribution map was conducted based on the latest geological research results, such as logging and cores. It shows that there is a thinning zone between DT 2 well and DT 3 and 4 wells (Figure 3). Consequently, it is inferred that a series of block zones exist between DT 2 well and DT 3 and 4 wells.
[image: Figure 2]FIGURE 2 | Seismic profile of line 86DTC-D470. Location is marked in Figure 1.
[image: Figure 3]FIGURE 3 | Reservoir thickness map of Huanglong Formation in Wubaiti Carboniferous gas reservoir.
Reserve Simulation Method
According to the analysis of single-well production characteristics and the calculation results of dynamic reserves, DT 2, DT 002-1, DT 002-2, and DT 002-3 wells have an accumulative gas production of 13.1 × 108 m3. The total dynamic reserves of the four wells are 24.3 × 108 m3. The ratio of dynamic and static reserves in the block is taken as the average value of 0.83, which translates into geological reserves to be approximately 29.3 × 108 m3. The gas reservoir numerical model method is used to simulate different gas–water interfaces, and then, the geological reserves are calculated. Two reservoir models are designed for reservoir numerical modeling. Comparing the calculated reserves with the geological reserves converted using dynamic data, we can determine which model is able to reflect the actual reservoir structure.
Model 1: DT 3, 4, and 2 wells are connected without blocking zone, and the gas–water interface is set as −4,200 m.
According to the structural map, there are two small traps in the east and west in the DT 2 well area in the north. The western small trap currently has no well control. Therefore, only the eastern trap of the DT 2 well area is considered for the reserve comparison. In the numerical model (Figure 4), the gas–water interface is set as −4,200 m. According to parameters such as porosity, saturation, and effective thickness, the geological reserves are calculated to be approximately 23.5 × 108 m3. It is far from the 29.3 × 108 m3 of geological reserves converted from the dynamic data and even smaller than the dynamic reserves. Therefore, this model cannot represent the actual reservoir structure.
[image: Figure 4]FIGURE 4 | Gas–water distribution map of Wubaiti Carboniferous gas reservoir (gas–water interface of Datian 2 well area is −4,200 m).
Model 2: There are blocking zones among DT 3, 4, and 2 wells, and the gas–water interface in the northeast of the DT 2 well area is set as −4,700 m.
In the numerical model (Figure 5), the gas–water interface of the eastern trap is set at −4,700 m. According to parameters such as porosity, saturation, and effective thickness, the geological reserves are calculated to be approximately 30.2 × 108 m3. It is very close to the geological reserves converted from the dynamic data, which is 29.3 × 108 m3. Therefore, it is inferred that the gas–water interface in the northeast of the DT 2 well area is −4,700 m, which reflects the actual situation of the gas reservoir.
[image: Figure 5]FIGURE 5 | Gas–water distribution map of Wubaiti Carboniferous gas reservoir (gas–water interface in the eastern trap of Datian 2 well area is −4,700 m).
In summary, in the eastern trap of the DT 2 well area, there should be some kind of blocking zone at the northeast end of Fault 1 between the DT 2 well and the DT 4 well. These blocking zones divide the water body in the northern part of the well into two independent and disconnected water bodies. However, the blocking zones are not high enough to block the gas flow in the upper gas cap and only block the lower water body (Figure 6). The water body in the east of the DT 2 well area and the water body in the main area should be the same water body and have the same gas–water interface.
[image: Figure 6]FIGURE 6 | Schematic diagram of gas–water distribution with blocking zone.
CONCLUSION

(1) Carbonate gas reservoirs in the eastern Sichuan Basin are affected by factors such as cracks and faults, and their internal structure is complex, which results in complex fluid flow and connectivity.
(2) The results show that the northern water body of the DT 2 well area should be two independent and disconnected water bodies. The eastern water body of the main body area and the eastern water body of the DT 2 well area should be the same water body with the same gas–water interface. There is a blocking zone among the DT 2 and DT 3 and 4 wells, which leads to the gas connection in the well area and the disconnection of the water body.
(3) The reserve simulation method is introduced into the connectivity analysis method. By comparing the calculated reserves of different gas–water interfaces through reservoir modeling with the well-controlled reserves determined by the dynamic analysis method, better analysis and verification of the inter-well connectivity relationship is achieved. It has a strong significance for similar gas reservoirs during the connectivity analysis.
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Coral mud is widely distributed in the South China Sea. Studying deformation laws of coral mud is important to the infrastructure development in the South China Sea. In this article, a one-dimensional oedometer test of coral mud under near-natural conditions is performed. The exponential fitting model, Burgers model and ODGM model are used to analyse the time-strain relationship of coral mud under different vertical pressures. The self-fitting accuracy and prediction accuracy of the three models under different vertical pressures are compared. Then, the number of data points used in the model was reduced, and the associated change in accuracy and model stability of the three models were analysed. The study found that the ODGM model has high self-fitting, high prediction accuracy, and a high model stability when the number of data points is reduced, which describe the long-term nonlinear deformation of coral mud more accurately.
Keywords: creep, grey model, deformation prediction, oedometer test, coral mud
1 INTRODUCTION
With the continuous exploration and development of the ocean and the construction of related projects such as ports and airports, land resources are becoming increasingly scarce. More available land resources can be obtained by hydraulic fill, which can help alleviate the shortage of coastal land. The settlement and consolidation characteristics of clay have thus become important objects of research. Some researchers [1, 2] suggested that natural settlement can be divided into dispersed free settling, flocculation free settling, zone settling and consolidation settling according to the difference in initial water content, and believes that while the upper soil particles settle, the bottom is also consolidating [3]. designed test equipment that can measure sedimentation, demonstrating more effective research methods. To study the behaviour of clay under constant vertical stress, a one-dimensional oedometer test is typically used to study this time-strain relationship.
Regardless of the field test or laboratory test, the relationship between the deformation of clay under constant vertical stress and time appears to be nonlinear. This deformation, which continues to develop with time, is called creep [4, 5]. Two different hypotheses (A and B) have been used as a basis of discussion to determine whether creep exists in the primary consolidation stage. Hypothesis A purports that creep occurs only after the completion of the primary consolidation settlement stage, such as [6, 7]. Hypothesis B purports that creep exists throughout the consolidation settlement process, as described by [8, 9]. Based on Hypothesis B, various creep constitutive models have been proposed by researchers worldwide [10]. proposed a logarithmic relationship between the vertical stress and the strain under different load durations the one-dimensional oedometer test of normally consolidated soil. Also [11], replaced these e-lgp curves under different load durations with a set of parallel lines called instantaneous compression lines and assumed that these parallel lines of the same distance are 10 times forward. The isotache concept describes the characteristics of long-duration creep behaviour well, but simply treating the e-lgp relationship as a straight line cannot describe the true curves of long-term creep under constant vertical stress [9]. proposed a nonlinear creep equation that considers the limit state and unloading expansion through a multi-staged loading oedometer test that consists of loading and unloading stages. Some researchers proposed a series of fractional order models to analyze the creep of coral sand [12–14]. In addition, many studies have attempted to describe creep behaviour through component models [15], such as the Maxwell model [16] and the Merchant model [17].
Whether using the empirical, component, semiempirical or semitheoretical model, most researchers use the fitting method to analyse the strain-time curve. An accepted data analysis method, the fitting method is simple and convenient but causes experimental data to move closer to a certain artificially prescribed curve shape. The fitting method also yields large differences in accuracy and parameters for different types of soils under different conditions. In addition, the results of laboratory samples are often markedly different than experimental results (e.g. [18], and the fitting parameters obtained through laboratory tests often cannot be directly applied to practical applications. The amount of data from conventional geotechnical tests is not sufficient to support the big data analysis methods that have emerged in recent decades. The small data analysis methods for “less data and poor information” represented by the grey systems theory [19] can be applied to the analysis of these geotechnical test data. Currently, in the geotechnical field, current grey system theory is often used in risk analysis, soil quality assessment [20] and subgrade settlement prediction [21].
In this study, a set of laboratory one-dimensional oedometer tests is used to analyse the time-strain relationship under constant vertical stress using the exponential fitting model, Burgers model and grey model separately. By comparing the advantages and disadvantages of the three models with regard to self-fitting, prediction, and model stability when the number of data is reduced, the possibility of using the grey system to predict long-term nonlinear deformation is analysed. Results show that the grey model method has a significantly better degree of fitting, accuracy and stability when analysing the time-strain curve under different vertical stresses.
2 MATERIAL AND TEST DETAILS
2.1 Material
Corals only grow in warm waters at shallow depths in the tropical ocean between the Tropic of Cancer in the Pacific Ocean, the Indian Ocean, and the Red Sea. Coral mud is an inanimate marine soil mass that is formed by the accumulation of bones and shells of coral populations after a long period of geological action. Due to hydraulic separation, coral mud will appear under the seabed as layers.
The coral mud investigated in this study is sampled from the South China Sea and has a calcium carbonate content of more than 97%. The properties of the soil are shown in Table 1; Figure 1. The colour of coral mud is white to light yellow; the particles has marked edges and corners; and the particle size distribution is uneven. Scanning electron microscopy (SEM) images of the coral mud are shown in Figure 2 and show that the particles are primarily striped and needle-shaped.
TABLE 1 | Basic properties of the coral mud.
[image: Table 1][image: Figure 1]FIGURE 1 | Particle size distribution of coral mud.
[image: Figure 2]FIGURE 2 | SEM tests of coral mud.
2.2 One-Dimensional Oedometer Test
In this study, a multi-stage loading (MSL) oedometer is employed to investigate the soil behaviour in one-dimensional (1D) conditions. The sample is 20 mm high and 61.8 mm in diameter. Filter paper is attached to the top and bottom of the sample, and drainage stones are placed. A dial gauge with an accuracy of 0.01mm was used to measure the vertical strain. During experiments, the water level in the tank is kept higher than that in the sample to ensure that the sample in the ring cutter is always saturated. The specimens are placed into the steel ring, and the internal surface of the ring is applied with silicone grease to minimize possible friction.
Before the test, the coral mud is dried, ground and sieved to form a soil sample with an initial water content of 45.5%, and the loading ratio of the test is 1. Vertical stresses of 25, 50, 100, 200, 400, 800, 1,600, and 3,200 kPa are applied to the specimen in sequence. The loading time for each level lasted for 8 days, and the loading time for the first and last levels is 14 days to ensure that the specimen had gone through a sufficiently long test. Under different constant vertical stresses, the variations in vertical strain with time are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Relationship of vertical strain and time (log-scale) of coral mud.
Figure 3 shows that when the loading ratio is 1, the time-strain relationship curve of each level is similar to the vertical.
3 CREEP MODEL
In this study, the exponential fitting model, Burgers model and grey model were used to analyse the time-strain data of specimens under different vertical stresses.
3.1 Grey Systems Theory
In 1982 [22], first proposed the concept of grey systems theory, which manages uncertain systems with partially known information by generating, mining and extracting useful information from available information. An entire array of new hybrid branches of study, such as grey hydrology, grey geology, grey theory, grey methods of breeding, grey medicine, grey systems analysis of regional economics, etc., have been developed along with the opportunity presented by grey systems theory. In the 1990s, grey systems theory was first applied to the field of soil deformation prediction and was then widely used to predict settlement.
After nearly 40 years of development, the grey model has now developed into a variety of forms to manage different data types. These grey models can be used as independent modules that can be easily used.
3.1.1 GM (1,1) Model
GM(1,1) stands for the first-order grey model in one variable and is the most classic form of the model. Let X(0) = (x(0)(1), x(0)(2), , x(0)(n)) be a sequence of raw data. We denote its accumulation generated sequence by X(1) = (x(1)(1), x(1)(2), , x(1)(n)). Then:
[image: image]
is referred to as the original form of the GM(1,1) model. The original form of the GM(1,1) model is essentially a difference equation, and the parameter vector [image: image] in the formula can be estimated by the least square method:
[image: image]
[image: image]
Based on the original form of the GM(1,1) model and the model parameters estimated by Eq. 2, the model obtained using the solution of the original difference Eq. 1 as the time response is called the original difference form of the GM(1,1) model, which is called the original differential GM (1,1) model (ODGM).
3.1.2 Application of the Isotache Concept in Grey Model
In the one-dimensional oedometer test, the strain of the soil increases rapidly within a short period of time at the initial stage of load application; with increasing time, the rate of strain increase tends to be slow.
Grey systems theory requires that a grey model be developed based on the original data at equal intervals. When data are obtained from unequal intervals, it is necessary to pre-process the original data through methods such as linear interpolation or an improved grey model. However, these data processing methods will cause errors of varying degrees, thus requiring us to design a better data reading program to avoid unequal reading time intervals as much as possible.
Although the reading programs of commonly used one-dimensional oedometer tests are different, most follow the law that the reading interval gradually increases as the time of vertical load acting on the specimen increases.
Combining the related assumptions of the isotache concept [23], this paper redesigned the reading program. The new reading method is to read according to equal logarithmic time interval (i.e., to read when lg  t = 0.8, 1, 1.2, …). The new reading program can ensure that the reading data can be used in the model directly, which avoids errors during pre-processing.
3.2 Empirical Model
An empirical model is simple and easy to use but only sums up equations from data and lacks theoretical guidance. The physical meaning of an empirical models parameters may also not be clear. In addition, the parameters of different specimens vary markedly under different conditions, and model generality is poor.
In this article, the simplest and most commonly used exponential fitting is used for comparative analysis, and the fitting equation is:
[image: image]
where A1, t1 and y1 are the fitting parameters of the exponential fitting model.
3.3 Component Model
When selecting a component model to describe the long-term nonlinear relationship of the soil, the number of parameters should be minimized to improve accuracy. This paper uses the Burgers model as a comparison model that consists of a Kelvin body and a Maxwell body connected in series (Figure 4), which can describe the three stages of instant deformation, decay deformation and steady deformation during deformation [24].
[image: Figure 4]FIGURE 4 | Sketch of Burgers model.
The constitutive equation of Burgers model is:
[image: image]
where E1 is the elastic modulus of the Maxwell body and E2 is the elastic modulus of the Kelvin body. When the vertical stress σ is constant, Eq. 5 can be written as:
[image: image]
where [image: image] and [image: image].These parameters can be obtained by fitting. When t = 0. Taking the derivative of Eq. 6 yields:
[image: image]
When t → ∞, [image: image]. Taking the second derivative of Eq. 7 yields:
[image: image]
In the Burgers model, the instant deformation after loading is only related to E1, while the decay deformation and steady deformation are related to E2, η1 and η2.
For any t ≥ 0, ɛ′′(t) < 0. This means that the delay deformation rate will continue to decrease with increasing time and continue to tend to [image: image]. This result is consistent with the conclusion that creep will always exist from the creep test at Vienna University of Technology [25], which lasted for 42 years.
4 TEST RESULTS AND DISCUSSION
A total of 20 reading points in 6 s–11 h 5 min under 8 different vertical stresses were used to establish exponential fitting, Burger model and ODGM model, respectively, and the strain within 27 h 47 min-175 h 15 min was predicted. Thus, for a specimen under a constant vertical pressure, the strain of approximately 175 h is predicted through the data of the first 11 h, and the predicted data obtained through the models are compared with the real data of the test.
The vertical strain of the test data and the three models with time is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Relationship of vertical strain and time (log-scale) and prediction results of three models under different vertical stresses.(textbf(A) σ =25 kPa, textbf(B) σ =50 kPa, textbf(C) σ =100 kPa, textbf(D) σ =200 kPa, textbf(E) σ =400 kPa, textbf(F) σ =800 kPa, textbf(G) σ =1600 kPa, textbf(H) σ =3200 kPa)
4.1 Model Self-Fitting
The self-fitting parts of the exponential fitting model, Burgers model and ODGM model are analysed, and the fitting parameters of the exponential fitting model under different constant vertical stresses are shown in Figure 6A.
[image: Figure 6]FIGURE 6 | Fitting parameters under different vertical stresses. (A) is exponential, (B) is Burgers.
Figure 6A shows that the parameters of exponential fitting under different vertical stresses exhibit no strong trends, and there are large differences between the parameters. These results show that under different vertical pressures, the shape of the curve obtained by exponential fitting is not always similar. Some fitting parameters of the exponential fitting model are large both in magnitude and in confidence interval, which makes the model have a higher risk of instability.
The fitting parameters of the Burgers model are shown in Figure 6B.
The parameters of the Burgers model are generally regular. As the vertical pressure increases, E1, E2, and η1 also increase and show a higher linear correlation, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Relationship of parameters of Burgers model and vertical stress.
The ODGM model does not set parameters; thus, there is no need to discuss changes in model parameters. For each model, we define the average absolute error Δ, then:
[image: image]
where x(i) is the calculated value of the model and xa(i) is the real reading value. The average absolute error between the calculated value and the real value of the model within 6 s–11 h 5 min is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Relationship of mean absolute error and time (log-scale) of three models in the process of self-fitting.
Figure 8 shows that all three models have good self-fitting accuracy. After approximately 1 h of loading, the relative error of the three models fluctuates similarly, and the self-fitting error is larger at the point of maximum curvature of the original data curve in this time period.
Compared with the two other models, the Burgers model can describe the deformation at the initial stage after loading accurately.
As the loading time increases, the exponential fitting model can express the subsequent deformation better, and its fitting curve tends to be straight. However, the fitting curve that approximates a straight line cannot describe the change in the initial stage of loading. In addition, the parameter values and confidence intervals obtained by the fitting are too large, which makes the model at risk of instability.
The ODGM has the advantages of both: errors are relatively smoothly distributed in a small range throughout the stage, and possible defects of the fitting method are avoided.
4.2 Model Prediction
Using the exponential fitting model and Burgers model parameters obtained via self-fitting in Section 4.1 and continuing to calculate the ODGM sequence obtained in 4.1, the predicted values of the three models at the subsequent prediction points 27 h 47 min-277 h 47 min are obtained. The average absolute error Δ between the predicted values of the three models and the real readings is shown in Figure 9.
[image: Figure 9]FIGURE 9 | Relationship of mean absolute error and time (log-scale) of three models in the process of prediction.
Figure 9 shows that when predicting the long-term deformation, the average absolute error between the exponential fitting model and the ODGM model is generally within 0.15, and the average absolute error of the Burgers model is relatively large, which means that the model fails rapidly.
The Burgers model has a high degree of fit in the early self-fitting stage and can better describe the characteristics of the double S-shaped curve of the time-strain relationship, but the error between the predicted value and real value increases rapidly when the self-fitting curve is extended. Therefore, the model is not suitable for model prediction but is more suitable for analysis of the entire process of vertical strain-time.
Although the exponential fitting model achieves a high prediction accuracy, its predicted value may be larger or smaller than the real data under different vertical stresses. It is impossible to determine whether the prediction result is safe or biased. In practical engineering applications, this prediction result is unfavourable. In the fitting process of strain-time relations under different vertical stresses in this paper, the fitting curves with higher prediction accuracy are shown in Figures 5B–F, and the fitting parameter values are all large. This results indicates that the fitting curve of the exponential fitting model tends to be straight and cannot describe the double S-shaped curve characteristics of the time-strain relationship.
In general, the ODGM yields higher accuracy and more stable changes in error during self-fitting and prediction, and can also ensure that the prediction results are in the area with larger real values, ensuring the safety of the prediction results in practical applications.
4.3 Model Prediction With Reduced Data Points
To further compare the stability and prediction accuracy of the three models, based on Section 4.2, the data used by the model were reduced, and the number of data involved in the model fitting were reduced from 6 s to 11 h 5 min (20 data points in total) to 6 s- 2 h 46 min (17 data points in total) and 6 s- 41 min (14 data points in total). ODGM model calculation, Burgers and exponential fitting model fitting were performed, and predictions were made. The fitting and prediction results are shown in Figure 10.
[image: Figure 10]FIGURE 10 | Relationship of vertical strain and time (log-scale) and prediction results of three models under different vertical stresses (20 data points/17 data points/14 data points). (textbf(A) σ =25 kPa, textbf(B) σ =50 kPa, textbf(C) σ =100 kPa, textbf(D) σ =200 kPa, textbf(E) σ =400 kPa, textbf(F) σ =800 kPa, textbf(G) σ =1600 kPa, textbf(H) σ =3,200 kPa).
4.3.1 Model Self-Fitting With Reduced Data Points
As the number of data points used for self-fitting decreased, the average absolute error Δ under different vertical stresses is shown in Figure 11.
[image: Figure 11]FIGURE 11 | Relationship of mean absolute error and vertical press (log-scale) of three models (20 data points/17 data points/14 data points)
As the number of data points involved in the model was reduced, the self-fitting accuracy of the three models remained good. The average absolute error of the Burgers model and the exponential fitting model fluctuated sharply, while the ODGM fluctuated relatively smoothly.
The self-fitting accuracy of the exponential fitting model was marginally reduced, and the self-fitting accuracy of the Burgers model was markedly improved by reducing the number of data points. This result again demonstrates that the Burgers model can more accurately describe deformation at the initial stage of loading, while the exponential fitting model is better at describing the long-term deformation after loading. The variation in the mean absolute error of the ODGM is small throughout the stage, indicating that the model is stable.
The parameter changes of the exponential fitting model with reduced data points are shown in Figure 12A.
[image: Figure 12]FIGURE 12 | Exponential fitting parameters under different vertical stresses (20 data points/17 data points/14 data points)). (A) is exponential, (B) is Burgers.
The changes in the parameters of the exponential fitting model are more chaotic. Compared with Figure 6A, the parameters vary markedly with the change in vertical pressure, but the parameters of the data under the same vertical stress will also change markedly with the reduction in the number of data points involved, as shown in Figures 10G,H. This result shows that the exponential fitting model has poor stability.
As shown in Figure 12B, the parameter changes of the Burgers model exhibit strong trends. As the number of data points decreased, A and C decreased, while B and D increased. The changes in these parameters are maintained within a small range.
4.3.2 Model Prediction With Reduced Data Points
The cumulative absolute error between the predicted value and the real value of the strain obtained under different vertical pressures in different prediction methods is shown in Figure 13.
[image: Figure 13]FIGURE 13 | Relationship of mean absolute error and vertical stress (log-scale) of three models in the process of prediction (20 data points/17 data points/14 data points).
Figure 13 shows that as the forecast data decreased, with the reduction in data points, the cumulative absolute error of prediction between the exponential fitting model and ODGM model remained in a relatively low range, while the cumulative absolute error of the Burgers model increased rapidly.
Observing the cumulative error of the exponential model fitting and the ODGM model, the cumulative absolute error was found to fluctuate more severely, which indicates that the instability of the prediction gradually increases.
The average absolute error of each model at the prediction point under different vertical stresses is shown in Figure 14.
[image: Figure 14]FIGURE 14 | Relationship of mean absolute error and time (log-scale) of three models in the process of prediction (20 data points/17 data points/14 data points).
When the number of data points involved in the model decrease, the error of the Burgers model increased markedly and quickly failed. These results further demonstrate that although the model yields a high self-fitting accuracy, it is not suitable for prediction.
Compared with Section 4.2, the shortcomings of the instability of the exponential fitting model are stronger. Although this model yields marginally higher accuracies, its parameters have a wide range of change, and the parameters may also change drastically when the number of data points are reduced, as shown in Figures 10G,H. For the same data, when the model is fitted with fewer data points, its predicted trend may swing up and down the measured value, as shown in Figures 10D,H.
The error of the ODGM method is small, and the error increase is still small as the number of data points decreases. The predicted values are always marginally higher than the real values; thus, the predicted values of the model will be in a safe range in real engineering applications.
5 CONCLUSION
In this study, an exponential fitting model, Burgers model and ODGM model are developed for the one-dimensional oedometer test of coral mud in the South China Sea. The strain-time model under different vertical pressures is established, and the influence of a reduced number of data points involved in the model is considered. The accuracy, parameter changes and model stability of the three models are analysed. The conclusions of this study are as follows:
1. During the self-fitting process, all three models yield high accuracies. The parameters of the Burgers model exhibit certain trends, but the parameters of the exponential fitting model exhibit none. The grey systems theory model represented by ODGM avoids the appearance of parameters and avoids errors caused by artificial linearity during the fitting process, which is a more modern and scientific model.
2. During prediction, the Burgers model quickly fails, and the prediction accuracies of the exponential fitting model and the ODGM model are high. The predicted value of the exponential model fluctuates around the real value, while the predicted value of the ODGM model is stable in a safe range.
3.The ODGM model produces a high self-fitting and prediction accuracies but can also predict soil deformation when the reading time is tens of times the reading time within a few hours and can ensure sufficient model accuracy.
In future research, the grey model should be introduced to better describe the long-term nonlinear time-strain relationship of the soil under a certain vertical pressure. By introducing the grey model into the three-dimensional constitutive model, the long-term nonlinear deformation characteristics related to time can be described more accurately and conveniently.
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The effect of nano-clay (NC) on hydration and microstructure of grouting materials was investigated under different erosion conditions. Six different contents of NC specimens were prepared. This study investigated the effect of NC on the mechanical properties and microstructure of grouting materials under chloride ion erosion and standard curing conditions (SCCs), using ultrasonic pulse velocity (UPV), uniaxial compressive strength (UCS), Fourier transform infrared spectroscopy (FT-IR), and scanning electron microscopy (SEM). The experimental results demonstrated that the nano-core effect can promote the formation of the core reaction of grouting materials and accelerate the hydration process. With the NC increase, the hydration products of ettringite (AFt) and calcium silicate hydrate (C-S-H) also increases. Under chloride ion erosion, it was obtained that when NC was less than 2%, the UCS and UPV were improved. As the NC content is 2%, the hydration reaction is the most appropriate. However, under high humidity conditions, as the NC content is 1%, the amount and density of AFt increased and the formation of C-S-H gel enhanced. The hydration reaction inhibited, and the mechanical properties of grouting materials decreased when NC was further increased. It indicated that the complex underground engineering environment affected the hydration mechanism of nano-grouting materials.
Keywords: corrosion, ultrasonic pulse velocity, NC, hydration reaction, microstructure
INTRODUCTION
There is an increasing demand for underground engineering in China, such as coal mines, subway repair, and tunnel reinforcement. Therefore, cement grouting materials are widely used in underground engineering to ensure the overall stability of the project [1, 2]. However, due to the complex conditions of the underground engineering, the existing cement grouting materials suffer several issues, such as low bearing capacity and easy craking. Efforts have been made to overcome these shortcomings. Nanomaterials are unique in that they have many different chemical and physical properties, such as small size, surface, and quantum effects, compared with traditional materials [3, 4]. Therefore, compared with ordinary material particles, nanomaterial particles have higher catalytic activity and chemical activity. With the development of nanotechnology, more and more nanomaterials have partially replaced cement and have been widely used in the modification of concrete materials, such as nano-clay [5], nano-graphene [6, 7], nano-TiO2 [8], nano-SiO2 [9], and carbon nanotubes (CNT) [10].
Liu et al. [11] showed that with an additional 1% nanoCaCO3, the strength was improved by 111 and 108% at 7 and 28 days by the cement mortar. Essawy et al. [12] showed that the strength of a cement specimen increased by 5% after adding 5 wt% nano TiO2. However, Hassan et al. [13] found that the compressive strength of 2% nano-TiO2 changed a little, even presented a decreasing trend. Nazari et al. [14] studied the influence of nano-Al2O3 on the compressive strength of concrete under different curing conditions, and the results showed that under saturated lime water and water curing conditions, the maximum dosage of nano-Al2O3 was 2 and 1%, respectively.
The aforementioned analysis indicated that the properties of nanomaterials were unstable and needed to be further discussed [15–17]. Very few authors focused on the NC to increase the performance of grouting materials in complex environments, such as, ion erosion, and soaking water. In addition, the grouting material with small particle size required for small-scale damage caused by underground stress has not been reported. Therefore, the systematic research of the influence of NC on grouting materials with small particle sizes in complex underground engineering environments is the most important step.
This work aims to study the properties of nano-grouting reinforcement materials under different erosion conditions. Different erosion conditions and six different contents of NC samples were prepared, and the hydration mechanism of NC has been studied. The main preliminary results were obtained by microstructure experiments.
MATERIAL AND SPECIMEN PREPARATION
Raw Materials
The experimental materials used were sulphoaluminate cement clinker (CSA) and anhydrite, purchased from Shandong Cement Co., Ltd. and Xian Anhydrite Plant, respectively. The composition of sulphoaluminate cement clinker was tested by XRF to be 11.51% SiO2, 43.59% CaO, 2.10% Fe2O3, 29.96% Al2O3, 8.06% SO3 and 2.12% MgO. And the composition of anhydrite was tested by XRF to be 3.50% SiO2, 49.80% CaO, 0.51% Fe2O3, 1.13% Al2O3, 41.23% SO3 and 3.16% MgO. At the same time, compound admixture and nano-clay materials were also added to the grouting reinforcement materials. Nano-clay was purchased from Hebei Trading Co., LTD. Nano-clay was classified as nano-clay with a powdery appearance and white color. The composition of the nano-clay was tested by XRF to be 75.95% SiO2, 2.19% CaO, 1.70% Fe2O3, 4.31% Al2O3, 41.23% SO3, 0.68% MgO, and 0.76 Na2O.
Specimen Preparation
The mixed proportion (CSA cement clinker:anhydrite:compound additives is 80, 20, and 3%) was fixed. The content of NC was added at 0, 1, 2, 3, 5, and 7 wt% for a fixed W/C of 1.0. The specimens were 50*100 mm (diameter*height), the specimens were solidified and placed in a solution of chloride ions, the chloride ion solution was prepared with NaCl, and 5% chloride ion solution was prepared according to the test requirements, and other parts of specimens were cured under standard curing conditions. The compressive strength and ultrasonic pulse velocity were tested using the system of GCTS RTR-1000 rapid triaxial rock testing. The FT-IR was measured by using a Nicolet iS10 FT-IR spectrometer, and the range was from 400 to 4,000 cm−1. SEM analysis was carried out using a Hitachi SU8010 Japan system.
EXPERIMENTAL METHOD
Ultrasonic Pulse Velocity Measurement
The measurement UPV was used to test the wave velocities of specimen P wave and S waves, and the coupling agent was honey. Then the wave velocities were measured under different corrosion times. The wave velocities at every angle were taken as the average of three measurements.
Uniaxial Compression Test
The compressive strength of the specimens was tested by using a GCTS RTR-1000 Rapid Triaxial Rock Testing System. The compressive strength was tested at various curing times of 7 d, 28 d, and 60 d, respectively. For each test, a mean value of three pastes was used.
Fourier Transform Infrared Spectroscopy
The mineral composition and hydration products of grout materials were analyzed by Fourier transform infrared spectroscopy (FT-IR). The Nicolet iS10 FT-IR spectrometer was used to collect the test results, with a measurement range of 400–4,000 cm−1.
Scanning Electron Microscopy
The microstructure of hydration products was studied by scanning electron microscopy (SEM). SEM uses the Hitachi SU8020 test system, in which the working voltage of the SEM method was set as 15 kV and the working distance 12.5 mm.
RESULTS AND DISCUSSION
Ultrasonic Pulse Velocity and Uniaxial Compressive Strength Analysis
The curves of ultrasonic pulse velocity (UPV) and uniaxial compressive strength (UCS) under different ion erosions were evaluated. As shown in Table 1, it indicates that the influence of NC on the cement material is greatly affected by the different curing environments. Under chloride ion erosion, the UCS increased obviously with the additional NC. Without the NC content, the UCS was 6.43 MPa during chloride ion erosion for 7 d. When the NC content reached 1 and 2%, the UCS was 8.64 and 7.69 MPa, with the NC content increasing to 7% and the UCS decreasing to 6.14 MPa.
TABLE 1 | Mechanical properties with NC content under different conditions.
[image: Table 1]The results showed that NC inhibited the hydration products. Because of the small size effect and large surface energy of NC, it has the ability to accelerate the hydration reaction, but it weakens the properties of cement materials. The possible reason is that NC can play a better role only under certain conditions, at RTC, and NC inhibits the formation of hydrated calcium aluminate (C-A-H) and further reduces the formation of ettringite (AFt). In addition, at the beginning of hydration reaction, the large surface of the nanoparticles cannot be fully developed, resulting in the formation of the crystal nucleus centered on the nanoparticles; the development of calcium silicate hydrate (C-S-H) is not enough, which leads to the decrease in the ratio of crystal to adhesive, and the structure of the cement matrix becomes loose.
However, at the SCC, without the NC content, the UCS was 5.86 MPa, compared with RTC, and the change rate of UCS was not obvious. When the NC content reached 1 and 2%, the UCS increased to 8.50 and 6.86 MPa, respectively, and the UCS was improved by 1.45 and 1.17 times compared with 0% NC. When the NC content was more than 2%, the UCS presented a downward trend, and the UCS had little change, and the curve change was also basically the same. The aforementioned analysis indicated that the additional NC can promote the NC to play an important role under SCC; however, once the content of the NC exceeds 2%, the promoting effect will be obviously weakened.
Moreover, from the P-wave velocity, it is clear that P-wave velocity and strength presented a positive correlation. It is also observed that the P-wave velocity falling point advanced at the stress peak point, especially the phenomenon was more obvious under the SCC. It shows that P-wave velocity can effectively identify stress damage and ultimate stress.
It can be explained that SCC is more suitable for NC properties, especially when the NC content is less than 2%, NC can promote the formation of AFt and C-S-H gels. The curing environment stimulates the high activity of nanoparticles; thus, the NC promotes hydration and forms a dense microstructure, and the pore structure has been obviously improved. The large surface of the nanoparticles has also been fully developed, and the crystal core centered on NC is formed, which can make the loose gel product become the network structure with nanoparticles as the core. Therefore, the particle gradation of cement-based material is improved, the compactness is increased, and the P-wave velocity is also increased. However, as the content of NC increases, the spacing between particles decreases, the growth space of hydrated products is blocked, and the production of AFt and C-S-H decreases, so the properties of cement material weakened.
Fourier Transform Infrared Spectroscopy Analysis
Figure 1 shows the FT-IR spectra under different erosion environments of NC grouting materials. A similar trend in the vibration band demonstrates that no new phase is generated. Due to the stretching vibrations of SO42-, (CO3)2−, and -OH in the hydration products, the main absorption band presents 500 cm−1 to 3,600 cm−1 spectral wavenumbers. Figure 1A shows the chloride ion erosion. It is observed that the absorption band presents a large fluctuation at approximately 1,000 cm-1, indicating that the C-S-H gel was found in the pastes [19]. As NC is less than 2%, the absorption bands are strong at approximately 1,120 cm−1; the main reason is the production of AFt, which contains a large amount of SO42-, and the peak occurs in the 2% NC. However, when the relative humidity is 90% (Figure 1B), the peak occurs in the 1% NC. With more NC, the hydration process decreases, and the peak value of the absorption band is weakened.
[image: Figure 1]FIGURE 1 | FT-IR spectra curves with different erosion environments of grouting materials for 7d. (A) Chloride ion erosion[18]. (B) Relative humidity ≥90%.
The main reason is that the crystal core centered on NC was formed, which can make the loose gel product become the network structure with nanoparticles as the core; this accelerated the formation of AFt and C-S-H gel. When the nano-grouting material was soaked in chloride ion erosion, due to the complex erosion conditions, more NC (NC = 2.0%) was needed to give full play to its nano-effect. However, as more NC was added, the nano-core effect decreased, the hydration process was limited, and the peak weakened. It showed calcite with a double energy band at 1,483 and 1667 cm−1 of (CO3]2-. The strongest vibration occurred at 3,430 cm−1 and 3,634 cm−1, and it is presented by the O-H [18] bond of CH. The existence of the substances produced in the hydration process was verified by FT-IR analysis, which provided the basis for SEM analysis.
Scanning Electron Microscopy Micrographs Analysis of Ion Erosion Conditions
Figure 2 shows the SEM micrographs of the chloride ion solution for 7d. It is clearly observed that NC promoted the formation of AFt and C-S-H hydration products and improved the corrosion resistance of grouting materials. It can be seen from Fig. (a) and (b) that AFt is wrapped by CH and cannot develop well, and it shows that when the NC content is small, the hydration of grouting materials cannot be well stimulated. As the NC content increased, especially when the NC content is 2%, during the hydration process of grouting materials, more AFt was formed, CH was consumed, and C-S-H gel was increased. The hydration reaction of grouting material reflects the mechanical properties. The mechanical properties of grouting materials can be improved with the increase in the ettringite content and the increase in C-S-H production. Therefore, the mechanical properties of grouting materials improved. However, as NC was more than 2%, for example, if the NC content was 3%, the AFt became coarse and rod-shaped, abs the amount and density of AFt decreased obviously; meanwhile, CH consumption was reduced, C-S-H gel formation was blocked, and the hydration products had larger pores. It showed that more NC (more than 2%) inhibits the hydration process of grouting material.
[image: Figure 2]FIGURE 2 | SEM image of hydrated specimens in chloride ion solution for 7d.
Scanning Electron Microscopy Micrographs Analysis of Humidity Curing
Figure 3 shows a SEM micrograph for humidity curing 7d under different NC contents. As the NC is more than 1%, as shown in images (c) and (d), it is noticed that the hydration products of AFt and C-S-H were inhibited, the amount and the density of AFt decreased, and the morphology became finer and shorter compared to those less than 1% NC. Meanwhile, the C-S-H gels were limited; the C-S-H gel with a granular and short fibrous shape did not overlap between the gels. Especially, as the NC is more than 2%, the flake CH obviously increased, the AFt showed a concentrated development, the “coarse-rod flowers state” disappeared, and the AFt was wrapped in flake products. Because C-S-H gels can fill pores in cement, less C-S-H gels were found, and as a result, the microstructural compactness dropped. It indicated that too much NC (more than 1%) inhibited the hydration process, and the hydration products were also restricted. The distribution of microstructure was bound to affect the mechanical properties of the cement grouting material.
[image: Figure 3]FIGURE 3 | SEM images of microstructure of relative humidity is 90% for curing 7d.
The hydration process and products of grouting material affected the mechanical properties; the amount and density of AFt and the filling effect of C-S-H gel determined the mechanical properties of grouting material. When the grouting material was in the chloride ion erosion environment, NC was 2%, hydration reaction was adequate, and mechanical properties and erosion resistance were the best. When the grouting material was in a high humidity condition, NC was 1%, and the hydration process and mechanical properties were the best. This was consistent with the results of the FT-IR analysis.
CONCLUSION
The study investigated the effect of NC on hydration and microstructure of grouting materials under different ion erosions. The conclusions were drawn as follows: that under the chloride ion erosion, as NC was less than 2%, the UCS and UPV improved; NC accelerated the hydration process, resulting in the hydration products of AFt and C-S-H well developed; however, the hydration effect of NC varied greatly under different environments. The density and the morphology of AFt were increased, CH was exhausted, the C-S-H was formed during the hydration reaction, and the microstructural compactness was improved. Under chloride ion erosion and high humidity conditions, NC hydration reaction was the best when NC is 2 and 1%, respectively. However, with the increase in NC, the nano-core effect was inhibited, the morphology of AFt became thinner and shorter, and the C-S-H gel was restricted. In the future, facing the complex underground environment, the research and development of grouting materials with better adaptability will play an important role in China’s underground engineering.
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The initial dry density has a significant effect on the mechanical behavior of rockfill material (RFM). The size effects on the minimum/maximum dry density (referred to as dry density, ρd) of RFM still need further study. To investigate the relationship between ρd and dM, a series of surface vibration compaction tests and DEM simulations are performed on the samples with different maximum particle sizes dM. Both the physical and numerical results exhibit that ρd increases fast when dM ranges from 10 to 40 mm. When dM exceeds 40 mm, ρd increases slowly and tends to be a constant. Results indicate that ρd is affected by the gradation. To consider the gradation effect, a normalized parameter λ is introduced, and the relation between ρd and dM can be characterized by an empirical equation.
Keywords: rockfill material, maximum dry density, compactability, gradation, surface vibration test, particle size, discrete element modeling
1 INTRODUCTION
Rockfill material (RFM) has been widely used in the construction of dams and railway embankments due to its inherent flexibility, capacity to cope with large seismic actions, and adaptability to various foundation conditions. Nowadays, the maximum diameter dM of rockfill particles used in the field can be up to 1,200 mm [1]. However, the dM allowable in laboratory is usually not more than 60 mm because of the limitation of apparatus size [2]. Therefore, several scaling techniques have been proposed to prepare the scaled samples. The scaling techniques include the scalping technique [3], the parallel gradation technique [4], the quadratic grain size distribution technique [5], the replacement technique [6], the hybrid method [7, 8], etc. Although the scaling techniques have been widely applied, the size effects on the properties of RFM have still not been fully understood [9–11].
Many researchers have studied the size effects on the mechanical behavior of RFM via large-scale triaxial tests [1, 12–14]. However, most of the studies neglect the size effects on the density of rockfill samples. Limited literature on the size effects of density can be found [15, 16]. Experimental results show that the mechanical behavior of RFM is directly related to its initial density (or void ratio) [17, 18]. Hence, the size effects on the density of RFM need further investigation. In contrast, the discrete element method (DEM) is a good tool to simulate granular materials because of their discontinuous and heterogeneous natures [19]. In practice, the DEM has been widely used to reproduce the laboratory tests on granular materials (e.g., soil, sand, and RFM) [20–22]. The responses of the granular materials can be understood in the particle scale.
Generally, the minimum dry density ρd, min/maximum dry density ρd, max (referred to as dry density, ρd) is mainly controlled by the gradation and particle shape [23–28]. There are few analytical models for predicting the minimum/maximum dry densities. Kezdi [29] proposed an analytical method to estimate the ρd, max of sand-silt mixtures. The method is based on the ideal situation that the void space among sand grains can be effectively filled by silt particles without altering the packing structure of sand. Hence, this method usually overestimates the realistic ρd, max [30]. In combination with the liquefaction potential of silty sand, Lade et al. [31] also proposed a formula to predict the ρd, max. The formula is also based on the ideal situation used by Kezdi [29] and thus overestimates the ρd, max. Korfiatis and Manikopoulos [32] proposed a piecewise linear relationship between the particle size distribution (PSD) curve and the ρd, max of granular soils based on the theoretical formulations. The basic assumption in the model is that the log-normal gradation is expected to be a straight line and is determined by two parameters, i.e., a center point and a slope. Chang et al. [33] also proposed an analytical method for predicting the ρd, max of sand-silt mixtures. The analytical methods mentioned here have been focused on sand-silt mixtures. Therefore, these models can not be applied to soils with a wide range of particle sizes, like RFM.
In this study, the size effects on the dry density of RFM are investigated by a series of surface vibration compaction tests and numerical simulations. The relationship between ρd and dM is discussed. An empirical equation is proposed to describe the relation between ρd and dM considering the effect of gradation.
2 EXPERIMENTS
2.1 Test Materials
The studied materials were obtained from the Shuangjiangkou rockfill material resources field in western China. The rockfill particles of sizes from 1 to 100 mm are shown in Figure 1A. The rock is a granite mainly composed of feldspar, quartz, and biotite, with an angular/sub-angular shape (as shown in Figure 1B). Field emission scanning electron microscope (FE-SEM) and energy-dispersive X-ray spectroscopy (EDS) were used to identify the mineral compositions (Figure 1C). The specific gravity of rockfill particles is 2.68. The dM of the studied RFM is 600 mm, which is greater than the limit of the conventional test apparatus in laboratory. Therefore, the prototype gradation of RFM should be scaled down by scaling techniques.
[image: Figure 1]FIGURE 1 | Macroscopic observations on (A) Shuangjiangkou rockfill particles of sizes 1–100 mm. Microscopic observations on Shuangjiangkou rockfill particles: (B) surface view with different mineral compositions; (C) FE-SEM image of one typical rockfill particle.
The hybrid method [7, 8] is adopted in the present study. In practice, it is a combination of the parallel gradation and replacement techniques. The method is popular in China as it has both the advantages of these two scaling techniques. In this method, the gradation is first scaled parallelly by an appropriate ratio to ensure that the percentage of fine fraction (i.e., d < 5 mm) is less than 30%. After that, if the oversized fraction (i.e., d > dM) still remains, it will be replaced proportionally by the coarse fraction (i.e., 5 mm [image: image]). As a result, the scaled gradation curve has a similar shape compared to the prototype, and the content of fine fraction is also limited to a low value.
Six different values of dM (10, 20, 40, 60, 80, and 100 mm) are adopted for the dry density tests. The chosen values of dM are in the range of the commonly used maximum particle sizes in laboratory. In practice, the diameter of triaxial samples can be 61.8, 101, and 300 mm while the maximum particle size allowable is 1/5 of the sample diameters [7, 8, 34], i.e., 10, 20, and 60 mm.
The particle size distribution (PSD) curves for prototype and scaled RFMs are shown in Figure 2. The PSD curves are labeled by the letter H and a number. The letter H represents the hybrid method and the number indicates the value of dM. Prior to the usage in the experiment, the soil is sieved into different fractions, and each individual fraction is then mixed according to the given PSD to prepare laboratory samples. In the dry density tests, the specimen is not divided into layers before compaction.
[image: Figure 2]FIGURE 2 | Particle size distribution (PSD) curves for the prototype and scaled rockfill materials (RFMs).
2.2 Dry Density Tests
The ρd, min (or maximum void ratio eM) is obtained by the loose-fill method [8, 35]. The ρd, max (or minimum void ratio em) is determined using the surface vibration compaction test [8, 36].
The surface vibration test device includes a steel mold, a steel plate, and a surface vibrator. The steel mold (diameter 303 mm and height 418 mm) is used to hold the soil samples. The surface vibrator has an exciting force of 4.2 kN with a motor frequency of 50 Hz and an amplitude of 2 mm. The steel plate is positioned on the top of the sample to ensure a uniform distribution of vertical stress applied to the samples. The steel plate is 280 mm in diameter and 20 mm in height. The static pressure applied on the samples by the vibration hammer is 14 kPa.
In the loose-fill method, the soil sample is filled into a container by using a small shovel. To ensure that the soil sample slowly slides into the container, the small shovel should touch close to the surface of soil during filling. The filling process is stopped until the filled soil is above the top of the container. The top surface of the container is then leveled by the shovel, and the weight of the container and soil sample is measured. Then, the ρd, min can be obtained. In the surface vibration test, a soil sample of 40 kg are carefully prepared and filled into the steel mold by the small shovel. The steel plate is then placed on the surface of the sample, on which the surface vibrator is placed. The vibration time is 15 min for the densest state. The ρd, max can then be determined by measuring the sample height. The tests are repeated two times and an average value is adopted for a more reliable result.
3 NUMERICAL MODELING
3.1 DEM Modeling of Rockfill Material
To better understand the size effects on the ρd, max of RFM, a series of DEM simulations of dry density tests are conducted. The DEM is performed by YADE, an open source framework [37]. The particles are generated according to the PSD curves in Figure 2. For the samples with dM = 120 − 150 mm, the parallel gradation technique is used for scaling. For a compromise between the computational efficiency and a relatively realistic reconstruction of samples, the fine fractions (i.e., d < 5 mm) are all replaced by particles with size d = 5 mm.
The rigid container for holding the sample with dM = 60 mm is 303 mm in diameter and 600 mm in height. For the rest of samples with a given dM, the corresponding container diameter and height are scaled by a factor f = dM/60 to ensure the same sample-size ratio (SSR), which is the ratio of the sample diameter to dM [38–40]. The rigid container is constructed by rigid facet units. Linear contact model [19] in DEM is used with the Young’s modulus of 60 MPa and Poisson’s ratio of 0.45. Both the friction angles of walls and balls are 0, i.e., the friction angles of all contacts are set as 0 for a dense state of soil samples. The density of particles is 2.68 (g/cm3). No calibration is made here, and the model parameters are chosen considering an appropriate computational time. The aim of the DEM simulation is to provide more data for the study of relationship between ρd, max and dM. The dM is not more than 100 mm in physical tests due to the limitation of apparatus size, while the dM can be up to 150 mm in DEM simulation. Typical numerical samples with dM = 10 mm, 60 mm, and 100 mm are given in Figure 3.
[image: Figure 3]FIGURE 3 | DEM samples with three maximum particle sizes: (A) dM = 10 mm; (B) dM = 60 mm; (C) dM = 100 mm.
3.2 Simulation of Compaction Process
In the physical tests, the dense soil samples are obtained by surface vibration tests. However, a dense sample in DEM can be easily obtained by setting the friction angle as 0 [41, 42], which is adopted in the present study. The particles are first deposited into the container under gravity. After that, a rigid wall is generated above the sample and then moved downward until a vertical pressure of 14 kPa is reached. The pressure of 14 kPa is same to the static pressure applied by the vibration hammer in physical tests. The simulation is terminated when a steady state is reached.
4 RESULTS AND DISCUSSION
Figure 4A shows the relationship between the ρd and dM in the physical dry density tests. Both the ρd, min and ρd, max increase with the increase of dM. The ρd increases rapidly when dM ranges from 10 to 40 mm. When dM exceeds 40 mm, the ρd increases slowly and tends to be a constant. These results can be explained by the gradation: with a wide range of particle sizes, the sample with a large dM is better graded than that with a small dM. This observation is consistent with the previous laboratory test results [27, 40, 43, 44].
[image: Figure 4]FIGURE 4 | (A) Relationship between the dry density ρd and maximum particle size dM in physical dry densty tests; (B) comparison of dry density results in physical tests and DEM simulations; (C) relationship between the dry density ρd and normalized parameter λ in physical tests and DEM simulations.
Figure 4B shows the comparison of the ρd, max − dM relations in physical tests and numerical simulations. The ρd, max − dM relation in the physical tests can be generally reproduced by the DEM simulations: the ρd, max increases fast when dM ranges from 10 to 40 mm and then increases slowly and tends to be a constant. The high value of ρd, max in DEM simulation should be partly attributed to the chosen assumptions (spherical particle and friction angle of 0). The use of complex particle shapes and non-zero friction angles would be more faithful to the facts. However, the choice of friction angle of 0 and spherical particles in the present study is in consideration of computational time. In DEM, the bonded particle model (BPM) or polyhedron is used to describe the irregular particle shape. The BPM needs many elementary balls to generate an agglomerate [45], and the polyhedron needs complex contact detection methods [46]. The effect of particle shape on the ρd has been seldom studied by DEM. Jensen et al. [47] used a 2D BPM to study the effect of particle shape on the void ratio. They confirmed that the void ratio of a particle mass increased as the angularity or roughness of the particle increased. Deng et al. [45] used a 3D BPM to simulate the dynamic process of particle packing with different particle aspect ratios. The above studies verify the important effect of particle shape on ρd. However, the numerical samples reported in the literature are usually uniformly graded, and the particle packing with a wide gradation is not considered due to the high computational cost.
Based on the work of Zhu et al. [48], the normalized parameter λ can be used to describe the relationship between dry density, gradation, and maximum particle size, which can be expressed as
[image: image]
where Cu = coefficient of uniformity, Cc = coefficient of curvature, dr = 1 mm, i.e., reference size. The maximum particle size dM is the value of maximum particle size in a PSD. The Cu and Cc are defined as [49]
[image: image]
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where d10, d30, and d60 are the particle diameter corresponding to 10, 30, and 60%, respectively, passing on the cumulative PSD curve. Therefore, the values of Cu and Cc are related to the width and shape of PSD curve. The relationship between ρd and λ is given in a semi-logarithmic scale (Figure 4C). The data points can be well fitted by a linear function
[image: image]
where a and b are the fitting parameters; ρw is the density of water, 1 g/cm3. In the present study, a and b are 0.10 and 1.80, 0.07 and 1.43, for the ρd, max and ρd, min of the studied RFM, respectively. For the prototype gradation (i.e., dM = 600 mm, Cu = 19.61, Cc = 1.35, λ = 40.4), the ρd, max and ρd, min are estimated to be 2.164 and 1.700 g/cm3 by Eq. 4, increasing by 7.74 and 7.37% compared to the corresponding value of H60 sample, respectively.
DEM simulation results are also illustrated in Figure 4C. The data points can also be linearly fitted, shown as a dash-dotted line. The applicability of Eq. 4 has been verified by the numerical simulation when the dM is in the range of 10—150 mm.
5 CONCLUSION
The size effects on the minimum/maximum dry density (referred to as dry density, ρd) of rockfill material are studied by a series of surface vibration compaction tests and DEM simulations. Both physical and numerical results show that the ρd increases fast when the dM ranges from 10 to 40 mm and then increases slowly and tends to be a constant. By introducing the nominal parameter λ, an empirical equation is proposed to describe the relation between ρd and dM considering the effect of gradation. A more accurate predictive formula considering particle shape needs further investigation. This study can provide a valuable reference to understand the size effects on the dry density of rockfill material.
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Based on the information of dense cored wells and by analyzing off-surface reservoir data, we determined the type of off-surface reservoirs in the area, the characteristics of off-surface reservoir microfacies (vertical), the planar distribution characteristics of off-surface reservoirs, the off-surface reservoir rocks, facies features, etc., so as to extract the matching pattern of the well pattern and the sand body. Based on the core analysis of the cored well area and the analysis of the matching relationship between injection and production between wells, five typical conventional off-surface and high-quality strip sand body injection and production modes between wells were extracted, and five corresponding core physical models and numerical models were constructed. Through physical simulation displacement experiment and numerical simulation displacement experiment analysis, the research shows that conventional off-surface reservoirs can be exploited separately and can be produced well, with a recovery rate of 40%; conventional off-surface reservoirs are combined with high-quality strip sand bodies (Lu et al., Journal of Xi’an Shiyou University (Natural Science Edition), 2019, 34(4): 60–66 and Cheng et al., Oil and Gas Reservoir Evaluation and Development, 2019, 9(02): 56–59). Under mining conditions, there is serious interlayer interference; under the condition of tandem mining of conventional off-surface reservoirs and high-quality strip sand bodies, the production level of off-surface reservoirs can be effectively improved. Experiments show that the contribution rate of conventional off-surface reservoirs reaches 62% under the conditions of pin-out mining with high-quality sand bodies. The research results lay the foundation for further refined development and improvement of the economic and effective utilization of reserves.
Keywords: Xing-6 area, off-surface reservoir, high-quality strip sand body, injection-production characteristics, physical simulation
1 INTRODUCTION
The densely cored well area in the east of Xing-6 District is located in the Xingshugang Oilfield in the north of the Xingshugang structure in the Daqing Placanticline. The west is adjacent to the Qijia Gulong sag, the east is connected to the Sanzhao sag, the north of the Daqing Placanticline is the Xingshugang structure, the south is the Putaohua structure, and the northeast is the Taipingtun structure. Structurally, it is located on the third-level structure in the middle of the second-level structural belt of Daqing Placanticline in the northern central depression area of the Songliao Basin. Specifically, it is located in the north of the Xingshugang structure, Xing-6 area in the Xing4-6 pure oil region. In the east, it starts from the third row of Xingwu District in the north, to the third row of Xinglu District in the south, and is bounded by Sada Road in the west, adjacent to the area of Xing4-6 and the transition zone in the east of Xingbei in the east [3]. The distribution of underground oil and water is controlled by the secondary structure. The oil-bearing area of the block is 9.7 km2, and the geological reserves are 3,366.37 × 104 t.
According to previous research results, the Xingshugang Oilfield’s Sapu oil layer is a large-scale river-delta deposit in the northern Songliao Basin. It has experienced large-scale slow lacustrine regression in the Qingshankou Formation, rapid lacustrine regression in the early stage of the Yaojia Formation, and stable lacustrine regression in mid-term and late stage. The water enters such a compound cycle process. The terrain of this area is gentle, and the water body is very shallow. Affected by factors such as structure, climate, and hydrodynamic compensation conditions, the water area fluctuates greatly. In addition, the delta sand body undergoes changes, and the local lake belt line continues to swing. The target layers of this study are the Sa 2, Sa 3, and Pu 2 oil layers. The Sa 2 and Sa 3 oil formations are the Sartu oil layers, and the Pu 2 oil formation is the Putaohua oil layer. After years of sedimentary facies research, the Saertu reservoir in the Xingshugang area is a delta front subfacies deposit, and it is located at the front and end of the large river-delta sedimentary system in the northern Songliao Basin. Reservoir deposits are divided into two types: inner delta inner front facies and outer front facies, with outer front facies mainly being deposited. The Sa 2 and Sa 3 oil layers belong to delta front deposits, with underwater distributary channels developed and sand bodies distributed in patches [4]. The Sapa oil layer is divided into 66 sedimentary time units, of which the delta front subfacies accounted for the largest number, 51, accounting for 77% of the proportion, followed by the inner delta front subfacies at 12, accounting for 18% of the proportion. The oil layer group is well developed in the delta outer front subfacies.
The eastern part of Xing6 District was put into development in 1968. The basic well pattern is the combined production wells of Sa, Portugal, and high oil layers. The main production targets are the high permeability and large thickness of the Pu I1–I3 oil layers and other high-permeability and thicker oil layers. The non-main oil layer adopts the water injection method with a cutting distance of 2.0 km. In 1987, the block began to undergo an intensification adjustment. The main mining targets are the non-main oil layer with an effective thickness of less than 2 m and a permeability of less than 0.15 μm2. The production layer is a set of combined production in the Sapucha oil layer. The well layout method of filling water wells between wells and oil production wells between rows, with a well spacing of 400 m and new infilling oil and water wells staggered by 200 m, constitutes an inclined five-point well pattern; in 1997, the block started secondary infilling adjustments and the main mining targets. Its effective thickness is the thin effective layers and off-surface oil layers (0.2–0.4 m) that are not used or have poor production in non-main oil layers and a small part of the unused surface and inner layers (0.5–1.0 m). Between injection and production, the new production well faces the old production well, and the new injection well faces the old water injection well. The first row is 150 m away from the adjustment well row, and the new production well row is placed 100 m apart from the old well in the 200 m × 200 m linear water injection method; in 2007, the block started three intensification adjustments. The second type of off-surface reservoir, the first type of off-surface reservoir, and a small part of the thin layer within the surface were used as adjustment objects. The point method area well layout method.
2 MATERIALS AND METHODS
2.1 Core Model Construction and Preparation
According to the extracted characteristics of the five inter-well sand body injection-production matching models, the artificial core manufacturing technology is applied to simulate the matching relationship of the corresponding models and the corresponding permeability, and the corresponding five core models are constructed.
2.1.1 Core Model Preparation
Production principle:
(1) To develop a simulation core of whole-rock minerals, the process must ensure that the added clay minerals are not glued by the cement;
(2) The heating temperature will not change the crystal lattice of the clay, the interlayer structure water will be precipitated, and the original clay properties will be lost;
(3) Compared with the natural core, the developed simulated core has the same lithology and close physical parameters, which can meet the needs of the experiment.
According to the analysis results of particle size and physical properties, first, we weigh a certain amount of quartz sand of a certain specification, a certain amount of feldspar, kaolin, illite, montmorillonite, chlorite, etc., and mix the above raw materials thoroughly. The prepared cementing agent and the above-mentioned solid mixed raw materials are prepared according to the proportion, fully mixed uniformly, and sieved; then the solid–liquid mixture after the sieving is weighed quantitatively and regularly, and the amount of cementing agent, production pressure, and production time are screened out through orthogonal experiments [5, 6].
2.1.2 Optimization of Core Model
The permeability of conventional surface reservoirs is controlled within 50 mD, and the permeability of high-quality strips is controlled above 50 mD. Due to the narrow permeability range, the screening is cumbersome and the production is difficult. A total of five types of 17 core models were constructed this time, and five cores required for the composite experiment were selected; the corresponding permeability was measured, as shown in Table 1, and core test instruments are shown in Figures 1, 2.
TABLE 1 | Core model construction and corresponding parameter characteristics.
[image: Table 1][image: Figure 1]FIGURE 1 | Core test tool.
[image: Figure 2]FIGURE 2 | High-temperature and high-pressure one-dimensional steam displacement simulation system of MG 236.
2.2 Displacement Experiment Design
This experiment only carried out physical simulation displacement experiments with five core models. However, considering that it is difficult to reveal the degree of production and corresponding contribution characteristics of conventional off-surface reservoirs and high-quality strip reservoirs through physical simulation experiments, this time five types of numerical simulation experiments were added, corresponding to core models based on numerical simulation technology. Based on the above reasons, for different purposes, this experiment designed three major programs [7–9].
2.2.1 Model Displacement Experiment Scheme
2.2.1.1 Core Model Processing
According to the People’s Republic of China Petroleum and Natural Gas Industry Standard SY-T5358-2002″ for experiment preparation and rock sample processing, the steps include the following:
(1) Cleaning: Before the displacement test, the fluid that may exist in the rock sample must be cleaned. Generally, a mixture of alcohol and benzene can be used for cleaning.
(2) Drying: Put the elongated artificial core into a 101-2A electric heating blast drying box for drying. The drying temperature should be controlled at no higher than 60°C, and the relative humidity should be controlled at 40%–50%.
Each rock sample should be dried to a constant weight, and the drying time should not be less than 48 h. Weighing is done every 8 h after 48 h, and the difference between the two weighings should be less than 10 mg.
Saturation: The dried constant-weight rock sample is continuously vacuumed for 24 h until the pressure in the bottle is maintained at −0.1 MPa for a long time, and the formation water with a salinity of 8,198.5 ppm is configured to perform self-absorption and saturated fluid.
For rock sample saturation, different saturation pressures should be adopted according to the permeability and cementation of the rock sample. The pressure time should not be less than 48 h, and the pressure of the high-pressure metering pump used should not be less than 15 MPa to ensure that the rock sample is fully saturated. The rock sample is soaked in saturated liquid for at least 48 h.
The electric blast box used to dry the core is a 101-2A electric heating blast drying box. The 101-2A electric heating blast drying box is composed of a box body, an electric heating blast system, and a temperature control system. The advantage of the drying box is that there is a large area of double-layer tempered glass inspection window on the door, which can clearly observe the heating and drying core state in the box.
2.2.1.2 Displacement Plan
Load the sandstone cores of different models that have been evacuated and saturated with water into the core holder, clarify the conventional surface and dominant bands of each core, determine the correct injection and production directions, and set the core in the holder. On level ground, add 15 MPa ring pressure to water drive saturated oil. When the outlet oil saturation is constant and does not change, measure the oil production produced by the displacement and calculate the irreducible water saturation. Then start the water drive experiment and collect the outlet. Calculate the oil production, water production, recovery degree, water content, etc. When the outlet water content stabilizes at 98%, the experiment ends.
The injection pump is the ISCO A260 high-pressure non-pulse metering double-cylinder pump with constant current and pressure function in the United States. This pump adopts a digital positioning monitoring servo control circuit to make the solution flow accurately under any pressure conditions and make the high-speed flow smooth. The pressure sensor ensures excellent stability and repeatability. The ISCO A260 high-pressure non-pulse metering double-cylinder pump improves the accuracy in this experiment and ensures the accuracy of the data after many experiments.
Experimental conditions: Simulated formation temperature and pressure are set to 40°C and 10 MPa, respectively.
Collection parameters were liquid production, pressure, oil production, and water production.
Analysis parameters were recovery degree and water content.
2.2.1.3 Core Water Content Experiment
The core water-bearing test method mainly uses the changes in the surface properties of the oil layer and the changes in oil-bearing components and oil-bearing levels to perform simple tests.
Experimental methods are the dripping experiment, sedimentation experiment, etc.
This experiment mainly uses the dripping experiment method. The core dripping experiment uses the principle of the change in wettability of the rock surface; that is, whether the core is washed by water is determined by the size of the water droplet and the core wetting angle. Use a small dropper to drop water vertically on the newly drilled core, observe it for 10 min, and make judgments based on the shape, diffusion, and penetration of the water droplets. The end face of the rock sample should be flat with the cylinder surface when drilling core sampling for dripping experiment, the end face should be perpendicular to the cylinder surface, and there should be no structural defects such as missing corners. The diameter is generally about 2.54 or 3.81 cm, and the length is not less than 1.5 of the diameter [10–12]. During the experiment, the dropper should be kept at the same height from the core surface, generally about 2–3 cm. If dripping water is too high, gravity will destroy the natural form of water droplets, where the lithology is uneven, especially the same lithology and color are obvious; both sides of the change should be encrypted and dripped, so that the washing interface that appears on the same core can be determined. There are five levels of water droplet morphology in the core drip experiment, as shown in Table 2.
TABLE 2 | Classification table of dripping experiment.
[image: Table 2]2.2.2 Model Numerical Simulation and Comparison Experiment Scheme
2.2.2.1 Introduction to CMG Software
This paper uses the reservoir numerical simulation software CMG to verify the above results. The software can complete the conceptual design of the reservoir development plan, detailed development plan design, development plan adjustment, displacement process simulation, remaining oil saturation analysis, and remaining oil distribution law research. Wait for work.
The software includes the following functional modules:
(1) Geological modelling: mainly through logging interpretation results, seismic interpretation results, reservoir geology, and experimental analysis of three-dimensional geological models of structural gas reservoirs and establishing reservoir grid attributes.
(2) Component model (used for condensate gas reservoir and heavy oil thermal recovery).
(3) Black oil model (used for oil reservoir and general gas reservoir simulation calculation).
(4) Phase state calculation module.
(5) Post-processing module.
CMG software has two major advantages:
(1) Portability
IMEX programming uses standard Fortran 77 language, which can run on a variety of hardware platforms, including IBM mainframe, CDC, CRAY, Honeywell, DEC, Prime, Gould, Unisys, Apollo, SUN, HP, FPS, and IBM.
CMG’s drawing system module is Results, and the SR2 file system is used to process the output results after simulation. Results can also be used to map all data including grid design [13].
Numerical simulation has two compatible machines of P-PC386 and P-PC486.
(2) Drawing system
Advantages: ① Parameters are adjusted, and the operation is easy to repeat. ② The calculation is simple, the cycle is short, and the time is saved.
2.2.2.2 Numerical Simulation Experiment Program
First, based on the contact relationship between the conventional off-surface and high-quality strips of the five types of core models, a laboratory-level numerical model is established, and corresponding attribute assignments are made.
(1) Conventional off-surface separate mining model: size 4.5 cm × 4.5 cm × 30 cm, porosity 18%, permeability 17.8 mD, pore volume 72.89 cm3, reserve 40.09 cm3, initial oil saturation 55%, injection rate 2 ml/min.
(2) Conventional off-surface and high-quality strip mining in parallel: porosity 18%–23%, permeability 17.8–80 mD, pore volume 124.5 cm3, reserve 68.49 cm3, initial oil saturation 55%, injection rate 2 ml/min.
(3) Conventional off-surface perforating in parallel with high-quality strips: model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 124.5 cm3, reserve 68.49 cm3, initial oil saturation 55%, injection rate 2 ml/min, perforation at the bottom of the injection end.
(4) Conventional off-surface and high-quality strip mining: model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 124.5 cm3, reserve 68.49 cm3, initial oil saturation 55%, injection. The amount is 2 ml/min.
(5) Conventional off-surface and high-quality strips in series with high-quality strip pinch-out mining: model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 119.07 cm³, reserve 65.48 cm³, initial oil content saturated by 55%, injection volume 2 ml/min.
Refer to the physical simulation displacement experiment plan to carry out the water flooding experiment and measure the corresponding parameters. Numerical simulation and comparison experiments provide support for quantifying the corresponding utilization characteristics.
Acquisition parameters are liquid production, oil production, water production, pressure, etc.
Analysis parameters are recovery degree, water content, contribution rate of different parts, etc.
2.2.3 Interference Experiment Scheme of Parallel Mining
In order to better determine the corresponding contribution rate during parallel mining of conventional off-surface reservoirs and high-quality strips and clarify their mutual interference characteristics, this time, a numerical simulation experiment of high-quality strips and conventional off-surface parallel mining (small cores) was designed. The attribute value is as follows.
The size of the model is 4.5 cm × 4.5 cm × 30 cm (two cores), the porosity is 18%–23%, the permeability is 17.8–80 mD, the pore volume is 182.25 cm3, the reserve is 100.23 cm3, the initial oil saturation is 55%, and the injection volume is 2 ml/min. The method of separate measurement with the same injection is used to determine the contribution rate of the corresponding liquid production or the degree of recovery.
3 EXPERIMENTAL RESULTS AND ANALYSIS
3.1 Separate Mining Off the Conventional Table
3.1.1 Physical Model Experiment Analysis
The parameters of the conventional off-surface reservoir model (core 1) are as follows: model size 4.5 cm × 4.47 cm × 28 cm, porosity 15.83%, permeability 17.8 mD, pore volume 93.535 cm3, reserve 43.1 cm3, initial oil saturation 55.28%, water. The injection rate during flooding is 2 ml/min.
With 98% water content as the end condition, the final recovery level is 41.13% of the recovery level curve.
When the injection rate is 0–0.7 PV, the recovery level rises rapidly, and when the injection rate is 0.7–3.4 PV, the recovery level rises steadily. When the injection rate is greater than 3.4 PV, the cycle section is inefficient and ineffective.
When the injection volume is 0 PV, the pressure is 5.54 MPa. When the injection volume is 0–0.73 PV, the pressure rises rapidly. When the injection volume reaches 0.73 PV, the peak value is 7.83 MPa. Injection volumes of 0.73–2.45 PV indicate a rapid pressure drop. After PV, it is a stable stage. See Figure 3.
[image: Figure 3]FIGURE 3 | Test result record.
Dripping water experiment shows that there is secondary infiltration on the main flow line at the injection end of the conventional surface, indicating that most of the residual oil is distributed in the large pores and the center of the pores, while the water is distributed in the small pores, pore edges, and pore corners. Relatively speaking, the degree of production is good, washed [14–16].
3.1.2 Analysis of Digital-Analog Experiments
The parameters of the conventional off-surface reservoir model (core 1) are as follows: model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%, permeability 17.8 mD, pore volume 72.89 cm3, reserve 40.09 cm3, initial oil saturation 55%, water flooding. The injection volume is 2 ml/min.
With 98% moisture content as the end condition of the simulation, the final recovery level is 40.24%.
When the injection volume is 0 to 0.7 PV, the recovery level rises rapidly; when the injection volume is 0.7 to 4.5 PV, the recovery level rises steadily; and when the injection volume is greater than 4.5 PV, the cycle is inefficient and ineffective.
In the initial stage, the pressure is 5.41 MPa, the injection rate is from 0 to 0.79 PV, the pressure rises rapidly, the injection rate reaches 0.79 PV, and the peak reaches a stable stage [17].
During the flooding process, the anhydrous oil recovery period occurs from 0 to 0.79 PV. The production end flow gradually increases. After 0.79 PV, the water meets water and the water cut rises rapidly. From 0.79 to 4.48 PV, the production end flow rate increases relatively slowly. At 4.48 PV, the post-production end flow is relatively stable.
When the injection volume is 0–1.27 PV, the cumulative oil production rises rapidly, and when the injection volume is 1.27 to 5.95 PV, the cumulative oil production rises steadily. When the injection volume is greater than 5.95 PV, the cumulative oil production enters the inefficient cycle.
The initial oil saturation is 55%, and the oil saturation is 30% at 8.95 PV; the oil saturation gradually increases from the injection end to the production end, and the overall production level is higher than that of conventional off-surface extraction alone [18, 19].
3.1.3 Comparative Analysis of the Physical Model and Digital Model
Through the comparative analysis of physical model and digital model data, it can be seen that when the conventional off-surface injection and production are performed separately; the physical properties are relatively homogeneous; the fluid does piston movement; the flow, pressure, and saturation change uniformly from the injection end to the production end; and the production is relatively good.
3.2 Parallel Mining of High-Quality Strips and Conventional Off-Balance Sheet
3.2.1 Analysis of the Physical Model Experiment
The parameters of the high-quality strip and conventional off-surface parallel model (core 2) are model size 4.4 cm × 4.4 cm × 28 cm, average porosity 17.15%, permeability 17.03–81.96 mD, pore volume 85 cm3, reserve 46.71 cm3, initial oil saturation 55%, and injection rate 2 ml/min during water flooding.
With 98% water content as the end condition, the final recovery level is 43.36% of the recovery level curve. When the injection volume is 0 to 1 PV, the recovery level rises rapidly, and when the injection volume is 1 to 2 PV, the recovery level rises steadily. When the injection volume is greater than 3.5 PV, the cycle is inefficient and ineffective. The overall production level is higher than that in the conventional off-balance sheet alone. The exploitation of high-quality strip sand bodies is greater than the conventional surface [20, 21].
When the injection volume is 0 PV, the pressure is 4.96 MPa. When the injection volume is 0 to 0.02 PV, the pressure rises quickly. When the injection volume reaches 0.02 PV, the peak value is 7.83 MPa. Injection volumes of 0.02 to 1.62 PV indicate a rapid pressure drop. After PV, it is a stable stage (Figure 4).
[image: Figure 4]FIGURE 4 | The pressure change of the phantom I.
The dripping experiment shows that the conventional surface of the injection end is basically not used, indicating that the capillary force is its driving force. The smaller the pores, the greater the power. The water easily flows into the small pores, and the oil will remain in the large pores. Micro-permeability: the dominant zone at the injection end is the first-level infiltration, indicating that most of the residual oil is distributed in the large pores and the center of the pores, while the water is distributed in the small pores, pore edges, and pore corners [22].
3.2.2 Analysis of Digital–Analog Experiments
The parameters of the high-quality strip and conventional off-surface parallel model (core 2) are model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 124.5 cm3, reserve 68.49 cm3, and initial oil content saturated by 55%, and injection rate 2 ml/min during water flooding. With 98% moisture content as the end condition of the simulation, the final recovery level is 45.31% of the recovery level curve.
The period from the start of displacement to the time when the injection volume reaches 0.5 PV is the anhydrous oil recovery period. When the injection volume is 0 to 1 PV, the recovery level rises rapidly; when the injection volume is 1 to 4 PV, the recovery level rises steadily; and when the injection volume is greater than 4 PV, the cycle is inefficient and ineffective [23].
The initial stage pressure is 5 MPa, the injection volume is 0 to 0.08 PV, the pressure rises rapidly, the injection volume reaches 0.08 PV, the peak is an injection volume of 0.08 to 1.34 PV, the pressure drops quickly, the injection volume is greater than 1.56 PV, and it is a stable stage.
During the flooding process, the anhydrous oil recovery period starts from 0 to 0.31 PV, and the production end flow gradually increases. After 0.31 PV, water meets water and the water cut rises rapidly. From 0.31 to 4.5 PV, the production end flow rate increases relatively slowly. At 4.5 PV, the post-production end flow is relatively stable.
When the injection volume is 0–1.2 PV, the cumulative oil production increases rapidly. When the injection volume is 1.2 to 4.43 PV, the cumulative oil production rises steadily. When the injection volume is greater than 4.43 PV, the cumulative oil production enters the inefficient cycle.
The high flow rate is mainly in the upper part of the core with good physical properties, the top displacement effect is better, and the lower displacement effect is poor. The high oil saturation area is mainly distributed in the weaker displacement parts with poor physical properties, and the contribution rate of high-quality bands is 76.2% [24].
3.2.3 Comparative Analysis of the Physical Model and Digital Model
The recovery degree of high-quality strips and conventional off-surface mining in parallel is 3%–5% higher than that of core 1-conventional off-surface recovery; mathematical models reveal that the high-quality strips have relatively large pores, so the fluid flow direction is biased toward the side with good physical properties. The flow rate is faster, while the conventional surface pores are relatively small, the physical properties are poor, and the flow rate is slower. And because the pores of high-quality strips are relatively large and the energy transfer tends to the side with good physical properties, the pressure is relatively fast, while the conventional outer pores are relatively small, the energy transfer is poor, and the pressure is slow. Numerical simulation of oil saturation and flow characteristics reveals that high-quality strips are the main water-consuming zone, and the conventional off-surface production is poor. The contribution rate of high-quality strips is 76.2%, and the conventional off-balance sheet is only 23.8%, indicating that high-quality strips are mainly used; that is, there is serious interference between layers [25].
3.3 High-Quality Strip and Conventional Off-Surface Perforation in Parallel With Conventional Off-Surface Perforation
3.3.1 Physical Model Experiment Analysis
The parameters of the conventional off-surface perforating model (core 3) are model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 124.5 cm3, reserve 68.49 cm3, initial oil saturation 55%, and injection rate 2 ml/min during water flooding, and the bottom of the injection end is perforated (Figure 5).
[image: Figure 5]FIGURE 5 | The pressure change of the phantom II.
With 98% water content as the end condition of the simulation, the final recovery level is 42.47% of the recovery level curve. The anhydrous oil recovery period is from the start of displacement to when the injection volume reaches 0.8 PV. When the injection volume is 0 to 1 PV, the recovery level rises rapidly, and when the injection volume is 1 to 3 PV, the recovery level rises steadily. When the injection volume is greater than 3 PV, the cycle is inefficient and ineffective. The utilization degree of this combined mining method is greater than that of core 1 and less than that of core 2.
When the injection volume is 0 PV, the pressure is 5.10 MPa. When the injection volume is 0–1.08 PV, the pressure rises rapidly. When the injection volume reaches 1.08 PV, the peak value is 6.05 MPa. Injection volumes of 1.08 to 1.97 PV indicate a rapid pressure drop. After PV, it is a stable stage.
The dripping experiment shows that the high-quality strips are well used and are basically the first-level infiltration, the conventional off-surface injection end mainstream line is the second-level infiltration, and the other places are the third-level infiltration; the degree of production is poor, and the remaining oil is enriched.
3.3.2 Digital–Analog Experiment Analysis
In parallel mode, the parameters of the conventional off-surface perforating model (core 3) are model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 124.5 cm3, reserve 68.49 cm3, initial oil content saturated by 55%, and injection rate 2 ml/min during water flooding, and the bottom of the injection end is perforated.
With 98% moisture content as the end condition of the simulation, the final recovery level is 43.36% by the end of the simulation.
The anhydrous oil recovery period is from the start of displacement to when the injection volume reaches 0.8 PV. When the injection rate is 0 to 0.8 PV, the recovery level is rising rapidly; when the injection rate is 0.8 to 4 PV, the recovery level is rising steadily; and when the injection rate is greater than 4 PV, it is the inefficient and ineffective cycle section.
In the initial stage, the pressure is 5.3 MPa, the injection rate is 0 to 0.66 PV, the pressure rises quickly, the injection rate reaches 0.66 PV, and the peak is reached. It is a stable stage.
During the flooding process, the anhydrous oil recovery period starts from 0 to 0.38 PV. The production end flow rate gradually increases. After 0.38 PV, water meets water and the water cut rises rapidly. From 0.38 to 2.34 PV, the production end flow rate increases relatively slowly. At 2.34 PV, the post-production end flow is relatively stable.
When the injection volume is 0 to 0.99 PV, the cumulative oil production increases rapidly. When the injection volume is 0.99 to 5.17 PV, the cumulative oil production rises steadily. When the injection volume is greater than 5.17 PV, the cumulative oil production enters the inefficient cycle.
The areas with high oil saturation are mainly distributed in the undisplaced parts with poor physical properties. During the displacement process, the large flow is mainly in the upper part of the core with good physical properties. The top displacement effect is better than the bottom, and the flow flows from the perforated section to the dominant zone. The contribution rate of high-quality strips was 82.2%.
3.3.3 Comparative Analysis of the Physical Model and Digital Model
Comparing the characteristics of the core 3 physical model and digital model, the mining degree of the digital model is similar, and the contribution rate of high-quality strips reaches 82.2%, indicating that there is a serious interference phenomenon between layers. Both physical and numerical simulations show that the water content of this combination rises quickly. Compared with core 1, it shows that the injected fluid has the phenomenon of selecting the advantageous seepage channel to relieve the pressure; that is, the fluid is injected from the conventional surface and flows through the strata to the high-quality sand body. The streamline, flow rate, and oil saturation characteristics of the mold support the existence of this phenomenon, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Characteristics of physical model and digital model extraction I.
4 FURTHER VERIFICATION
4.1 High-Quality Strip Mining in Tandem With Conventional Off-Balance Sheet Mining
The parameters of the high-quality strip and conventional off-surface series model (core 4) are model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 124.5 cm3, reserve 68.49 cm3, initial oil saturation 55%, and injection rate 2 ml/min during water flooding.
With 98% moisture content as the end condition of the simulation, the final recovery level is 42.7%, and the recovery level curve is shown in Figures 4–7. When the injection volume is 0 to 0.9 PV, the recovery level rises rapidly; when the injection volume is 0.9–4 PV, the recovery level rises steadily; and when the injection volume is greater than 4 PV, the cycle is inefficient and ineffective.
[image: Figure 7]FIGURE 7 | The pressure change of the phantom III.
When the injection volume is 0 PV, the pressure is 5.46 MPa. When the injection volume is 0 to 0.63 PV, the pressure rises rapidly. When the injection volume reaches 0.63 PV, it reaches the peak value of 7.01 MPa. Injection volumes of 0.63 to 2.79 PV indicate a rapid pressure drop. After PV, it is a stable stage (Figure 7).
The dripping experiment shows that the high-quality strips are well used, basically the first-level infiltration; the conventional off-surface injection end mainstream line is the second-level infiltration, the degree of production is poor, and the remaining oil is enriched.
The parameters of the high-quality strip and conventional off-surface series model (core 4) are model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 124.5 cm3, reserve 68.49 cm3, initial oil saturation 55%, and injection rate 2 ml/min during water flooding.
With 98% moisture content as the end condition of the simulation, the final recovery level is 42.7%.
The anhydrous oil recovery period is from the start of displacement to the time when the injection volume reaches 0.7 PV. When the injection rate is 0 to 0.7 PV, the recovery level rises rapidly; when the injection rate is 0.7 to 6 PV, the recovery level rises steadily; and when the injection rate is greater than 6 PV, the cycle is inefficient and ineffective.
In the initial stage, the pressure is 5.43 MPa, the injection rate is 0 to 0.72 PV, the pressure rises quickly, the injection rate reaches 0.72 PV, and the peak is reached. Injection rates of 0.72 to 2.54 PV indicate a rapid pressure drop. It is a stable stage.
During the flooding process, the anhydrous oil recovery period starts from 0 to 0.51 PV. The production end flow gradually increases. After 0.51 PV, water meets water and the water cut rises rapidly. The 0.51 to 4.79 PV production end flow rate increases relatively slowly. At 4.79 PV, the post-production end flow is relatively stable.
When the injection volume is 0 to 0.99 PV, the cumulative oil production increases rapidly, and when the injection volume is 0.99 to 5.02 PV, the cumulative oil production rises steadily. When the injection volume is greater than 5.02 PV, the cumulative oil production enters the inefficient and ineffective cycle.
The oil saturation gradually increases from the injection end to the production end, and the initial flow rate of displacement increases gradually from the injection end to the production end. After the water-free oil production period, the flow rate is stable, and the contribution rate of high-quality strips is 64%.
Physical and numerical simulations show that the high-quality strips and conventional off-surface reservoirs can be produced in parallel with a better recovery rate of about 43% (Figure 8), which is higher than that of conventional off-surface reservoirs produced separately. Because it is mainly relatively homogeneous within the range of each layer, the numerical simulation results also show that the conventional off-surface production has increased, from about 20% in parallel to more than 30%, indicating that this mining method can increase the production of conventional off-surface reservoirs [26].
[image: Figure 8]FIGURE 8 | Characteristics of physical model and digital model extraction II.
4.2 High-Quality Strip Pinch-Out Mining
4.2.1 Physical Model Experiment Analysis
The parameters of the high-quality strip pinch-out model (core 5) are model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 119.07 cm3, reserve 65.48 cm3, initial oil saturation 55%, injection volume 2 ml/min during water flooding.
With 98% moisture content as the end condition of the simulation, the final recovery level is 42.27%. When the injection volume is 0 to 1 PV, the recovery level rise rapidly; when the injection volume is 1–3 PV, the recovery level rises steadily; and when the injection volume is greater than 3 PV, the cycle is inefficient and ineffective. The anhydrous oil recovery period mainly occurs in the 0–0.8 PV stage.
When the injection volume is 0 PV, the pressure is 5.30 MPa. When the injection volume is 0 to 0.73 PV, the pressure rises rapidly. When the injection volume reaches 0.73 PV, it reaches the peak value of 6.66 MPa. The injection volume is 0.73 to 2.56 PV. After PV, it is a stable stage (Figure 9).
[image: Figure 9]FIGURE 9 | The pressure change of the physical model.
The dripping experiment showed that the high-quality strips of pinch were used well, basically the first-level infiltration; the conventional off-surface injection end mainstream line were the second-level infiltration; and the other places were the third-level infiltration; and the degree of utilization was poor.
4.2.2 Analysis of Digital–Analog Experiments
The parameters of the high-quality strip pinch-out model (core 5) are model size 4.5 cm × 4.5 cm × 30 cm, porosity 18%–23%, permeability 17.8–80 mD, pore volume 119.07 cm3, reserve 65.48 cm3, initial oil saturation 55%, injection volume 2 ml/min during water flooding.
With 98% of the water content as the end condition of the simulation, the final recovery level is 42.08%.
From the start of displacement to the time when the injection volume reaches 0.7 PV is the anhydrous oil recovery period. When the injection rate is 0 to 0.7 PV, the recovery level rises rapidly; when the injection rate is 0.7 to 3 PV, the recovery level rises steadily; and when the injection rate is greater than 3 PV, the cycle is inefficient and ineffective.
The initial stage pressure is 5.1 MPa. When the injection rate is 0 to 0.99 PV, the pressure rises rapidly. The injection rate reaches the peak when the injection rate is 0.99 PV. When the injection rate is 0.99 to 2.79 PV, the pressure drops quickly, and when the injection rate is more than 2.79 PV, the pressure is at a stable stage.
During the flooding process, anhydrous oil recovery period starts from 0 to 0.44 PV. The production end flow gradually increases. After 0.44 PV, the water meets water and the water cut rises rapidly. The production end flow rate at 0.44 to 4.05 PV increases relatively slowly. After 405 PV, the flow rate at the production side is relatively stable.
When the injection volume is 0 to 0.86 PV, the cumulative oil production rises rapidly, and when the injection volume is 0.86 to 5.17 PV, the cumulative oil production rises steadily. When the injection volume is greater than 5.17 PV, the cumulative oil production enters the inefficient and ineffective cycle.
During the displacement process, the flow presents the characteristics of converging towards high-quality strips, and the high-quality strips have large flow and good utilization. The upper and lower conventional surfaces are not well utilized and are the areas where the remaining oil is enriched. The contribution rate of high-quality strips is 37.5%.
4.2.3 Comparative Analysis of the Physical Model and Digital Model
The comparison of the physical model and digital model shows that the conventional off-balance sheet mobilization degree of this method is better, reaching 42%, and the contribution rate of regular off-balance sheet reaches 62.5%, which accounts for the main position of mining, indicating that the mining method has effectively improved the degree of production of off-surface reservoirs. How to establish this injection–production matching relationship in production is the direction that needs to be studied in the future to improve the degree of production of off-surface reservoirs. From the analysis of the distribution characteristics of sedimentary microfacies, the area near the flat high-quality strip facies belt and the conventional outer-surface splicing belt is the location that this mining method should pay attention to.
4.3 Comprehensive Analysis of Physical Simulation and Numerical Simulation Displacement Experiments
Comprehensive analysis of physical model and digital model experiments reveals the production characteristics of conventional off-surface reservoirs. Physical modeling experiments show that conventional off-surface mining has the lowest degree of recovery, with a recovery rate of 41.13% and a slower rise in water content; parallel mining of conventional off-surface and high-quality strips has the highest degree of production, reaching 43.36%, but the water content rises faster. The production degree of parallel conventional off-surface perforation is better than that of separate conventional off-surface perforation and is similar to other methods (Figure 10). The overall production degree of the five methods has reached more than 40%, but the mining methods of core 2 and core 3 obviously have interference phenomena, which are not conducive to the effective production of conventional off-surface reservoirs. Core 4 and core 5 are conducive to the production of conventional off-surface reservoirs.
[image: Figure 10]FIGURE 10 | Histogram of the extraction degree comparison of the object model.
The numerical model reveals the production characteristics of the five mining methods in terms of the quantity and the spatial sweep characteristics of the injected fluid. Numerical simulation shows that the high-quality reservoir of core 2 and conventional off-surface parallel mining have the highest degree of recovery, up to 43.25%, but the interlayer interference is great, the conventional off-surface production is poor, and its contribution rate is only 23.8%. The core 3 mining method has the worst off-surface reservoir production, with a contribution rate of only 17.8%. The flow rate and streamlines show that cross flow has occurred under this method. The output is dominated by high-quality strip sand bodies without perforation, and the conventional off-the-ground production is low. The mining method of core 4 and core 5 is conducive to improving the production degree of conventional off-surface reservoirs. The physical model and digital–analog series mode reach 42.7% and 42.10%, respectively. The related fluids and streamlines prove that these two methods improve the conventional off-surface reservoirs and the degree of production of the reservoir (Figure 11).
[image: Figure 11]FIGURE 11 | Histogram of the comparison of the degree of digital and analog extraction.
4.4 Numerical Simulation Experiment of Parallel Mining Interference
In order to determine whether there is interference under the conditions of combined production of high-quality strip reservoirs and conventional off-surface reservoirs and the degree of interference, a parallel mining experiment of the two methods was designed this time, with the purpose of determining the corresponding contribution rate. We put high-quality strip cores and conventional off-surface reservoir cores into different core holder ends, and the inlets are connected in parallel for displacement, and the outlets measure fluid production and oil production and water production, and then we determine the respective total fluid volume and total oil volume contribution in quantity.
The parameters of the parallel mining interference model are model size 4.5 cm × 4.5 cm × 30 cm (two cores), porosity 18%–23%, permeability 17.8–80 mD, pore volume 182.25 cm3, reserve 100.23 cm3, and initial oil saturation 55%. The injection rate for water flooding is 2 ml/min.
With 98% water content as the end condition of the simulation, the final recovery level is 41.12% of recovery level curve. From the start of displacement to when the injection volume reaches 0.6 PV is the anhydrous oil recovery period. When the injection volume is 0–0.6 PV, the recovery level rises rapidly; when the injection volume is 0.6 to 3 PV, the recovery level rises steadily; and when the injection volume is greater than 3 PV, the cycle is inefficient and ineffective. The high-quality strips have obvious interference characteristics. After the water-free oil recovery period, the flow rate of the high-quality strips is much larger than that of the off-surface reservoirs. The mobilization part mainly comes from high-quality strips, and the contribution rate of high-quality strips is 87.5% (Figures 12, 13). This result is similar to the results obtained by the numerical simulation of core 3 and core 2, further indicating that the combined production of these two types of reservoirs is not conducive to the production of conventional off-surface reservoirs [27].
[image: Figure 12]FIGURE 12 | Flow line of digital and analog flow and oil saturation.
[image: Figure 13]FIGURE 13 | Contribution rate of two types of reservoirs.
5 CONCLUSION
Through physical simulation displacement experiments and related numerical simulation displacement experiments and corresponding analysis, the production characteristics of conventional off-surface reservoirs and high-quality strip reservoirs under different matching development methods are studied, and the following conclusions are mainly obtained:
(1) Conventional off-surface reservoirs are mined separately, which can be well produced, and the recovery level can reach 40%. Under the condition of combined production of conventional off-surface reservoirs and high-quality strip sand bodies, there is a serious interlayer interference; even if only the conventional off-surface reservoir is injected, the injected fluid will flow through due to the low permeability of the conventional off-surface reservoirs.
(2) Under the condition of tandem mining of conventional off-surface reservoirs and high-quality strip sand bodies, without the participation of high-quality strips, the production degree is the highest; the production effect of series mining off-surface reservoirs is significantly better than that of the parallel production mining method.
(3) Independent injection and production design can be carried out to improve the conventional surface and the degree of utilization. This splicing zone is the transition zone from high-quality strip sand bodies to conventional off-surface reservoirs. A series injection–production relationships can be established between the two.
(4) Look for the phase zone in the low-energy zone of the inner front edge-independent mining outside the conventional surface. Look for argillaceous siltstone-silty mudstone conventional off-surface reservoir development facies zones (low-energy estuary dams, sheet sand, etc.) in low-energy areas. The conventional off-surface reservoirs in this area are generally separated by thicker mudstone. By forming a sandwich structure, we can establish an independent injection–producing relationship outside the conventional surface in this area and can also achieve the purpose of effectively using the conventional surface.
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It is generally believed that conventional hydrocarbon accumulates in sandstone traps after migrating at a certain distance. Unconventional hydrocarbon only migrates at a short distance before accumulation or being imbibed in the tiny pores of shale and tight sandstone reservoir, and there is no obvious trap boundary. There are also different views on the time interval between hydrocarbon accumulation and migration. In this paper, microscale simulation experiments are used to study the process of oil accumulation during migration. In the single pore-throat model, oil can 100% saturate the pore in the process of migration with continuous oil supply. In the plane sandstone model, when oil migrates through the entire model, the oil-bearing area can reach more than 50% of the model area. In the sandstone reservoir model, when the front edge of oil migrates through the entire sandstone layer, the oil saturation near the injection point can reach more than 90%, while the oil saturation of the front part of the model is only about 50%. It shows that, in sandstone reservoir, when there are sufficient oil source and continuous charging pressure, the oil saturation near the charging point continues to increase during oil migration, and the range of high oil-bearing area continues to expand. Therefore, there can be a certain number of hydrocarbon accumulations along the migration path in sandstone reservoir under sufficient oil supply and continuous charging pressure, rather than just in traps.
Keywords: oil, sandstone, pore, throat, accumulation
INTRODUCTION
Conventional hydrocarbon is mainly considered as accumulating in sandstone traps. There are various theories of conventional hydrocarbon accumulation, such as anticlinal reservoir theory [1–3], subtle reservoir [4], petroleum system [5–7], etc. It is believed that conventional hydrocarbon accumulations in sandstone reservoir are formed after a certain distance of secondary migration. The vertical migration distance of conventional hydrocarbon can generally reach several kilometers, which depends on the strata thickness and the vertical extension distance of the fault. If there is sufficient source, when the migration channel is well connected, hydrocarbon can migrate a long distance laterally before accumulation, and the flow of oil and gas in sandstone reservoir has also been studied [9–12]. For unconventional hydrocarbon in tight sandstone reservoir, it is considered that buoyancy makes little contribution to the hydrocarbon migration and accumulation, and the residual pressure difference between source rock and reservoir is the main driving force [13–21]. The migration distance of unconventional hydrocarbon is considered to be short. Unconventional hydrocarbon mainly accumulates in the “sweet spots” sandstone with relatively high porosity and permeability in the reservoir or be imbibed in the tiny pores of shale and tight sandstone reservoir [18, 20, 22–25].
The process and time of hydrocarbon accumulation has been studied. Some theories believe that the time when sandstone traps are formed and the time when the source rock is faulted should not be later than the large-scale hydrocarbon expulsion period, so that hydrocarbon can accumulate on a large scale. Even if the time of the formation of sandstone traps is later than the time of hydrocarbon migration, it is better if the time interval is smaller [26, 27]. Some other theories believe that the time of trap formation, oil source fault activity, and reservoir forming of many large and medium-sized hydrocarbon accumulations are significantly later than the time of large-scale hydrocarbon expulsion from source rock [28]. Niu Chengmin et al. consider that the time of hydrocarbon accumulation is much later than the time of massive hydrocarbon generation, and there is a time lag in hydrocarbon migration and accumulation [29]. Based on existing theories, this paper uses physical simulation experiments to study the process of hydrocarbon accumulation during migration in sandstone reservoir.
MATERIALS AND METHODS
Single Pore-Throat Water-Wet Model
This experiment aims to simulate the oil accumulation during migration in a single pore. The experimental model is a water-wet pipe, with two thin glass pipes with 2-mm diameter (simulating throat) and a spherical glass with 8-mm diameter (simulating pore) combined together. The water sample is tap water: [image: image] = 1.0 g/cm3, [image: image] = 0.9 mPa·s; the oil sample is kerosene: [image: image] = 0.8 g/cm3[image: image] = 3 mPa·s. The experimental conditions are room temperature and atmospheric pressure (1 atmospheric pressure).
The model is saturated with water, and the kerosene is injected into the thin pipe at the speed of 0.3 ml/min to observe the process of oil migration and accumulation.
Plane Sandstone Model
This experiment observes the change of oil saturation during the migration process from a plane perspective. The experimental model is composed of two 50-mm-long and 30-mm-wide water-wet thin slices, sandwiched with 1-mm-thick and 1–5-mm-long quartz particle slices. The water sample is tap water: [image: image] = 1.0 g/cm3, [image: image] = 0.9 mPa·s; the oil sample is kerosene, [image: image] = 0.8 g/cm3[image: image] = 3 mPa·s. The experimental conditions are room temperature and atmospheric pressure (1 atmospheric pressure).
The model is filled with water first, and then kerosene is injected from one end of the model at the speed of 0.3 ml/min to observe the process of oil migration and accumulation.
Sandstone Reservoir Model
This experiment is to observe the change of oil saturation during the migration process in sandstone sediment. The experimental model is a glass pipe with the diameter of 9 mm and the length of 120 cm, which is loaded with a 95-cm-long sandstone layer composed of homogeneous medium grain quartz sand particles. The water sample is tap water: [image: image] = 1.0 g/cm3, [image: image] = 0.9 mPa·s; the oil sample is kerosene, [image: image] = 0.8 g/cm3 [image: image] = 3 mPa·s. The experimental conditions are room temperature and atmospheric pressure (1 atmospheric pressure).
The model is saturated with water and is placed at an inclination of 28° to simulate the tilted strata. Kerosene is injected at the speed of 0.1 ml/min until the front edge of oil breaks through the top sand layer to observe the process of oil migration and accumulation.
RESULTS AND DISCUSSION
Oil Migration and Accumulation in the Single Pore-Throat Water-Wet Model
When injected in the thin pipe (simulating throat), the oil phase moves forward continuously with the front edge in a convex shape that pointing to the water phase (Figure 1A). When oil enters the spherical space (simulating pore), with the continuous injection, the front edge of oil no longer moves forward but expands in a spherical shape, drives away the water in the pore gradually (Figure 1B), and then occupies the whole pore (Figure 1C). After the oil fills the entire pore, it begins to migrate to the next throat (Figure 1D). The oil continuously enters the water saturated pipe and drives the water out.
[image: Figure 1]FIGURE 1 | Oil accumulation characteristics in the water-wet single pore-throat model. (A) Oil migrating in the throat. (B) The volume of oil in the pore increases in a spherical shape. (C) Oil fills the entire pore. (D) Oil migrates into another throat.
Because of surface tension, the oil phase is surrounded by equal force all around, so that the oil does not directly enter the next throat, but the volume of it increases in a spherical shape. When the oil phase expands to fill the whole pore, under the resistance of the pore wall, the front edge of the oil begins to migrate to the new throat, indicating that when the source is sufficient, oil will migrate in a continuous phase, and under the resistance of the throat and pore wall, oil can 100% saturate a single pore.
Oil Migration and Accumulation in the Plane Sandstone Model
When injected in the model, oil first fills the large pores with lower capillary resistance near the injection end of the model. Since there are no small throats in the direction perpendicular to the injection direction at the injection end of the model, the oil does not migrate along the injection pressure, but first almost 100% saturates the large pores in the direction perpendicular to the injection pressure, and then oil breaks through a throat in the direction of injection pressure (Figure 2A). In the pore, the volume of oil increases in a circular shape until it saturates the whole pore and drives away the water. Then, the oil continues to break through the second throat and enters another pore, with only a thin water film retained between the oil phase and the pore skeleton (Figure 2B). The process of oil migration repeats. The oil does not always migrate along the injection direction but continuously saturates the pores on the migration path. When the oil migrates to about 1/3 position of the model, the oil-bearing area exceeds 80% of the migration area (Figure 2C). When the front edge of oil reaches the other end of the model, the oil-bearing area exceeds 50% of the model area (Figure 2D).
[image: Figure 2]FIGURE 2 | Oil migration and accumulation characteristics in the plane sandstone model. (A) Oil saturates the large pores in the direction perpendicular to the injection pressure and breaks through the throat for the first time. (B) After oil fills a pore, it breaks through the throat in one direction. (C) The oil does not always migrate along the injection direction, but continuously fills the pores on the migration path. (D) Distribution characteristics of oil-bearing area when the oil migrates to the other end of the model.
In the process of oil injection, the pores on the migration path will be filled by oil, but not all large pores contain oil. In Figure 3, the pores that are enclosed by the green circles are excellent storage space, but none of the throats around the pores is broken through by oil, so there is no oil accumulation in these large pores. Near the discharge end of the model, some large pores with no throat surrounded are still not filled by oil because the oil preferentially flows from the discharge end. Therefore, whether a pore can be filled by oil depends on the pressure and the connectivity between the pore and the throats around it. If there are several throats around a pore and their ability of connectivity is different, the oil will preferentially migrate to the throat with good connectivity and fill the pore it connects. When the oil migrates out of the pore through a throat, the pressure in the pore is continuously released, and the pores connected by the throats with poor connectivity will not be filled by oil, no matter how large the pores are.
[image: Figure 3]FIGURE 3 | The distribution of large pores not be filled by oil.
The Process of Oil Migration and Accumulation in the Sandstone Reservoir Model
During the injection process, the front edge of migrating oil is finger-shaped and often extends forward along a main channel. There are many bifurcations on the front edge of the oil, resulting in a conical migration area. When the front edge of oil moved about 15 cm, the oil saturation near the injection point is more than 90%, but only about 20% at the front edge (Figure 4A). Continue to inject oil slowly and the oil saturation near the injection point continues to increase and the shape of the front part of oil is winding (Figure 4B). When oil migrates through the entire sandstone layer and breaks through the top of the sandstone layer, the injection is stopped. At this time, the front part of oil is more winding with about 50% oil saturation, and the oil saturation near the breakthrough point is only about 20%. However, the lower part of sandstone layer is almost saturated with oil, in which the oil saturation can reach more than 90% (Figure 4C). It shows that under a sufficient oil source and continuous pressure, the oil continues to accumulate in the process of migration. Due to the higher pressure near the injection point, it is easier for oil to break through the constraints of the throats and enter the pores. As the migration distance increases, the friction of oil migration increases, and the injection pressure directly acts on oil near the breakthrough point is smaller. Therefore, the oil saturation at the injection point increases the fastest, while the oil saturation at the far end of the injection point increases slowly, and the oil migration path is winding. The range of high oil-bearing area constantly expands in the direction of oil migration during continuous injection.
[image: Figure 4]FIGURE 4 | Oil migration and accumulation characteristics in the sandstone reservoir model. (A) The front edge of migrating oil is in finger shape. (B) The oil saturation near the injection end increases, and the shape of the front part of oil is winding. (C) When oil breaks through the top of sandstone layer, there is a high oil saturation in the lower part of the model and the front part of oil is more winding with low oil saturation.
The results of the three experiments showed the change of oil saturation during migration from one single pore to real sandstone model, which is from micro perspective to macro perspective. The results indicate that under continuous pressure and sufficient oil source, oil does not always migrate in the direction of pressure reduction in sandstone reservoir but continuously charges the pores on the migration path in irregular directions. Depending on the difference of the resistance of throats around the pores and the charging pressure, oil preferentially breaks through the throats with low resistance near the charging point and charges the pores connected by them. Then oil breaks through other throats to charge the pores. Unconventional sandstone reservoir is very tight, but it is close to the source rock and can get great charging pressure. Therefore, oil can migrate a short distance in tight sandstone reservoir and some tiny pores can be charged by oil during the migration process. For conventional hydrocarbon, although the sandstone reservoir has better physical properties, it is usually far away from source rock, and the main driving force is buoyant force, which is much smaller than the charging pressure of source rock. Therefore, conventional hydrocarbon mainly migrates through the throats with good connectivity and accumulates in the large pores in traps. However, the saturation of hydrocarbon keeps increasing during the process of migration, so there can be a certain number of hydrocarbon accumulations along the migration path in sandstone reservoir, rather than just in traps.
CONCLUSION

(1) Under sufficient oil supply and continuous pressure, oil does not directly migrate forward in a single pore, but the volume increases in a spherical shape until the oil 100% saturated the pore, and then oil migrates through a throat into another pore.
(2) In sandstone reservoir, the oil does not always migrate along the direction of charging pressure but continuously saturates the pores on the migration path in irregular directions. The pores near the charging point and connected by the throats with good connectivity are preferentially charged by oil, and as the migration distance increases, the proportion of oil-bearing pores along the migration path decreases.
(3) In sandstone reservoir, when the oil supply is sufficient and with a continuous charging pressure, the oil saturation along the migration path will continue to increase and some oil accumulations will be formed. Therefore, there can be a certain amount of hydrocarbon accumulations along the migration path in sandstone reservoir, rather than just in traps.
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Gas saturation (Sg) is an important parameter for studying the gas-bearing properties of tight sandstone; however, there has been limited research on gas-bearing properties based on sealing coring. This study determines the controlling factors of the gas-bearing properties of tight sandstone in the Permian He8 Member of the Sulige Gas Field, Ordos Basin, Northern China, based on sealing coring, logging, drilling, gas testing, and laboratory analysis. The He8 Member Sg distribution is 17.9–63.8% (main range: 30–45%) and shows a downward trend from bottom to top. The Ro and hydrocarbon generation intensity of the source rock, reservoir porosity, and permeability tend to control the Sg in stages. When these parameters are less than 1.8%, 17 × 108 m3/km2, 10%, and 0.5 × 10–3 μm2, respectively, Sg increases significantly. When each parameter is greater than the aove boundary value, the change in Sg is not obvious. Four types of gas-bearing patterns of tight sandstone can be observed according to the distribution of reservoir and source rock conditions: “upper and lower constant,” “upper low–lower high,” “upper high–medium low–lower high,” and “upper high–lower low”; these patterns are mainly controlled by high maturity source rocks, reservoir physical properties, reservoir physical properties and structure, and structure, respectively. The corresponding gas test results reveal the existence of pure gas, pure gas and gas–water, gas–water, and gas-bearing water and pure water layers, respectively.
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INTRODUCTION
Tight sandstone gas is the accumulated natural gas in low-permeability sandstone reservoirs within non-source rocks, with air permeabilities of less than 1 × 10−3 μm2 and porosities lower than 12% [1]. Inspired by the great success of tight gas exploration in North America, many great exploration breakthroughs have taken place in Ordos, Sichuan, Bohai Bay, Tarim, and other petroliferous basins of China [1–4]. Thirteen gas fields with proven reserves of 1,000 × 108 m3 have been discovered so far in the Ordos Basin, which is the largest tight gas-producing area in China [4–6], forming the Upper Paleozoic tight sandstone gas field group represented by the Sulige Gas Field (SGF).
With the continuous development of tight gas exploration, gas-bearing properties in different areas of the Upper Paleozoic tight sandstone gas reservoir in the SGF are easily differentiated [7–9]. The majority of pure gas layers and lower ratios of water–gas layers are distributed in the central and southeast areas of the SGF; the gas saturation (Sg) can reach 75%. In the western gas field, water-bearing wells account for 56% of the total number of wells, and the Sg of some wells is less than 45%. Therefore, the study of the controlling factors of tight sandstone gas-bearing properties is an urgent problem that requires investigation. Previous studies have discussed the controlling factors of gas-bearing distribution in tight sandstone gas reservoirs from the testing results and have made significant progress. The Sg is also an important parameter for studying tight sandstone gas-bearing properties, but little progress has been made. The Archie formula is the main method for calculating gas saturation systematically [10]. However, that equation has mostly been used for conventional reservoirs and has limitations in the interpretation of tight sandstone gas saturation [11–13]. The sealing coring technique is an accurate method to obtain Sg, which provides data for the systematic study of tight sand gas-bearing properties. Furthermore, previous studies have mainly focused on the macroscopic analysis of controlling factors of gas content distribution in tight sandstone of the SGF, whereas there have been no studies published on the vertical gas content of single sand bodies. Therefore, this paper summarizes previous research and establishes the distribution patterns of tight sandstone gas-bearing properties and its controlling factors in different patterns of the He8 Member in the SGF based on sealing coring data, combined with logging, gas test, and laboratory data. Our aim here is to enrich the accumulation theories of tight gas and improve the efficiency of future exploration and development.
GEOLOGICAL BACKGROUND
The Ordos Basin, located in northern China, is structurally divided into six first-order structural zones (Figure 1A), covering an area of approximately 2.5 × 104 km2. The SGF is located northwest of the Yishan slope in the central Ordos Basin region (Figure 1A), and its primary gas-producing stratum are the He8 Member of the Lower Shihezi Formation and the Shan1 Member of the Shanxi Formation, with a reserve area of approximately 4 × 104 km2 (Figure 1B). The SGF generally has a stable structure, with an east-dipping slope structure and a complete stratum set because of the stable sedimentary period from the Carboniferous to Cretaceous geological periods. The present west-dipping monoclinal structure is caused by the differential uplift of Yanshanian and Himalayan movement, with the absence of Paleogene and Neogene periods and the thinness of the Quaternary period.
[image: Figure 1]FIGURE 1 | (A) Location of SGF (blue box), with tectonic units of Ordos Basin shown. Yellow areas mark Upper Paleozoic gas fields, and brown marks Lower Paleozoic gas fields. (B) Contour map of well maximum sandstone gas saturation of Permian He8 Member, where green line is isoline of Ro (%) and blue is boundary of gas-bearing pattern type as shown in Table 1.
The He8 Member of the Permian Lower Shihezi Formation is the primary subject of this research. Its thickness ranges from 55 to 73 m, and it is subdivided into an upper (He8u) and a lower section (He8l), from bottom to top. Large areas of lenticular sand bodies in the He8 Member are superimposed on each other, mainly consisting of fluvial facies, channel framework sandstone, delta facies plain distributary channel sandstone, and underwater distributary channel sandstones of front sub-facies [14]. The reservoir lithology is gray-green medium-coarse lithic quartz sandstone, lithic sandstone, and quartz sandstone. The reservoir is a tight sandstone reservoir with a porosity of 8.8% and permeability of 0.38 × 10–3 μm2. Specifically, the He8 Member gas reservoir is a lenticular tight sandstone type with quasi-continuous distribution characteristics, including horizontal contiguous and vertical multilayer superposition [1, 9, 15]. There is no obvious edge or bottom water in the gas reservoir, and formation water is mostly stored and produced together with natural gas or distributed as an isolated lens body.
DATABASES
Gas saturation (Sg), porosity (Φ), and permeability (K) based on sealing corings from 10,252 samples of 23 wells were obtained. Core observations were recorded at 284.1 m from 15 wells. Thin sections and scanning electron microscopy data were collected from 152 images of 19 wells. The content of total organic carbon (TOC) of the source rocks from 25 wells was obtained. The vitrinite reflectance (Ro) of the source rocks was obtained from 46 samples in 16 wells. Gas test results were collected from 75 layers of 50 wells, whereas logging and well drillings were obtained from 50 wells. All of the collected data discussed earlier were obtained from the Research Institute of Exploration and Development of the Changqing Oilfield Company, PetroChina. The hydrocarbon generation intensity (HGI) of source rocks was calculated using previously established equations [15].
RESULTS AND DISCUSSION
Distribution of Sg in the He8 Member
Longitudinal Distribution
The Sg in the single sand body (N = 52) ranges from 17.9 to 63.8%, with an average of 41.9%. The main range is 30–45%, accounting for 45.1% of the total number of Sg (Figure 2). The Sg of the sand body gradually decreases from bottom to top (N = 52). The Sg in the lower section of the He8 Member ranges from 17.9 to 63.8% (N = 32), with an average of 42.4%. For the upper section, the Sg ranges from 27.8 to 58% (N = 20), with an average of 41.7%. Through the analysis vertically of single well (Figure 2), Sg data from two sets of sand body cores were obtained for 16 of the 23 wells, and the remaining seven wells were tested using single sand body cores. Of these 16 wells, 62.5% of them have sand bodies in which Sg increases as depth increases, whereas 25% have sand bodies in which Sg decreases as depth increases. The final 12.5% have sand bodies in which Sg does not change with depth.
[image: Figure 2]FIGURE 2 | Distribution of gas saturation of sealing coring with depth in He8 Member of SGF.
Planar Distribution
The Sg of the He8 Member gradually decreases from southeast to west and north (Figure 1B). The Sg in the southeast, near wells A13 and A14, is the largest at more than 60%. Meanwhile, in the southwest, near Well A22, the Sg is less than 45%. In the northern area, near wells A4, A21, A17, and A18, the Sg is less than 35%.
Controlling Factors of Sg Distribution in the He8 Member
The Ro and HGI of the source rock, reservoir porosity, and permeability all control the Sg in stages. When the Ro, HGI, reservoir porosity, and permeability are less than 1.8%, 17 × 108 m3/km2, 10%, and 0.5 × 10–3 μm2, respectively, Sg increases significantly. When each parameter is greater than the above boundary value, the increase of Sg is not obvious.
Source Rocks Conditions
The lithology of the source rocks in the SGF is coal seams and dark mudstones from the Carboniferous Benxi Formation, the Permian Taiyuan Formation, to the Shan2 Member of the Shanxi Formation [9, 16, 17]. The cumulative thickness of the coal seams ranges from 0.4 to 27 m, with an average thickness of 8.8 m. The content of TOC ranges from 32.7 to 92.6%, with an average of 62.4%. The cumulative thickness of the dark mudstone is 5.2–99.4 m, with an average thickness of 34.9 m, and the content of TOC ranges from 0.85 to 12.68%, with an average of 3.69%. The macerals of the source rocks are mainly vitrinite, and the organic matter type belongs to type Ⅲ kerogen. The Ro ranges from 0.8 to 2.7%, with the main range of 1.1–2.2%. In the plane, it has the characteristics of high evolution degree in the east and south (over 2.2%) and low evolution degree in the north and west (less than 1.4%) (Figure 1B). The HGI of the source rocks ranges from 2 to 47 × 108 m3/km2, with an average of 16 × 108 m3/km2, with the primary distribution between 10×108 and 26 × 108 m3/km2.
According to the relationships between the maximum Sg and Ro (Figure 3A), the Sg of the sand body increases as Ro increases, indicating that the Ro of the source rock controls the Sg. However, the controlling effect of the Ro is staged. The Sg increases significantly when Ro is less than 1.8%, and the controlling effect is significantly weakened when Ro is greater than 1.8%. According to the relationships between the maximum Sg and HGI (Figure 3B), the Sg of the sand body shows an increasing trend as the HGI increases, indicating that the HGI of the source rock controls the sandstone Sg. The Sg increases obviously when Ro is less than 17 × 108 m3/km2, and the controlling effect is obviously weakened when Ro is greater than 17 × 108 m3/km2.
[image: Figure 3]FIGURE 3 | Cross-plots of Sg and (A) Ro, (B) HGI of source rocks, (C) porosity, and (D) permeability of reservoir of He8 Member in SGF.
Reservoir Conditions
The reservoir porosity of the He8 Member ranges from 2.9 to 12.96%, with an average porosity of 7.3%. The median permeability of the sand bodies ranges from 0.01 × 10–3 to 13.05 × 10–3 μm2, with an average of 0.86 × 10–3 μm2. According to the relationships between sand body porosity and Sg (Figure 3C), the Sg increases as porosity increases. The controlling effect of the porosity is staged. The Sg increases significantly when the porosity is less than 10%; meanwhile, the Sg decreases as the porosity increases when the porosity is greater than 10%. According to the relationships between permeability and the Sg of the sand body (Figure 3D), the Sg increases significantly when the permeability is less than 0.5 × 10–3 μm2.
Gas-Bearing Distribution Patterns of Gas Reservoir in the He8 Member
Four types of gas-bearing patterns can be established according to the distribution of Sg, reservoir porosity, and permeability of 29 series of sandstone from the 23 wells: “upper and lower constant,” “upper low–lower high,” “upper high–medium low–lower high,” and “upper high–lower low” (Table 1). The selected sandstone data contain over 30 points.
TABLE 1 | Gas-bearing distribution patterns of tight sandstone of He8 Member in SGF.
[image: Table 1]Upper and Lower Constant Type (Type Ⅰ)
The upper and lower constant type gas-bearing pattern indicates that a sand bodies' Sg is basically vertically constant and does not change with depth, porosity, or permeability (Table 1-I). This pattern is distributed in the southeast part of the SGF (Figure 1B), and its Sg is relatively high, with a distribution range of 35.6–63.8% (accounting for 24.1% of the total number of Sg) and an average of 53.1%. This pattern is primarily affected by the gas source charge intensity. Gas generated from high Ro and HGI of the source rocks is strongly charged in the tight sandstone. The formation water in the sandstone is displaced or evaporated under the temperature and pressure conditions, leaving only bound water, which results in a near-constant Sg. The gas layers corresponding to this gas-bearing pattern were mostly pure gas-producing layers. For example, the gas test of Well A14 is a pure gas-producing layer (Table 1A); the same is true for wells A13, A20, and A6.
Upper Low–Lower High Type (Type Ⅱ)
The upper low–lower high type gas-bearing pattern indicates that the Sg at the top of a sand body is low and gradually increases with depth (Table 1-II). This pattern is distributed in the central and southern regions of the SGF (Figure 1B), where the Sg ranges from 24.5 to 49.9%, accounting for 20.7% of the total, with an average of 38.6%. It is primarily affected by reservoir porosity and permeability. The Sg, porosity, and permeability all show the same amount of change, indicating that physical characteristics have a positive correlation to control the Sg. The HGI and Ro of the source rocks are moderate, which could displace free-flowing water. The formation water is mostly capillary water (Wang et al., 2012). The gas tests are mostly the gas–water layer and pure gas-producing layer. This can be seen in wells A5 (Table 1-II), A9, and A16.
Upper High–Medium Low–Lower High Type (Type Ⅲ)
The upper high–medium low–lower high type gas-bearing pattern indicates a high Sg at the top of a sand body. It first decreases, then increases as depth increases (Table 1-III). This pattern is also distributed in the southern and western regions of the SGF (Figure 1B), with Sg ranging from 25.1 to 50.9%, averaging 36.4%, and accounting for 24.1% of the total sand bodies. It should be noted that the boundary of the distribution area for this type is not clear in relation to type II. The variation trend of porosity and permeability is similar to that of Sg, and has a positive correlation control effect on Sg. The high Sg at the top of the pattern may be related to free water migration affected by the tectonic position. The HGI and Ro of the source rocks are moderate, which can help to displace some of the free water. The formation water type is mainly capillary water and free water, and the gas tests are mostly of the gas–water co-producing layer. This can be seen in wells A8 (Table 1-III) and A11.
Upper High–Lower Low Type (Type Ⅳ)
The upper high–lower low type gas-bearing pattern indicates that the Sg at the top of a sand body is high and gradually decreases (Table 1-IV). This pattern is distributed sporadically in the northern regions of the SGF (Figure 1B). The Sg ranges from 24.6 to 61.5%, averages 40.4%, and accounts for 31% of the total. Porosity and permeability both increase as depth increases, which is contrary to the trend of the Sg, indicating that porosity and permeability have negative correlations with Sg. The weaker HGI and Ro of the source rocks result in a lower gas charging power, thus displacing only a small amount of the free water. Under the buoyancy of free water in relatively good physical properties, the natural gas will migrate to the top, forming gas at the top and water at the bottom. The formation water type is mainly free water, and the gas tests are mostly water and gas-bearing water layers. For example, the Sg of the He8 Member from well A15 shows a significant downward trend from the top to bottom (Table 1-IV), whereas the sand bodies have good homogeneity, the porosity is between 4 and 16%, the permeability is between 0.05 × 10–3 and 3 × 10–3 μm2, and the Ro is approximately 1.45%. The perforated gas test in the middle of the sand body is the pure water layer.
CONCLUSION
The conclusions of this study are as follows:
1) The Sg increases with increasing Ro and HGI of the source rocks, reservoir porosity, and permeability. Moreover, the Ro and HGI of the source rocks, reservoir porosity, and permeability all control the Sg in stages. When Ro, HGI, reservoir porosity, and permeability are less than 1.8%, 17 × 108 m3/km2, 10%, and 0.5 × 10–3 μm2, respectively, Sg increases significantly. When each parameter is greater than the above boundary value, the change of Sg is not obvious.
2) Four types of gas-bearing patterns of tight sandstone can be observed according to the distribution of reservoir and source rock conditions: “upper and lower constant,” “upper low–lower high,” “upper high–medium low–lower low,” and “upper high–lower low.” The first type is mainly controlled by high maturity source rocks, the second by reservoir physical properties, the third by reservoir physical properties and structure, and the last by structure only. The corresponding gas test results are the pure gas, pure gas and gas–water, gas–water, and gas-bearing water and pure water layers, respectively.
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The seepage failure induced by high water pressure along the fault structural plane is one of the main factors for the deformation and failure of underground caverns. Based on the pipe domain seepage model with the discrete element particle flow method, the law of flow conservation is introduced, and the pressure renewal equation is improved by connecting the change of mechanical volume in timestep with the effective stress. The model for pipe domain seepage analysis of fractured rock mass is established, and the sample seepage model is used to simulate and verify the seepage process. Then, seepage failure induced by water pressure in an underground tunnel is analyzed by using this model. The results show that the improved pipe domain seepage model conforms to Darcy’s law, the seepage velocity of the model can be changed by controlling the viscosity coefficient, and the tunnel failure phenomenon is consistent with the actual phenomenon in the practical project. The research results can provide a theoretical basis and method for investigating the deformation and failure of underground caverns under complex seepage.
Keywords: seepage, underground cavern, discrete element, pipe domain, high water pressure
INTRODUCTION
Seepage effects are crucial for evaluating the stability of geotechnical engineering, and seepage mainly occurs along structural planes, such as the discontinuous plane, faults, and joints in rock mass. Thus, revealing the mechanical behaviors of seepage in rock mass with structural planes is important for the theoretical research and guiding the engineering practice.
The finite element method and finite difference method are widely used for the numerical analysis of seepage. In terms of the finite element method, a variety of seepage finite element methods [1, 2] were developed and used to analyze the seepage path, deformation and failure of rainfall, water-rich foundation pit, and cross-river tunnel [3–7]. However, these methods are mostly used in the homogeneous continuous medium, which cannot well reflect the hydraulic conductivity and dominant flow effect of fracture network in real structural rock masses, and ignore the microseepage damage to the rock. Under the erosion of high water pressure seepage, microcracks gradually appear inside the rock. The integrity of the rock is destroyed by the appearance of the microcracks, and the seepage inside the rock is aggravated, which further accelerates the erosion of the rock, promotes the gradual increase and expansion of the microcracks, and even leads to the penetration of microcracks. Finally, the damage of rocks is caused. Therefore, the discrete element method is emerged in the simulation of seepage in rock mass as the DEM can well construct the fractures inside rock mass and capture the micro-mechanical behaviors inside the fractures. By using the coupling method of computational fluid dynamics and discrete element method (CFD-DEM), behaviors in the seepage process, such as erosion, landslide, and the relationship between hydraulic gradient and flow velocity [8–11], can be investigated. In addition, a two-dimensional fracture–pore mixed seepage model based on the finite discrete element method (FDEM) was proposed [12], which can analyze the seepage process in a single-fracture or multi-fracture porous medium.
In recent years, research on seepage deformation and failure of geotechnical medium by the particle flow method has attracted more and more attention. To consider the internal seepage of geotechnical medium, there are two main methods: one is the coarse grid method and the other is the pipe domain method. The former is a simplified method and commonly used to simulate seepage in the particle medium. The fluid flow is determined by solving the average fluid pressure and velocity of each fluid grid. This algorithm is relatively accurate and reliable, but the flow and solid calculation should be integrated. As the particle position changes all the time, the process is cumbersome. For example, the coarse grid fluid method was used in the particle flow code (PFC) [13] to research the internal phenomenon and seepage direction of granular soil seepage process, and some certain results are achieved. The other method, the pipe domain seepage model, is introduced into the particle system; with this method, each domain has a certain fluid pressure, and the flow occurs through flow pipes; the flow and flow velocity vary with the size of the tube. Because the solid and fluid calculations are based on the same particle system, the solid–fluid coupling can be realized more conveniently, and the method has a better effect in rock fracture simulation.
Based on the pipe domain seepage model, the law of flow conservation is introduced into its governing equation, the pressure renewal equation is deduced, and an improved pipe domain seepage model is established with the particle flow code. Then, its applicability is verified by the simulation of sample seepage and high water pressure tunnel seepage, and the deformation and failure of high water pressure tunnel under seepage are investigated. This method was used to initially simulate hydraulic fracturing of fractured rock mass from a mesoscopic perspective [14].
PIPE DOMAIN SEEPAGE MODEL
Generation of Pipe Domain Model
Seepage is simulated by introducing the domain and pipe into the particle system in the pipe domain seepage model. With the particle flow code, a series of particles are usually bonded to represent mechanical properties of geotechnical materials. As shown in Figure 1, a domain is formed by interconnected particles, and a pipe is formed by particle contacts. Firstly, the network of domain and pipe is formed on the particles of model. Each domain is composed of a circle of closed particles, and the seepage pressure in the domain represents the fluid pressure at the centroid of the domain. As shown in Figure 1A, the contact between each two adjacent particles in the closed particle circle is described as a pipe, each pipe is connected with two adjacent domains, and seepage is considered to occur in the pipe. The pipe domain seepage model can well describe the real physical process. The rock and soil mass are granular media, and the water pressure mainly exists in the pore units between particles. The transmission of seepage between particles is similar to the flow transmission in the pipe.
[image: Figure 1]FIGURE 1 | Pipe domain model and calculation flow chart. (A) and (B) are the force diagram of fluid pressure on particles, and (C) is the flow chart of fluid solid coupling.
The pressure gradient caused by seepage in the pipe is assumed to be concentrated at the corresponding contact, and the fluid pressure in the domain is uniform and acts on the particles with the same size. As shown in Figure 1B, the resultant force of the fluid pressure in the domain on each particle is
[image: image]
where [image: image] is the fluid pressure in the domain, [image: image] is the normal direction of the connecting line between the two contact points of the particle, and [image: image] is the length of the connecting line.
Pressure Governing Equation
The water flow in each pipe is assumed to satisfy the smooth parallel plate [15] flow, and its velocity (flow per unit time) is
[image: image]
where [image: image] is the opening of the pipe, [image: image] is the viscosity coefficient of the fluid, [image: image] is the seepage pressure difference between the two domains connected by the pipe, and [image: image] is the length of the pipe and is taken as the sum of the radius of the two particles corresponding to the pipe. In order to consider the influence of stress on permeability, when the contact force between particles is 0, the opening of the pipe is equal to the residual opening value ([image: image]) and then gradually tends to 0 as the normal contact force increases, as is shown in the following formula:
[image: image]
where [image: image] is the normal contact force at the contact and [image: image] is the normal contact force when the opening is reduced to half of the residual opening. If the normal contact force is tensile force or 0, the pipe opening is equal to the sum of the residual opening and the distance between the two particles, as is shown in the following formula:
[image: image]
where [image: image] is a dimensionless multiplier, which generally takes a number less than 1, [image: image] and [image: image] are the radius of two particles, respectively, and [image: image] is the distance between two particles.
In a timestep [image: image], the flow in the adjacent other domains will be received by each domain (the inflow is positive). The seepage pressure increment in the domain in this timestep can be calculated according to the total inflow flow of the domain, the fluid compression modulus [image: image], and the apparent volume of the domain [image: image], but only the mechanical volume change [image: image] for the same timestep can be used to calculate the seepage pressure increment in this timestep. Therefore, the law of flow conservation should be considered into the pipe domain seepage model. That is, the flow inflow of each domain is equal to the sum of mechanical volume increment of the domain and the fluid compression amount in the domain, as shown in the following formula:
[image: image]
where [image: image] must be the mechanical volume change in this timestep. Since it has not been calculated, the relationship between it and the effective stress increment should be determined first, and the compression amount of fluid in the domain is related to the change of fluid pressure in the domain, so the formula above can be written as
[image: image]
where [image: image] is the effective stress increment, [image: image] is the compression modulus of the solid skeleton, [image: image] is the compression modulus of the fluid, and [image: image] is the porosity of the model.
The total stress is assumed to be unchanged; according to the effective stress principle, [image: image], formula (6) can be written as
[image: image]
According to formulas 5 and 7, the renewal equation of seepage pressure can be derived, such as the following formula:
[image: image]
If the fluid is assumed to be incompressible, the formula above can be simplified to
[image: image]
The physical meaning of the updated equation is clear. When a certain flow ([image: image]) flows into the domain, in order to meet the flow conservation, the seepage pressure will increase, and the increment of seepage pressure will increase the volume of the domain, and the volume increment is equal to the inflow flow. The total stress is assumed to be unchanged, and the volume increment can be calculated by the increment of seepage pressure, solid compression modulus, and the apparent volume of the domain. Thus, the increment of seepage pressure is calculated by the inflow flow.
Coupling Implementation
The mechanical calculation of the network of pipe and domain is based on the particle system, similar to that of the particle flow method. The change of the volume of the domain and the opening of the pipe will be caused by the deformation of the particles. Therefore, the coupling of seepage and stress can be effectively simulated by the pipe domain model. The coupling calculation process is shown in Figure 1C. A certain flow will be transferred through the pipe at each timestep, and the change of seepage pressure will be caused by the inflow or outflow of flow in the domain. Because the whole region is full of domains, the change of seepage field can be reflected by the change of seepage pressure in all domains.
Stable Timestep
In seepage calculation, if the seepage timestep used exceeds the critical timestep, the solution of seepage pressure will oscillate and distort [16]:
[image: image]
where [image: image] is the viscosity coefficient of the fluid, [image: image] is the average radius of a circle of particles forming the domain, [image: image] is the apparent volume of the domain, [image: image] is the number of pipes connected to the domain, [image: image] is the compression modulus of the fluid, [image: image] is the opening of the pipe, and [image: image] is the porosity of the model.
METHOD VALIDATION AND INFILTRATION LAW
To verify the suitability of the domain–pipe model for simulating seepage, as shown in Figure 2A, the numerical model is constructed, with a width of 1 m and a height of 2 m. The left and right boundaries of the model are impermeable. A fixed water pressure boundary of 1 MPa is applied on the upper side and 0 MPa on the lower side. The fluid is assumed to be incompressible. The seepage pressure here is hyperstatic seepage pressure. As shown in Figure 2B, gray lines are the pipelines, and the seepage pressure is displayed in the form of particles in the center of the domain, that is, the pipe junction. Seven measurement points A (h = 1.9 m), B (h = 1.6 m), C (h = 1.3 m), D (h = 1.0 m), E (h = 0.7 m), F (h = 0.4 m), and G (h = 0.1 m) are set at different heights of the sample.
[image: Figure 2]FIGURE 2 | Distribution of seepage pressure in domains at different times under seepage. (A) and (B) are the sample diagram and pipe domain diagram, and (C–F) is the seepage pressure distribution diagram at different times.
The linear parallel bonding model is adopted for the contact between particles. The basic parameters of the particles in the model are as follows: the density is 2500 kg/m3, the range of radius is 0.01–0.015 m, the porosity is 0.18, the parallel bond Young’s modulus is 20 GPa, the parallel bond tensile strength is 0.2 GPa, the parallel bond cohesion strength is 0.1 GPa, the parallel bond friction angle is 80°, the normal-to-shear stiffness ratio is 2.5, the pipe opening is 1 × 10−5 m, the compression modulus of rock mass is 6 GPa, and the compression modulus of fluid is 2 GPa.
It can be seen from Equation 2 that the permeability coefficient [image: image] and the viscosity coefficient [image: image] can control the flow velocity in the pipe. As is shown in Figures 3A,B, the time for seepage pressure to reach the steady state is changed by changing the parameter [image: image] within a certain range without changing other parameters of the rock sample.
[image: Figure 3]FIGURE 3 | Variation curve of seepage pressure. (A) and (B) are seepage pressure curves at different measurement points under different permeability coefficients, (C) is the variation curves of seepage pressure with seepage gradient in steady state, (D) and (E) are the parameter sensitivity analysis of the porosity and viscosity coefficient of the model to the growth rate of seepage pressure of the model.
Therefore, in order to accelerate the progress of simulation, a small viscosity coefficient is set to amplify the flow velocity, and the permeability coefficient k = 0.1 m/s. The distribution of seepage pressure at different times of the rock sample under seepage is shown in Figures 2C–F. The size of seepage pressure is proportional to the particle size. A fixed seepage pressure boundary of 1 MPa is applied on the upper side of the model, and the lower seepage pressure is 0. Therefore, the real seepage simulation path is in the range of 0.1 m ≤ h ≤ 1.9 m, as shown in Figure 2. As the seepage progresses, the model gradually infiltrates from top to bottom, and the seepage pressure also decreases gradually from top to bottom, which basically conforms to the seepage principle.
When the progress time of the seepage is long enough, the inflow flow and outflow flow tend to be consistent, and the seepage reaches stability. As shown in Figure 3B, the seepage pressure versus time at seven measuring points is recorded, respectively. And the pressure at each measuring point tends to be stable after increasing to a certain value.
Sensitivity analysis of the model parameters is carried out by adjusting the parameters within a certain range up and down and observing the change of seepage pressure transmission speed. In order to facilitate the display of the change of seepage pressure, the ordinate is set as the change amplitude, i.e., [image: image], where [image: image] is the seepage pressure at a certain time in the original model and [image: image] is the seepage pressure at the same time in the current model. The parameter sensitivity analysis of the porosity and viscosity coefficient of the model to the growth rate of seepage pressure of the model is carried out, as shown in Figures 3D,E. The results in the figure show that the porosity is positively correlated with the growth rate of seepage pressure, and the viscosity coefficient is negatively correlated with it.
The fixed seepage pressure boundary of 1 MPa, 2 MPa, 3 MPa, 4 MPa, and 5 MPa is set on the upper side of the model, respectively, and 0 MPa is set on the lower side. The seepage process is, respectively, simulated to obtain the seepage pressure when the seepage reaches stability and then draw the variation diagram of the seepage pressure with the seepage gradient, as shown in Figure 3C. The seepage pressure of the model is approximately proportional to the seepage gradient. The seepage pressure distribution of rock sample simulated by the modified pipe domain seepage model is in good agreement with the seepage law, which proves that the model is accurate and applicable.
APPLICATION RESEARCH OF TUNNEL SEEPAGE
As shown in Figure 4A, the length and width of the surrounding rock mass are 10 m, the diversion tunnel shape is circular, the diameter is 3 m, there is a liner with a width of 0.3 m around, and there are two faults above the tunnel. The model’s boundary conditions are fixed. In the normal working period, the diversion tunnel mainly bears internal water pressure, and in the unused period, such as maintenance, the tunnel changes to bear external water pressure. Due to the deep buried depth and high water pressure in the upper part of the tunnel, a fixed seepage pressure boundary of 10 MPa is applied above the tunnel. The improved pipe domain seepage model is used to simulate the seepage situation of the tunnel. The micro-parameters of the rock mass are basically consistent with those of the rock sample. The compression modulus of the rock mass is 6 GPa, the compression modulus of the fluid is 2 GPa, and the porosity is 0.18. The parameters of fault are as follows: the deformation modulus is 1.8 GPa, the parallel bond Young’s modulus is 6 GPa, the parallel bond tensile strength is 0.06 GPa, the parallel bond cohesion strength is 0.03 GPa, the parallel bond friction angle is 30°, and the pipe opening is 1 × 10−4 m. The parameters of liner and the junction between liner and rock mass are as follows: the deformation modulus is 3 GPa, the parallel bond Young’s modulus is 10 GPa, the parallel bond tensile strength is 0.1 GPa, the parallel bond cohesion strength is 0.05 GPa, the parallel bond friction angle is 50°, and the pipe opening is 1 × 10−5m. During the numerical simulation, the timestep is set to 1 × 10–7, that is, the simulation is carried out for 1×107 cycles for 1 s. The real time is set as the termination condition in the simulation process. When the corresponding number of seconds is reached, the model stops the simulation.
[image: Figure 4]FIGURE 4 | Damage and seepage pressure distribution of the tunnel at different times under high water pressure. (A) is the tunnel model diagram, (B–F) is the diagram of tunnel seepage pressure, deformation and failure at different times, (G) and (H) are seepage failure diagrams in practical engineering.
The distribution of seepage pressure at different times is shown in Figures 4B–F. Under the action of high water pressure, due to the low strength of rock mass near the fault and structural planes, seepage mainly occurs along the fault. With the development of seepage, fractures gradually appear near the junction of the tunnel and the fault and continue to develop along the fault under the action of seepage, resulting in local damage to the tunnel liner. As is shown in Figure 4D, point A begins to be damaged under the action of seepage. The failure gradually develops outward along the fault. With the development of fractures, some section of the surrounding rock begins to be damaged. In Figures 4E,F, due to the influence of small fault width and low location, seepage failure also began to occur at point B after point A was damaged for a period of time. The whole process of deformation and failure is consistent with the actual engineering phenomenon as is shown in Figures 4G,H.
DISCUSSION
The discrete element particle flow pipe domain method can well visualize the microscopic fractures inside the rock mass caused by seepage. Obviously, the strength of the rock mass is an important factor affecting the seepage failure. The lower the strength, the more obvious the influence of seepage failure. In addition, the integrity of the rock also affects the seepage. The size of the porosity in the rock mass, the number of cracks, and the degree of penetration of the cracks all affect the seepage. The greater the internal porosity of the rock mass, the more the number of cracks, the higher the degree of penetration of the cracks, and the more obvious the influence of seepage damage. At the same time, because the solid and the fluid are based on the same particle system, the fluid–solid coupling is more convenient. The improved seepage model of the pipe domain method makes the results more reasonable through the introduction of the principle of flow conservation and the solid compression modulus. However, this method still has shortcomings for the particle processing of the model boundary. At the model boundary, the particle may not be wrapped by the domain, so the seepage state cannot be well reflected in the seepage process. This is also an issue that needs to be addressed in future research.
CONCLUSION
Based on the discrete element pipe domain seepage model, the concept of flow conservation is introduced to improve the pressure renewal equation and form an improved pipe domain seepage model, which can intuitively analyze the deformation and failure of high water pressure tunnel. The main conclusions are as follows:
1) The law of flow conservation and the compression modulus of solid skeleton [image: image] are considered in the governing equation of pipe domain seepage model, which can more truly reflect the seepage process.
2) The simulation and verification of the seepage process of rock sample show that the seepage simulation results of the improved pipe domain seepage model accord with the seepage law. The model velocity can be adjusted by adjusting the viscosity coefficient [image: image], which can be used to simulate the long-time seepage effect in practical engineering.
3) The research of seepage failure process of typical projects under high external water pressure shows that this model can reveal the whole process of deformation and failure of near fault tunnel under high water pressure, which is consistent with the actual engineering phenomenon.
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The petrographic characteristics of fluid inclusions of the main gas-bearing intervals of the Upper Paleozoic in the Ordos Basin are analyzed by means of plane-polarized light, fluorescence microscopy, and microthermometry. With the burial history of the basin, the charging and enrichment of natural gas in low-permeability reservoirs are also studied through a comparison of parameters such as the homogenization temperature and freezing temperature of aqueous inclusions associated with hydrocarbon inclusions. A comprehensive analysis of the assemblage characteristics, components, and temperature of fluid inclusions of the Upper Paleozoic shows that the abundance, attitude, and composition of gaseous hydrocarbon inclusions can reflect petroleum enrichment in low-permeability reservoirs. The homogenization temperature and freezing temperature of aqueous inclusions associated with gaseous hydrocarbon inclusions show no obvious discontinuities, indicating that natural gas charging was a long and continuous process since the Late Triassic to Early Cretaceous (210–100 Ma) and natural gas accumulation mainly occurred during the Early Cretaceous (125–100 Ma).
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INTRODUCTION
Fluid inclusions in different types of minerals can provide information on the paleo-pressure, paleo-temperature, and composition of reservoir fluids (aqueous, oil, and gas) included within sediments during burial. Information on a reservoir fluid can be obtained from studies of fluid inclusions trapped within minerals formed during geothermal activities. Different types of fluid inclusions have been researched to determine: 1) the evolution of reservoir temperature and pressure [1]; 2) the geological timing of petroleum migration and petroleum accumulation, such as petroleum source and types, paleohydrocarbon-water contact, and migration pathways [2]; and 3) the evolution of grains containing oil inclusion and fluid salinity [3]. PT phase diagrams of reservoir fluids can be rebuilt based on the isochore calculated using pressure-temperature data, which can be obtained from fluid inclusions. The evolution of not only pressure-temperature conditions but also hydrocarbons in the reservoir can be surmised from hydrocarbon inclusions in different assemblages, in which hydrocarbons are trapped in different inclusion assemblages during burial [4, 5].
Increasingly more testing techniques are being applied to analyze hydrocarbons, such as UV fluorescence, fluorescence spectroscopy, micro-laser Raman spectroscopy, and gas chromatography-carbon Isotope mass spectrometry. Fluid inclusions are trapped in different growth zones or healed micro-fractures, which are the basis of identifying fluid inclusion assemblages [6]. According to the simultaneity of the formation of inclusions and their direct host minerals, the approach that a sequence of diagenetic authigenic minerals is the fundamental basis of determining the periods and times of inclusions in sedimentary rocks has been brought forward from the viewpoint of crystallography and mineralogical mechanisms of inclusion formation within a single healed micro-fracture [7, 8].
The classifications of the petroleum charging history in tight sandstone gas reservoirs of the Ordos Basin are divergent due to differences in the principles of estimation and division. There are three opinions at present: One period, the conclusions of which are based on a single peak of homogenization temperature [9]; two periods, which can be summarized by twin peaks of homogenization temperatures [10]; and three periods and above, the conclusions of which are mainly summed from homogenization temperature ranges and evolution of thermal burial history [11]. Multiple opinions exist for the same reservoir because of not only the small amount of temperature data but also less assemblage analysis associated with the diagenetic sequence. All inclusion temperatures could be used to analyze the diagenetic process, but only the temperature tested for aqueous inclusions specially associated with hydrocarbon inclusions can be used to rebuild the gas charge history.
GEOLOGIC SETTING
Five large tight sandstone gas fields with over 100 billion proven reserves of coalbed methane, namely Sulige, Jingbian, Yulin, Zizhou, and Shenmu, have been found in the Ordos basin (Figure 1). Meanwhile, the terms of trapping mechanism of these large gas fields have been identified from lithological accumulations to continuous accumulations [12]. The latest enrichment law of gas accumulation has suggested that it is closer to a “Quasi-continuous accumulation model” [13].
[image: Figure 1]FIGURE 1 | Division of tectonic units and location of the samples.
Gas source rocks in the upper Paleozoic of the Ordos Basin have shown “large-covered hydrocarbon generation” and “continuous gas accumulation” gas supply characteristics; organic matter maturity in the major part in the central basin reached the thermal-cracking condensate-generation stage and dry gas generation stage. Natural gas was mainly generated throughout the period from the middle Jurassic to Early Cretaceous, and the gas generation intensity surpassed 10 × 108 m3/km2, accounting for over 85% of the basin area. The main gas-bearing intervals of the basin in the Upper Paleozoic are lithic quartz sandstone of the He 8 Member (bottom of the Shihezi Formation) in the Sulige area and quartz sandstone of the Shan 2 Member (bottom of the Shanxi Formation) in the Yulin area. The gas-bearing sandstone reservoirs of the He 8 and Shan 2 Members are generally tight, and their average porosities are 8.4 and 8.3%, respectively, with median permeability values of 0.58 × 10−3μm2 and 0.59 × 10−3μm2, respectively. The Upper Paleozoic coal-bearing source rocks are located a distance of less than 30 m from the gas-bearing quartz sandstone of the Shan 2 Member, and between 80 and 130 m from the gas-bearing lithic quartz sandstone of the He 8 Member. Due to the relatively short transport distance between source rocks and reservoirs and the good preservation conditions, the natural gas migration and the charging process can be considered a process of enrichment and accumulation.
METHODS AND SAMPLES
All types of tests on fluid inclusions were implemented in the Shaanxi Key Laboratory of Petroleum Accumulation Geology. Several instruments, such as ZEISS transmission light-fluorescence microscope (Axioskop 40, Germany), Renshaw inVia laser Raman spectrometer (514.5 nm wavelength, United Kingdom), Elementar gas chromatography-carbon Isotope mass spectrometer (Isoprime 100, Germany), and Linkam heating-freezing stage (THMS 600G, United Kingdom), were used in the tests. The testing procedures and technical requirements are based on the China Oil and Gas Industry Standard of “Microscopic Temperature Measurements of Fluid Inclusions in Sedimentary Basins (SY/T6010-2011, PRC)” and “Analysis of natural gas Composition-Laser Raman spectroscopy (SY/T 7433-2018, PRC)”.
For tests on the fluid inclusion geochemistry characteristics and their significance, 120 samples were collected from 76 wells in the central part in the Ordos Basin (Figure 1). Fluid inclusions trapped in quartz overgrowths and micro-fractures have been tested in detail as primary targets. On the basis of generalizing fluid inclusion types and their occurrences, fluid inclusions within the quartz overgrowth and healing micro-fractures were selected for temperature measurement. The selected sandstone grains were crushed in a vacuum closed tank after they had been cleaned, and then the gas in the tank was extracted through inclusion composition tests and carbon isotope analysis. The aqueous inclusions associated with hydrocarbon inclusions were emphatically tested. Combined with their geochemical parameters, the formation order of inclusions in different occurrences was determined synthetically such that the charging status of natural gas in the Upper Paleozoic can be deduced accordingly.
RESULTS AND DISCUSSION
Petrography
The lithofacies characteristics of the fluid inclusions were systematically summarized by observing the transmission light of the microscope and fluorescence contrast. In this manner, inclusion assemblages were determined and the order for entrapment of different inclusion assemblages was restored. Accordingly, fluid inclusions within the quartz grains of the He 8 Member (bottom of the Shihezi Formation) and the Shanxi Formation in the central basin were divided into three categories:
1) Aqueous inclusions: Beadlike and ribbon-like distributed in quartz host minerals, mostly showing elliptic and irregular shapes. Most of the individual sizes are comparatively small at about 3–9 μm with a gas-liquid ratio of 5–10%. They became a homogeneous and pure liquid after heating.
2) Gaseous hydrocarbon inclusions: Mainly trapped in quartz overgrowth edges and healing micro-fractures, normally associated with a large number of aqueous inclusions, and beadlike distributed among the quartz host minerals. The individual sizes vary largely from 2 to 15 μm. They mostly show round, elliptic, and irregular shapes with a gas-liquid ratio varying from 20 to 80%. They are light gray–light brown under transmitted light and have no fluorescent display.
3) CO2 inclusions: Mainly enriched with gaseous and liquid CO2 in the Upper Paleozoic, which were primarily trapped in quartz overgrowth edges. The relative contents of CO2 (gaseous and liquid) and liquid saline are slightly different in different areas.
Geochemistry Features
The gas-phase component analysis of inclusions is based on the determination of the inclusion assemblage characteristics, and different inclusions were selected for laser Raman spectroscopy. The results showed that the dominant compositions are CO2 and CH4. Inclusions trapped in quartz overgrowths were mostly composed of CO2 (Figure 2A). Gaseous hydrocarbon-bearing inclusions trapped in quartz overgrowths were dominated by CO2 and contained a small amount of CH4. Gaseous hydrocarbon inclusions trapped in micro-fractures and with a gas-liquid ratio of over 50% were mostly composed of CH4 (Figure 2B). With a gradual decrease in the CO2 fraction in gas inclusions, the CH4 fraction increases correspondingly.
[image: Figure 2]FIGURE 2 | Raman spectrogram of gaseous hydrocarbon inclusions (Mi-6, 2,638.4 m).
The GC-MS test results suggested that CH4 dry coefficients of inclusions within sandstone grains and sandstone pores showed a certain difference (Figure 3A). The CH4 dry coefficient in gas reservoirs is higher than that in inclusions of the He 8 Member in the Sulige and Yulin gas fields, which means that the present gas reservoirs are mainly trapped throughout the charging and reforming of gas with different maturities. The CH4 dry coefficient in the gas reservoirs is lower than that in inclusions of the He 8 Member in the Eketuoqi area (western Sulige gas field), which may be caused by gas diffusion migration. The dry coefficients of these reservoirs does not exhibit obvious regularity of the Shan 2 Member in the Yulin gas field. The gaseous components and carbon isotopes of the gas inclusions in the main gas-bearing sandstones in the Yulin and Sulige areas suggest that the carbon isotopes of gaseous inclusions are generally lighter than those of the current gas reservoirs. There is a slight positive correlation between Ln (C1/C2) and δ13C1-δ13C2 in the Yulin area. The regularity indicates that the main trapped gas components and their carbon isotopes are controlled by the maturity of source rocks (Figure 3B). The GC-MS test results also show that the value of C2/C1 presented a concave curve shape and positive correlation with δ13C1 in the Sulige gas field, which may be caused by gas migration. The value of C2/C1 is negatively correlated with δ13C1 in the Yulin gas field, suggesting charging gas with different maturities (Figure 3C).
[image: Figure 3]FIGURE 3 | Plot of geochemical features between gaseous inclusions and gas reservoirs.
The hydrocarbon components of the gaseous inclusions in the study area can be used to semi-quantitatively analyze the enrichment status of natural gas in tight sandstone reservoirs. The gaseous components of the inclusion assemblage show that Natural gas enrichment in the Shan 2 Member in the Yulin area is mainly affected by source rock maturity. The natural gas enrichment in the He 8 Member (Sulige area) is dominated by source rock maturity, which is also influenced by diffusion and migration partially.
Fluid Inclusion Temperature
Based on the summary of the fluid inclusion types and their occurrences, fluid inclusions within quartz grains overgrowth edges and healing micro-fractures were selected for the temperature measurement. More than 1,400 temperature data sets of fluid inclusions of the He 8 Member and the Shanxi Formation were obtained. The results of the test showed that the homogenization temperature of aqueous inclusions ranged from 90 to 170°C, with an overall continuous and broad pattern. The mean homogenization temperature of the He 8 Member was 133°C and the median value was 138°C, while the homogenization temperature of the Shan 2 Member was 135°C and the median value was 136°C. The freezing temperature of the inclusions ranged from −2°C to −12°C and the corresponding homogenization temperature ranged from 120 to 165°C, showing a large difference in the freezing temperature of both reservoirs.
The initial melting temperature of aqueous inclusions of the He 8 Member and the Shanxi Formation were generally higher than −20.8°C, indicating that it is mainly a NaCl system solution. The freezing temperature of fluid inclusions ranged from −3°C to −13°C, and most inclusions were distributed between −4°C and −10°C. Freezing temperature was significantly correlated to the corresponding homogenization temperature. The freezing temperature of a small amount of secondary inclusions was distributed between −12°C and −15°C, which obviously deviates from the variation trend of most homogenization temperatures and freezing temperatures. At the same time, NaCl sub-crystals were observed in such high-salinity inclusions.
Fluid Inclusion Assemblage
The characteristics of fluid inclusion assemblages (FIAs) show obvious differences among different diagenetic periods. Based on these differences, the charging status of oil and gas in a reservoir can be analyzed, where different FIAs were trapped during different geological periods. According to the types of fluid inclusions, occurrences, temperature (homogenization temperature and freezing temperature) and other parameters, fluid inclusions of the He 8 Member and the Shanxi Formation can be divided into two types (Figure 4).
[image: Figure 4]FIGURE 4 | Homogenization temperature of fluid inclusions in different FIAs.
In order to better analyze the gas charging information obtained from the inclusions, further temperature measurements of the aqueous inclusions adjacent to hydrocarbon inclusions were taken under laser Raman microscopy. The statistical results showed that the homogenization temperatures of these aqueous inclusions associated with hydrocarbon inclusions are between 100 and 170°C (Figure 5). Its overall continuous and unimodal distribution indicates that the gas charging process recorded by the inclusions was a long and continuous process. Since the gas-liquid ratio of gaseous hydrocarbon inclusions indirectly reflects the state of gas-water enrichment in sandstone reservoirs, gaseous hydrocarbon inclusions trapped in the micro-fractures are further classified according to the gas-liquid ratio. Inclusions with a relatively high gas-liquid ratio correspond to homogenization temperatures of 140–170°C, indicating relatively high enrichment of natural gas in a reservoir. A narrower temperature range indicates that inclusions were trapped within a relatively short time.
[image: Figure 5]FIGURE 5 | Distribution of homogenization temperature in different FIAs in the Upper Paleozoic in Ordos Basin.
Constraints on Gas Charge History
On the basis of the lithofacies determination of the inclusions, the depth and burial history of inclusions were acquired from inclusion homogenization temperature and the paleo-geothermal history of the basin, and the state and time of natural gas charging were deduced by combining the geochemical composition of the inclusions (Table 1; Figure 6).
TABLE 1 | Combination features, geological significance, temperature range and estimation of trapping time of different FIAs.
[image: Table 1][image: Figure 6]FIGURE 6 | The gas accumulation period based on the thermal history of Upper Paleozoic in Ordos Basin.
FIA Ⅰ: the laser Raman spectroscopy tests of these gaseous hydrocarbon inclusions showed that the components were dominated by CO2 with a small amount of CH4. The homogenization temperature of aqueous inclusions associated with these gaseous hydrocarbon inclusions ranges from 100 to 125°C; that is, natural gas charging occurred during the middle-late Jurassic to early Cretaceous (210–140 Ma). During this period, the Upper Paleozoic coal-bearing source rocks gradually began to generate and expel hydrocarbons. The small amount of originally generated low-maturity natural gas was expulsed into the adjacent reservoirs and thus the abundance and CH4 content of the trapped gas hydrocarbon inclusions were low (Table 1①+②, Figure 6).
FIA Ⅰ: the laser Raman spectroscopy tests of these gaseous hydrocarbon inclusions showed that the gas components were dominated by CH4. The homogenization temperature of aqueous inclusions associated with these gaseous hydrocarbon inclusions ranges from 125 to 170°C. The homogenization temperature of aqueous inclusions conspicuously associated with gaseous hydrocarbon inclusions having large gas-liquid ratio ranges from 140 to 170°C, indicating that the charging time of natural gas was the Early Cretaceous (140–100 Ma). During this period, the hydrocarbon source rocks reached the peak of gas expulsion in their evolutionary history. The source rocks expelled considerable highly matured natural gas and were enriched in the adjacent tight sandstones. Therefore, the trapped gas hydrocarbon inclusions have high abundance and high CH4 content, indicating that this period was the main charging period of natural gas of the Upper Paleozoic (Table 1③+④, Figure 6).
The homogenization temperatures of aqueous inclusions (trapped in FIA-Ⅰ and FIA-Π) in the gas-bearing reservoirs of the Upper Paleozoic show no obvious discontinuities (100–170°C), indicating that the gas charging history was a relatively long and continuous process, which continued from the Middle Jurassic to Early Cretaceous (210–100 Ma). However, the relatively high gas-liquid ratio of hydrocarbon inclusions indirectly reflects the state of gas-water accumulation in the reservoirs, and the homogenization temperature range of adjacent aqueous inclusions is relatively narrow (140–170°C), i.e., the Early Cretaceous (125–100 Ma) was the main charging period (Table 1④, Figure 6).
CONCLUSION

1) According to the characteristics of hydrocarbon inclusion assemblages, geochemical component parameters of inclusions, homogenization temperature, and freezing temperature, fluid inclusions in the quartz grains of the He 8 Member and Shan 2 Members in the Ordos Basin can be classified into two types: FIA Ⅰ and FIA Ⅱ. FIA Ⅰ has low gaseous hydrocarbon abundance and low gas-liquid ratio. Its gas components are dominated by CO2 with a small amount of CH4. The high abundance of aqueous inclusions suggest that an active water-rock interaction occurred during that period. The gaseous hydrocarbon inclusions indicate the initial status of natural gas charging. FIA Ⅱ contains a large amount of CH4, with high gaseous hydrocarbon abundance and high gas-liquid ratio, indicating the main gas charging and accumulation within the tight reservoirs.
2) There was no clear cutoff in the test temperature (homogenization temperature and freezing temperature), which means the gas charging history was a long and continuous process since Late Triassic to Early Cretaceous (210–100 Ma); in the meantime, the occurrence of gaseous hydrocarbon inclusions with a high gas-liquid ratio and the temperature of the associated aqueous inclusions indicated that the main accumulation period of natural gas was the Early Cretaceous (125–100 Ma).
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River health has become one of the major concerns today. This study develops a water quality index-based health assessment method to diagnose the status of the Dagujia River, China. The Dagujia River is the second largest river and the main source of drinking water in Yantai, China. The health status is classified into five levels – ideal, healthy, sub-healthy, unhealthy, and morbid. The assessment process includes four phases: 1) index layer grading, 2) criterion layer grading, 3) target layer grading, and 4) health diagnosis. The results show that eight sections are morbid, accounting for 66.3% of the entire assessed river. It also finds that higher water temperature variation (WTV) results in this poor health situation. However, the assessment excluding WTV reveals that all the other sections are in ideal states except for a sub-healthy river section caused by the higher concentrations of CODMn and COD in the high-flood season (June–September).
Keywords: health assessment, water quality index, health levels, grading method, water temperature variation
1 INTRODUCTION
The river is the water source for life, providing a living environment for humans and other living organisms, while the river is also the most vulnerable ecosystem to human activities [1, 2]. With the development of human beings, the demand for water resources continues to increase. Meanwhile, many pollutants are discharged into the rivers, causing point and non-point source pollution. Human modernization has caused damage to riparian vegetation, soil and water loss, channel changes, blockages, and interruptions. These activities have greatly affected river and lake health, which on a long term impacts physical habitats, biodiversity, ecological functions, and services [3]. For example, algal blooms have frequently occurred since the late 1980s, and around 41 kinds of fish, 65 zooplanktons, and 16 macrophyte species have disappeared from the Taihu Lake in the Yangtze River Delta in China [4]. In the world, only a small fraction of the river systems remain unaffected [5–6, 8], and river systems have become one of the most endangered global systems at an alarming rate [7–9]; . In turn, the negative river health of water pollution has greatly affected human health, which remains a major source of morbidity and mortality in countries like China [10]. The poor water quality has led to 190 million people falling ill and 60,000 people dying from liver and gastric cancers every year in China [10, 11].
Similar to a healthy human body, only a healthy river can fully perform its various functions and services. River health is a helpful term for people to interpret the river status easily and thus evoke public concern about human impacts on river systems [8, 12]. However, there has not been a universal definition of river health so far. In a pioneer study [13], the concept of river health was proposed. A healthy river should stably maintain all its intrinsic values and be able to repair itself when exposed to external stress [1]. Furthermore, it is suggested that river health assessment includes biological, physical, chemical, and socioeconomic contexts. Since the concept of river health was proposed by [13], river health assessment has become one of the major concerns for water resource protection. Maintaining and restoring the health of rivers have gradually been incorporated into the practice of river protection and management, and establishing an assessment index system has quickly become the goal and direction of river management [14].
Since the past decades, many countries in the world have assessed the health status and variation of the river system and evaluation of human impacts [8]. Consequently, different assessment methods and indices have been developed in multiple countries, such as the United Kingdom [15, 16], France [17], Zimbabwe [18], China [3, 19, 20], Swaziland [21], the United States [22], and Australia [23, 24], Flint et al., 2017, and so on. For example, in the United Kingdom, the Institute of Freshwater Ecology (IFE) developed a software package called “In Vertebrate Prediction and Classification System” (RIVPACS) for assessing the biological quality of rivers [15]. In France [17], applied logistic and multiple linear regression methods and fish-based index to assess river health were used. In Zimbabwe [18], river health related to lands based on macroinvertebrate data sampled from sites along a dry-land river in northwestern Zimbabwe was investigated. The [20] proposed an index system from five aspects, hydrology, physical forms, water quality, aquatic organisms, and social service functions, to assess river and lake health. In the United States [22], examples from Wyoming, Colorado, and Arizona in the western United States were used to quantify relations between driver and response variables on rivers affected by dams. In Australia [23], the ecosystem health of streams in Southeast Queensland was studied by using a river ecosystem health score composed of five component indicators: fish, macroinvertebrates, water quality, nutrients, and ecosystem processes.
In recent years, more studies on river health assessment have been conducted in the world. The methods applied in these studies can be roughly summarized into three categories: predictive model methods [6, 25, 26], multi-index comprehensive assessment methods [27, 28], Flint et al., 2017 [29], and mixed ones [3, 8, 26, 30]. For instance [25], multiple biological indices were developed using three groups of aquatic organisms, including benthic algae, macroinvertebrates, and fish, to assess the health of rivers in northeastern China [29]. An ecological health index method (EHI) was developed to evaluate the health status of the Poyang Lake in China from the four aspects of physical, chemical, ecological integrity, and social services [26]. The health of river ecosystems was evaluated by establishing a comprehensive river health index (RHI) determined by a fuzzy matter-element expansion evaluation model [3]. The chemical parameter model and the index of the biological integrity model were used to assess the ecological health of the Geum River watershed.
The Dagujia River is the second largest river and the main source of drinking water in Yantai, China. However, only a few studies on the health status of the river have been found in the literature, and these studies were undertaken in 2008 and just focused on the ecological aspect [31, 32]. In this connection, it is urgently needed to develop a health system index to assess the health status of the river fast. The main purpose of this study is to scientifically evaluate the health status of the Dagujia River based on water quality indicators. The main goals are to diagnose the current health status of the Dagujia River and analyze the driving forces that cause the health problems to provide technical and decision support for government departments concerned.
2 METHODS
The proposed health assessment system is composed of three parts: 1) river section division, 2) system index definition, and 3) assessment method (Figure 1).
[image: Figure 1]FIGURE 1 | Study content and the technical road of the river health assessment system method.
We divide the river into different sections first and then select sections for health assessment. Finally, sampling points are defined in each section. The system index includes defining the layers and indices for assessment, and the assessment method includes health level classification and grading methods for each level. Grading and health diagnosis are conducted using the Python programming language and its scientific computing libraries, Numpy and Pandas. In addition, Mapinfo 16 is used to visualize the river health assessment results spatially on the watershed GIS map.
2.1 Index System Definition
The index system includes three layers, that is, target, criterion, and indicator, and a total of 12 indices (Table 1). The target layer of the river health status is composed of four indicator layers, namely, water temperature variation (WTV), dissolved oxygen status (DO), oxygen consumption organic pollutants (OCP), and heavy metal pollutants (HMP).
TABLE 1 | River health assessment system indices.
[image: Table 1]WTV is the maximum absolute deviation of the monthly water temperature in the assessment year from the multi-year monthly average, reflecting the impact of river development activities on aquatic species. DO is the dissolved oxygen concentration in the water, which is essential to the growth of aquatic species. OCP refers to organic pollutants that cause a significant decrease in dissolved oxygen in water, and this study considers four indicators, including permanganate index (CODMn), chemical oxygen demand (COD), five-day biochemical oxygen demand (BOD5), and ammonia nitrogen (NH3N). HMP refers to the pollutants of heavy metal elements and their compounds with significant biological toxicity, such as mercury (Hg), cadmium (Cd), hexavalent chromium (Cr), lead (Pb), and arsenic (Ar).
2.2 Health Levels
The health status of rivers is usually divided into five levels [20, 25, 29]. Based on this previous research, this study defines the health status as ideal, healthy, sub-healthy, unhealthy, and morbid, and each health level was graded with a score ranging from 0 to 100 points. The classification standard of the five health levels is based on the total target scores (Table 2).
TABLE 2 | River health levels and grading standards.
[image: Table 2]2.3 Grading Method
The target layer score is assigned as the minimum score of the four criterion layers, and it is expressed by
[image: image]
where s stands for the score, TLs is the score to target layer, subscript X ∈ [1, 2, 3, 4] stands for the four criterion layers, and CXs are the scores assigned to each of the four layers.
2.3.1 WTV Grading
Water temperature variation (WTV) is expressed by the maximum deviation of the measured monthly water temperature in the assessment year from the multi-year monthly average (Eq. 2), and the grade of WTV is determined based on its values by Eq. 3
[image: image]
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where TV refers to WTV (°C), Tm is the measured monthly average water temperature (°C) in the assessment year, ‾Tm is the multi-year monthly average water temperature (°C), and TVs is the score obtained by WTV.
2.3.2 Grading of DO Index
The DO status index grade is defined as the minimum of the scores assigned to the DO concentration in the flood season and the non-flood season by the following equation
[image: image]
where DOs is the score of DO index, DOFs is the score of DO index in the flood season, DONs is the score of DO index in the non-flood season, and subscripts F and N represent the flood season and non-flood season, respectively.
Too high and too low DO concentrations can both cause harm to aquatic organisms. The appropriate DO concentration value is 4–12 mg/L based on [20, 33], and the DO concentration of 5 mg/L is defined as the base point because it meets the basic water quality requirements of fish organisms [33]. The scores of DO index in the flood season and the non-flood season are defined according to its concentrations of these two seasons by the following equation
[image: image]
where DOF is the average DO concentration in the flood season in the assessment year and DON is the average DO concentration in the non-flood season in the assessment year.
In this study, we define the DO concentration in the flood season (DOF) as the monthly average concentration from May to September in the assessment year (Eq. 6) and the DO concentration in the non-flood season (DON) as the monthly average concentration from January to April and from October to December in the assessment year (Eq. 7)
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where DOi is the DO concentration in the ith month of the flood season; DOj is the DO concentration in the jth month of the non-flood season; subscripts i and j represent a certain month in the flood season and non-flood season, respectively; and m and n represent the total months of the flood season and non-flood season, respectively.
2.3.3 Oxygen Consumption Organic Pollutants
The oxygen consumption organic pollutant score is assigned by the average score of its four indices, that is, CODMn, COD, BOD5, and NH3H (Eq. 8). The score of each index is defined as the minimum one of the two scores assigned for this index in the flood season and non-flood season, expressed by Eq. 9
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where OCPs is the score of the oxygen consumption organic pollutants (OCP); OCPks are the scores to the four indices; OCPkFs and OCPkNs refer to the score to each of the four indices in the flood season and non-flood season, respectively; and subscript k stands for each of the four indices.
The scores to each of the four indices in the flood and non-flood seasons are assigned based on their concentrations in these two seasons (Eqs 10–13)
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where CODMns, CODs, BODs, and NH3Ns are the scores to the four indices, CODMn, COD, BOD, and NH3N, respectively; CODMn, COD, BOD, and NH3N are the concentrations of these four indices, respectively; and subscripts F and N represent the flood season and non-flood season, respectively.
The concentrations of each index are defined as the monthly average concentrations of this index in the flood season and non-flood season, respectively (14–15). In this study, the flood season refers to May to September in the assessment year. The non-flood season refers to January to April and from October to December in the assessment year
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where OCPkF and OCPkN refer to the concentrations of one of the four indices, CODMn, COD, BOD, and NH3N, in the flood season and non-flood season, respectively; subscripts i and j represent a certain month in the flood season and non-flood season, respectively; and m and n represent the total months of the flood season and non-flood season, respectively.
2.3.4 Grading of Heavy Metal Pollutants
Heavy metal pollutant score (HMPs) is defined by the minimum score of its five indices, arsenic (Ar), mercury (Hg), cadmium (Cd), chromium(Cr), and lead (Pb) (Eq. 16). Each of the five indices is graded by the minimum one of its scores in the flood and non-flood seasons. The concentrations of each index in these two seasons are determined by Eqs 23 and 24
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where HMPs is the score assigned to HMP; OCPkF and OCPkN refer to the concentrations of the five indices in the flood season and non-flood season, respectively; subscript k is each of the four indices; i and j represent a certain month in the flood season and non-flood season, respectively; and m and n represent the total months of the flood season and non-flood season, respectively.
3 STUDY AREA AND DATA
3.1 Area Description
The Dagujia River watershed is located in the north-central part of Yantai City in the Shandong Peninsula (Figure 2). It originates from Haiyang City and flows through Muping District, Qixia City, Fushan District, Laishan District, and Zhiyu District. It is the second largest river in Yantai City, China, with a length of 83 km and a basin area of 2,293 km2.
[image: Figure 2]FIGURE 2 | River system of the Dagujia river watershed.
The Dagujia River watershed is the continental climate in the warm temperate East-Asian monsoon region, accompanied by obvious maritime climate characteristics and four distinct seasons. It has an annual average rainfall of 683.9 mm, a frost-free period of 222 days, an average temperature of 11.5°C, and a wind speed of 4.5 m/s. The precipitation distribution is extremely uneven spatially and temporally in the watershed, and precipitation in the flood season (May to September) accounts for more than 70% of the annual total.
The local people honored the Dagujia River as the “Mother River”. It is the most important source of drinking water in Yantai City, raising 27 towns with 600 thousand people. Along the river is the import-producing place of the famous “Yantai Apple” and “Yantai Big Cherry”.
3.2 River Section Division
Based on the existing monitoring sections of the Dagujia River in the Yantai Hydrological Bureau, China, we divide the river into nine sections for health assessment, namely, the Menlou Reservoir, Taokou, Dongmotang, Huili Town, Tiekou, Daijiahe Bridge, Zanggezhuang, Xiaokuang Village, and Gongjia Island. The river sections assessed are 334.838 km long, and the geographical location and length of each river section are displayed in Table 3.
TABLE 3 | Section division of the Diagujia River.
[image: Table 3]3.3 Data Sampling and Collection
This study conducted monthly field sampling of the indices of the nine river sections throughout the whole 2018 assessment year. We collected the index samples from 7:00 a.m. to 12:00 a.m. on 1 day randomly selected in each month. Besides the sampling data, local monthly temperature data in 2018 were collected from [19] and the multi-year monthly average temperature data were collected from [34].
4 RESULT ANALYSIS AND DISCUSSION
The health levels of the nine selected river sections of the Dagujia River were assessed based on the developed health assessment index system and the monthly sampling data.
4.1 Water Temperature Variation
The analysis results of sampling data show that the water temperature of the nine sections displays a similar trend of polynomial order three lines with the maximum temperature in August and the minimum in January and February, and the Daijiahe Bridge section has the highest temperature among the nine sections (Figure 3A). The results of the water temperature variation (WTV) reveal that the Xiaokuang Village section has a relatively lower WTV, say 2.4°C. In contrast, the Dongmotang section has the largest WTV, say 11.1°C. The Daijiahe Bridge section, Gongjia Island section, and Tiekou section are followed, with WTVs of 6.3°C, 5.9, and 4.5°C, respectively (Figure 3B; Table 4 and 5). In addition, the WTV of the rest four sections is between 3 and 4°C (Figure 3).
[image: Figure 3]FIGURE 3 | Water temperature and water temperature variation of the Dangujia River in the 2008 assessment year: (A) monthly water temperature and (B) monthly water temperature variation.
TABLE 4 | Results of water temperature variations (°C) and grading.
[image: Table 4]TABLE 5 | Results of water temperature variations (°C) and grading (Continuation).
[image: Table 5]Based on the WTV grading method, the Xiaokuang Village obtains 25 points, and all the other eight sections have 0 points due to the higher WTV (Table 4 and 5). These analysis results indicate that human development activities have greatly influenced the river’s water temperature.
A higher WTV will impact the living environment of local fishes in the river, which further influences the fish behaviors of feeding, reproduction, and migrations [35]. Consequently, the body efficiency of many physiological processes will change from 6 to 10% when the body temperature of fish changes by 1°C [36], and the pregnancy period of a pregnant female fish will decrease by 2 weeks for every 1°C increase in temperature in a relatively stable environment [37].
4.2 DO Water Quality
The analysis results show that the change behaviors of DO concentrations in the assessed nine river sections have a general pattern. DO shows an increasing trend from January to March and then decreases until August, followed by another increase (Figure 4A). The results also reveal that the average concentration of DO in each section in the flood season is much lower than that in the non-flood season (Figure 4B and Table 6). This is mainly because of the following two reasons: (1) an increase in water flow during the flood season would dilute the DO content and (2) a large amount of oxygen-consuming organic matter pollutants entered into the river with precipitation and flow during the flood season, which consumed much more DO. Figure 4B also illustrates that the Menlou Reservoir section has the highest DO concentration compared with other sections in the two seasons, while the Dongmotang section and the Taokou section have the lowest concentrations (Figure 4B and Table 6).
[image: Figure 4]FIGURE 4 | DO concentrations in the Dangujia River in the 2008 assessment year: (A) monthly DO concentrations and (B) DO concentrations in the flood and non-flood seasons.
TABLE 6 | Results of DO concentration (mg/L) and grading.
[image: Table 6]The average concentrations of DO in the flood and non-flood seasons in the nine river sections are between 7.5 and 12 mg/L (Figure 4B), which confirms that the nine river sections are all assigned to 100 points according to the grading equation of DO index (Figure 4B). This result indicates that the DO status in the Dagujia River is excellent in the 2018 assessment year, which is very suitable for the growing needs of aquatic species.
4.3 Oxygen Consumption Organic Pollutants
The analysis and grading results of the oxygen consumption organic pollutants (OCP) of the nine sections in the Dagujia River in the assessment year are displayed in Figures 5, 6 and Tables 7 and 8.
[image: Figure 5]FIGURE 5 | Organic oxygen consumption pollutants (OCP) in the Dangujia River in the 2008 assessment year: (A) CODMn concentration, (B) COD concentration, (C) BOD5 concentrations, and (D) NH3N concentration.
[image: Figure 6]FIGURE 6 | Monthly organic oxygen consumption pollutants (OCP) in the Dangujia River in the flood and non-flood seasons in the 2008 assessment year: (A) CODMn concentrations, (B) COD concentrations, (C) BOD5 concentration, and (D) NH3N concentration.
TABLE 7 | Results of organic oxygen consumption pollutants (mg/L) and grading.
[image: Table 7]TABLE 8 | Results of organic oxygen consumption pollutants (mg/L) and grading.
[image: Table 8]The results display that the Gongjia Island section has higher CODMn, COD, BOD5, and NH3N in the nine sections. This is also illustrated obliviously in terms of the average concentrations of the food season and non-flood season (Figure 6).
The results further reveal that the Daijiahe Bridge has lower CODMn, BOD5, and NH3N (Figures 5A,C,D), and the Taokou section has the lowest COD (Figure 5B), although it seemly has the second highest CODMn and NH3N (Figures 5A,D). It also finds that the Dongmotang section has the highest BOD5 in July, August, and September (Figure 5C) and the second highest CODMn, COD, and NH3N during the same period (Figures 5A,B,D).
Besides, the analysis results show that the average CODMn and COD concentrations of the nine sections are higher in the flood season than in the non-flood season (Figures 6A,B). In contrast, the BOD5 and NH3N concentrations are opposite, except for a few river sections like Gonjia Island, Tongmotang, and Huili Town (Figures 6C,D). It suggests that CODMn and COD enter the water body of the river mainly through the high flow during the flood season, while BOD5 and NH3N are higher in the non-flood season mainly because of lower flow and higher mainly in the flood season due to flow dilution.
The OCP grading results of the nine river sections show that Gongjia Island is assigned the lowest score of 60 points due to the lower score of CODMn (30 points) in the flood season and the lower score of COD (30 points) in both seasons (Table 7). Dongmotang obtains a score of 75 points due to the lower scores of CODMn (60 points) in the flood season (Table 8). The scores of OCPs in the other seven river sections are all above 80 points (Tables 7 and 8).
4.4 Heavy Metal Pollutants
The monthly heavy metal pollutant (HMP) data sampling results show that the concentrations of the five indices, that is, arsenic, mercury, cadmium, chromium, and lead, are all zero in the nine river sections in the assessment year. Therefore, the scores of HMP in the nine river sections are all assigned to 100 points.
4.5 Health Assessment
Table 9 displays the grading results of the four-index layer and health assessment results of the target layer. The health assessment results show that the nine sections of the Dagujia River in the assessment year are very bad. The Xiaokuang Village section is unhealthy, and the rest eight sections are all in morbidity. The average score of the nine sections is only 2.8 points, which indicates that the Dagujia River in the 2018 assessment year is in the morbid status (Table 9). The spatial analysis results of the health assessment display that the unhealthy river section is 112.8 km long, accounting for 33.7% of the total assessed river section length, and the morbid section is 222.038 km long, accounting for 66.3% of the total assessed river section (Figure 7A).
TABLE 9 | Results of grading and health assessment including water temperature variation.
[image: Table 9][image: Figure 7]FIGURE 7 | Health assessment results of the Dagujia River: (A) results including water temperature variation and (B) results excluding heavy metal pollutants.
The results excluding WTV, however, are quite different. The Gongjia section is in a sub-health state, the Dongmotang section is healthy, and the other seven river sections are all under ideal conditions. The sub-health status of the Gongjia section is mainly caused by the lower score of OCP (60 points) in the flood season (Table 10) due to the higher concentrations of CODMn and COD (Table 7). The complete target layer grading results show that the average score of the nine sections is 85.3, confirming that the Dagujia River is under ideal health conditions (Table 10). The spatial analysis result of the health assessment reveals the heath of the river. The 268.39 km river section is in an ideal state of health, the 10.49 km river section is in a healthy state, and the 55.96 km river section is in a sub-healthy state, which respectively accounted for 80.2, 3.1, and 16.7% of the total assessed river length (Figure 7B).
TABLE 10 | Results of grading and health assessment excluding water temperature variation.
[image: Table 10]This assessment suggests that higher changes in water temperature variation (WTV) are the main factor resulting in the lower score and the poor health condition of the river (Table 9). The higher WTV could result from human development activities as assumed in this study. Meanwhile, the extreme temperatures are probably also the driving factor leading to the higher WTV in the assessment year, which causes the higher deviation of monthly water temperature from the monthly average of multiple years. In order to check if it is the influence of climate change, a comparison analysis is made based on the local monthly average temperature data in 2018 [9] and the multiple-year monthly average data from 1970 to 2000 [34]. The analysis result illustrates that the average monthly temperatures in the assessment year are close to the multi-year monthly average values (Figure 8A) with the maximum deviation of 1.9 °C and the minimum deviation of −1.1°C (Figure 8B). This comparison result indicates that the local temperature is not the driving factor leading to the higher WTV.
[image: Figure 8]FIGURE 8 | Monthly temperature in Yantai City, China: (A) comparison between the average in 2018 and the average of multi-year series (1971–2000) and (B) comparison deviation.
5 CONCLUSION
This study develops a river health assessment system based on water quality indices, and this system is applied to assess the health situations of the Dagujia River in China in 2018.
The main findings of the study are as follows: 1) the DO index of all assessed river sections in the flood season and the non-flood season are between 7.5 and 12 mg/L, which is very suitable for the growth needs of aquatic species, and hence, the DO index obtained a full score of 100; 2) the heavy metal pollutant indices of the nine assessed sections in the flood and non-flood seasons are both zero, and thus, they are also assigned full marks; (3) The CODMn and COD in the Gongjia Island section and Dongmotang section in the flood season are higher, making the scores of oxygen consumption organic pollutant index (OCP) in these two sections lower, 53 points and 70 points, respectively; (4) the water temperature variation (WTV) index of the assessed river sections is high, which resulted in the poor health status of the nine assessed river sections, where one section is in an unhealthy state and the other eight river sections are all in morbidity, and the morbid river sections accounted for 66.3% of the total assessed river sections; and (5) without considering the index of WTV, only one section is in a sub-health state, accounting for an assessment of 16.7% of the total length of the assessed river sections, and other river sections are all in the healthy and ideal states.
Therefore, the higher WTV plays a vital role in the health assessment results of the Dagujia River. The analysis results also confirm that the local monthly temperatures in the assessment year are not deviated from their multi-year average, suggesting that climate change is not the driving force of the higher WTV in the study area. In addition, CODMn and COD in certain river sections in the flood season are relatively higher, playing an important role in some sections’ sub-health status. In this sense, WTV, CODMn, and COD should draw the management department concerned for planning and managing the Dagujia River.
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The shear band is an important portion of a landslide. Investigating the shear band’s physical characteristics is one of the most significant challenges for landslide stability analysis and control. A systematic study of shear band in Jinpingzi landslide region II was conducted in this paper. The microscopic composition, deformation, strength, and creep characteristics are investigated by various experiments. In addition, CT visualization technology is utilized to monitor and scan the failure process of the shear band in real-time, as well as carry out studies on failure mechanisms. Furthermore, a constitutive model of the shear band is established as an alternative to the conventional Duncan and Chang model, which does not have this model’s limitations. The associated research will broaden understanding of such a medium’s properties, but it will also be highly useful for stability analysis, deformation prediction, and prevention of such soil-rock mixture landslides.
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INTRODUCTION
Landslides form and occur as a result of a dynamic mechanical process that includes the accumulation of slope deformation, local damage, and the expansion, penetration, and sliding of the failure surface [1–3]. The shear band is an important portion of a landslide that is highly related to the deformation and stability of the landslide [4]. One of the main challenges to be tackled in landslide stability analysis and control is the investigation of its physical and mechanical properties. The sliding mass of accumulation landslides is soil-rock mixtures formed by Quaternary or recent loose accumulations [5], and they have specific development patterns, deformation, and damage characteristics. The soil-rock mixture is highly inhomogeneous and discontinuous, with significant nonlinear features, as it is composed of various types of soil and gravel with varied grain sizes [6]. Furthermore, influence factors such as reservoir rise and fall, rainfall, and groundwater level changes will inevitably complicate its deformation and failure mechanism.
Many academics have conducted numerous studies to investigate the physical and mechanical properties of soil-rock mixtures, including large-scale in situ push shear tests, indoor direct shear tests, triaxial shear tests, and permeability coefficient tests [7–10]. The microstructure model of soil-rock mixture was established by mesoscopic image manipulation, and automatic finite-difference mesh generating technology [11–13]. The fractal law of particle size distribution of a soil-rock mixture was studied using fractal theory [14–16]. Changes in the microstructure of soil-rock mixtures are investigated with the application of CT visualization techniques [17, 18]. In general, the development of geotechnical constitutive modeling is to adopt the corresponding yield conditions according to the different types of geotechnical soils and to propose some mathematical models based on test results and extend them to the general cases, to establish a series of constitutive models that meet engineering reality [19–21]. Besides, the NMM was used to analyze the stability of the soil-rock-mixture slopes [22, 23].
Located on the right bank of the Jinsha River, Jinpingzi landslide region II is approximately 2,500 m away from the downstream of the Wudongde hydropower plant dam site. Region II is a large and creeping landslide, with a total area of around 0.6 km2, a total volume of around 2,700 × 104 m3, and an enormous height difference between the front and back edges, exceeding 650 m. Until at present, region II is significantly deformed, with weak stability and an overall creeping slip state. If large-scale instability occurs, the water level downstream may rise, threatening the normal operation of the power-producing system. The research shows that the deformation in region II is creeping slip along with the base-rock surface or phyllite clastic soil layer. The creeping slip mechanism of the shear band is exceedingly complicated and plays a controlling role in landslide sliding. To further establish a constitutive model and determine parameters of the soil-rock mixture in the shear band, as well as to accurately evaluate the effectiveness of control measures, it is necessary to investigate the physical and mechanical properties of the shear band. The microscopic composition, deformation, strength, and creep characteristics are investigated by various experiments. In addition, CT visualization technology is utilized to monitor and scan the failure process. Furthermore, a constitutive model of the soil-rock mixture is established as an alternative to the conventional Duncan and Chang model.
PHYSICAL AND MECHANICAL CHARACTERISTICS
The accumulation of Jinpingzi landslide region II can be separated into four layers from top to bottom. The first layer is a layer of dolomite block gravel with a tiny proportion of silt, and a thickness of 20–61 m. The second layer is a layer of phyllite debris with soil, and a thickness of 16–45 m. The third layer is a layer of phyllite debris soil that serves as a shear band, with a thickness of 2–9 m. The fourth layer is a layer of paleogully debris and gravel with a small amount of silt, with a thickness of 30–64 m.
The phyllite debris soil of the shear band is purple-red and gray-black silty clay with gravels. The soil is in a hard-plastic state, with a tight structure. The shear band’s extrusion dislocation characteristics are very obvious, and the polished surface and scratches can be seen.
Microstructure
The hanging wall of the shear band is grayish-black phyllite clastic soil, and the footwall is the purplish-red one (Figure 1A). According to the mineral analysis results of soil-rock mixture samples in the shear band (Figure 1B), the mineral components in the purplish-red and grayish-black samples are primarily clay minerals, accounting for 60–70% of the total content (illite 55–65%), and other mineral components account for 30–45% (quartz 20–25%). According to the results of the mineral chemical analysis (Figure 1C), the Fe2O3 content of the purplish-red phyllite clastic soil is as high as 15.97%, which is significantly higher than that of the grayish-black one, while the organic matter content of the grayish-black clastic soil is higher, which is the major contributor to the difference in appearance color between the two. There is no discernible variation in the content of other minerals between them.
[image: Figure 1]FIGURE 1 | Phyllite clastic shear band: (A) photograph; (B) mineral composition; (C) chemical composition.
The purplish-red phyllite clastic soil samples of the Shear band have a natural moisture content of 9.2–12.0% and a dry density of 2.09–2.19 g/cm3. The grayish-black phyllite clastic soil samples have a natural moisture content of 11.8–13.3% and a dry density of 1.99–2.07 g/cm3. The free expansion rate of fine material composition is 28–29%, indicating that they are all non-expansive soil. The permeability coefficient of the undisturbed samples is small, which is 10e−6 cm/s orders of magnitude, playing a role in water insulation.
Deformation Behavior
The stress-strain curves of phyllite clastic soil present obvious nonlinearity, indicating it is generally a hardening type (Figure 2A). The hardening phenomenon is more significant as the confining pressure increases.
[image: Figure 2]FIGURE 2 | Deformation curves: (A) the curves of stress versus strain; (B) the curves of volumetric strain versus axial strain; (C) the curves of stress versus strain of axial loading and unloading test.
Under low confining pressure, the volumetric-axial strain curves of phyllite clastic soil reveal a process of shear shrinkage followed by dilatancy (Figure 2B). With the increase of confining pressure and the decrease of water content, the volumetric strain-axial strain curves gradually show shear shrinkage. According to the preceding, the lower confining pressure and the higher water content the condition is, the more significant the dilatancy deformation in the triaxial test will be, or the volumetric deformation will transform from shear contraction to dilatancy.
In the axial loading and unloading tests, the elastic modulus decreases gradually as the stress level and loading and unloading periods increase, indicating that under these conditions, the increase in stress level and loading and unloading period causes damage accumulation in soil samples (Figure 2C).
In the isotropic loading and unloading tests, the volume rebound index and expansion index will gradually decrease with the increase of unloading confining pressure and loading and unloading periods. In other words, when all pressures are equal in all directions, increasing the unloading confining pressure and loading and unloading periods increases the unloading modulus, because, with the increased confining pressure and loading and unloading times, the soil would consolidate and densify.
Strength Property
Figure 3A shows the strength envelope of the sample, Figure 3B shows the relationship between cohesion and water content, and Figure 3C shows the relationship between friction angle and water content. The moisture content of purplish-red phyllite clastic soil samples of the Shear band increases from 6.5 to 10.0% (saturated state), cohesiveness decreases from 165.4 to 66.7 kPa, and the internal friction angle decreases from 26.2° to 19.7°. The moisture content of grayish-black phyllite clastic soil samples of the Shear band increases from 7.2 to 13.2% (saturated state), cohesiveness decreases from 225.8 to 54.4 kPa, and the internal friction angle decreases from 27.9° to 21.0°.
[image: Figure 3]FIGURE 3 | Strength curves: (A) strength envelope; (B) relationship between cohesion and water content; (C) relationship between friction angle and water content.
The cohesiveness and internal friction angle of the phyllite clastic soil of the Shear band decrease as the moisture content of the soil increases. The cohesiveness and starting moisture content curve, on the other hand, reveals a step-like steep decrease connection. When the moisture content is low, the cohesion-moisture content curve is relatively gentle, decreasing slightly with increasing moisture content; when the moisture content reaches a certain level, the cohesion drops sharply; when the moisture content approaches a saturated state, the cohesion remains essentially unchanged. With increasing moisture content, the internal friction angle reduces linearly.
Creep Property
When the shear load is low, the shear band samples exhibit decaying creep, and the shear displacement is primarily immediate, tending to be stable within 12 h. It is non-decaying creep when the shear stress is near to its fast shear strength value, and the creep curve is separated into three stages: immediate creep, constant-speed creep, and accelerated creep until the sample abruptly shears. The shear load has a large impact on this failure mechanism, and the duration is usually within 1–12 h.
From the beginning to the end, the creep of sliding soil samples can be divided into the following three stages. The first stage is instantaneous deformation during initial loading; that is, when shear stress is applied, the soils are instantaneously deformed, and the creep deformation rate rapidly decreases and approaches zero. The steady creep stage is the second stage, in which the shear displacement is almost constant and the creep deformation rate is nearly zero. The third stage is the direct failure stage or the accelerated failure stage, which primarily demonstrates that when the shear load reaches a certain level, the shear displacement suddenly increases, and the shear specimen experiences instantaneous shear slip failure, or at the final level of shear stress, the shear rate gradually increases, and the specimen experiences accelerated shear failure.
CT VISUALIZATION OF MICROSCOPIC FAILURE PROCESS
CT triaxial testing is performed on a sample of phyllite clayey soil sliding belt, with the size of Ф101 mm × 200 mm, and the dry density of 2.05 g/cm3. The confining pressures for the consolidation drainage exhaust shear test are 0.2, 0.3, and 0.6 MPa. Under the guidance of the strain loading method, the sample is scanned using CT when loading to a predefined strain until the strain reaches 15–20%. The CT images of samples of phyllite clastic soil under varied axial strains when confining pressure is 0.3 MPa and water content is 8.0% are shown in Figure 4.
[image: Figure 4]FIGURE 4 | CT triaxial test results.
The sample loading process is a progressive adjustment of particle position, with little change in geometric shape and size of particles and no evident particle breakup. The lateral displacement of particles is greatest in the center of the sample and gradually diminishes towards both ends. As the axial strain increases, the centre portion of the sample bulges outward, in the shape of a round drum.
Due to the pores in the sample, the initial stage of loading results in primary axial deformation of the particles. The sample bulges slightly as the axial strain increases and a local primary inclined crack of 60° forms in the center and upper section. As the axial strain continues to increase, the lateral bulge becomes more visible, with the appearance of another main crack, and the two primary cracks cross each other. Furthermore, when the two intersecting primary cracks become larger, many minor microcracks will form around them. When the axial strain reaches a certain value, an X-shaped or Y-shaped shear band could be seen in the sample, and the shear plane runs through the entire sample at 60° to the horizontal plane. At this time, plastic shear damage occurs in the sample.
The lower the moisture content and the lower the confining pressure, the more visible the outward bulging deformation of the sample and the X-type shear damage zone. The damage process of the sample is a process in which local cracks eventually penetrate to generate a whole slip surface. Due to the composition and non-uniformity of phyllite clastic soil, there are sometimes many secondary cracks piercing through during the penetration process.
The average and standard deviation of CT numbers are used to quantify the sample damage process. The CT’s number average value is a reflection of density, which is the average value of the selected area in the image; the CT number’s standard deviation is a reflection of density uniformity. The sample is compacted first under low strain, and as the strain increases, microcracks appear in the sample, which shows that the average value of CT numbers first slightly increases and then gradually decreases, whereas the standard deviation of CT numbers first slightly decreases and then gradually increases. Finally, the average value and standard deviation of CT numbers tend to be stable when there is an obvious shear band in the sample. The strain of microcracks in the CT statistics and the strain of macroscopically observed microcracks are not equal, so the CT number statistics is recommended to be the prevailing value in determining the strain of microcracks in the shear band.
MACROSCOPIC MECHANICAL CONSTITUTIVE MODEL
Based on the above-mentioned test results of the soil-rock mixture in the shear band, a constitutive model is established as an alternative to the conventional Duncan and Chang model [24, 25], which does not have this model’s limitations. The model provides some features, including 1) a Mohr-Coulomb failure criterion and flow rule, 2) a friction hardening law, 3) a dilation law based on Rowe stress dilatancy theory [26]. The constitutive model can demonstrate a realistic stress-strain connection at failure and post-failure.
Incremental Elastic Law
The elastic behavior of the constitutive model is expressed using generalized Hooke’s law. The incremental function in terms of principal stress and strain is expressed as
[image: image]
Where [image: image], [image: image], and [image: image] and [image: image] are the tangent elastic modulus and tangent elastic bulk modulus, respectively. The variation of [image: image] and [image: image] are represented by the Duncan-Chang theory
[image: image]
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Where parameters [image: image] and [image: image] are the experiment constant, and [image: image] and [image: image] are the constant modulus exponent [image: image], and [image: image] is the cohesion, and [image: image] is the friction angle, and [image: image] is the reference pressure, and [image: image] is the failure ratio.
Composite Yield Criterion
Shear yielding is defined by the Mohr-Coulomb failure criterion with
[image: image]
Where [image: image] is the mobilized friction angle.
The potential function is nonassociated and has the form
[image: image]
Where [image: image] is the mobilized dilation angle. A law based on Rowe dilatancy theory [11] is used to characterize [image: image]. The equation has the form
[image: image]
[image: image]
Where [image: image] and [image: image] are ultimate friction angle and dilation angle, respectively.
The tensile yield function is expressed as
[image: image]
Where [image: image] is the tensile strength.
The potential function [image: image] corresponds to an associated flow rule, and has the form
[image: image]
Hardening Law
Friction Hardening
The hyperbolic behavior between deviatoric stress versus axial strain obtained in a drained triaxial test is described by introducing a friction strain-hardening law. The plastic shear strain measure, [image: image], is defined by
[image: image]
Where [image: image], [image: image], and [image: image] are the principal, deviatoric, plastic shear-strain increments. The mobilized friction angle, [image: image] is calculated in terms of the plastic shear strain measure, [image: image], by means of the following function
[image: image]
Where [image: image] is the mean stress, and [image: image] is the tangent elastic shear modulus, they are represented by the following equations
[image: image]
[image: image]
Shear Hardening
A dilation strain-hardening law is introduced to model the shear-induced compaction and dilation behavior. The shear-hardening flow function is expressed as
[image: image]
Where [image: image] is the plastic volumetric strain increment. The mobilized dilation angle, [image: image] , is characterized by an equation based on Rowe stress-dilatancy theory.
CONCLUSION
The stress versus strain curves of phyllite clastic soil show obvious nonlinearity, indicating that it is generally strain-hardening type. The volumetric strain versus axial strain curves show compaction at first and then dilation under low confining pressure. As confining pressure and water content increase, the curves exhibit gradual contract. According to the above, the higher the water content and lower the confining pressure, the more obvious the dilatancy deformation of phyllite clayey soil in triaxial test.
The high presence of clay minerals in phyllite clastic soil, as well as the water-soaked softening, are the reasons of the decrease in cohesion and friction. The curves of cohesiveness versus initial water content exhibit a stepwise sharp decrease relationship. The curves are gentle in the low water content condition, and when the specified water content is reached, cohesion plunges. When the water content rises to a particular point, the cohesiveness remains constant. The friction angle decreases linearly as the water content increases.
During the creep of the phyllite clastic soil layer, the loose and permeable soil in the lower part gradually turned into a hard plastic over-consolidation state with dense structure via processes of grinding, compaction, and consolidation. The shear strength of the shear band’s soil was improved and exhibited water-proof characteristics. In a general sense, the deformation of the sliding mass in region II is a dynamic adjustment and evolution process in which the physical properties of the phyllite clastic soil are correspondingly changed due to the change of mesostructured, rather than creeping.
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Continental shale is investigated for potential shale gas reservoirs in the Tongchuan area, southern Ordos Basin. The kerogen macerals of Upper Triassic Chang 7 Shale are vitrinite 28–43%, exinite 4–7%, and inertinite 52–69%, and Ro is 0.85–0.88%, and the kerogen type is II. The total organic carbon (TOC) content is 9.75–29.92%, free hydrocarbon (S1) is 3.21–12.14%, pyrolysis hydrocarbon (S2) is 41.86–165.39%, and maximum pyrolysis temperature (Tmax) is 439–445°C. The mineral composition is mainly dominated by quartz 3.94–43.27%, followed by feldspar 9.65–30.07% and clay minerals 13.46–59%. Illonite/smectite (I/S) is the main clay mineral, accounting for 47–69%. The liquid nitrogen adsorption curve showed that the pore types were tubular and plate-like. The pores are mainly microporous (<2 nm) and mesoporous (2–50 nm) in size. Isothermal adsorption results show that Langmuir volume (VL) is 2.06–5.57 cm3 g−1, Langmuir pressure (PL) is 2.16–3.28 MPa, and shale adsorption capacity is small and easy to desorb. A quartz content less than 25% is negatively correlated with the specific surface area (SSA); otherwise, it is positively correlated. A clay mineral content less than 45% is negatively correlated with SSA; otherwise, it is positively correlated. The relationship between the carbonate content and pore structure is not obvious. Pyrite content less than 2% is positively correlated with SSA; otherwise, it is negatively correlated. The SSA is positively correlated with TOC, inertinite, and exinite and negatively correlated with vitrinite. The adsorbed gas content is positively correlated with the TOC content, SSA, inertinite content, and exinite content and negatively correlated with vitrinite.
Keywords: Ordos Basin, shale gas, micropore structure, adsorption capacity, influence factor
INTRODUCTION
Shale gas is a clean energy source and is an important unconventional oil and gas resource. It has attracted attention in the field of oil and gas exploration and development and has become one of the hot spots of oil and gas exploration. Shale is not only a source rock but also an in situ-rich reservoir after the generation of natural gas. Shale gas is dominated by adsorbed gas, which accounts for approximately 20–85% of the shale gas content [1]. Shale gas accumulation factors include the thickness of shale, the content of organic matter, mineral content and composition, thermal maturity, reservoir properties, and preservation conditions [2]. China’s continental shale gas exploration started in the Yanchang petroleum exploration area of the Ordos Basin. [3] studied the gas content of continental shale in the Yanchang Formation and its correlation with organic carbon content, vitrinite reflectance, clay mineral content, and microscopic pore structure, taking Liuping-171 well in the Ordos Basin as an example. [4] studied the microporous structural characteristics and influencing factors of terrestrial shale in the Ordos Basin and compared them with marine shale. [5] analyzed the pore structure of silty laminae and shale in terrestrial shale of the Ordos Basin by using the mercury injection method, nitrogen adsorption, carbon dioxide adsorption, and other experimental means. The study of continental shale gas in the Ordos Basin is still in a primary stage. The study of microscopic pore structure and influencing factors of terrestrial shale is of great significance to the development of abundant shale gas resources in the Ordos Basin.
Based on the observations of outcrop lithology, shale samples were collected for rock pyrolysis, liquid nitrogen adsorption, carbon dioxide adsorption, and X-ray diffraction analysis. The microscopic pore structure and controlling factors of shale were examined, and the controlling factors of shale adsorption gas content were discussed, which laid a foundation for the exploration and development of continental shale gas.
SAMPLES AND EXPERIMENTS
Geological Setting and Samples
According to the present structural morphology, basement rock properties, and basin evolutionary history, the Ordos Basin is divided into six first-order structural units: the Yimeng uplift, Yishan slope, Weibei uplift, western edge thrust belt, Tianhuan depression, and Jinxi folding belt. The Chang 7 period was the heyday of lacustrine development in the Ordos Basin, and the oil shale was mainly distributed in the southern part of the basin, with a single layer thickness of 10–40 m [6]. In this study, six samples (X-1∼X-6) were collected from the Yanchang Formation, the X1 well-drilling core, Tongchuan area. Sample location: N: 35°18′ 21″, E: 108°40′ 20″. In this study, one sample (B-7) was collected from the Yanchang Formation, the Bawangzhuang outcrop, Tongchuan area. Sample location: N: 35°14 ′01.7 ″, E: 109°02′ 10.5″ (Figure 1 and Table 1).
[image: Figure 1]FIGURE 1 | Tectonic characteristics and sample location of the Ordos Basin (Modified by [6, 7]. (A) Locations of the Ordos Basin, (B) Tectonic division and sampling location of Ordos Basin, (C) Sample photo.
TABLE 1 | Sample location and characteristics.
[image: Table 1]Experimental Analysis
Organic Maceral Analysis
The organic maceral analysis was carried out according to China Oil and Gas Industry Standard SY/T 5125-2014. The vitrinite reflectance (Ro) was measured according to Chinese National Standard GB/T 6948-2008, and the standard substance was yttrium aluminum garnet. The microscope utilized was Leitz ORTHOLUX-POL BK.
Rock-Eval Analysis
The measurement methods were based on Chinese National Standard GB/T 6948-2008 and included an OGE-VI oil and gas evaluation workstation for free hydrocarbon (S1), pyrolysis hydrocarbon (S2), maximum pyrolysis temperature (Tmax), total organic carbon (TOC), hydrogen index (HI), potential hydrocarbon generation capacity (S1+S2), and other parameters.
X-Ray Diffraction Analysis
The measurement method was based on China Petroleum Industry Standard GB/T 6948-2008, and the instrument was a D/MAX2400 X-ray diffractometer manufactured by RIGAKU. The mineral content was calculated by using the “K-value method”.
Low-Pressure CO2/N2 Adsorption
The measurement method was completed according to the standards of ISO 15901-2:2006 and ISO 15901-3:2007 issued by the International Organization for Standardization. A micromeritics ASAP 2460 automatic surface area and porosity analyzer in the United States measured the pore size parameters of low-temperature liquid nitrogen adsorption and low-temperature carbon dioxide adsorption. The instrument measures a specific surface area <0.0005 m2/g and a lower limit of pore volume (PV) < 0.0001 cm3/g. A 10 g sample was crushed to 0.177–0.25 mm. The moisture and volatile gas of the sample were removed from a vacuum at 100°C for 12 h. The instrument was vacuumed at 110°C for 8 h, and N2 protective gas was injected for the experimental test. The low-temperature liquid nitrogen adsorption is most suitable for the measurement of pores with a width of about 0.4–50 nm. The low-temperature carbon dioxide adsorption pressure up to 101 kPa detects from the smallest micropores to about 1.5 nm pores.
Isothermal Adsorption
The measurement method was based on the China National Standard GB/T 35210.1-2017. The GAI-100 isothermal gas adsorption instrument used in the experiment was manufactured by American Core Corporation. The shale samples with a particle size of 0.180–0.425 mm in dry or equilibrium water were placed in a closed container to measure the adsorption volume of methane gas when the shale samples reached adsorption equilibrium at constant temperature and different pressures. Langmuir monolayer adsorption theory calculated the characteristic parameters of methane gas adsorption, including Langmuir volume (VL) and Langmuir pressure (PL).
RESULTS
Organic Maceral Characteristics
The contents of vitrinite in macerals ranged from 28 to 43% and included mainly perhydrous vitrinite. The inertinite content is 4–7%, and the inertinite is mainly fusinite. The exinite content is 52–69%, in which the cutinite content is 4–9%, the sporopollenite content is 1–3%, and the humic amorphogen content is 44–58%. The content of sapropelinite is 3–20%, of which the content of planktonic alginite is 3–16%, and the content of sapropelic amorphous alginite is 0–4%. Ro is 0.85–0.88%, indicating a low maturation-maturity. The organic matter type is II (Table 2).
TABLE 2 | Maceral content of shale samples (%).
[image: Table 2]Characteristics of Rock-Eval
The pyrolysis parameters of the sample rocks are shown in Table 3. TOC is 9.75–29.92%, S1 is 3.21–12.14%, S2 is 41.86–165.39%, S1+S2 is 47.66–176.56 mg/g, HI is 313–553 mg/g, HCI is 19.59–67.76%, and Tmax is 439–445°C. The TOC of shale in North America is generally in a range of 1.5–20%, while the TOC of Lewis shale in San Juan Basin, New Mexico, is relatively low in the range of 0.45–2.50% [8].
TABLE 3 | Pyrolysis parameters of shale samples.
[image: Table 3]Mineral Composition
The mineral composition of the samples (excluding Z-2) is dominated by quartz, feldspar, and clay minerals. The quartz content is 3.94–43.27%, feldspar content is 9.65–30.07%, and clay mineral content is 13.46–59%. The contents of calcite 0.24–2.24%, iron dolomite 0–2.58%, apatite 0–3.42%, and pyrite 0–2.85% are small. In the clay minerals, I/S is 47–69%, illite is 20–28%, chlorite is 5–26%, and kaolinite contents are small and are distributed only in Z-3, Z-4, and Z-6 (Table 4).
TABLE 4 | Pyrolysis parameters of shale samples (%).
[image: Table 4]Characteristics of the Microscopic Pore Structure
Low-Temperature N2 Adsorption
The characteristics of the low-temperature nitrogen adsorption–desorption curve and its related parameters are effective methods to study the pore structure. The morphology of nitrogen adsorption and desorption curves and the “hysteresis loop” formed between them can effectively distinguish the pore geometry [9–12]. The nitrogen adsorption isotherms of shale samples show H3 and H4 types. The adsorption capacity of Z-5 is the smallest, and that of Z-7 was the largest (Figure 2).
[image: Figure 2]FIGURE 2 | Characteristics of the adsorption–desorption curve of shale liquid nitrogen in the study area.
According to the classification of IUPAC, the shape of the adsorption curve of the samples is slightly different, and the whole is an inverted S type, which is a Type II adsorption isotherm. When the relative pressure (P/P0) is less than 0.1, the adsorption curve rises rapidly, and the proportion of micropores in the reaction sample is larger, which indicates strong adsorption capacity. The inflection point of the desorption curve decreases sharply when the relative pressure (P/P0) is 0.4–0.5, indicating that the sample has “small-necked bottle” or “inkbottle” pores. The pore size corresponding to the relative pressure at the inflection point is 3 nm according to the Kelvin equation, indicating that the pores with pore sizes <3 nm may be closed at one end. When the relative pressure (P/P0) is less than 0.4, the decline rate decreases further and almost coincides with the adsorption curve. When the relative pressure (P/P0) is greater than 0.4–0.5, a “hysteresis loop” is formed (Figure 2), indicating that the pores in the shale are mainly open pores at both ends. The pore types are mainly tubular pores and slit pores with parallel walls, providing favorable storage space for adsorbed and free shale gas.
The pore structural parameters reflected by liquid nitrogen adsorption are shown in Table 5. The results show that the proportion of micropores ranges from 0.0 to 7.8%, that of mesoporous pores ranges from 43.6 to 82.4%, and that of macroporous pores ranges from 9.8 to 56.4%. The SSA of the samples ranges from 0.058 to 0.493 m2/g, and the mesoporous contribution is dominant, followed by the macroporous contribution. The PV distribution ranges from 0.0013 to 0.004 9 cm3/g, and the PV contribution is mainly macropores, followed by mesopores.
TABLE 5 | Pore size parameters of liquid nitrogen adsorption and desorption in shale in the study area.
[image: Table 5]In this article, the pore size distribution and logarithmic coordinates of the SSA increase and PV increase are used to reflect the change characteristics of the SSA and PV in different pore size ranges. The figure of SSA vs. pore size of liquid nitrogen adsorption (Figure 3A) shows that with the increase in pore size, the increase of SSA presents a trend of increasing—decreasing—increasing—decreasing, and the mesopores contribute a large amount of SSA. The variation trend of PV is similar to that of SSA (Figure 3B) but is mainly concentrated between 20 and 200 nm.
[image: Figure 3]FIGURE 3 | Relationship between the pore size distribution of liquid nitrogen adsorption and the specific surface area increment (A) and PV increment (B) of shale in the study area.
Low-Temperature CO2 Adsorption
The CO2 adsorption isotherm of the samples (Figure 4) shows that the adsorption isotherms have slightly different morphologies. In the microporous stage, CO2 on the shale surface presents as monolayer adsorption or microporous filling, and the adsorption curve and desorption curve coincide.
[image: Figure 4]FIGURE 4 | Characteristics of the low-temperature CO2 adsorption–desorption curve of shale in the study area.
The SSA of samples is 17.846–31.624 m2/g, PV 0.000 12–0.009 62 cm3/g. As shown in Figure 5, the total SSA and PV of the samples are mainly concentrated in pore sizes of 0.48–0.66 nm and 0.75–0.85 nm, respectively, showing an overall trend of increasing—decreasing—increasing—decreasing.
[image: Figure 5]FIGURE 5 | Relationship between pore size distribution of CO2 adsorption and SSA increment (A) and PV increment (B) of shale in the study area.
Adsorption Capacity
There are three states of gas in shale, including adsorbed gas, free gas and dissolved gas. Adsorbed gas mainly exists on the surface of organic matter and clay minerals, while free gas mainly exists in matrix pores and fractures. In this article, the adsorption capacity of shale in Chang 7 was studied by isothermal adsorption experiments. Figure 6 shows that under the same temperature condition, the adsorption capacity of shale increases with the increase of pressure but the increase rate is different in each period, with a rapid increase in the early stage and a slow increase in the late stage. The results show that Langmuir volume (VL) was 2.06–5.57 cm3 g−1, and Langmuir pressure (PL) was 2.16–3.28 MPa (Figure 6), methane adsorption capacity of shale is average.
[image: Figure 6]FIGURE 6 | Isothermal adsorption curve characteristics of shale samples in the study area.
DISCUSSION
Influencing Factors of Microscopic Pore Structure
Mineral Composition Affects Pore Structure
The results show that the relationship between quartz content, clay mineral content percentage, and pore SSA decreased first and then increased. The PV also showed similar variation characteristics. The quartz content of the samples was bound by 25% (Figure 7A). If the quartz content was less than 25%, it was negatively correlated with the SSA or PV; if the quartz content was greater than 25%, it was positively correlated. The SSA and PV of quartz are much smaller than those of organic matter and clay minerals [13], so the SSA and PV of the sample will decrease with the increase of quartz. However, quartz is a rigid mineral with good compaction resistance compared with organic matter and clay minerals, which is conducive to the preservation of primary pores and easy to produce micro-cracks under pressure, resulting in the increase of PV.
[image: Figure 7]FIGURE 7 | Correlation between mineral composition, TOC content, and pore structure in shale. The correlation between SSA,PV and (A) quartz content, (B) clay mineral content, (C) pyrite content, (D) carbonate mineral content, (E) TOC content.
The clay mineral content of the samples was bound by 45% (Figure 7B). If the clay mineral content was less than 45%, it was negatively correlated with the SSA or PV; if the clay mineral content was greater than 45%, it was positively correlated. There was no obvious correlation between carbonate content and SSA and PV in the shale (Figure 7C).
The pyrite content of the samples was delimited by 2% (Figure 7D). If the pyrite content was less than 2%, it was positively correlated with the SSA or PV; if the quartz content was greater than 2%, it was negatively correlated. Due to dissolution, several pores are easily formed between the crystal particles in pyrite, providing a larger SSA and PV. However, more pyrite tends to fill the original intergranular pores or intragranular pores. The research results of marine shale also show the same characteristics [14].
The dissolution pores of feldspar, calcite, and other easily dissolved minerals found in and on the surface of mineral particles under field emission scanning electron microscopy, with uneven distribution of pore sizes ranging from ten to hundreds of nanometers, are important seepage space in the shale. The characteristics of clay minerals influence the pore structure and gas-bearing properties of shale reservoirs. [15] believed that chlorite in shale clay minerals can block shale pores and reduce the SSA of shale, while the clay mineral content is low and porosity is low. [16] pointed out that the nanoscale pores and adsorption capacity of different types of clay minerals are different, and the degree of pore development and adsorption capacity are as follows: mectite, illonite/smectite, kaolinite, chlorite, and illite. [17] believed that the higher the content of I/S is, the more developed the shale reservoir and the higher the adsorbed gas of shale. [18] found that clay minerals have more nanoscale pores and larger SSAs, which is favorable for shale gas adsorption. When the TOC is low, clay minerals contribute significantly to the adsorption capacity of gas. The shale clay minerals in Chang 7 are mainly composed of I/S, which is favorable for the development of nanoscale pores.
TOC Affects Pore Structure
In this study, the correlation between TOC and pore SSA and PV was positive, and the correlation coefficient between TOC and micropore SSA and PV was high (Figure 7E).
Macerals Affect Pore Structure
The influence of macerals on pore SSA and PV is complex, and some scholars believe that there is a positive correlation between them, while others believe that there is no correlation between them. The relationship between maceral and pore structure of shale samples in this study is shown in Figure 8. The results show that there is a negative correlation between vitrinite content and pore SSA, and the correlation coefficient between vitrinite content and micropores is higher than that between mesopores and macropores (Figures 8A-C). There is a positive correlation between inertinite content and pore SSA, and the correlation coefficient between inertinite content and mesopores is higher than that of micropores and macropores (Figures 8D-F). There is a positive correlation between exinite content and pore SSA, and the correlation coefficient between exinite content and micropores is higher than that of mesopores and macropores (Figures 8G-I). The shale content has a positive correlation with the SSA of the pore structure, and the correlation coefficient with micropores is higher than that of mesopores and macropores.
[image: Figure 8]FIGURE 8 | Correlation between macerals and SSA of shale. (A) vitrinite and micripore SSA, (B) vitrinite and mesopore SSA, (C) vitrinite and macropore SSA, (D) inertinite and micropore SSA, (E) inertinite and mesopore SSA, (F) inertinite and macropore SSA, (G) exinite and micropore SSA, (H) exinite and mesopore SSA, (I) exiniteand macropore SSA.
Previous studies have shown that pore sizes less than 2 nm in organic-rich shale are closely related to organic matter. However, some scholars have found that the pore structure parameters of organic-rich shale do not simply increase with changes in organic matter content. Within a certain range, the higher the organic matter content is, the more micropores develop. When the organic matter content exceeds this range, the effect of organic matter content on the pore structure of organic-rich shale may be the opposite. For example, [19] evaluated the nanopore structure of organic-rich shale in the Longmaxi Formation in a certain area of southern Sichuan-northern Guizhou and found that when TOC was less than 2.2%, the micropore volume was positively correlated with TOC. However, when TOC was greater than 5.21%, there was a negative correlation between micropore volume and TOC. [20] found that the pore SSA, PV, and porosity of Permian shales in the Sichuan Basin had no or a weak negative correlation with TOC, while the pore SSA, PV, and porosity of Silurian shales had a good positive correlation with TOC. [21] found that TOC had no significant effect on pore structure in samples with TOC less than 2% in the Shanxi and Taiyuan formations in Carboniferous and Permian shales and the middle Proterozoic Hongshuizhuang and Xiamaling formations in North China. However, when TOC was in a range of 2–4.58%, there was a weak negative correlation between TOC and PV and pore SSA. When TOC was greater than 4.58%, TOC was negatively correlated with PV and pore SSA. [22] studied marine organic-rich shale in the Longmaxi Shale, Sichuan Basin, and they believed that organic pores contributed more than 60% of porosity, and TOC was the main controlling factor of shale porosity. There was a positive correlation between clay mineral content and porosity due to the existence of widely developed pores and intergranular pores in the organic clay complex. Carbonate and quartz mainly dilute TOC and are negatively correlated with porosity. To date, there has been no conclusion about the effect of organic matter content on the pore structure of organic-rich shale. Although the contribution of organic matter to shale porosity is large, it is mainly based on rock samples from the same geological background. In other words, when the influence of organic matter content on the pore structure of shale was considered, other factors, such as the thermal evolutionary degree of organic matter, type of organic matter and mineral composition, were investigated.
The shale samples collected in this study are from the Triassic Yanchang Formation. The vitrinite reflectance of the samples is 0.8–0.95%, and the thermal evolutionary degree is low, which limits the development of organic pores. The clay mineral content of the samples is higher than that of marine shale, and a large number of 1–2 nm micropores are developed in the clay minerals providing more pore SSA [23–26].
The relationship between the quartz content and total SSA and the total PV of the shale samples shows a trend of decreasing first and then increasing. In this study, although quartz can fill organic pores, with the increase in its content, it provides certain support for the development of pores, and quartz particles are prone to produce cracks at the edges when subjected to stress, which improves the conditions of porosity and permeability. Carbonate minerals easily contact acid and alkaline fluids during the maturation of organic matter to form dissolution pores in grains. All the aforementioned results show the complex diversity of the microscopic pore structure of the shale.
Influencing Factors of Methane Adsorption Capacity
TOC Affects Methane Adsorption
It is shown that gas content increases with the increase of total organic carbon content in shale [27]. In this study, the TOC content of samples is positively correlated with VL, and the correlation coefficient is high (Figure 9), indicating that shale with high TOC content has better methane adsorption.
[image: Figure 9]FIGURE 9 | Correlation between TOC content and VL in shale.
Pore Structure Affects Methane Adsorption
The relationship between the SSA and PV of samples and VL is as follows: 1) The SSA of micropores, mesopores, and macropores are positively correlated with VL, and the correlation coefficients are 0.58, 0.37, and 0.71, respectively (Figures 10A–C). 2) There is a positive correlation between the micropore volume, mesopores volume and macropores volume, and VL, with correlation coefficients of 0.53, 0.52, and 0.73, respectively (Figures 10D–F).
[image: Figure 10]FIGURE 10 | Correlation between Langmuir volume (VL), macerals and pore structure of shale. (A) VL and micripore SSA, (B) VL and mesopore SSA, (C) VL and macropore SSA, (D) VL and micropore PV, (E) VL and mesopore PV, (F) VL and macropore PV, (G) VL and vitrinite, (H) VL and inertinite, (I) VL and exinite.
Macerals Affects Methane Adsorption
The correlations between the contents of macerals (vitrinite, inertinite, and exitinite) and VL in samples are as follows: 1) the correlations between the contents of vitrinite and VL are negative, the correlation coefficient is 0.62; 2) It was positively correlated with inertinite content and exitinite content, with correlation coefficients of 0.56 (Figures 10G–I).
The aforementioned results show that there is a positive correlation between VL and SSA of the sample, indicating that the SSA of shale is the storage site of adsorbed gas. The larger the SSA is, the more points are available for methane molecule adsorption, so the stronger the adsorption capacity is, the larger the VL is [28–31].
Among the macerals of organic-rich shale in the study area, humic amorphoge is the main component of exinite, perhydrous vitrinite is the main component of vitrinite, and fusinite is the main component of inertinite. The maturity index of organic-rich shale Ro ≈ 0.85–0.88% enters the “oil generation window”. Under the influence of thermal evolution, vitrinite is dominated by oil generation and assisted by gas generation. The generated bitumen fills the pores and cannot be discharged effectively, resulting in the decrease of pores in vitrinite, which is negatively correlated with SSA and PV. Generally, inertinite produces neither gas nor oil, but it is different from ordinary “dead carbon” [4] and retains the original pores. However, some studies believe that inertinite can be used as gas [32] to support the understanding of this article. The exinite mainly produces gas, and the pores are favorable for methane storage. The increase of pores in inertinite and exinite has a positive effect on the storage of methane.
In this study, the research results are different from the characteristics of marine shale. According to previous studies on marine shale, when the TOC is above 0.5%, the SSA of shale is mainly contributed by organic matter, followed by clay minerals (Chen et al., 2012). The maturity of organic matter in terrestrial shale is lower than that in marine shale, and the development of organic matter pores is less. At the same time, the content of clay minerals is higher than that in marine shale, generally exceeding 35%. The clay mineral pores provide specific surfaces and adsorption sites for methane adsorption, and the methane molecules mainly exist on the clay minerals. [29] found that there was a positive correlation between the maximum adsorbed gas volume and the total PV of shale, which was consistent with the research results in this study. Although micropores and mesopores have larger SSA than macropores, the macropores can also store methane. The results show that there is a good positive correlation between VL and micropore volume of continental shale and a complex relationship between VL and volume of mesopores and macropores. The adsorption of methane from shale is mainly affected by microscopic pore structure, which is controlled by TOC content and mineral composition and macerals.
CONCLUSION
The TOC of the organic-rich shale in Chang 7 is 9.75–29.92%, and the organic matter types are mainly Type II in the study area. The thermal evolutionary degree of organic matter is a low mature–mature stage, which provides the geological conditions for the formation of shale gas. The pore size of the shale reservoir is mainly medium pores; dissolution pores and pyrite intergranular pores are developed, and the pore type is mainly tubular pores and parallel wall slit pores.
The relationship between the mineral content and pore specific surface area decreases first and then increases, mainly affected by quartz content, clay mineral content, and pyrite content. The PV also shows the same trend.
The TOC content is positively correlated with pore SSA and PV and has a high correlation with micropore SSA and PV. The correlation between vitrinite content and pore SSA is negative, and the correlation coefficient with micropores is higher than that with mesopores and macropores. The inertinite content is positively correlated with the specific pore surface area, and the correlation coefficient between inertinite content and mesopores is higher than that between micropores and macropores. The exinite content is positively correlated with the SSA of the pore structure, and the correlation coefficient with micropores is higher than that of mesopores and macropores.
Shale gas content is mainly affected by TOC, microscopic pore structure, and macerals, among which there is a positive correlation with TOC and microscopic pore structure. The relationship between shale gas content and macerals is complex, with a negative correlation with vitrinite and a positive correlation with inertinite and exinite.
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Thermal-induced spalling is a typical failure behavior of concrete materials exposed to high temperatures. This study uses Abaqus to establish a numerical model of concrete material comprising aggregates and mortar matrix. Cohesive elements considering heat conduction are embedded into this numerical model to simulate the thermal-induced explosive spalling failure process of the concrete material. Simulation results show that the heat gradually transfers from the outer boundaries to the inner areas with increasing temperature. Thermal stresses concentrate in the aggregates-mortar interfaces, where thermal-induced cracks initiate and propagate. The occurrence of thermal-induced cracks reduces the heat conductivity of mortar, reduces thermal stresses and leads to severe spalling failure in the concrete material. This research provides a practical scheme for the numerical simulation of the thermal-induced spalling behavior of concrete materials.
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INTRODUCTION
Thermal-induced cracking is the explosive-spalling failure occurred in concrete materials under the high-temperature environment such as fire [1, 2]. Many tests [3–5] show that concrete’s thermal-induced explosive spalling behavior is mainly controlled by two processes [6, 7].
One is the thermal-hydro process [8]. Under high-temperature conditions, free water or crystalline water existing in the concrete pores vaporizes to form vapor pressure. When the accumulated vapor pressure exceeds the tensile strength of mortar material, thermal-induced cracks initiate and propagate to form failure. The other is the thermal-mechanical process [2, 7]. Under high-temperature conditions, the difference of thermal expansion of materials constituting concrete will cause thermal stress concentration. When the concentrated thermal stresses exceed the strength of concrete, it will lead to the failure of concrete materials [7].
Based on the conservation equations [9, 10], scholars have proposed constitutive models to describe high-temperature spalling failure behaviors of concretes. Some researchers considered the thermal-hydro process [11] and proposed thermo-elastoplastic models of concretes [2, 12]. Other scholars have established the coupled thermal-hydro-mechanical constitutive model and formed the multi-physical field coupling theories [13, 14]. These coupled multi-physical constitutive models can better describe the high-temperature spalling failure of concrete and are applied in some engineering practices [2, 15].
Some of these constitutive models are incorporated within the finite element method (FEM) and applied in engineering practices [2, 15]. Scholars [16–18] built the governing equations to describe the high-temperature spalling failure of concretes. In this field, Zhao et al. [16] established a finite element model of two-phase materials (aggregate and mortar), considering the mesostructure characteristics of concrete aggregate. They simulated the temperature, thermal stress, vapor pressure and water transportation in concrete under high-temperature conditions. However, this traditional FEM can only simulate continuous deformation of concretes caused by high temperatures. It is difficult to simulate the thermal-induced fracturing behaviors of concretes.
To simulate thermal-induced cracking behaviors of concretes, the cohesive element-based FEM considering thermal-mechanical coupling process was developed by [19–21]. The cohesive element-base FEM can realistically simulate the discontinuous failure behaviors of concretes during the thermal-induced fracturing process. It can better simulate the thermo-mechanical process of concrete spalling failure at high temperatures. Therefore, this method has good development potential.
In this study, a numerical model of two-phase heterogeneous medium of concrete material is established using Abaqus finite element software. Then, in this numerical model, the cohesive element is embedded. The thermal-mechanical coupling equation is considered in the cohesive element, and the damage model is used to simulate the crack propagation behavior of the cohesive element. The numerical simulation of the high-temperature spalling failure process of concrete is realized.
THEORIES
Constitutive Model of Cohesive Interface
The crack propagation process at the crack tip of solid material is schematically illustrated in Figure 1A. Accordingly, the mechanical behavior of crack propagation can be described using a cohesive interface model, which is usually abstracted as a cohesive element (see Figure 1B). The stress-displacement relationship of a cohesive interface can be described using the bilinear traction-separation constitutive model, as shown in Figure 1C. This constitutive model is divided into linear stress growth and damage softening stages divided by peak strength. In the two-dimensional problem, Eq. 1 can be used to describe the traction-separation behavior in the pre-peak stage [22]:
[image: image]
where [image: image] and [image: image] are the nominal traction components: normal and shear stresses, respectively. [image: image] and [image: image] are the two components of the nominal strains, respectively. [image: image] and [image: image] are the separation components: normal and shear displacements, respectively. [image: image] denotes the original thickness of the cohesive element. [image: image] and [image: image] are the initial normal and shear stiffness of the interface, respectively.
[image: Figure 1]FIGURE 1 | (A-1) Fracture process zone; (A-2) Equivalent cohesive interface model [23, 24]; (B) Schematical illustration of thermal-mechanical behavior of cohesive interface model; (C) Bi-linear traction-separation law under Mode I and Mode II fracture of a cohesive interface [25]; (D) Mixed-mode bi-linear traction-separation law of a cohesive interface [25].
When the interface displacement increases to [image: image] and [image: image], the interface model is damaged. According to Eq. 1, the displacements of damage initiation can be calculated as follows:
[image: image]
where [image: image] and [image: image] are normal and shear stresses when the cohesive interface reaches the Mode I and Mode II fracture, respectively.
According to the bilinear traction-separation constitutive law shown in Figure 1C, the complete separation displacements [image: image] and [image: image] of the cohesive interface can be calculated using the following formula:
[image: image]
where [image: image] and [image: image] are the critical fracture energy of Mode I and Mode II fracture at the cohesive interface, respectively.
When the traction nominal stress on the cohesive interface meets the maximum stress criterion, it can be considered that the cohesive interface is damaged. The maximum nominal stress criterion of the cohesive interface is used to represent the damage initiation condition, which can be written as:
[image: image]
where [image: image] is the Macaulay bracket. When [image: image], [image: image]. When [image: image], [image: image].
When the damage condition described in Eq. 4 are met, the traction stress on the cohesive interface enters the post-peak linear softening stage. A scalar damage variable is used to describe the linear reduction of traction stress at the cohesive interface, which is expressed as follows:
[image: image]
where [image: image] and [image: image] are nominal traction normal and shear stresses predicted using the traction-separation law without damage.
For the mixed fracture failure mode, as shown in Figure 1D, the bilinear traction-separation law of the cohesive interface is described by the effective relative displacement [image: image], which is defined as:
[image: image]
For linear damage softening, the damage variable can be expressed using the following formula [23]:
[image: image]
where [image: image] and [image: image] are the effective displacements at damage initiation and complete debonding, respectively.
For the mixed-mode fracture, the mode combination of the cohesive interface can be quantified by defining the relative ratio of normal fracture and shear fracture energies. The fracture energy [image: image] represents the corresponding traction nominal stress work to its corresponding separation displacement. Thus, the mixed fracture energy [image: image] can be defined. Therefore, the ratios [image: image] and [image: image] of normal fracture energy [image: image] to shear fracture energy [image: image] can be defined as:
[image: image]
The damage evolution of the cohesive interface can be defined according to the fracture energy, which is equal to the area of the geometric region under the traction-separation curve, which can be expressed by [image: image] and [image: image], respectively. Based on the power-law fracture criterion, the dependence of fracture energy on mixed-mode can be defined. The power-law fracture criterion is expressed as:
[image: image]
where [image: image], [image: image] and [image: image] are the material constants for describing the fracture behavior of the cohesive interface.
Heat Conduction Crossing Cohesive Interface
The heat conduction between the upper and lower surfaces of the cohesive interface can be considered as a function of the temperature difference between the upper and lower interfaces, which is defined by the following formula:
[image: image]
where [image: image] is the heat flux per unit area crossing the cohesive interface. [image: image] and [image: image] are the temperatures on the top and bottom surfaces of the cohesive interface. [image: image] is the gap conductance of the cohesive zone. Its value depends on the normal separation displacement, i.e. [image: image]. In this study, it is considered that the relationship between gap conductance [image: image] and normal separation displacement [image: image] can be described using the following piecewise function.
[image: image]
where [image: image] is the thermal conductivity of cohesive interface without any normal separation displacement ([image: image] = 0), which can be considered to have the same value as the thermal conductivity of surrounding solid material. [image: image] is the coefficient that the thermal conductivity of the cohesive region decreases with the increase of separation displacement [image: image]. When the separation displacement [image: image] exceeds the maximum crack width [image: image], [image: image]. It is considered that there is no heat conduction between the open cohesive interfaces.
MODELS
Geometric Model of Concrete Material
Concrete is a heterogeneous composite material. When studying its mechanical behavior, the heterogeneity of concrete can be simplified as a two-phase medium constituting aggregate and mortar matrix. Figure 2A shows the geometric plane model of the concrete specimen, a square area with a side length of 150 mm. The model’s right horizontal and vertical-up directions are the positive x-axis and y-axis, respectively.
[image: Figure 2]FIGURE 2 | (A) Geometric plane model of a concrete specimen; (B) Numerical model of the concrete specimen; (C) Elements of the cement mortar matrix (element type: CPE3T); (D) Elements of the aggregates (element type: CPE3T); (E) Cohesive elements embedded into the cement mortar matrix (element type: COH2D4T).
In this plane area of the geometric model, as shown in Figure 2A, the computer reconstruction technology proposed in the articles [26, 27] is used to generate aggregates randomly. This study uses polygons to reconstruct the geometric model of aggregates. In order to control the calculation scale, the equivalent diameter of the simulated minimum aggregate particle is greater than 2.36 mm. Aggregates smaller than this size are considered part of the mortar matrix.
In this model, the aggregates are divided into five groups according to the size range in the generated geometric model. The total volume fraction of aggregates in the whole model area is 30%. The aggregate size ranges are (26.5,19.0) with volume fraction of 2.37% (19.0,16.0) with volume fraction of 6.78% (16.0,9.5) with volume fraction of 12.96% (9.5,4.75) with volume fraction of 6.66% and (4.75, 2.36) with volume fraction of 1.23%.
Numerical Model of Concrete Material
In this study, Abaqus is used to carry out coupled thermal-displacement analysis to simulate the thermal-induced spalling failure of the concrete specimen in the high-temperature furnace. The geometric plane model is meshed using the first-order linear plane strain quadrilateral element with a temperature degree of freedom, as shown in Figures 2B,C. The element type is CPE3T. This numerical model has 4244 CPE3T elements and 10,708 nodes.
This study uses the first-order cohesive element, including temperature degrees of freedom, to simulate the spalling failure behavior caused by the thermal stress of concrete under high temperatures. The aggregates are rock particles whose strengths are significantly higher than the mortar matrix. Thus, it is reasonable to consider that the high-temperature spalling failure of concrete occurs only in the cement mortar matrix. Therefore, the cohesive elements are embedded into the area of the cement mortar matrix, as shown in Figure 2D. This model embeds 5,193 cohesive elements, including 10,517 nodes. The cohesive element type is COH2D4T.
Thermal and Mechanical Parameters
In this numerical model, three materials are involved. They are aggregate, cement mortar and cohesive interfaces. The thermal and mechanical behaviors of aggregate and cement mortar are described using a thermo-elastic model, which contains six material parameters: density [image: image], elastic modulus [image: image], Poisson’s ratio [image: image], thermal expansion coefficient [image: image], thermal conductivity [image: image] and specific heat capacity [image: image].
In this study, the high-temperature experiments of concrete materials were not carried out. By referring to the research results of the articles [16, 17, 19, 28], the thermal and mechanical parameters for the numerical simulation are obtained. For aggregate, they are [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image]. For cement mortar, they are [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image].
The mechanical behavior of the cohesive interface is described using the traction-separation constitutive model. This model has two elastic parameters: normal traction modulus [image: image] and tangential traction modulus [image: image], and five damage parameters: nominal traction normal stress [image: image], nominal traction shear stress [image: image], critical fracture energy [image: image] for Mode I fracture, critical fracture energy [image: image] for Mode II fracture, and the power exponent [image: image] for the power-law fracture criterion. The cohesive interface model has two thermal parameters: initial gap thermal conductivity [image: image] and gap thermal conductivity reduction coefficient [image: image].
Boundary Conditions and Computation Setup
In order to simulate the thermal expansion deformation, two nodes, A and B, are selected in the central area of the numerical model. Constrain the displacement in the x-axis direction of point A and the displacement in the y-axis direction of point B.
In this study, ISO834 standard fire curve is used as the temperature load, which is described using the following formula:
[image: image]
where [image: image] is the initial ambient temperature. In this study, [image: image]. [image: image] is the heating time in second. [image: image] is the temperature at the current time.
An initial temperature field [image: image] is applied on the nodes of all elements in the numerical model. The temperature load of the standard fire curve is applied on the nodes in the four boundaries of the model.
In this study, the simulation time is 1800 s. That is, the concrete specimen is heated for 30 min. The numerical calculation cannot converge when the heating time reaches 1,399 s. This shows that the concrete specimen exhibits a severe thermal-induced explosive spalling failure at this time.
SIMULATION RESULTS AND ANALYSIS
Thermal-Induced Explosive Spalling Characteristics
Figure 3 shows the deformations of the concrete specimen under high temperatures and the damage states of cohesive elements. It can be seen that the deformation of the concrete material increases gradually. At the same time, the damage of cohesive elements in mortar increases, and the thermal-induced damage gradually extends from the outer boundaries to the interior of the model. The damage evolution of the cohesive elements shows that the thermal cracks originate at the aggregate boundaries. Thermal cracks are easier to sprout at aggregates-mortar interfaces due to different thermal expansion coefficients. The initiated thermal cracks propagate along with the interfaces.
[image: Figure 3]FIGURE 3 | (A) Numerical simulation results of thermal-induced deformation; (B) Numerical simulation results of thermal-induced damage in the cohesive elements.
When t = 360 s, as shown in Figure 3A-1, the displacement field of the concrete material is roughly centrosymmetric. Nevertheless, the aggregate distribution affects the centrosymmetry of the displacement field. At the four corners, the thermal-induced displacement values are in a range of 0.38–0.45 mm. Figure 3B-1 shows that, in the local areas about 2–5 cm away from the four corners, the values of damage variable D are about 0.57–0.86. It shows that the cohesive elements in these local areas have been damaged and deteriorated, and thermal cracks begin to propagate.
Figure 3A-2 shows that, when t = 720 s, the centrosymmetry of the displacement field is weakened by the distribution of aggregates. The displacement values at the four corners increased to 0.64–0.77 mm. The displacements in the upper-left and lower-left corners increase rapidly, related to the damage states of the cohesive elements, as shown in Figure 3B-2. It can be seen that the damaged area gradually extends from the four corners towards the depths of about 4–6.5 cm. The fractured cohesive elements were observed at three positions: 6.6 cm-depth from the upper-left corner, 5.8 cm-depth from the upper-right corner and 6.5 cm-depth from the lower-right corner. The damage variable values of cohesive elements at these three positions are 0.90, 0.91 and 0.98, respectively. It can be seen that the cohesive elements at these three positions have been completely destroyed to form thermal cracks. These crack lengths are about 13.6, 8.9 and 39.8 cm, respectively.
When t = 1080 s, as shown in Figure 3A-3, the displacements are in a range of 0.85–1.00 mm observed in the upper-left, lower-left and upper-right corners. The maximum displacement appears in the lower-right corner, and its value is about 2.0–2.4 mm. The thermal-induced displacement of the concrete specimen has completely lost its centrosymmetry. The reason is related to the propagation and evolution of thermal cracks, as shown in Figure 3B-3. It can be seen that when the time reaches 1080 s, some thermal cracks gradually form in the model. The longest thermal crack appears in the lower-right corner, and its middle is about 6.5 cm away from the lower-right corner. The two ends of this crack are 4.5 cm away from the lower-left corner and 4.0 cm away from the upper-right corner, respectively. This crack length is about 14.8 cm, and its maximum width is about 1.7 mm. The damage variable of cohesive elements on this thermal-induced spalling crack ranges from 0.91 to 1.00.
When t = 1399 s, as shown in Figure 3A-3, the thermal deformations increase to 0.93–1.35 mm in the upper-left, lower-left and upper-right corners. The maximum displacement appears in the lower-right corner, and its value is about 3.0 mm. It can be seen from Figure 3B-3 that when the time reaches 1399 s, the high-temperature spalling damage of the concrete material is more severe. The numerical calculation has been unable to converge. It can be observed that many large thermal cracks have penetrated into the middle of the specimen. An obvious longitudinal thermal crack penetrates from the position 1.4 cm away from the upper boundary to the center of the specimen. This longitudinal thermal crack is about 7.8 cm long, and the maximum width in the middle part is about 0.4 mm. The damage variable on this thermal crack ranges from 0.80 to 1.00. It shows that the cohesive elements on this damage zone have been destroyed. These destroyed cohesive elements formed a thermal crack penetrating the specimen. At this time, the length of the largest thermal crack that appeared in the lower-right corner increases to 15.5 cm, and its maximum width is about 2.2 mm. The high temperature has caused the lower-right corner to be completely destroyed and spalled from the concrete specimen.
Temperature and Thermal Stress Fields
Figure 4A shows the temperature field in the concrete material at different times. It can be seen that the temperature continues to rise with increasing of time. Heat is gradually transferred from the outer boundaries to the interior of the concrete specimen. The temperature growth at the outer boundaries meets the predictions of the standard fire curve. The minor and major principal thermal stress fields are shown in Figures 4B,C. It is found that the thermal stresses change with increasing temperature. However, the overall distributions of the thermal stress fields do not change significantly with increasing temperature.
[image: Figure 4]FIGURE 4 | (A) Numerical simulation results of temperature field; (B) Numerical simulation results of minor principal thermal stress field; (C) Numerical simulation results of major principal thermal stress field.
When t = 360 s, as shown in Figure 4A-1, the temperature at the outer boundaries of the model reaches 605.4°C. The temperature in the central area is slightly higher than the initial temperature of 20°C. The corresponding minor and major principal thermal stresses are shown in Figures 4B-1,C-1. The thermal stresses caused by high temperature are in a tensile state. Large aggregates greatly influence the thermal stress fields. In the areas 0.5–2.0 cm away from the boundaries, the temperature ranges from 210 to 370°C, where some large aggregates exhibit thermal stress concentrations. The minor principal thermal stresses are in a compressive state, ranging from −25.34 MPa to −30.87 MPa. The major principal thermal stresses are in a tensile state, ranging from 19.91 to 25.49 MPa.
As shown in Figure 4A-2, when t = 720 s, the temperature reaches 705.5 and 31.63°C at the outer boundaries and in the central area, respectively. The temperature field is roughly centrosymmetric. The aggregate distribution has little effect on the temperature field. Figures 4B-2,C-2 show that, at the same time, the thermal stresses are in a tensile state. At a distance of 0.5–2.0 cm away from the boundaries, the temperature rises to a range of 290–510°C. It is observed that thermal stresses concentrate around some large aggregates. Compared with t = 360 s, the values of major principal thermal stresses increase to a range from −25.81 MPa to −31.33 MPa. However, on the same aggregates, the values of major principal thermal stresses decrease to a certain extent due to the initiation and propagation of thermal cracks.
Figure 4A-3 shows that when t = 1080 s, the temperature at the boundaries increases to 964.9°C, and the temperature in the central area increases to 65.3°C. By referring to Figure 3, it is found that the initiation and propagation of a large number of thermal cracks cause the temperature field at t = 1080 s to be no longer symmetrical. There is an obvious temperature difference on both sides of the thermal crack in the lower-right corner. This indicates that large thermal cracks weaken the heat conductance towards the central region. The thermal stress fields at this time are shown in Figures 4B-3,C-3. It can be seen that, compared with t = 360 s and t = 720 s, the minor and major principal thermal stresses are still in compressive and tensile states, respectively. However, their values are reduced to a certain extent. This indicates that the initiation and propagation of thermal-induced spalling cracks lead to the damage of concrete material and then reduce the values of thermal stresses.
Figure 4A-4 shows that t = 1399 s, the concrete specimen is destroyed. On the boundaries and in the central areas, the temperature rises to 804.1 and 98.7°C, respectively. Compared with t = 1080 s, the high-temperature spalling failure is more severe. By referring to Figure 3, it is found that many thermal-induced spalling cracks propagate to the center of the specimen, which greatly affects the temperature distribution. Figure 4B-2,C-2 show that the propagation of thermal cracks reduces the values of minor and major principal thermal stresses. However, thermal-induced explosive spalling damage is relatively lower in the middle area, about 0.5–1.5 cm away from the left boundary. Some large aggregates in this area still exhibit a certain degree of thermal stress concentration.
CONCLUSION AND DISCUSSIONS
This study uses Abaqus to establish a numerical model of the concrete specimen composed of aggregates and cement mortar. Cohesive elements are embedded in the numerical model to simulate the high-temperature spalling failure of the concrete material. There are some conclusions and discussions in the application of this numerical method, as follows:
Because of differences in thermal expansion coefficient, the thermal-induced spalling cracks are easier to initiate at the aggregate-mortar interfaces. The initiated thermal cracks expand alongside the interfaces and form penetrating cracks with increasing temperature. Large aggregates contribute more to the thermal spalling cracks than small ones.
There is an obvious difference in concrete temperature on both sides of large thermal-induced spalling cracks. This indicates that the large thermal cracks greatly affect the temperature distributions in the concrete material. The reason is that the large thermal cracks form a gap, which reduces the thermal conductivity, failing ineffective heat transfer from the outer boundaries to the center areas.
This study validates that in Abaqus, cohesive elements considering heat conduction can simulate the continuous-discontinuous thermal-induced spalling failure behavior of concrete materials. However, this study only simulates the thermal-mechanical spalling failure process, but cannot simulate the spalling failure caused by vapor pressure under high temperature. To solve this problem, the authors believe in two feasible solutions.
1) Based on the existing experimental research, the physical relationship between high temperature and vapor pressure should be obtained. The field variable can be adopted to simulate the effect of high temperature on vapor pressure. Then, the thermal-hydro-mechanical process of spalling failure under high temperature can be simulated using the heat-transferring cohesive element with a degree of freedom considering pore pressure.
2) Based on experimental investigations, establish a traction-separation constitutive model for cohesive interface considering the effects of heat conduction and vapor pressure. On the Abaqus platform, use UMAT (user-defined material) and UEL (user-defined element) subroutines to implement this model for simulating the thermal-hydro-mechanical coupling deformation and failure process of concrete materials under high temperatures.
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Traditional macroscopic phenomenon constitutive model is not easy to describe in the non-linear mechanical properties of porous rock materials, since the effect of porosity does not incorporate into the strength criterion. This paper presents a simple elastoplastic damage constitutive model of porous rock material based on micromechanical theory. To consider the heterogeneities of the studied porous rock, a simplified representative volume element is introduced, and it is assumed that it is made up of randomly distributed spherical pores embedded in a solid matrix obeying Drucker-Prager yield function. Thus, a homogenized plastic criterion considering the effect of porosity is introduced to describe the macroscopic plastic mechanical properties of porous rock materials. In this model, the non-associated flow rule and isotropic strain hardening law are used, and then the degradation of elastic and plastic properties is employed by adopting a damage criterion. This criterion is related to the evolution of equivalent plastic strain. In order to verify the accuracy of the model, the corresponding numerical program was used to realize the micro-macro constitutive model, and the results were compared with the triaxial compression test results of sandstone under different confining pressures. It is observed that the numerical simulation results are in great agreement with the experimental data, indicating that the proposed model is able to predict the main mechanical behavior of porous sandstone.
Keywords: elastoplastic damage constitutive model, porous rock, non-associate flow rule, numerical analysis, damage
INTRODUCTION
As a complex geological material, the rock mass contains various primary microstructures, including pores, cracks, inclusions, etc. The initiation and expansion of microdefects in rock mass reflect the degree of mechanical deterioration [1]. The deformation of inners pores or voids exhibits a great influence on the effective strength and mechanical behaviors on such materials, which lead to the complex plastic deformation, tension-compression asymmetry [2–5], brittle-ductile transition, and so on. In order to present the non-linear behaviors of porous medium and reflect the effects of the voids on the strength related to its plastic deformation, a numerous of previous investigations [6–8] have been proposed, which are based on the theory of kinematical limit analysis and provides the theoretical determination or numerical assessment of macroscopic yield criteria for porous materials. The present works are first to establish an appropriate effective plastic yield criterion for a porous medium. Then, an analytical effective plastic yield function is obtained by the second homogenization step. Finally, consider the effects of mineral grains to determine the macroscopic plastic behavior of porous materials.
However, most of the above theories do not consider the influence of porosity inside rock on the evolution of damage. Several previous studies have shown that the growth of internal microdefects and the local stress concentration are two main factors, leading to the damage evolution in rocks under the external loading [9–12]. Further, the construction in geotechnical engineering often changes the stress state of rock mass, aggravating the damage evolution around the excavation section [13–16]. Hence, the damage modeling remains an ongoing interest in investigating the mechanical behavior of rock-like materials. On one hand, thanks to the rapid development of various kinds of rock testing techniques, considerable experimental studies have been conducted for understanding the underlying mechanism of damage evolution in rocks [17, 18]. On the other hand, the rock damage model research also has remarkable development. So far, many researchers have established numerous rock damage constitutive models based on different theoretical frameworks from various perspectives [19–21].
At the same time, as a natural porous material, rock has many pores at different scales. The development mechanism of plasticity and damage is bound to be related to the development and evolution of porosity. For this purpose, the present study is aiming to develop a micro-mechanics based constitutive model for plastic deformation and damage evolution in sandstone containing two populations of pores and mineral based on the plasticity theory and the irreversible thermodynamic framework [22, 23]. This work will put effort into developing a simple elastoplastic damage coupled constitutive model of porous rocks considering the effect of porosity and damage degradation.
THE ELASTOPLASTIC DAMAGE CONSTITUTIVE MODEL OF SANDSTONE
According to the experimental data of triaxial compression and irreversible thermodynamic theory [21], a elastoplastic constitutive model describing the damage of sandstone under drainage conditions is established, which can reflect the mechanical behavior of the sandstone with different seepage conditions in the stress field.
Porous Media Model
Based on the theory of porous media mechanics, the non-linear mechanical response of sandstone is described by using the plastic yield equation considering porosity. At the same time, the damage evolution criterion was established based on the existing damage theory, and independent damage variables were introduced into the plastic yield function to describe the damage evolution of rock in the process of deformation and failure, so as to determine the coupling relationship between plastic deformation and damage development. This model can simulate both pre-peak strengthening and post-peak softening behaviors at the same time. The physical model of porous media is shown in Figure 1.
[image: Figure 1]FIGURE 1 | REV physical model of porous media.
As is shown in Figure 1, the porous media is considered made up of isotropic solid matrix and random pore at microscale. The volumes of solid matrix and of the void are noted as [image: image] and [image: image], respectively. The volume of the whole porous media is obtained as [image: image]. Based on the above statement, unit porosity can be calculated by the following formula:
[image: image]
Compared with metal materials, the pressure sensitivity and volumetric deformation are two crucial characteristics of rock materials. In order to consider these aspects, here we assumed that the solid matrix is made up of elastoplastic material subjected to Drucker-Prager yield criterion.
[image: image]
Based on the assumption of small deformation, in the field of traditional plastic mechanics, the total strain increment of rock can be decomposed into elastic strain (increment) and plastic strain (increment):
[image: image]
Referring to the previous research theory of porous media [6–8], the effective volume modulus and shear modulus of intact and non-destructive rock materials are expressed as follows:
[image: image]
where the parameters [image: image], [image: image], and [image: image] represent the elastic bulk modulus, shear modulus of solid matrix, and porosity, respectively, in which [image: image] and [image: image] can be derived by the elastic modulus [image: image] and Poisson [image: image] of solid phase.
Concerning the assumption of material isotropy and damage extension isotropy, the scalar [image: image] is used to represent the damage variable. Therefore, the effective bulk modulus and shear modulus of damaged rock material can be expressed as:
[image: image]
As a result, the macroscopic elastic stress-strain relation of the rock in the incremental form writes [24]:
[image: image]
where [image: image] denotes damage stiffness matrix, [image: image] and [image: image] represent total strain increment and plastic strain increment, respectively. [image: image] and [image: image] are the total strain and plastic strain. The total elastic strain tensor is given by [image: image].
Plastic Model
In general, the M-C yield criterion and D-P yield criterion are used for the yield function. Based on the above experimental results of triaxial compression, the yield surfaces of sandstone under seepage conditions are close to non-linear characteristic of elliptical surface, thus the typical porous plastic criterion proposed by Ref. [25] is used to describe the mechanical response of sandstone in the study. The plastic yield surface equation is defined as:
[image: image]
where [image: image] is the generalized shear stress and mean stress of rock on macro scale respectively.
[image: image]
T is the plastic hardening function, which reflects the pre-peak strengthening and post-peak softening behavior of sandstone [26]. Based on the thermodynamic framework and the work of [27], the plastic thermodynamic potential of sandstone [image: image] can be obtained as:
[image: image]
Thus the expression of hardening function T is derived as:
[image: image]
where [image: image] and [image: image] are two parameters related to the position of the initial plastic yield surface and the final plastic yield surface for the rock. b1 represents the controlling parameter of hardening rate for the rock. The influencing factors of the hardening function include plastic shear strain [image: image] of solid matrix and damage variables [image: image], indicating that hardening function T increases with increasing plastic shear strain [image: image], but decreases with the increasing damage variable [image: image], indicating the characteristics of increased plastic deformation and post-peak softening for the rock.
In addition, the non-associated plastic potential function [image: image] is used to describe the characteristics of rock from compression to expansion, which is defined as follows [25]:
[image: image]
where t is plastic hardening function related to damage variable and plastic shear strain of rock and can be given by:
[image: image]
where [image: image] and [image: image] are two parameters related to the position of the initial plastic potential function and the final plastic potential function for the rock. b2 represents the controlling parameter of hardening rate for the rock. In addition, the plastic strain rate of sandstone [image: image] is calculated based on the non-associated flow rule as follows:
[image: image]
where [image: image] is the plastic multiplier, and it is used to verify the following loading-unloading condition:
[image: image]
Assuming that the change of pore volume on the microscopic scale only depends on pore plastic compression and expansion, and ignore the influence of new pore nucleation, according to function Eq. 1, we can get that:
[image: image]
Where [image: image] is the mean macroscopic volumetric strain rate [image: image], [image: image] is the volume strain rate of solid matrix [image: image]. Based on the assumption that solid matrix obeying Drucker-Prager yield function and non-associated flow rule, the potential is given by [image: image], thus the mesoscopic strain rate can be written as follows:
[image: image]
where [image: image] is the deviatoric strain rate tensor with [image: image]. [image: image] is the plastic multiplier of the solid matrix. Therefore, the equivalent plastic strain rate [image: image] can be calculated as:
[image: image]
According to the energy-based equivalence condition provided by Ref. [28], the following relation between plastic strain rate of porous medium material and equivalent plastic strain rate of solid matrix can be derived as presented in [29]:
[image: image]
With the relations (Eqs 16, 17) and [image: image] in hand, the variation of porosity in Eq. 15 can be expressed as:
[image: image]
Damage Evolution Criterion
In accordance with the thermodynamic theory, the effect of the damage driving force related to the free energy release rate in the elastic stage on the damage of rock change its internal structure. The internal cracks of the sandstone specimen are mostly closed based on conventional triaxial compression. Therefore, the damage of the sandstone is primarily caused by plastic shear, while the damage caused by the elastic deformation is very small. According to the previous study [21] and ignoring the effect of elasticity, the damage driving force [image: image] can be obtained as follows:
[image: image]
In addition, the damage evolution criterion of the rock is introduced by the Mazars’ research [30], and the damage evolution function [image: image] can be defined as:
[image: image]
where [image: image] is the maximum threshold of damage variable and Bd is a parameter related to the rate of damage evolution.
Plastic Damage Constitutive Relations
The plastic flow and damage evolution of sandstone are coupled processes under loading conditions [27]. To reflect the effect of pore water pressure on mechanical behavior of rock, the plasticity multiplier [image: image] and damage multiplier [image: image] can be determined by coupling plastic flow and damage evolution, which can obtain the consistency conditions of plastic deformation and damage variable for rock material as follows:
[image: image]
In addition, based on the plastic flow rule, the increment of plastic deformation and damage variable are defined as:
[image: image]
According to Eqs. 6, 7, 10–13, 18–21, the plastic multiplier and the damage evolution multiplier are obtained:
[image: image]
The parameter A and B is written as follows:
[image: image]
MODEL VERIFICATION AND NUMERICAL SIMULATION
In this model, we divided the whole loading process into a limit number of steps. It is assumed that the parameters of the k-1 step loading variables including [image: image], [image: image], [image: image], [image: image], [image: image], [image: image] [image: image] are known, and the parameters of the k step loading variables including [image: image], [image: image], [image: image], [image: image], [image: image], [image: image] are calculated according to the displacement loading method. The flowchart of this algorithm is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The flowchart of algorithm.
The detailed process of calculation can be divided into the following steps:
(1) Suppose [image: image] and [image: image]; perform elastic prediction [image: image], where [image: image] is the damage stiffness matrix.
(2) If [image: image], namely, the stress is outside the yield surface, which should be amend. According to Eq. 24, the plastic multiplier [image: image] is calculated, then [image: image] is updated; otherwise, [image: image], [image: image] are directly updated.
(3) Based on the updated [image: image] and Eq. 20, the damage driving force [image: image] is calculated, then brought into Eq. 21 for damage judgment. If [image: image], [image: image] is calculated according to Eq. 23, then the damage variable [image: image] is updated, otherwise, [image: image].
(4) Damage stiffness matrix [image: image] is updated based on [image: image]. In addition, the updated variables are brought into thermodynamic potential to obtain the stress [image: image].
(5) If [image: image], namely, the stress tensor is in the plastic yield plane after plastic damage was corrected. Get the parameters of the k step loading variables, including [image: image], [image: image], [image: image], [image: image], [image: image], [image: image]. Otherwise, go to Eqs. 2–4 until the new stress is within the plastic yield plane.
First, according to the previous studies [7, 29], basic parameters of the sandstone, such as the elastic modulus [image: image], Poisson’s ratio [image: image] of solid matrix can be determined by the conventional triaxial test based on inverse calculation of Eq. 4. Porosity parameters [image: image] can be determined by saturation test. In addition, the plastic parameters [image: image] and [image: image] can be calculated by the least square method and the initial plastic yield surface, respectively. The initial yield surface and plastic failure surface are shown in Figure 3. The evolution law of plastic deformation [image: image] can be obtained through loading and unloading tests, and then Eqs. 7, 11 are fitted to determine parameters [image: image] and [image: image] respectively. The damage variable threshold [image: image] and the control parameter [image: image] can be obtained by experimental data and the inversion of Eq. 20, respectively. In this paper, the experimental mechanical parameters used in the numerical simulation are listed in Table 1.
[image: Figure 3]FIGURE 3 | The initial yield surface and plastic failure surface.
TABLE 1 | Parameters of the fitted model.
[image: Table 1]Figure 4 shows the experimental stress-strain curves of sandstone and the corresponding numerical results. As can be seen from Figure 4, it is obvious that the experimental data and numerical results are very close before the peak stress, which shows that the non-linear transition from brittleness to plasticity for the sandstone can be well fitted with increasing the strain.
[image: Figure 4]FIGURE 4 | Comparison of stress-strain curves between numerical results and experimental data under triaxial compression test. (A) Confining pressure of 5 MPa. (B) Confining pressure of 10 MPa.
In order to further verify the rationality of the damage evolution model, a comparative analysis was made between the damage evolution value and the test results under the condition of 10 MPa confining pressure (Figure 5), in which the damage evolution test data were calculated by the acoustic emission method. As shown in Figure 5, damage development is very limited in the initial loading stage. With the increase of deviational stress, mechanical damage gradually develops and eventually leads to rock failure.
[image: Figure 5]FIGURE 5 | Comparison of damage evolution curve between numerical results and experimental data.
CONCLUSION
In this paper, an elastoplastic damage constitutive model for sandstone considering the influence of rock pores is constructed based on the previous research results and the knowledge framework of irreversible thermodynamics. In this proposed model, the plastic flow and damage evolution of sandstone are coupled and combine with non-associative plastic potential function to capture its elastoplastic behaviors.
In order to verify its prediction ability of porous rocks damage evolution, the numerical simulations of this model have been plotted and compared with experimental data of triaxial compression tests on sandstone. A good agreement between the numerical and experimental results has been observed, indicating that the proposed model is able to describe the main features of porous sandstone.
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In 2014, a landslide disaster occurred at Hongshiyan in Ludian County, Yunnan Province, China, causing the landslide-dames in Niulanjiang River. Scholars have studied the characteristics and causal mechanisms of this landslide and obtained substantial results. However, the kinematic evolution characteristics of the landslide remain relatively unclear. To resolve this problem, we introduced the Material Point Method (MPM) to study large-scale deformations for simulation analysis. The results showed that the movement of the slide body could be divided into three stages: accelerated sliding, decelerated sliding, and stabilizing. The velocity field and displacment field of the slide body is closely related to its spatial distribution. The velocity and displacement of the surface part higher than that of the shallow part. The internal friction angle and friction coefficient significantly affected the kinematic characteristics of landslide. The decrease in the internal friction angle and friction coefficient reduced the energy consumed by the friction between particles and between the particles and the sliding bed, raising the landslide velocity and displacement.
Keywords: hongshiyan landslide, material point method, kinematic evolution, morphology evolution, numerical simulation
INTRODUCTION
With densely distributed mountains and river valleys, Southwest China is rich in hydropower resources, and many hydroelectric projects have been constructed in the area. Under the effects of the reservoir water level, long-term rainfall, and seismicity, landslides frequently occur on the slopes of the river valleys where these hydropower facilities are located, causing casualties and economic losses in severe cases. Studying the kinematic evolution process of a landslide enables us to analyze its striking force, travel path, deposition range, and deposition thickness, which have important theoretical significance and engineering practice value in quantitatively assessing landslide risks and avoiding secondary disasters associated with landslides [1, 2].
Unlike in-situ observation and model test methods, numerical simulation is not restricted by the scale or monitoring methods and can reveal a detailed failure process. Thus, it is widely applied in the research of the landslide movement process. The numerical methods currently used to study the landslide runout process can be divided into two main categories: discrete and continuous medium methods [3].
Discrete methods, such as the discrete element method (DEM), focus on the microscopic details of interparticle contacts and can facilitate detailed and in-depth analysis of the dynamics of granular flows [4]. Wei et al. used PFC3D to characterize the dynamics of the Mabian landslide. They established a support vector machine (SVM) coupled with PFC to back-analyze the macroscopic and microscopic strength parameters of the rock materials and investigated the velocity, displacement, and kinetic energy features of the landslide [5]. Wang et al. performed dynamic simulations for the Zhenggang landslide based on a 3-D geological model and PFC3D to study the landslide’s deposition morphology and failure mechanism [6]. Although the discrete element technique can simulate millions of particles, the scale of the granular medium system is still not considered “macroscopic” [7]. Moreover, it is sometimes difficult to determine the model calculation parameters from conventional laboratory experiments [8].
Continuous medium methods are only applied to landslide problems with distinct separation between macroscopic and microscopic scales. This technique focuses on macroscopic mechanical quantities from a continuum perspective, which is more suitable for large-scale engineering calculations. Currently, the continuous medium methods used to study the landslide movement process mainly include smoothed particle hydrodynamics (SPH) and the MPM. Huang et al. used the SPH method to simulate the Tangjiashan landslide in three dimensions, and the results were in good agreement with the flow-like landslide characteristics observed in the field [9]. The advantage of SPH is that it can simulate large deformation problems as well as fluid changes in large deformations. The disadvantages are that SPH exhibits spatial instability due to point-to-point integration and that its boundary treatment method is complicated [10]. The MPM is a particle-based approach in which the material domain is represented by a series of material points, and the material deformation is determined by solving Newton’s second law of motion on the computational mesh [11]. Unlike SPH, MPM does not generate boundary problems, and it can simulate the fluid-solid coupling effect in large deformation problems [12, 13]. Researchers have explored landslide modeling using the MPM. Enrico et al. used the MPM to analyze the kinematic evolution of the Senise landslide in two dimensions, and the numerical simulation results obtained matched well with the monitored circumstances [14]. Li et al. applied MPM to simulate the runout processes of the Wangjiashan landslide with and without buildings on the deposition area. The results showed that the presence of buildings significantly affected the runout of the landslide [15]. Llanoserna et al. modeled the large-scale runout process of the Alto Verde landslide in Colombia using MPM and emphasized the influence of clay-rich layers on the runout behavior [16]. Yerro et al. used the MPM to simulate the initiation and runout process of the Oso landslide in the United States and considered a complex topography with multiple soil layers in their model [17]. Despite the substantial results obtained by previous researchers in landslide simulation with the MPM, deficiencies in this research direction remain, such as the lack of studies focusing on landslides in alpine valley areas.
To resolve the deficiency mentioned above, we conducted this study with the progress of the remediation project of Hongshiyan dammed lake on the Niulan River in Yunnan Province, China. We simulated the runout process of the Hongshiyan landslide based on the MPM, focusing on the evolution of the velocity and displacement fields of the slide body during its movement, and compared the calculated deposition morphology of the landslide with in-situ geological survey results. The effects of the internal friction angle, cohesion, and friction coefficient on the kinematic characteristics of the landslide were explored to elucidate the runout features of such landslides in alpine valley areas. This research provides a basis for understanding the landslide runout processes, quantitatively assessing landslide risks, and preventing disasters in alpine valley areas.
MATERIAL POINT METHOD
The MPM is a novel and developing a particle-based numerical approach that combines the strengths of the Euler and Lagrangian algorithms. It uses the Lagrangian description to divide the continuum into a series of discrete material points and the Eulerian description to conduct calculations on a background mesh. As shown in Figure 1, the material domain Ω composed of a specific type of material can be discretized into a series of material points, and a background computational mesh that includes the entire computational domain is simultaneously set up. Let xip, mp, and vipdenote the position coordinates, mass, and velocity of material point p, respectively, which constitute the Lagrangian description of this object. As the mass of the material point remains constant, the conservation of mass is apparently satisfied. Unlike most calculation methods based on discrete particles, the momentum equation of the material point is solved on a background mesh. The calculation starts by projecting the mass, momentum, and position information carried by the material points onto the background mesh, and the nodes are then solved and updated with the governing equation,
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piI is the momentum of the grid node in the i direction, (2) and (3) are the calculation formulae of the external and internal forces of the node. mp is the mass of the material point p. ρp is the denstiy of the material point p. NIp is the value of the shape functuon of the grid node I at the material point p. bip is the physical force of the material point p. σijp is the Cauchy stress tension of the material point p.
[image: Figure 1]FIGURE 1 | Material discretization of the MPM.
The momentum of the node for the next time step can be calculated as
[image: image]
[image: image] is the momentum of the node at the next moment, and Δt is the time interval.
The updated momentum of the node is used to solve the physical quantities, such as the position and velocity of the material point:
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[image: image] are the coordinates and velocity of the material point p at the next moment, respectively.
For the updated state of motion, finally the constitutive configuration and strength criteria of the material should be used to calculate the stress limit of the particles. The constitutive calculation is performed on the material point, and the velocity field calculated by the background mesh can be used to obtain the strain rate and spin rate tensor, which can be used to calculate the stress field of the material. Finally, the deformed mesh is discarded, and a new mesh is established at the beginning of the next calculation to avoid mesh distortion.
MPM NUMERICAL MODEL OF THE HONGSHIYAN LANDSLIDE
Overview of the Hongshiyan Landslide
The Hongshiyan landslide is located on the right bank of the Niulan River in Ludian County, Zhaotong, Yunnan Province, and China. The landslide area sits in the transitional zone between the Yunnan-Guizhou Plateau and Sichuan Basin. The regional geomorphology is dominated by high mountains and deeply incised river valleys, as shown in Figure 2A. The original slope before failure was steep at the top and gentle at the bottom, and the landslide source area had a slope angle of approximately 50°. The landslide occurred in a typical V-shaped river valley. Affected by previous earthquakes, the top of the slope had been broken and loosened, and a new earthquake triggered the landslide. The landslide mass entirely deposited at the bottom of the river valley, forming a dam blocking the Niulan River and threatening public safety in the downstream areas. The landslide dam was 83–96, 307, and 262 m in height, length, and width, respectively, with a total volume of approximately 1200 × 104 m3, as shown in Figure 2D. Eventually, the landslide dam was converted into a hydraulic structure for permeant remediation. The topography before and after the landslide, as observed in Google Earth, is shown in Figures 2B,C.
[image: Figure 2]FIGURE 2 | (A) Location of the Hongshiyan landslide; (B) remote sensing image before the Hongshiyan landslide (modified from Google Earth); (C) remote sensing image after the Hongshiyan landslide (modified from Google Earth); (D) landslide dam (modified from www.cigem.cn).
The residual slope of the Hongshiyan landslide after the earthquake has an angle of 70–80° and height of 600 m. According to the in-situ geological survey, a large number of tensile and unloading fractures were developed within 60 m behind the slope on the right bank after the earthquake. The width and depth of the fractures reach 50 and 60 cm, respectively, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Field measurement of the (A) fracture width and (B) depth.
Engineering Geological Characteristics
The Hongshiyan landslide is located on the right bank of the Niulan River in Ludian County. In the study area, the Niulan River crosses a deep and steep V-shaped river valley, and the engineering geological map is shown in Figure 4A. The source area of the slide body is approximately 800 m above the riverbed, and the shear outlet of its leading edge has an elevation of approximately 1200 m. The vertical height of the landslide surface is approximately 700 m, and the elevation range is 1100–1800 m. The whole runout process of the landslide lasted for approximately 100 s. The horizontal runout distance (from the top of the slope to the farthest end of the slide body) is approximately 1274 m.
[image: Figure 4]FIGURE 4 | (A) Engineering geological map of the Hongshiyan landslide; (B) cross-section along the main sliding direction.
Figure 4Bshows the geological cross-section along the main sliding direction (B-B’). This area is widely developed with joints, fractures, and strongly weathered surfaces. The rock mass at the landslide source area consists of two units, strongly weathered limestone in the upper part and silty mudstone in the lower part. During the earthquake, the weak mudstone was unable to carry the load of the limestone above it, resulting in a landslide. The failed rock mass was then crushed and broken in the runout process, developed into a debris flow, and finally deposited at the bottom of the river valley.
Numerical Model
In this study, the MPM was applied to simulate the runout process of the Hongshiyan landslide. This method combines the advantages of Lagrangian and Euler algorithms, and is very suitable for simulating large deformation problems of landslides. With this method, not only can the initial status, but also the travel path and final deposition pattern of the landslide be obtained. These features will aid in assessing landslide risks and reducing property loss.
Based on the topographic data obtained before and after the landslide by in-situ geological surveys, an MPM numerical model of the Hongshiyan landslide was established to analyze its dynamic characteristics, such as the variations in displacement and velocity, and the flowchart of construction of model as show in Figure 5. The cross-section B-B’ in Figure 4B was selected as a reference for model construction in the numerical simulation.
[image: Figure 5]FIGURE 5 | Flowchart of construction of model.
First, the slide body and slide bed structures were generalized and discretized. The model was established in an elevation range of 1000–1900 m, and the total volume of the slide body indicated by the two-dimensional cross-section, i.e., the modeling reference, was conserved. According to the field survey results, the size of the landslide debris varied greatly. To ensure the accuracy of the simulation calculations, we mainly assigned the volume of the material points based on the size of the in-situ rock and soil debris, and the size of the background computational mesh was 5 m. The model mainly included two parts, the slide body and slide bed, and the computational mesh was composed of triangular grid cells, each holding one material point. The model contained 22112 grid cells, 11368 nodes, and 2969 material points. Each material point carried the mass, volume, and other parameters of the area it represented. A Mohr-Coulomb model was used as the constitutive model of the slide body and an elastic model for the slide bed. The MPM model established is shown in Figure 6.
[image: Figure 6]FIGURE 6 | MPM model of the Hongshiyan landslide.
Calculation Parameters
The local damping was set to 0.75 for the initial equilibrium condition before sliding and 0.05 for the runout process. The boundary conditions were simulated by constraining the normal displacement of the model’s left, right, front, and rear boundaries, and the displacements of the bottom boundary were constrained to prevent any vertical or horizontal displacement. Finally, constraints in the vertical direction were also applied on top of the mesh. The calculation parameters for the slide body of the Hongshiyan landslide are listed in Table 1.
TABLE 1 | Suggested parameters for MPM calculations.
[image: Table 1]Monitoring Point Distribution
To explore the failure mechanism, destabilization process, and travel path of the Hongshiyan landslide, we set up nine monitoring points on the slide bed and within the slide body (at the surface and in shallow and deep layers), as shown in Figure 7. Generally, the changes in velocity and displacement can realistically reflect the movement process.
[image: Figure 7]FIGURE 7 | Monitoring point distribution in the MPM model of the Hongshiyan landslide.
RESULTS AND ANALYSIS
Sliding Velocity Variation Characteristics
The simulated runout process of the Hongshiyan landslide is shown in Figure 8, which presents the sliding velocity distribution cloud maps of the slid body at different moments, i.e., t = 1, 5, 10, 15, 20, 30, 50, and 100 s. The diagrams indicate that the entire runout process lasted for approximately 100 s, and the movement of the slide body could be divided into three stages: accelerated sliding, decelerated sliding, and stabilizing. In the accelerated sliding stage, the velocity of all particles increased sharply, and the maximum sliding velocity of the particles on the slide body’s surface reached 20 m/s at around 3 s. The jostling of the rock mass at the upper part of the slide body pushed the lower part towards the river valley at high speed. As the energy dissipated (including the dissipation of friction and collision energy, and the deformation of the rock mass system), the acceleration gradually decreased, and the average velocity of the slide body reached its maximum of 19.52 m/s at 25 s as in shown Figure 9A. Meanwhile, the leading edge of the slide body reached the riverbed, and the runout process entered the decelerated sliding stage. The sliding velocity then declined sharply. As the particles slid down on the main slide bed, the deposition height of the landslide debris in the river valley gradually increased, and a landslide dam was formed by 50 s. This simulated process is consistent with the eyewitness’s report that the entire runout process of the Hongshiyan landslide lasted for approximately 1 min.
[image: Figure 8]FIGURE 8 | Velocity field distribution during the landslide.
[image: Figure 9]FIGURE 9 | (A) Average sliding velocity of the slide body and (B) sliding velocities of the monitoring points in the slide body.
The velocity variations were observed by the monitoring points set at the surface and in the shallow and deep layers of the slide body, and the velocity variation curves are presented in Figure 9B. For the velocity distribution along the direction normal to the landslide’s surface, at the beginning of the landslide, the velocities of the monitoring points on the surface of the slide body (3, 6, and 9) were greater than those of the monitoring points in the shallow layer (2, 5, and 8), and the velocities of the shallow monitoring points were greater than those of the deep monitoring points (1, 4, and 7). The peak velocities of points 3, 6, and 9 were 49.21, 41.13, and 39.28 m/s, respectively. Additionally, the velocities of the surface monitoring points reached their peaks earlier than those of the shallow monitoring points, which agrees with the kinematic characteristics of the Hongshiyan landslide. For the velocity distribution along the elevation, the velocity of the monitoring point at a higher elevation exceeded that of a low-elevation monitoring point at the same depth. For example, the velocity of point 3 was greater than those of points 6 and 9, and the velocity of point 2 was greater than those of points 5 and 8. It should be noted that the velocity of point 7 only exhibits apparent acceleration at 85 s. This is because point 7 was compressed by the upper slide body, and it moved slowly in the early stage of sliding. Point 7 began to accelerate after the upper slide body has reached the riverbed.
The MPM simulation results show that the Mohr-Coulomb model and MPM can simulate the runout process of the Hongshiyan landslide well. The whole process of destabilization–high-velocity movement and the development into debris flow–deceleration and deposition into a landslide dam has been reconstructed. Due to the constraints of the Niulan River valley at the foot of the mountain, the debris gradually accumulated at the bottom of the river valley after sliding.
Displacement Variation Characteristics
The displacement features of the Hongshiyan landslide are closely related to the runout and deposition of the slide body. As shown in Figure 10A, the maximum average displacement of the landslide was 591 m at 100 s. This is affected by topography and the elevation of the slide body. The landslide displacement rose rapidly in the first 30 s, and the displacement increase then gradually slowed. For monitoring points 1–9, the points at the surface (3, 6, 9) were the first to initiate, and the time taken for their motions to reach equilibrium was shortest, followed by the points in the shallow layer (2, 5, 8). The displacements of the monitoring points in the deep layer (1, 4, 7) were less than those of the others. It should also be noted that the displacement of point 7 only exhibited an apparent acceleration after 85 s. For the displacement distribution along the elevation, the displacements of the monitoring points at the same depth increased as their elevation increased. The maximum displacement of the monitoring points was 917 m, occurring at point 3.
[image: Figure 10]FIGURE 10 | (A) Average displacement of the slide body and (B) displacements of the monitoring points in the slide body.
Landslide Deposition Morphology Evolution Characteristics
To analyze the morphological evolution of the Hongshiyan landslide deposit, such as the travel paths of rocks from different elevations, we obtained a series of images of the landslide movement and deposition process, as shown in Figure 11. The lower part of the slide body (with an elevation of 1350–1465 m) is marked in red, Zone 1 in the middle (1465–1580 m) is marked in yellow, Zone 2 in the middle (1580–1695 m) is marked in green, and the upper part (1695–1810 m) is marked in blue. The entire slide body slid down for 203.2 m at 20 s, and its leading edge reached the riverbed. Restricted by the topography of the river valley, the landslide debris began to accumulate on the riverbed. The deposition pattern of the slide body was formed at 50 s. At 100 s, the slide body had slid down for 365.7 m overall, with a maximum deposition thickness of 111.87 m and angle of repose of 25°, and some rock mass at the trailing edge of the landslide remained. The topographic profile lines before and after the landslide are plotted in the diagram. The simulated deposition morphology matched well with the actual pattern.
[image: Figure 11]FIGURE 11 | Evolution of the landslide’s movement and deposition.
Sensitivity Analysis
The Hongshiyan landslide occurred on the right bank of the Niulan River, and is a typical landslide in the alpine valley area. To explore the effects of the internal friction angle, cohesion, and friction coefficient on the simulation results of the Hongshiyan landslide, we plotted the curves of the average velocities and displacements under different internal friction angle, cohesion, friction coefficient values and mesh size, and performed analysis for the parameters.
The average velocities and displacements obtained under internal friction angles of 20°, 30°, and 40° when the other parameters were constant are shown in Figure 12. The curves reveal that, as the internal friction angle decreased, the average velocity and displacement of the slide body exhibited increasing trends. The decrease in the internal friction angle reduced the energy consumed by the friction among particles, thereby raising the landslide velocity and displacement. Figure 13 presents the average velocities and displacements obtained under cohesion levels of 0, 5, and 10 kPa when the other parameters remained constant. The average velocity and displacement of the slide body did not change greatly with cohesion. As the mountain slope of the Hongshiyan landslide area is steep and the rock mass is severely weathered and developed with joints and fractures, all parts of the slide body moved almost together when the landslide initiated. The mode of landslide failure tended to be integral failure. Therefore, the level of cohesion did not greatly affect the failure mode and also had no effect on energy consumption. Figure 14 shows the average velocities and displacements obtained under friction coefficients of 0.2, 0.4, and 0.6 while the other parameters remained constant. The average velocity and displacement tended to increase with decreasing friction coefficient. Figure 15 shows the average velocities and displacements obtained under mesh size of 2.5, 5, 10 m while the other parameters remained constant. It can be seen that the average velocity increases with the increase of the mesh size, while the average displacement in the early stage increases with the increase of the mesh size. A finer mesh has more particles, and the frictional energy dissipation between particles increases compared to a coarse mesh, which ultimately leads to lower average velocity and displacement.
[image: Figure 12]FIGURE 12 | (A) Average velocities and (B) displacements under different internal friction angles.
[image: Figure 13]FIGURE 13 | (A) Average velocities and (B) displacements under different cohesion levels.
[image: Figure 14]FIGURE 14 | (A) Average velocities and (B) displacements under different friction coefficients.
[image: Figure 15]FIGURE 15 | (A) Average velocities and (B) displacements under different mesh size.
Generally, for landslides in alpine river valleys, such as the Hongshiyan landslide, the velocity and displacement increase with decreasing internal friction angle and friction coefficient. It should be noted that the kinematic characteristics of the landslide, including displacement and velocity, are essential for assessing the impact range and extent of the landslide disaster. To quantify the degree of influence of the calculation parameters on the movement of the Hongshiyan landslide, we established 27 MPM models of the Hongshiyan landslide with different internal friction angle, cohesion, and friction coefficient combinations for variance analysis, and the results are listed in Table 2.
TABLE 2 | Numerical calculation results.
[image: Table 2]We conducted variance analysis for the test results in Table 2 using statistical methods, with a significance level α of 0.05 and confidence interval of 95%. If the α-value of a factor is less than 0.05, its effect on the research object is considered significant; if the α-value of the factor is greater than 0.05, its effect on the research object is considered insignificant. The analysis results for the average velocity and displacement are listed in Tables 3, 4. The significance levels of the internal friction angle and friction coefficient in Tables 3, 4 were all below 0.05. Thus, these two factors significantly affect the average velocity and displacement. In contrast, the significance levels of cohesion exceeded 0.05; thus, it was believed to have no significant effect on the average velocity and displacement. It can be seen that the internal friction angle and friction coefficient have a greater effect on the average velocity and average displacement than the cohesion, which is consistent with the previous conclusion.
TABLE 3 | Variance analysis results for average velocity.
[image: Table 3]TABLE 4 | Variance analysis results for average displacement.
[image: Table 4]DISCUSSION
Landslides in alpine valley areas can pose a safety threat to hydroelectric projects. In this study, a numerical model was established using the MPM to reconstruct the runout process of the Hongshiyan landslide. However, there were inevitable errors in the numerical model calculations, and they did not fully consider the natural conditions in the field. In future studies, a numerical model can be established using the MPM that considers the effects of complex natural factors so that the simulation results would better fit reality.
CONCLUSION
Based on the material point numerical calculation method, this study focuses on the kinematic evolution of a landslide that occurred at the Hongshiyan slope on the right bank of the Niulan River in Ludian County, Zhaotong, Yunnan Province, China, and reveals the variation characteristics of the velocity and displacement fields during the runout of the Hongshiyan landslide-debris flow. The conclusions obtained are as follows:
1) The sliding process of the Hongshiyan landslide can be divided into three stages: accelerated sliding, decelerated sliding, and stabilizing. The maximum average velocity of the landslide is 19.52 m/s. The velocity field of the slide body is closely related to its spatial distribution. The velocity of the surface monitoring points reached peaks earlier than that of the shallow monitoring points. From the perspective of the elevation distribution, the velocity of the monitoring points with lower elevation is higher at the same depth.
2) The displacement field of the slide body is closely related to its spatial distribution. The monitoring points in the surface of the slide body are activated earlier than those in the shallow layer of the landslide body, and have more displacement at the same time. From the perspective of elevation distribution, the displacement of monitoring points at the same depth increased as their elevation increased. The deposition morphology of the Hongshiyan landslide simulated by the MPM is consistent with the field survey results.
3) The internal friction angle and friction coefficient significantly affected the kinematic characteristics of the Hongshiyan landslide. The decrease in the internal friction angle and friction coefficient reduced the energy consumed by the friction between particles and between the particles and the sliding bed, raising the landslide velocity and displacement. The mode of landslide failure tended to be integral failure. Therefore, the level of cohesion did not greatly affect the failure mode and also had no effect on energy consumption.
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A digital core obtained without damage and contact can provide intuitive and quantitative analysis data for sandstone pore structure analysis. However, pore analysis results based on digital cores are quite different from experimental results due to limitations of scanning resolution, quality, pore extraction method, and experimental errors. In this research, the influence of pore geometry on pore analysis is studied from pore angles and pore resolution. First, sharp angles are extracted by image processing, and the influence of angles on pore radius distribution is analyzed. Then, by up–down sampling, high- and low-resolution digital cores are reconstructed, and the effects of resolution on pore connectivity and throat structure are discussed.
Keywords: digital core, sandstone, pore structure, pore radius distribution, pore analysis
INTRODUCTION
The digital core obtained by CT scanning technology can provide visual and quantitative data for pore structure characterization without damage and contact [1, 2]. However, many experiments have shown that pore analysis results extracted from digital cores are often deviated from the experimental results [3–5]. On the one hand, they are affected by the accuracy of pore extraction and the resolution limitation of scanning. On the other hand, there are errors in the experimental measurement method because of the microstructure inside the pores [6–8]. Therefore, analyzing the influence of pore geometry on pore analysis in a digital core is helpful to guide designing and developing experiments, application of digital core technology, and understanding the mechanism of pore microstructures on seepage [9, 10].
This study analyzes two sandstones with size 655 × 655 × 655 um3, in the Ordos area. The digital cores are obtained by CT scanning technology with 1.0-um physical resolution. Combined with image processing to extract the pore structure, the influence of pore geometry is analyzed by simulation from two aspects:
1) Influence of pore angles
The pore shape of sandstone is complex and irregular, which reflects a large difference in pore size from a macroscopic view. From a microscopic view, the pores with the same size have different pore angles. These angles are ignored in both experimental tests and simulation, and every pore and throat are replaced by an ideal model. This also leads to error values in the experiment. In this study, the pore angles are extracted based on image processing, and the variation characteristics are analyzed.
2) Influence of digital core resolution
Scanning resolution and scanning field of view are contradictory. Under the same image resolution, higher scan resolution leads to a smaller field of view. Although higher resolution can obtain more detailed information, only a partial core can be collected due to the small field of view. Conversely, the resolution has to be reduced in order to obtain an overall scanning image from the core sample. Meanwhile, resolution variation will affect the pore morphology. In this study, digital cores with different resolutions are reconstructed from the same scanning results to analyze their influence on porosity and connectivity.
INFLUENCE OF PORE ANGLES
Based on the image processing method (Eq. 1) and logical operation, the pore angles are removed and the edge is smoothed. The effect comparison is shown in Figure 1. In Eq. 1, we set [image: image].
[image: image]
[image: Figure 1]FIGURE 1 | Comparison of pore angles removed. (A) Original pore. (B) Pore without angles.
In Figure 1B, pores and edge are smoother and the ideal pore network model is closer to it. However, removing pore angles affects the porosity as single holes are relatively reduced and some small pores are directly smoothed out in the 2D slice. Therefore, combined with a logical operation, small pores are retained. The comparison in 3D is shown in Figure 2. The influence of pore angles on radius is shown in Figure 3.
[image: Figure 2]FIGURE 2 | Effect of pore angle in 3D. (A) Original pore. (B) Pore and angles (gray).
[image: Figure 3]FIGURE 3 | Comparison of pore radius distribution. (A) Sample 1. (B) Sample 2.
In Figure 3, each sample has a large difference in pore radius distribution. The original pore size decreases and the large pores are divided into smaller ones with angles removed, which results in an increasing number of small pores. What needs to be considered here is that the overall porosity decreases after the pore angles are removed. The porosity of sample 1 changes from 8.9% to 7.5%, and that of sample 2 changes from 5.7% to 4.9%. The permeability of sample 1 changes from 0.1162 to 0.1069 μm2, and that of sample 2 changes from 0.1177 to 0.1230 μm2. The change in sample 2 indicates that angles in pores can reduce permeability. While in sample 1, porosity and permeability decrease by 1.4% and 0.0093 μm2, respectively, which illustrates there are more angles in it and the structure is more complex than the structure of sample 2. The degree of variation can also be used to evaluate the complexity of the pore structure.
INFLUENCE OF DIGITAL CORE RESOLUTION
Based on the principle of the same physical size, digital cores with high and low resolutions are established by using up–down sampling methods for each sample. In Figure 4, parts of sample 1 are shown. Figure 4A shows a 0.50-um size sample with high resolution by up-sampling. Figure 4B shows a 2.0-um size sample with low resolution by down-sampling. The pore size, throat size, and coordination number distribution of the two samples are shown in Figure 5.
[image: Figure 4]FIGURE 4 | Sample parts with different resolutions. (A) Low resolution. (B) Original. (C) High resolution.
[image: Figure 5]FIGURE 5 | Distribution of pore and throat radius and coordination number under different physical sizes. (A) Sample 1. (B) Sample 2.
In Figure 5, the pore radius and throat radius distribution of the two samples have a significant deviation to the left in the core with 0.5 um. It indicates that, due to improvement of physical resolution, more details could be observed, and pores with small size would increase. Pores that cannot be observed at a low physical resolution will be observed at a high resolution. On the contrary, the distribution deviates to the right at high physical resolution. The trend of coordination numbers is opposite. It indicates that the connectivity is enhanced due to an increase in recognizable pores. The resolution analysis can provide predictable results of pore distribution at different pore scales which is useful for analyzing the pore structure in the core.
CONCLUSION
In this study, the influence of pore geometry on pore characteristics based on a digital core is introduced. The influence of pore angles and physical resolution on pore distribution, throat distribution, and coordination number characteristics are analyzed. It also concludes that the existence of pore angles greatly affects the variation of pore size distribution, which is the reason for the obvious difference between experimental measurement and digital core analysis results. Meanwhile, we analyzed the throat, pore size, and coordination number in the same physical size with different resolutions, which can predict pore characteristics of the whole core at different resolutions, which makes the analysis results more objective. This article proposes a new method for pore analysis based on a digital core.
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The yield stress of mud is one key to analyze the initiation and deposition of debris flow. Taking Chengdu clay as the experimental material, slurries with different solid volume concentrations were prepared. Using the blade rotor system of mcr301 rheometer and the continuous shear experimental method, the dynamic change process of shear stress of slurries with different solid volume concentrations was obtained with the shear rate increasing and decreasing continuously. According to the experimental results, the static and dynamic yield stress of Chengdu clay slurry is determined, and the influence of solid volume concentration on the yield stress is analyzed. The following conclusions are obtained: Chengdu clay slurry is a non-Newtonian fluid with yield stress. In the process of accelerated shear, for Chengdu clay slurry with solid volume concentration exceeding 35%, the shear rate is in the range of 0.01–1 s−1, and the shear stress increases rapidly to the maximum. When the shear rate exceeds 1 s−1, the shear stress decreases rapidly and finally tends to be stable. The shear rate appears stress overshoot near 1s−1. However, in the process of increasing shear rate, for Chengdu clay slurry with solid volume concentration of no more than 35%, the shear stress increases rapidly in the range of shear rate of 0.01–0.1 s−1, and the shear rate exceeds 0.1 s−1. The shear rate has little effect on the shear stress, and the stress overshoot disappears. In the process of deceleration shear, for all solid volume concentrations in the semi logarithmic coordinate system, the mud shear stress decreases steadily with the decrease of shear rate. The static and dynamic yield stress of slurry increases exponentially with particle concentration.
Keywords: chengdu clay mud, non Newtonian fluid, rheology, stress sweep test, yield stress
1 INTRODUCTION
Debris flow disasters induced by heavy rainfall occur from time to time all over the world. Reasonable risk zoning has always been one of the basic problems in the study of such disasters. Risk zoning should not only consider the factors such as altitude, topographic slope, rainfall and distance of the disaster source area [1], but also consider the physical vulnerability of residents and buildings in the area [2]. However, from the material composition of landslide and debris flow, mud (mixture of fine-grained soil and water) is the basic component of landslide and debris flow. Mud moves together with coarse particles, which makes it have the characteristics of strong impact and great destruction [3]. [4] pointed out that the flow behavior of landslide and debris flow is controlled by the rheological properties of mud matrix. The cognition of mud rheological characteristics is very important for understanding and analyzing debris flow movement. It is the basis for determining debris flow velocity, impact force and outflow distance, and is helpful to evaluate the risks related to debris flow movement. The rheological properties of mud will help to better understand the flow characteristics of such events. The rheological model thus obtained can indeed be input into the numerical simulation to predict the characteristics of debris flow events and draw the dangerous area map [5,6]. The yield stress of mud is one key.
Mud is a thixotropic non-Newtonian fluid with yield stress [7, 8]. The correlation between thixotropy and yield stress of such fluids and time has been widely studied by relevant scholars. [9] described the physical behavior of such materials in detail, summarized the experimental techniques that can be used for yield stress test, and discussed the latest progress in the application of micro theory. A new concept is proposed to divide it into simple yield stress fluid without time-dependent tolerance and thixotropic yield stress fluid with obvious time-dependent tolerance. For thixotropic fluids, yield stress is closely related to time, and the scheme used to obtain yield stress, especially for aging systems, depends on its precise definition [10]. For such materials, the yield stress depends on the nature of the test - there is a consensus on distinguishing between the yield stress measured by the solid to liquid (or yield) transition and the yield stress measured during the liquid to solid transition. Most yield stress fluids have microstructure, which is destroyed by flow in the shear process, so that the viscosity decreases reversibly with time, which is called thixotropy of fluids [11]. [12] summarized the research results of thixotropy in detail and analyzed the differences between thixotropy and shear hardening, aging and other phenomena. [13] emphasized that this time-varying rheological property makes it difficult to find a reliable method to determine the true yield stress. [14] proposed a practical definition of yield stress, that is, “any critical stress below which flow cannot be observed under experimental conditions.” At present, how to determine the yield stress of debris flow mud according to the starting movement and deposition process of debris flow and apply it to the analysis and prevention of debris flow disaster is still not clearly defined.
The yield stress of clay slurry comes from the microstructure of particle network formed by colloidal interaction or direct contact [15], which is related to the stress history [16,17]. According to the precise experimental scheme, the estimated yield stress can be described as static or dynamic [18,19]. The static yield stress can be determined by increasing the amplitude of oscillation scanning (stress or strain control) [9]. It can also be determined according to the actual shear rate (continuous shear or oscillatory shear test). In this case, the stress with deviation of stress response from linearity or maximum stress can be considered. The static yield stress thus determined depends on the shear rate applied and the “sample age” [20,21]. For dynamic yield stress, it is theoretically the shear stress value when the shear rate approaches zero, which represents that the material gradually enters the solid state from the flowing liquid state. In the experiment, the flow curve is usually measured by applying stable shear and gradually reducing the shear rate to reach the limit. The stress extrapolation within the vanishing shear rate limit (the intercept from the shear stress axis) is usually called the stress value of dynamic yield stress.
Debris flow movement includes three processes: initiation, migration and accumulation of debris flow. In the start-up stage, the debris flow fluid changes from static state to stable motion state in a short time, and the shear rate acting on the debris flow slurry increases rapidly from zero to a large value. The accumulation process of debris flow is the process of debris flow fluid changing from moving state to static state. The shear rate acting on debris flow mud gradually decreases from a large value of maintaining stable movement to zero. According to the above method for determining the dynamic and static yield stress, combined with the shear rate change process of debris flow slurry in the start-up and accumulation stages of debris flow, taking Chengdu clay as the experimental material and considering the actual situation of material source supply during the movement of debris flow (the addition of solid substances increases the slurry concentration, and the supplement of water source decreases the slurry concentration), prepare slurries with different volume concentrations, Using the blade rotor system of mcr301 rheometer, the rheological experiments of continuous shear (increasing shear and decreasing shear) were carried out. According to the experimental results, the effects of mud dynamic and static yield stress and solid volume concentration on dynamic and static yield stress are analyzed and determined. In addition, the influence of filling mud on the determination of yield stress is not considered.
2 EXPERIMENTAL MATERIALS AND SAMPLE PREPARATION
Chengdu clay is widely distributed in the second and third terraces of Minjiang River, the eastern suburb of Chengdu and Longquanyi area. It is brownish yellow, brownish yellow and grayish yellow. It is hard plastic, contains iron and manganese nodules, has strong viscosity and weak ∼ medium expansibility. The experimental materials in this paper are taken from Longquan District, Chengdu. The particle composition of the sample is analyzed by Mastersizer 3,000 laser diffraction particle size analyzer (measuring particle size range: 0.01–3500 um). The particle composition of Chengdu clay is shown in Figure 1. According to the experimental measurement method of liquid plastic limit of cohesive soil, the liquid plastic limit is measured by photoelectric liquid plastic limit joint measuring instrument. The liquid limit water content of Chengdu clay is 66.5% (the water content corresponding to the cone sinking depth of 17 mm) and the plastic limit water content is 24.5% (the water content corresponding to the cone sinking depth of 2 mm) [22]. Plasticity index: 42, >17. The density of clay particles in Chengdu is determined by volumetric flask method, which is ds = 2.7 g/cm3.
[image: Figure 1]FIGURE 1 | Grain size distribution of the chengdu clay materials.
Take some Chengdu clay, soak it in the container with water for more than 48 h, mix it manually, and fully saturate it for spare. The initial water content was determined by drying method ([image: image]:Percentage of water mass and dry soil mass per unit volume). Take a certain amount of standby mud and place it in 10 measuring cups. Add different amounts of distilled water into each measuring cup respectively, and calculate the water content ([image: image]) after adding water according to the initial water content ([image: image]). Calculate mud solid volume concentration ([image: image]):
[image: image]
[image: image]Is the solid volume, [image: image]is the total volume ([image: image] = [image: image]+[image: image]), [image: image]is the water volume.
According to water content (ω1) And particle density (ds), calculate the slurry solid volume concentration in each measuring cup (see Table 1).
TABLE 1 | Miosture content and solid volume concentration of the Chengdu clay mud.
[image: Table 1]3 RHEOLOGICAL INSTRUMENTS AND EXPERIMENTAL METHODS
3.1 Experimental Instrument
The geometry of viscometer commonly used for yield stress fluid measurement includes concentric cylinder, cone and plate, blade shape, etc. [23] comprehensively introduced the principle and application of the above viscometers with different geometry used for viscosity measurement, and fully analyzed the source of experimental error. In hard particle suspensions, wall slip is a common main problem affecting rheological measurement [24]. Relevant scholars have adopted local measurement techniques (light scattering velocimetry in Couette geometry [25] and particle tracking velocimetry in cones and plates [26‐28] and flat plate geometry [29], It provides direct evidence for the wall slip of materials with different yield stress, and puts forward the quantitative measurement of sliding velocity. In the presence of wall slip, the measured apparent shear rate overestimates the true shear rate inside the material [9]. The vane viscometer consists of four blades arranged at an equal angle. Compared with other geometries, the vane viscometer has the advantages of minimal interference to the material structure during insertion, and can minimize the problem of wall slip. Although magnetic resonance imaging technology has found that wall slip phenomenon still exists [30], it is still widely used to study in gel and thixotropic materials; [31‐35].
According to the above analysis, the blade rotor system of mcr301 rotary rheometer in antonpa, Austria is used in this study- It is a stress-controlled rheometer by Anton Paar. The rheometer adopts modular and intelligent design and is composed of temperature control system, fixture system and test system. It consists of four thin blades arranged equiangularly around the axis of a small cylinder; Blade diameter d1 = 13 mm, blade height h = 48 mm; Cup mouth diameter d2 = 37 mm (see Figure 2). The rheometer adopts air bearing, and the minimum torque is 0.002 μNm, maximum torque: 200 mnm, deflection angle (preset): 0.1 to ∞ μRad, minimum speed (CSS): 10−7 rpm, minimum speed (CSR): 10−6 rpm, maximum speed: 3000 rpm, minimum frequency: 10−5 Hz, maximum frequency: 100 Hz, normal stress range: 0.01–50 N, normal stress accuracy: 0.002 N, temperature range: 150–1,000°C.
[image: Figure 2]FIGURE 2 | Schematic diagram of blade rotor system.
Assuming no inertia effect and ignoring the normal stress difference, the shear stress ([image: image]) and shear rate ([image: image]) are calculated as follows:
[image: image]
Where [image: image]is the torque applied to the blade and [image: image] is the angular velocity of the blade rotor.
3.2 Experimental Method
In the past, many methods have been developed to measure yield stress, mainly including stress relaxation, creep/recovery test, stress growth test, continuous shear test and so on. The yield stress of stress relaxation experiment is defined as the residual ultimate stress after the fluid stops flowing. Creep/recovery test is to apply a constant shear stress to the fluid, the shear stress is higher than the yield stress, the material flows, the stress is lower than the yield stress, and the material behaves as a solid. The stress growth experiment is to shear the fluid at a constant shear rate during the rheological experiment, obtain the change process of shear stress with time, and determine the yield stress according to the change curve of stress with time. Continuous shear test is a process in which the shear rate continuously increases from zero to the set value (accelerated shear) or decreases from the set value to zero (decelerated shear) during the rheological experiment to obtain the variation of shear stress with the shear rate (increase or decrease). [36] summarized the advantages and disadvantages of each method. Although some methods are widely used, because the yield stress depends on its measurement method, especially whether it is determined during the solid-liquid transition or the opposite transition [9], no method is considered as a standard procedure for determining the yield stress. Aiming at the start-up and deposition process of debris flow, in the start-up process of debris flow, the debris flow fluid develops from static state to stable motion state in a short time, and the shear rate of debris flow slurry increases from zero to a large value; In the process of debris flow deposition, the moving debris flow fluid changes from moving state to static state, and the shear rate of debris flow slurry decreases from large value to zero. According to the field observation of field debris flow disasters by [3] and [37], it is estimated that the shear rate of moving debris flow slurry is usually between 0.1 and 20 S−1 [38]. In order to explore the variation process of shear stress with shear rate during the start-up and accumulation of debris flow slurry, the rheological experiments of increasing shear (representing the start-up process of debris flow) and decreasing shear (representing the deposition process of debris flow) were carried out continuously by using the blade rotor of mrc301 rheometer and the method of continuous shear experiment. At the beginning of the test, the slurry with different solid volume concentrations is fully stirred, and then take an appropriate amount of prepared mud into the fixed outer cylinder of the blade rheometer, and immerse the blade rotor into the mud. In the test, the shear rate (blade rotor rotation rate) continuously increased from 0 to 30s−1 (accelerated shear) in a logarithmic growth mode, and then the shear rate continuously decreased from 30 s to 1 to 0 (deceleration shear) in the same path. There is no time interval between increasing shear and decreasing shear. The dynamic change process of shear stress with the increase and decrease of shear rate was recorded. Although this process is not complicated, the scheme combines the complex transient response of the sample and the shear induced solid-liquid phase transition [39], but largely reflects the rheological process of debris flow slurry during debris flow initiation and accumulation. In the whole experimental process, the test temperature of the sample is constant at 20°C through the water circulation system.
4 EXPERIMENT RESULTS AND DISCUSSION
According to the above experimental methods, using the blade rotor system of Anton Paar mcr301 rheometer, the dynamic process of shear stress increasing with shear rate (unfilled ○) and decreasing with shear rate (filled • (see Figure 3).
[image: Figure 3]FIGURE 3 | (Continued).
4.1 Dynamic Response of Shear Stress With Shear Rate
The dynamic change process of shear stress 1) of Chengdu clay mud with shear rate 2) is shown in semi logarithmic coordinate system (Figure 3A–J). Figure 3 shows that Chengdu mud with all solid volume concentrations shows non-Newtonian behavior. At the same shear rate, the shear stress increases with the increase of mud solid concentration. The change of shear stress is completely different in the process of increasing shear and decreasing shear. In the process of increasing shear rate, the influence of solid volume concentration on the dynamic change of shear stress is obviously different. The main manifestations are: When the volume concentration of mud solid exceeds 35% and the shear rate is in the range of 0.01-1s-1, the shear stress increases rapidly to the maximum; When the shear rate exceeds 1s-1, the shear stress decays rapidly and tends to be stable (Figure 4A, B). For example, for the slurry with a solid volume concentration of 43%, when the shear rate is in the range of 0.01–1 s−1, the shear stress increases rapidly from 2650 pa to nearly 9000 pa (Figure 4A, and then decreases to less than 4700 pa (Figure 4. b). When the solid volume concentration is less than 35% and the shear rate is less than 0.1 s−1, the shear stress increases rapidly with the shear rate; When the shear rate exceeds 0.1 s−1, although the shear stress increases with the increase of shear rate, the increase range is small. For example, when the solid volume concentration is 28%, the shear rate is in the range of 0.01–0.1 s−1, and the shear stress increases rapidly from nearly 110 pa to nearly 270 pa. The shear rate is in the range of 0.1 s–1 to 30 s−1, and the shear stress increases slowly from 270 to 310 pa (Figure 3F). As the results of Jeong et al. 2010 on bentonite and illite natural clay, its flow behavior depends not only on the shear rate, but also on the particle concentration[40]. This result is consistent with the results of similar laboratory tests ([41,42]; Sueng won [43]). This result shows that Chengdu clay slurry is a typical non-Newtonian fluid with yield stress. In the process of decelerating shear, in the semi logarithmic coordinate system, the shear stress decreases steadily with the decrease of shear rate (filled with ● in Figure 3).
[image: Figure 4]FIGURE 4 | Relationship between shear stress and shear rate of Chengdu clay slurry with solid volume concentration of 43% (A) Shear stress with shear rate in the range of 0.01–1 s−1; (B) Shear stress with shear rate in the range of 1–30 s−1).
In the process of accelerated shear and decelerated shear, although the same shear rate change path is adopted, the increase (accelerated shear) and decrease (decelerated shear) of shear stress are completely inconsistent. The shear stress forms a hysteresis loop with the increase and decrease of shear rate (Figure 3), and the area of hysteresis loop decreases with the decrease of solid volume concentration. It shows that Chengdu clay mud has thixotropy, which decreases with the decrease of solid volume concentration. Relevant studies have shown that the response of thixotropic yield stress fluid will depend on the rate of stress rise and fall and the rest time between subsequent scans [8]. For the slurry with solid volume concentration lower than 35%, there is an intersection between the increasing shear stress curve and the decreasing shear stress curve (Figures 3E–J). [44] also observed similar behavior, and [45] reviewed the hysteresis loop in thixotropic fluid.
In addition, in order to analyze the viscosity change in the shear process, the viscosity change of Chengdu clay slurry with solid volume concentration of 43% and 28% respectively in the process of increasing and decreasing shear is plotted in Figure 5. Unfilled ○ in the figure represents the increasing shear process of slurry with solid volume concentration of 43%, and filled • presents its decreasing shear process; Unfilled △ represents the increasing shear process of slurry with solid volume concentration of 28%, and filled ▲ represents the decreasing shear process. Figure 5 shows that the viscosity of Chengdu clay slurry decreases with the increase of shear rate and increases with the decrease of shear rate, with typical shear thinning characteristics [46,47].
[image: Figure 5]FIGURE 5 | Variation process of mud viscosity with shear rate.
4.2 Determination of Static and Dynamic Yield Stress of Mud
According to the experimental results and 4.1 analysis, the variation process of shear stress of mud with different concentrations with shear rate is not consistent. When the solid volume concentration is greater than 35%, the shear stress increases rapidly, then decreases gradually, and finally tends to be stable. This change process is more clearly shown by plotting the change of shear stress with shear rate in semi logarithmic coordinate system (Figure 4A, B). [48,49] described this change process: in viscoelastic thixotropic fluid or nonlinear viscoelastic fluid, there will be stress growth first, then stress attenuation, and then the stress change tends to be stable (equilibrium flow). Although the static yield stress of thixotropic fluid depends on the applied shear rate and sample age [20,21], it is one of the common methods to use the stress overshoot as the static yield stress of mud. In this paper, for the slurry with solid volume concentration greater than 35%, the peak stress (stress overshoot) in the process of accelerated shear is taken as its static yield stress. For the slurry with solid volume concentration less than 35%, the growth range of shear stress before the shear rate is less than 0.1 s−1 and after the shear rate is greater than 0.1 s−1 is obviously different. Therefore, the shear stress value with shear rate of 0.1 s–1 is taken as its static yield stress. Combined with the start-up process of debris flow, the static yield stress value of mud with different solid volume concentration represents the minimum stress value that needs to be overcome when debris flow enters the flow state from start-up.
The dynamic yield stress value represents the stress threshold of the material gradually entering the solid state from the flowing liquid state. The shear stress value is measured by gradually reducing the shear rate to reach the limit. The stress value obtained by extrapolating the stress within the disappearance limit of the shear rate (the intercept from the shear stress axis) is usually called the stress value of dynamic yield stress. According to the variation process curve of shear stress with shear rate obtained from the deceleration shear rheological experiment of mud with different solid volume concentration (filled with ● Figure 3), the shear stress value with shear rate of 0.01 s–1 is taken as the dynamic yield stress of mud.
4.3 Effect of Solid Concentration on Yield Stress
Table 2 confirms that the solid volume concentration has a strong effect on the yield stress. For slurries with solid volume concentration greater than 35%, the dynamic yield stress is much smaller than the static yield stress [30,37,50–52], and this difference decreases with the decrease of concentration. The yield stress increases exponentially with particle concentration (Figure 4). [38] expressed the relationship between yield stress and solid volume concentration as: [image: image], where α,βis an empirical coefficient, depending on sediment characteristics. eonardo. [53] used a rotary rheometer equipped with a blade rotor system, adopted the same experimental scheme, conducted rheological experiments on the slurry composed of fine pyroclastic particles with solid concentrations of 32%, 35%, 38%, 40% and 42% respectively, analyzed the influence of solid volume concentration on its static and dynamic yield stress, and obtained the conclusion consistent with this paper. The research results of Leonardo [53] on Nocera debris flow and [54] on Colorado debris flow are drawn in the same semi logarithmic coordinate diagram (Figure 6), and the influence of solid concentration on yield stress is compared. Empirical coefficient of static yield stress of Chengdu clay slurry varying with solid volume concentration α, β is 0.8317 and 0.223, respectively Empirical coefficient of dynamic yield stress with solid volume concentration α, β They are 1.433 and 0.1769 respectively. Empirical coefficient of variation of mud yield stress of Nocera debris flow and Colorado debris flow with solid volume concentration α,β See the fitting data in Figure 6. This result shows that due to the difference of mud composition, the effect of solid concentration on yield stress is quite different.
TABLE 2 | Summarizes the static yield stress and dynamic yield stress values of slurries with different solid volume concentrations (see Table 2). Table 2 Miosture content and solid volume concentration of the Chengdu clay mud.
[image: Table 2][image: Figure 6]FIGURE 6 | Yield stress versus Solid Volume Concentration.
5 CONCLUSION
In this paper, Chengdu clay is used as experimental material to prepare slurries with different solid volume concentrations. Based on the preliminary analysis of the experimental method, the application of experimental equipment and the determination of static and dynamic yield stress, combined with the movement characteristics in the process of debris flow startup and accumulation, using the blade rotor system of mcr301 rheometer and the experimental methods of continuous increasing shear and decelerating shear, the dynamic change process curve of mud shear stress with different solid volume concentration with the increase/decrease of shear rate is obtained. According to the experimental results, the static and dynamic yield stress of Chengdu clay mud is determined, and the influence of solid volume concentration on the dynamic and static yield stress of mud is analyzed. The following conclusions are obtained:
Chengdu clay slurry is a non-Newtonian fluid with yield stress. At the same shear rate, the shear stress increases with the increase of mud solid concentration. The change of shear stress is completely different in the process of increasing shear and decreasing shear. In the process of increasing shear rate, when the volume concentration of mud solid exceeds 35% and the shear rate is in the range of 0.01–1 s−1, the shear stress increases rapidly to the maximum value; When the shear rate exceeds 1 s−1, the shear stress decays rapidly and tends to be stable, and the stress overshoot occurs near the shear rate of 1 s−1. When the solid volume concentration is less than 35%, when the shear rate is less than 0.1 s−1, the shear stress increases rapidly with the shear rate; When the shear rate exceeds 0.1 s−1, although the shear stress increases with the increase of shear rate, the increase range is small, and the stress overshoot disappears. Chengdu clay mud is thixotropic. Thixotropy decreases with the decrease of solid volume concentration. The viscosity decreases with the increase of shear rate and increases with the decrease of shear rate. The static and dynamic yield stress of slurry increases exponentially with particle concentration.
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The decline rate of gas wells varies with production time and is related to reservoir and working system. A typical single well numerical model of low permeability gas wells is established. The variation law of decline rate and its main influencing factors are studied by single factor analysis method. The results show that there are two stages of rapid and slow decline for the decline rate of gas wells, and the decline rate tends to be stable after the gas wells entering the decline period of 2–3 years; the decline rate increases with the increase of permeability, gas saturation and wellhead pressure, and decreases with the increase of porosity and well-controlled reserves; the decline rate in late production does not change with the change of reservoir thickness, initial production allocation and formation pressure. Then the decline rate model is and Then the decline rate model and the non-linear model of each factor are established by using response surface method are used to predict the decline rate quickly and accurately. According to the prediction model, the larger the well-controlled reserves, the smaller the permeability and the smaller the decline rate. In order to reduce production decline rate in gas well production process, it is suggested that the influence of various parameters on production decline rate should be considered comprehensively, and the well-controlled reserves of gas well should be increased as far as possible.
Keywords: factor analysis, decline rate model, single factor analysis, multi-factor response surface, low permeability reservoir
1 INTRODUCTION
The conventional ARPS method is inaccurate in judging the decline type [1, 2]. It is proposed that the modern production instability analysis method be used to evaluate the dynamic reserves to optimize the decline type and the dimensionless decline rate chart be used to improve or distinguish the decline type, which greatly improves the efficiency and accuracy of field workers in judging the decline type [3–11]. At the same time, the decline of production is primarily due to geological conditions. Because of the constraints restraint, the decline analysis should look for the decline factors from the geological origin, and analyze the relationship between the decline and the geological factors. Many petroleum workers have studied and analyzed the factors of affecting the decline [12–20], but they mainly focus on the reservoir engineering indicators such as oil production rate, production pressure difference, and production fluid index and so on. There is no perfect theoretical method to study the geological factors affecting the decline stage.
The purpose of this paper is to find out the relationship between decline rate and reservoir physical properties, pressure, working system and well-controlled reserves. By means of numerical simulation of gas wells, the main factors affecting production decline of low permeability gas wells are determined by orthogonal experimental design method. On this basis, the prediction model of decline rate under different production conditions is obtained by response surface test design method. It not only avoids the complexity and inaccuracy of identification of decline type, but also provides a new method and new idea for analysis and prediction of decline rate and production decline for “L” type production decline gas wells.
2 ANALYSIS OF AFFECTING FACTORS FOR PRODUCTION DECLINE IN LOW PERMEABILITY GAS RESERVOIRS
A large number of analysis results show that the law of production decline of gas wells is directly related to geological conditions, production methods and technology [21–27]. Geological conditions mainly include gas reservoir structure type, trap type, reservoir space type, driving type, seepage condition, reserves and so on. Reservoir-seepage condition and driving type play a leading role in gas reservoir decline and ultimate recovery. Mining methods mainly include well pattern deployment, well type, working system, etc. The rationality of well layout is related to whether formation energy can be fully utilized, whether underground reserves can be fully utilized and whether gas reservoirs can be balanced exploitation, which is one of the important factors affecting the decline of gas well production. Technology is an important symbol of the level of gas field development, and plays an important role in ensuring the normal production of gas reservoirs in the later stage of development. If the technology is good and the problem can be solved effectively, the production decline can be effectively slowed down and the life of gas wells (reservoirs) can be prolonged.
3 NUMERICAL SIMULATION RESEARCH OF INFLUENCING FACTORS PRODUCTION DEGRADATION IN LOW PERMEABILITY GAS RESERVOIRS
Through analysis, the main factors of affecting production decline of gas wells include reservoir physical parameters, well-controlled reserves, formation pressure and working system. In order to analyze the relationship between factors and decline rate, a typical single well model of gas wells is established by numerical simulation method, and the decline rate is studied from qualitative and quantitative perspectives. The basic parameters of the basic model are shown in Table 1, from which a typical gas well mechanism model is obtained.
TABLE 1 | Basic parameters of typical single gas well model.
[image: Table 1]3.1 Single Factor Analysis
On the basis of typical gas well mechanism model, eight factors including reservoir permeability, porosity, reservoir thickness, gas saturation, formation pressure, well-controlled reserves (well-controlled radius), initial production allocation and wellhead abandonment pressure are designed.
3.1.1 Permeability
For tight reservoirs (permeability <1.0 × 10–3 μm2), there is no stable production period under 40,000 cubic meters/day production allocation in the gas wells, and it directly decline production of gas wells; for low and medium permeability reservoirs (1–10×10–3 μm2), the higher the permeability of gas wells, the longer the stable production period, and when the permeability is greater than 4 × 10–3 μm2, the growth rate of the stable production period slows down. In order to study the influence of different reservoir permeability on production decline law, this design studied seven sets of contrast schemes of reservoir permeability of 0.01, 0.05, 0.1, 0.5, 1, 4, and 8 mD, respectively. It can be seen in Figure 1 that the greater the reservoir permeability, the greater the decline rate; and the decline rate is composed of two stages: rapid decline and slow decline, and the decline rate tends to be stable after 2–3 years.
[image: Figure 1]FIGURE 1 | Effect of Permeability on Annual Decline Rate and decline index. (A) Decline rate vs. Production time. (B) Decline index vs. Permeability.
The regression decline index n of annual decline rate and annual gas production is calculated. The smaller the value of n, the faster the decline. The regression formula is as follows:
[image: image]
It is shown that the decline index n decreases with the increase of reservoir permeability, which indicatesthe that greater the permeability, the faster the decline. When the permeability K is less than 1 × 10–3 μm2, it is more in line with hyperbolic decline, and when the permeability K is more than1×10–3 μm2, it is more in line with near exponential decline. The permeability increases from 0.01 × 10–3 μm2 to 8 1 × 10–3 μm2, the decline index n changes from 0.987 to 0.0104, and the decline type changes from harmonic to index, which shows that permeability has a great influence on the decline.
3.1.2 Porosity
In order to study the effect of different reservoir porosity on production decline law, five contrast schemes with reservoir porosity of 0.05, 0.07, 0.09, 0.11, and 0.13 were studied respectively in this design. It is shown in Figure 2 that with the increase of porosity, the longer the stable production time is, the porosity increases by 1%, and the stable production time prolongs by about 0.5 years. The bigger the reservoir porosity is, the smaller the decline rate is. The decline rate is composed of two stages: rapid decline and slow decline, and the decline rate tends to be stable after 2–3 years.
[image: Figure 2]FIGURE 2 | Effect of porosity on Annual Decline Rate and decline index. (A) Decline rate vs. Production time. (B) Decline index vs. Porosity.
It shows that the decline index n increases with the increase of reservoir porosity. The law of decline is more in line with the exponential decline. Decline index n increases from 0.0145 to 0.0686 when the porosity ranges from 5% to 13%, which indicates that porosity has a relatively small effect on decline.
3.1.3 Gas Saturation
In order to study the influence of gas saturation of different reservoirs on production decline law, five contrast schemes with gas saturation of 0.5, 0.6, 0.7, 0.8, and 0.9 were studied respectively in this design. It is shown in Figure 3 that with the increase of porosity, the longer the stable production time is, the porosity increases by 1%, and prolongation of stable production time by about 0.5 years. The bigger the reservoir porosity is, the smaller the decline rate is. The decline rate is composed of two stages: rapid decline and slow decline, and the decline rate tends to be stable after 2–3 years.
[image: Figure 3]FIGURE 3 | Effect of Gas Saturation on Annual Decline Rate and decline index. (A) Decline rate vs. Production time. (B) Decline index vs. Gas saturation.
It is shown that the decline index n decreases with the increase of reservoir gas saturation. Its decline type is close to exponential decline. The gas saturation increases from 50% to 90%, and the decline index n is always less than 0.1, which indicates that the effect of gas saturation on the decline is relatively small.
3.1.4 Reservoir Thickness
In order to study the influence of different reservoir thickness on production decline law, five contrast schemes with reservoir thickness of 1, 3, 5, 7 and 9 m were studied respectively in this design. It is shown in Figure 4 that with the increase of thickness, the longer the stable production time is, the thickness increases by 2 m, and the stable production time prolongs by 2 years. The bigger the reservoir thickness is, the smaller the decline rate is. The decline rate is composed of two stages: rapid decline and slow decline, and the decline rate tends to be stable after 2–3 years, and the decline rate hardly changes with the change of thickness in the later stage of production.
[image: Figure 4]FIGURE 4 | Effect of Reservoir Thickness on Annual Decline Rate and decline index. (A) Decline rate vs. Production time. (B) Decline index vs. Effective thickness.
It is shown that the decline index n increases with the increase of reservoir thickness. Its decline type is close to exponential decline. The formation thickness increases from 1 m to 9 m, and the decline index n is always less than 0.1, which indicates that the influence of gas saturation on the decline is relatively small.
3.1.5 Formation Pressure
In order to study the influence of different formation pressures on production decline law, five contrast schemes with formation pressure of 10, 15, 20, 25, and 30 Mpa were studied respectively in this design. It is shown in Figure 5 that with the increase of formation pressure, the longer the stable production time is, the formation pressure increases by 5 Mpa, and the longer the stable production time is about 1 year. The bigger the formation pressure is, the bigger the decline rate is. The decline rate is composed of two stages: rapid decline and slow decline, and the decline rate tends to be stable after 2–3 years, and the decline rate hardly changes with the change of thickness in the later stage of production.
[image: Figure 5]FIGURE 5 | Effect of Formation Pressure on Annual Decline Rate and decline index. (A) Decline rate vs. Production time. (B) Decline index vs. Formation pressure.
It is shown that the greater the formation pressure, the more sufficient the formation energy, the larger the decline index, and the slower the overall decline. Its decline type is close to exponential decline. When formation pressure increases from 10 Mpa to 30 Mpa, the value of decline index n changes slightly, always less than 0.1, which indicates that formation pressure has relatively small influence on decline.
3.1.6 Well-Controlled Reserves
In order to study the influence of different well-controlled reserves on production decline law, seven contrast schemes of well-controlled reserves are studied by changing well-controlled radius in the model, which are 0.1, 0.2, 0.4, 0.8, 1.0, 2.0, and 4.0 × 108 m3, respectively. It is shown in Figure 6 that with the increase of well-controlled reserves, the longer the stable production time is, the more multiple the stable production time is with the increase of well-controlled reserves. The bigger the well-controlled reserves are, the smaller the decline rate is. The decline rate consists of two stages: rapid decline and slow decline, and the decline rate tends to be stable after 2–3 years.
[image: Figure 6]FIGURE 6 | Effect of well-controlled reserves on Annual Decline Rate and decline index. (A) Decline rate vs. Production time. (B) Decline index vs. Well-controlled reserves.
It is shown that the larger the well-controlled reserves, the larger the decline index, and the slower the overall decline. When well-controlled reserves are more than 100 million cubic meters, it is in line with hyperbolic decline, and when well-controlled reserves are less than 100 million cubic meters, it is in line with exponential decline. When well-controlled reserves increase from0.1 × 108 m3 to 4 × 108 m3, the value of decline index n varies greatly, which indicates that well-controlled reserves have a relatively large impact on decline.
3.1.7 Constant-Gas-Production-Rate Period
In order to study the effect of different single well production allocation on production decline and decline rate, this study was carried out by designing five contrast schemes with constant production of 2, 3, 4, 6, and 8 × 104 m3. It is shown in Figure 7 that with the increase of constant yield, the longer the stable yield time is, the more multiple the stable yield time is. The bigger the constant output is, the bigger the decline rate is; the decline rate is composed of two stages: rapid decline and slow decline, and the decline rate tends to be stable after 2–3 years, and the decline rate in the later stage of production hardly changes with the change of the constant output.
[image: Figure 7]FIGURE 7 | Effect of constant-gas-production on Annual Decline Rate and decline index. (A) Decline rate vs. Production time. (B) Decline index vs. Constant-gas-production-rate period.
It is shown that the larger the constant-gas-production, the smaller the decline index and the faster the overall decline. When the fixed gas production increases from2×104 m3/d to 8 × 104 m3/d, the value of decline index n varies greatly, which indicates that the constant-gas-production has a relatively large impact on the decline.
3.1.8 Wellhead Abandonment Pressure
Five contrast schemes of 2, 3, 4, 5, and 6.4 MPa for wellhead abandonment pressure were designed. To study its impact on yield decline and decline rate. It is shown in Figure 8 that the higher the wellhead pressure, the shorter the stable production period; with the increase of production time, the decline rate of gas wells decreases, and tends to be stable after 2–3 years. The higher the wellhead pressure, the greater the decline rate. The bigger the wellhead pressure, the smaller the decline index and the faster the overall decline. The type of decline accords with near exponential and hyperbolic decline. When wellhead pressure increases from 2 MPa to 6.4 MPa, the value of decline index n decreases from 0.2705 to 0.0468, which shows that the influence of wellhead pressure on decline is relatively large.
[image: Figure 8]FIGURE 8 | Effect of wellhead abandonment pressure on Annual Decline Rate and decline index. (A) Decline rate vs. Production time. (B) Decline index vs. Wellhead abandonment pressure.
3.2 Quantitative Analysis of Multivariate Response Surface
3.2.1 Establishment of Model
Response Surface Regression Analysis (RSRA) [28, 29] is a research method which combines mathematical method, experimental design and statistical analysis. It is usually used to study the mathematical model between different influencing factors and their corresponding response output. It is a qualitative and quantitative analysis method. Five levels of response surface analysis including permeability, well-controlled reserves, and gas allocation and formation pressure are designed. In this method, as shown in Table 2 the center point represents with the axis “0.” The cube point represent with “±1,” and the axial point represent with “±α.” There are four factors in our experiment, according to the law of central composite design in Response Surface Regression Analysis, the α equal 2, and we can get the experiment design from it. 31 groups of experiments are designed to respond to the decline rate, and the influence of interaction among factors on the decline rate can be considered. Production was simulated for 20 years through 31 schemes were simulated by reservoir numerical simulation method.
TABLE 2 | Response surface of 4 factors and result of 5 Levels.
[image: Table 2]According to the fitting effect, the quadratic regression model of quaternion is selected to fit, and its general form is as follows:
[image: image]
Where, y-target value, x1、x2 … … xk—The input of regression model; β0、βi、βij、βij-regression coefficients; ε-error in response variables。
Taking the decline rate of the first year as an example, the analysis of variance was used to analyze the significance of the interaction of multiple factors and the accuracy testing of regression model. The results of decline rate response surface analysis for the first year were obtained, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | Analysis diagram of response surface; (A) Three-dimensional diagram; (B) Two-dimensional diagram.
Multiple regression and binomial fitting were performed for each factor to determine regression coefficients. First, a linear regression equation was fitted with the test data of two horizontal factors including the center point. If the surface is found to have a tendency to bend, consider adding a binomial regression equation, until fitting out the perfect binomial equation. The regression model between response output and factor is shown in Eq. 3 (A is permeability, B is formation pressure, C is well-controlled reserves, D is working system, R is decline rate):
[image: image]
Then, through the normal probability distribution of residual and the comparison between the actual value of R1 and the predicted value of the model, it can be seen that all the data point is near the central line in both picture, which means the prediction value is just much close to the actual value. It proves that the model has high accuracy and reliability (as shown in Figures 10, 11), so the decline rate can be predicted by using the model.
[image: Figure 10]FIGURE 10 | Normal probability distribution of residuals
[image: Figure 11]FIGURE 11 | Contrast Diagram between Actual and Prediction Value of R1.
3.2.2 Case Analysis
After obtaining the response surface model, the decline rate and gas production of the eleven wells from G1 to G11 are validated with the model. The results are shown in Table 3. The experimental results show that the applicable conditions of the model are: well-controlled reserves are between 0.1 and 400 million, permeability is 0.1–8 mD, formation pressure is 10–30 MPa, and production is 2–80,000 cubic meters per day. The average absolute error between the initial annual decline rate calculated by response surface model and the actual well initial annual decline rate is 1.31%.
TABLE 3 | Response surface model verification table.
[image: Table 3]On this basis, the decline rate and gas production of each year after the decline of these 11 wells are predicted, and the well G1 are taken as examples for specific analysis. The results are shown in Figure 12.
[image: Figure 12]FIGURE 12 | Comparison of Response Surface for G1 and Traditional Method: (A) decline rate; (B) production.
The mechanism model and the actual production of gas wells show that the decline type and decline index are constantly changing, while it must determine a decline index firstly for the conventional ARPS method. This model can directly calculate the decline rate without determining the decline type and decline index. Three gas wells prove that the response surface decline rate prediction model can be used to predict the change trend of decline rate and production through the case analysis of three gas wells.
4 CONCLUSION
It shows that there are two stages of fast and slow for the decline rate of gas wells through the numerical simulation, and the decline rate tends to be stable after the gas wells enter the decline period of 2–3 years; the decline rate increases with the increase of permeability, gas saturation and wellhead pressure, and decreases with the increase of porosity and well-controlled reserves; the decline rate of late production has nothing to do with reservoir thickness, initial production allocation and formation pressure. The numerical simulation analysis of the response surface for gas well shows that the degree of influence on production decline rate is well-controlled reserves, permeability, working system and formation pressure in turn; the calculation result of the initial decline rate prediction model of gas well established by using multi-factor response surface analysis and considering the interaction of factors is 1.31% absolute error with the actual well, which meets the production requirements and can be used for rapid prediction for decline rate of gas well.
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Design pile Design embeded Soil-embeded Strong-weaken rock Moderate-weaken rock ‘Cumulative Maximum
length depth depth depth depth lateral sediment
displacement
m m m m m mm mm
294 14.94 27.1 23 0001 16,63 126
313 15.54 23427 27 523 12,51 88
297 13.94 2274 288 4.08 14.69 86
282 11.95 21346 2819 4.034 2457 263
237 924 17.456 3371 25873 4.40 16.50
274 11.64 16.56 10.784 1.077 10.87 10.56
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Leung [13]

Yoo [11)
Huang M [16] (Qingdao area)

Xie [26] (inhua area)
This paper (Nanjing area)

Strata data

Thickness of surface soft soil with SPT test N < 5 is 0.6-0.9H
The thickness of surface soft soll with SPT test N < 5 is 0.6H

Filng, marine residual soll, etc., underlying weathered granite in SPT test N < 30 at H/2

Filing, marine residual soll, etc., underlying weathered granite in SPT test N < 30 at H/2

Top fil and resicual soi, underlying rock

Soil 10 m + strong weathered 4 m + medium weathered 6 M

Soil 10 m + Strong weathered 5 m + Medium weathered 5 m

10 m soil +10 m moderately weathered

Soil 7 m + strong weathered 4 m + medium weathered 4.5 m + slight weathered

Soil 7 m + moderately weathered 8.5 m + sightly weathered

The rock depth is 0.6-9.3 m, and the rock stratum accounts for 56%-94% in longitudinal direction
1) Thick soil and shallow rock (soil >15 m)

2) Shallow soil and thick rock (rock layer 10-12 m)

Average Y mox/H

1.6%o0
1.0%o0
2.3%o
1.3%0
0.5%o
1.85%o0
1.6%0
1.07%o0
1.61%0
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Station.No Smax/mm Vimax/mm he/m Excavation depth Embedded depth Size (width

H/m he/m x length)/m
Xi shangiao -15.8 16.0 0-132 18 7596 21.1 m x 497 m long
Jiulong Lake -73.37 21.85 0.24-59 17.5 49-6.8 201 mx217m
Kening Road -113 11.9 12-49 168 18-19 211 mx512m
Zhushan Road -28.1 21.48 0-4.8 15 6.3-83 21.1m x 209 m
Shangyuan Street -16.7 199 9.1-135 18 4.2-135 221mx213m

Xinting Road -4.8 20.22 7.3-150 18 5.6-15.0 221 m x237m
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Density of the slide block (kg/m®)
Coefficient of friction

Grid size (m)

Model size (m)

Depth of the water (m)

Specific numerical

2,282
0
0.05
05x05
0.4
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Planktonic Sapropelic  Total  Cutinite  Sporopollenite Humic Total  Perhydrous  Fusinite
alginite amorphogen amorphogen vitrinite
5 3 8 6 2 51 59 28 5
3 1 4 4 1 58 63 30 7
3 0 3 7 3 53 63 31 6
10 2 12 9 1 50 60 33 7
4 2 6 4 3 52 59 37 4
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6 3 9 8 1 49 58 36 6
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Friction angle of rock matrix (Deg)
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elastic modulus vertical with bedding plane (GPa)
elastic modulus along with bedding plane (GPa)
Poisson’s ratio
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2017
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Parameters after immersion(8)

Cohesion of rock matrix (MPa)
Friction angle of rock matrix (Deg)
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elastic modulus vertical with bedding plane (GPa)

elastic modulus along with bedding plane (GPa)
Poisson’s ratio
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14.15
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25.56
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Compressive
strength
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Depth
Maximum horizontal in situ stress
Minimum horizontal in situ stress
Vertical in situ stress

Pore pressure

Biot coefficient
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28
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Gongiia Island
Menlou Reservoir
Xiaokuang Vilage
Zanggezhuang
Taokou
Dongmotang
Huili Town
Tiekou

Dajiahe Bridge
Average

DOs

100
100
100
100
100
100
100
100
100
100.0

Scores
ocPs  HMPs
60 100
% 100
% 100
9% 100
80 100
75 100
9% 100
% 100
9% 100
86.1 100.0

TLs

60
95
90
95
80
75
95
90
95
86.1

WTs: Score assigned to the water temperature variation index.
DOs: Score assigned to the dissolved oxygen index.

OCPs: Score assigned to oxygen consumption organic polution index.

HMPs: Score assigned to heavy metal pollution index.
TLe: Score assigned to the target layer.

Health Status

sub-healthy
Ideal

Ideal

Ideal

Ideal
Healthy
Ideal

Ideal

Ideal
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Shear critical damping ratio, f;

Density of particles
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Gongiia Island
Menlou Reservoir
Xiaokuang Vilage
Zanggezhuang
Taokou
Dongmotang
Huili Town
Tiekou

Dajiahe Bridge
Average

WTs: Score assigned to the water temperature variation index.
DOs: Score assigned to the dissolved oxygen index.
OCPs: Score assigned to oxygen consumption organic polution index.
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28
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OCPs HMPs TLs

60
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HMPs: Score assigned to heavy metal pollution index.

TLs: Score assianed to the water layer.
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Istand Reservoir Village Town Bridge
1 104 1.2 1.3 109 109 102 1.5 e 10.4
g 15 124 121 1.8 nr 1.4 121 120 1.9
3 1n7 12.6 125 1.9 1.9 i 122 123 121
4 15 122 121 1.3 1.3 15 1.8 120 1.9
5 98 104 10.1 102 105 100 97 28 103
6 86 93 87 89 95 70 86 86 92
7 73 T 74 7.3 85 67 5 4 76 8.1
8 6.9 e 6.8 6.9 7.8 68 72 71 7.0
9 79 8.2 7.9 7.8 7.6 76 78 79 80
10 73 20 8 84 78 80 8.1 83 83
1 87 94 88 89 86 91 89 92 9.4
% 10.2 105 10.4 10 29 101 10.2 103 103
DOr 8.1 8.6 82 82 7.6 76 8.2 82 85
DOy 10.2 1.0 107 105 103 103 107 10.8 106
DOs 100 100 100 100 100 100 100 100 100
DONs 100 100 100 100 100 100 100 100 100
DOs 100 100 100 100 100 100 100 100 100

DO: Average DO, concentration in the flood season in the assessment year (Mg/L).

DOw: Average DO, concentration during the non-flood season in the assessment year (mg/L).
DO;:s: Score of DO, index in the flood season in the assessment year.

DOxs: Score of DO, index in the non-flood season in the assessment year.

DOs: Score of DO index in the assessment year.
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Months Dongmotang Huili town Tiekou Daijiahe Bridge
mMwt MAT Apv mMwT MAT Apv mMwt MAT ADV mMwT MAT ADV
1 08 15 23 12 1.2 0.0 00 05 05 1.5 098 05
2 02 13 15 00 09 09 00 0.41 0.4 07 093 02
3 23 10 13 21 43 22 18 335 1.6 35 461 1
a 10.0 6.1 39 95 107 12 9.2 103 1.1 11.0 19 09
5 159 128 00 185 19.7 12 18 17.05 09 200 18.01 20
6 196 153 00 234 234 0.0 238 21.96 18 250 2281 22
7 250 190 60 265 26.7 02 265 25.06 14 27.0 26.71 03
8 304 193 1. 304 272 32 302 2575 45 31.9 26,88 50
9 238 230 09 244 252 08 238 23.61 02 248 249 01
10 157 173 1.6 159 189 30 152 17.61 24 165 13.35 32
1 10.0 101 0.1 108 1m7 09 10 10.55 06 102 7.81 24
12 50 25 25 55 35 20 5 258 24 65 0.166 63
Meax-ADV 1.4 32 45 6.3
Grade 00 00 00 00

MWT: Measured water temperature (‘C).
MAT: Multi-annual average water temperature (C).
ADV: Absolute deviation between measured water temperature and multi-annual average water temperature ('C).
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Months Gongjia Island Section Menlong Reservoir Xiaokuang Village Zanggezhuang Taokou
MWT  MAT ADV MWT MAT ADV MWT MAT ADV MWT MAT ADV  MWT  MAT  ADV

1 0.0 04 04 0.0 03 03 7 0.9 18 3.1 06 25 0.0 0.3 03
2 0.0 04 04 0.0 05 05 05 12 0.7 0.4 31 0.7 02 0.675 05
3 1.0 28 18 32 45 13 4.0 5.7 1.2 38 53 15 02 328 31
4 9.2 97 05 93 95 02 97 1.4 17 95 107 12 9.0 9.3 03
5 18.0 16.1 19 18.7 18.4 03 193 195 0.2 195 19.4 0.1 17.6 16.38 00
6 236 21.0 26 240 21.7 23 245 232 13 250 229 2.1 242 21.18 00
7 25.1 252 0.1 26.2 259 03 26.0 26.9 0.9 26.5 26.7 0.2 28.4 18.22 00
8 302 257 45 30.2 26.3 39 208 279 19 304 275 29 283 25.98 00
9 237 17.8 59 245 239 06 254 255 0.1 258 25.1 0.8 235 22.98 05
10 16.6 136 30 16.1 18.2 21 16.5 188 23 112 18.3 11 16.3 17.72 24
11 11.3 70 43 1.0 109 041 1.5 1.7 02 12.0 114 06 105 10.86 04
= 6.0 0.1 59 6.0 33 ar 6.5 4.1 24 7.0 3.7 33 5.0 4.34 0.7
Max-ADV 59 39 24 33 31

Grade 0 0 25 0 0

MWT: Measured water temperature (‘C).
MAT: Multi-year monthly average water temperature (‘C).
ADV: Absolute deviation between measured water temperature and multi-annual average water temperature (‘C).
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Level

bl o i o e

Status

Ideal
Healthy
Sub-healthy
Unhealthy
Morbid

Color

Blue

Yelow

Orange
Red

Grading

80 < Score <100
60 < Score <80
40 < Score <60
20 < Score <40
0 < score <20

Description

Close to the reference conditions or expected target

Minor difference from reference conditions or the expected target
Moderate difference from reference conditions or the expected target
Large difference from reference conditions o the expected target
Significant difference from reference conditions or the expected target
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Target layer Criterion Layer

River health Water temperature variation (C)

Dissolved oxygen status (mg/L)
Oxygen consumption organic pollution status (Mg/L)

Heavy metal pollution status (mg/L)

The italic vakie is the abbreviation.

HMP

Index Layer

Monthly measured water temperature
Multi-annual monthly average water temperature
Dissolved oxygen concentration

Permanganate index

Chemical oxygen demand

5-day biochemical oxygen demand

Ammonia nitrogen

Arsenic

Mercury

Hexavalent chromium

Cadmium

Lead

Symbols
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Cr
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20 N ) =k

9

10

il

12

Flood season
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Flood season
scores
Non-flood
season scores
Annual scores
OCP score

Dongmotang Huili Town Tiekou Daijiahe Bridge

CODMn COD BODs NH;N CODMn COD BODs NH:N CODMn COD BODs NH;N CODMn COD BODs NHoN
26 90 27  Od 14 70 24 01 11 70 23 03 08 80 21 03
26 90 28 00 15 70 26 00 12 70 26 00 09 90 23 00
26 120 28 01 19 90 26 01 14 80 27 02 11 10 23 o1
26 90 27 01 19 70 25 00 14 60 26 01 14 80 21 00
28 91 30 Od 34 100 26 01 22 120 27 02 08 60 25 01
33 1385 33 02 34 140 27 01 34 100 28 01 22 90 24 o0d
44 187 37 04 36 127 32 02 39 127 34 02 24 136 26 02
57 222 33 02 41 128 21 03 29 98 19  0i 31 185 17 00
45 158 28 01 44 87 23 04 36 102 21 0d 39 105 19 01
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32 180 26 01 27 100 26  0d 24 80 24 01 22 90 22 00
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41 159 32 02 4.1 1.6 26 0.2 32 109 26 0.1 25 105 22 0.1
29 1.4 & 0.1 241 87 26 0.1 18 8.1 26 0.1 16 96 22 0.1
60 80 8 80 80 100 100 100 80 100 80 100 80 100 100 100
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75 9% % 9%
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16
18
16
18
17
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Permeability (m/s)
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Cohesion (kPa)

Friction angle ()
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Initial shear modulus
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Sample Pore size/% S/(m?g™) So s, S, v/(Cm®g™) Vo v V2

no- Mic Mes Mac
21 17 650 333 0288  0003(09% 0250 0035 00031 0000(0.0%  0.0016 00016
(100%) 87.1%) (12.0%) (100%) 8.1%) (51.9%)
22 00 677 323 0493  0000(0.0%) 0441 0054 00049 0.000 (0.0%) 00025 0.0024
(100%) (89.4%) (10.6%) (100%) (515% 48.5%)
23 78 824 98 0287 0.064 0.135 0038 00031 0.0005 00012 00018
(100%) @7.1%) (56.9%) (16.0%) (100%) (172%) 39.7%) (68.6%)
2.4 16 667 317 0208  0009(30% 0257 0008 00029 0.000 (0.0%) 00014 00015
(100%) (86.4%) (10.6%) (100%) 485%) (51.5%)
25 00 436 564 0058  0000(00% 0042 0016 00013 0.000 (0.0%) 0.0006 0.0007
(100%) (72.6%) (27.4%) (100%) (42.9%) (67.1%)
26 55 582 363 0177 0.022 0.126 0.029 00025 0.000 (0.0%) 0.0011 00014
(100%) (12.7%) (71.2% (16.1%) (100%) (44.0%) (56.0%)
B-7 00 690 310 0378  0000(0.0%) 0324 0.049 00044 0,000 (0.0%) 0.0023 00022
(100%) (86.8%) (13:2%) (100%) 511% 48.9%)

Mic.-micropore, Mes.-mesopore, Mac.-macropore. S-total specific surface area, SO0-micropore specific surface area, S1-mesopore specific surface area, $2-macropore specific surface
area, VV-total pore volume, VO-micropore pore volume, V/1-mesopore pore volume, V2-macropore pore volume.
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no.

Z-1
z-2
Z-3
-4
Z-5
Z-6
B-7

Qtz.-quartz, Fsp.-feldspar, Cal.-calcite, Dol.-dolomite, Ank.-ankerite, Ap.-apatite, Py.-pyrite, Kin.-kaolinite, Chl.-chiorite, ll.-illite, I/S-illonite/smectite.

Qtz

4327
394
1192
1124
2327
2629
15.49

Fsp

26.76
9.65
23.73
28.06
30.07
16.37
26.41

Cal

1.24
2.24
0.24
0.58
117
0.99
0.89

2
o°
8

cococoo

Ank

1.89
258

0.89
114
0

Ap

112
217
0.49
234
117
3.42
0

Py

0.99
2.57
2.04
1.41
0
2.85
1.15

Clay
mineral

26.62
13.46
59.00
56.37
43.43
48.94
56.06

Kin

oo

oso0

Chl

14
13
15
1
1

26

28
28
27
20
a7
22
2.

v

58
59
47
61
62
69
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Sample

S1(mg/g)

1214
7.75
1.7
7.67
5.80
321
8.34

S (mg/g)

56.07
77.92
165.39
93.05
41.86
56.49
86.57

S48,
(mg/g)

68.21
85.67
176.56
100.72
47.66
59.70
94.91

HI (mg/g)

313
378
553
448
429
345
415

HCI (mg/g)

67.76
37.55
37.33
36.91
59.50
19.59
39.94

TOC (%)

17.92
20.64
29.92
20.78
9.75
16.38
20.88

Tmax.

()

440
442
440
445
442
443
439
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Working conditions

Frequent flood

Energy dissipation
design flood
Check flood

Normal operation +
earthquake

Maximum
displacement (mm)

2.02

2.42

3.15

3.02

Direction of maximum
displacement

Mainly across the river from the right
bark to the left bank

Mainly across the river from the right
bank to the left bank

Meainly across the river from the right
bank to the left bank

Meainly across the fiver from the left bank
to the right bank

Zones
with large displacement

Middle and lower part of the sidewall on the left bank of stiling basin (Dam
0 + 132-158 m, El. 1890-1910 m)

Middle of the sidewall on the left bank of stiling basin (Dam 0 +
123-162 m, El. 1890-1935 m)

Middle and upper part of the sidewall on the et bank of stiling basin (Dam
0+ 123-162 m, EL.1917-1935 m)

Top of the sidewall on the left bank of stiling basin (Dam 0 + 85-215 m,
EL. 1935 m)
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Working conditions

Frequent flood

Energy dissipation design
flood
Check flood

Normal operation +
earthquake

Maximum
values (MPa)

0.033
Tensile
0.030
Tensile
0.028
Tensile
0.067

Tensile

Location of major principal stress zone in tension

Local tensile stress occurs i the transverse structural joint of the sidewall on the left bank of the stiling basin (Dam
0+ 181 m, EL. 1,878 m), with an area of less than 1 m?

Local tensile stress occursin the transverse structural joint of the sidiewall on the left bank of the stiling basin (Dam
0+ 181 m, EL 1,878 m), with an area of less than 1 m*

Local tensile stress occurs inthe transverse structural jint of the sidewall on the left bank of the stiling basin (dam
0 + 181 m chainage, El. 1,878 m), with an area less than 1 m?

The backside of the sidewall on the left bank of stiling basin (Dam 0 + 135-152 m, El. 1895-1902 m; dam 0 +
181-190 m, El. 1,878-1,884 m)

The backside of the sidewall on the right bank of stiling basin (Dam 0 + 88-115 m, El. 1920-1927 m)
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Materials Bulk density ~ Deformation modulus  Possion’s ratio  Friction coefficient =~ Cohesion (MPa)  Foundation bearing

(kN/m®) (GPa) capacity (kPa)

Backfil gravel 220 03 040 / / /
Concrete 245 280 0.167 / ¥ /
Sericiized siate (stratum I) 19.4 0055 032 050 025 650
Sericitized slate (stratum Il, Iil) 194 0.035 0.38 0.45 0.15 400
Class Il rock mass 275 215 0.19 1.45 1.70 /
Class lll1 rock mass 275 13 0.23 1.15 1.45 #
Class 12 rock mass 275 5 023 1.05 1.05 /
Class IV rock mass 270 225 0.30 0.75 0.45 /
Fault J99 235 125 035 050 011 /
Fault 1130 23 075 0.40 0.48 011 ‘)
Fault J87 25 125 035 048 011 /
Fault J88 25 125 035 043 009

Fault {76 230 0.75 0.35 045 0.1 )
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Working conditions

Frequent flood
Energy dissipation design flood
Check flood

Normal operation + earthquake

Flood standard

Frequent flood

Energy dissipation design flood (0 = 2%)

Check flood (o = 0.05%)
The tailwater level of four generators

Forward loads (1)

Deadweight, Hydrodynamic pressure
Deadweight, Hydrodynanic pressure
Deadweight, Hydrodynamic pressure
Deadweight, Hydrostatic pressure, Seismic load

Reverse loads (/)

Uplift pressure
Uplift pressure
Uplift pressure
Uplift pressure





OPS/images/fphy-10-856062/fphy-10-856062-g003.gif





OPS/images/fphy-10-856062/fphy-10-856062-t001.jpg
Compressive strength
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Chioride ion erosion
Increment (%)

scc

Increment (%)

NC content (%)

6.43

5.86

8.64
34.4
8.50
45.1

2 3 5

7.69 6.59 6.04
19.6 2.50 -6.10
6.86 5.49 5.26
171 -631  -102

6.14
-4.51
5.56
=511
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No Porosity/% Permeability/10~um? Retention volume/%

Al 8.06 0.181 48.7
A2 8.69 0.1991 18.45
A3 10.86 0.3871 7.08
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Fracturing fluid
type

Normal
Surfactant solution
Disparity

Liquid production

Water production

Liquid production Fraction (%)

at each

stage(t)
769 435
998 565
229 -

Oil production
Oil production Fraction (%)
at each
stagel(t)
285 41.4
404 586
19 =

Water production Fraction (%)

ateach
stage (m3)
484 449
594 565.1
1.0 -
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A1

&R

Coring depth/m

1,689
2,410
2,191

Porosity/%

8.06
8.69
10.86

Permeability/10™ pm?

0.1810
0.1991
0.3871
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Parameter Density PH cmc Refractive index IFT Oil phase
contact angle

Unit gem™ - gL - mNm

Value 1.02 83 0.052 0.54 337 127





OPS/images/fphy-10-833497/fphy-10-833497-g003.gif





OPS/images/fphy-10-833497/fphy-10-833497-g004.gif





OPS/images/fphy-10-833497/fphy-10-833497-g002.gif





OPS/images/fphy-10-833497/crossmark.jpg
©

|





OPS/images/fphy-10-833497/fphy-10-833497-g001.gif





OPS/images/fphy-10-836286/fphy-10-836286-g003.gif





OPS/images/fphy-10-836286/fphy-10-836286-g004.gif





OPS/images/fphy-10-838827/inline_9.gif





OPS/images/fphy-10-836286/fphy-10-836286-g001.gif





OPS/images/fphy-10-838827/inline_89.gif





OPS/images/fphy-10-836286/fphy-10-836286-g002.gif





OPS/images/fphy-10-838827/inline_88.gif
I





OPS/images/fphy-10-829681/inline_1.gif





OPS/images/fphy-10-838827/inline_87.gif





OPS/images/fphy-10-836286/crossmark.jpg
©

|





OPS/images/fphy-10-838827/inline_86.gif





OPS/images/fphy-10-838827/inline_85.gif





OPS/images/fphy-10-829681/fphy-10-829681-t001.jpg
Common mudstone
Sold for 7 days
Sold for 14 days

Compressive
strength/MPa

741
11.56
15.44

Elastic modulus/MPa

301
8.14
1123

Poisson ratio

025
027
0.26

‘Shear modulus/GPa

1.32
3.04
457

Cohesion/
MPa

334
415
543

Internal friction
angle/()

15.69
15.43
18.32
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Well number

Datian 2
Datian 4
Datian 3
Tiandong23

Formation pressure (MPa)

59.611
60.119
64.933
61.156

Mid-deep altitude (m)

-4,160.7

-4,378.8
-4,641.4
-4,8292

Pressure gradient (MPa/m)

0.00232794
0.01007182
0.01007182
0.01003324

Gas-water interface (m)

-4,378.76
-4,160.9
-4,830.61
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Path Thickness/m
1 161
200
2 161
200
3 161
200
4 161
200
5 161
200
6 161

200

Freezing time/d

45
58
19
32
18
30
36
52
45
60
18
32

Time difference/d

13

13

12

16

15

14
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Material

Steel pipe
Concrete
Air
Soil

Density (kg/m®)

7,850
2,344
1
1870

Specific heat (J/kgk)

4598
7524

1003.2
1650

Thermal conductivity (W/m )

44.70

1.835

00279
1.42(1.74)
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CaCO; precipitation A1(CP) A2(CS) A3(HF) A4(HS) AS(NF) AG(NS)

Theoretical (mol) 0.49 0.48 0.43 0.40 0.29 023
Actual (mol) 0.35 0.35 0.30 0.32 0.25 017
Actual reduction rate (%) 286% 27.1% 30.2% 20.0% 13.7% 26.1%
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CaCO; precipitation B1(CF) B2(CS) B3(HF) B4(HS) B5(NF) B6(NS)

Theoretical (mol) 0.45 0.38 0.49 0.29 0.28 027
Actual (mol) 0.31 0.23 0.27 019 0.13 021
Actual reduction rate (%) 31.1% 39.6% 20.5% 31.0% 53.6% 22.2%
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Sample

Rl e e

Calcium source

CaCly

CaCl,
CalCHsC00),
CalCHyC00),
Ca(NOg)z
CalNOg)z

Cementation solution
eenvironment

Freshwater (FW)
Seawater (SW)
Freshwater (FW)
Seawater (SW)
Freshwater (FW)
Seawater (SW)

Group name

Growp A, B,
Growp A, B,
Group A, B,
Growp A, B,
Group A;
Group A;

Cc
[
Cc
C
c
C

Abbreviation

CF(A1, B1, C1)
cs(A2, B2, C2)
HW(A3, B3, C3)
HS(A4, B4, C4)
NW(AS; BS; C5)
NS(A6; B6; C6)

Composition

Urea 0.5 mol/L, Ca?* 0.5 mol/L, Bacterial suspension
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Composition of cementation
fluid

Concrete-extracted calcium + urea solution
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Notes: E represents enzyme-induced carbonate precipitation (EICF), C represents
calcium ion solution extracted from concrete, and R represents calcium chioride solution.
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Numerical results
Error (%)

Peak stress (MPa) Elastic modulus (GPa) Peak strain
Coal Rock Coal Rock Coal Rock
813 65.15 159 9.41 00075 0.0093
798 64.30 162 9.3 0.0055 0.0082
1.84 1.30 185 147 26,67 11.83
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Parameter
Minimum particle diameter (mm)
Particle diameter ratio

Density (kg/m”)

Contact modulus of the particle (GPa)
Contact bond gap (mm)

Porosity

Parallel bond friction angle ()

Parallel bond tensile strength (MPa)
Normal critical damping ratio

Paraliel bond cohesive force (MPa)

value
03
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2650
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0.05
0.1
37
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05
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Parameter
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Contact bond gap (mm)
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Normal critical damping ratio
Parallel bond cohesive force (MPa)
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05
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Parameters Density (g/cm®) Elastic Modulus Deformation Modulus Cohesion (MPa) Internal Friction Tensile Strength
(GPa) (GPa) Angle () (MPa)

Value 269 45.59 48.89 2227 50.28 6.05
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Arithmetical mean height
Inverse areal material ratio
Autocorrelation length

RMS, root mean square.

Defi

ion

The standard deviation of the height distribution or RMS surface roughness. Computes the standard deviation for the
amplitudes of the surface

Mean surface roughness

Height ¢ at which a given areal material ratio p is satisfied. The height is calculated from the mean plane

The horizontal distance of the autocorrelation function (tx,ty) has the fastest decay to a specified value s, with 0 < s < 1. The
default value for s in the software is 0.2

This parameter expresses the content in the wavelength of the surface. A high value indicates that the surface has mainly
high wavelengths (low frequencies)
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90°
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49.86
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49.86

Thickness (mm)

25.04
24.98
24.82
25.02
24.56
24.68
24.97
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25.03
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Peak loading force

Brazilian tensile strength

Test value
(kN)
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Average value
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