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Editorial on the Research Topic
 Advances in marine heatwave interactions





Introduction

With growing appreciation of the predominant role of climate extremes as the most impactful manifestation of anthropogenic warming, marine heatwave (MHW) research has exploded. Changes to the physical environment driven by MHWs can have devastating effects on ecosystems and reliant industries, with losses of tens of millions of US$ associated with many individual MHW events (Smith et al., 2021). This special edition explores new directions in MHW research around forecasting events across different timescales, understanding drivers, delving below the surface, examining the interaction between different types of extremes, and understanding the ecosystem and fisheries implications and how to manage these disruptive events.



MHW drivers

Considerable effort has gone into understanding the local drivers of MHWs (e.g., Holbrook et al., 2019; Sen Gupta et al., 2020). Different drivers affect the potential predictability of MHWs and determine the size, duration, and depth structure of events. The workhorse tool for understanding these drivers is an upper ocean heat budget (Oliver et al., 2021). This quantifies the heat flow to and from a MHW region from processes including air-sea fluxes, ocean currents and mixing. However, heat budgets are difficult to construct, and various approximations are often used to simplify their implementation. Elzahaby et al. examine choices made in constructing heat budgets and provide an important message of caution: incorrect implementation of one of the parameters, the mixed layer depth (MLD), can lead to the wrong attribution of the dominant MHW drivers. In particular, an underestimated MLD will artificially inflate the importance of air-sea fluxes.

Two studies use the heat budget approach to investigate global patterns in MHW drivers but come to contrasting conclusions. Focussing on the most extreme MHWs in an ocean reanalysis, Marin et al. find that MHW growth is most frequently driven by ocean heat advection, while decay is affected more evenly between atmospheric or oceanic processes. In contrast, Vogt et al. use direct heat flux output from an Earth System Model (ESM) and find that at mid- to high-latitudes, atmospheric processes (primarily reduced evaporative cooling and increased insolation) dominate the growth of MHWs while in the tropics, suppressed vertical mixing dominates. During MHW decay, increased evaporative cooling and ocean mixing dominate.

Some of the most significant MHW impacts are close to continents where there is ample life that fuels important fisheries. Two studies examined local MHW drivers off Chile and New Zealand (NZ). Pujol et al. examined an extended MHW off Patagonia in 2016. Weak winds led to reduced ocean heat loss that warmed the already elevated temperatures associated with enhanced warm water advection from lower latitudes, causing record breaking conditions. Cook et al. used the two longest daily in-situ datasets in the Southern Hemisphere, from coastal sites off NZ. They found that MHWs in enclosed nearshore environments can be decoupled from events in the open ocean, questioning the usefulness of global datasets for evaluating coastal conditions.



Below the surface

The majority of MHW studies to date is based on sea surface temperatures (SSTs) due to the uniform temporal and spatial coverage of satellite products. In recent years, interest in studying the subsurface expression of MHWs has grown, which is important given pelagic and benthic ecosystems are more sensitive to subsurface than surface temperature anomalies. However, a lack of long-term and continuous subsurface observations poses additional challenges. Using an eddy-resolving ocean model, Großelindemann et al. show that subsurface MHWs along the Northeast US coast typically have significantly higher intensities, up to 7°C, while surface events reach an average intensity around 3°C. Surface-intensified MHWs are often limited to the shallower coastal shelf, associated with an increased surface heat-flux into the ocean, while subsurface events can be linked to mesoscale warm-core eddies shedding from the Gulf Stream. Regional, high-resolution models provide another valuable tool. Kerry et al. use an Adjoint Sensitivity Analysis to diagnose upper ocean heat content extremes around NZ. In this boundary current dominated region, advection is a main driver of heat content extremes, while in other regions upper ocean stratification changes, likely connected to local downwelling winds act as a driver. Both studies demonstrate the importance of understanding the regional circulation associated with extreme events, which is ultimately the key to more accurate predictability.



Forecast and projections

MHW prediction is a vital for improved marine management and decision-making. Given sufficient forecast lead times, many sectors can employ mitigation measures to reduce MHW impacts and aid recovery. With extensive historic evidence of devastating MHW impacts and projected future increases in ocean temperatures, MHW predictability has never been more important. New work in this collection investigates the potential for MHW predictability at different temporal and spatial scales using various techniques including numerical and statistical models and recent advances in machine learning. Challenges in developing such systems and, importantly, ensuring stakeholders can use and benefit from them are also discussed (Stevens et al.).

Using a coupled global ocean-atmosphere model Spillman et al. mapped regions where rates of MHW onset and decline were changing, and found highest monthly predictive skill (up to 4 months lead time) in the tropical east Pacific and lowest skill in dynamic regions (e.g., northwest Atlantic; eastern Australia). Alternative approaches for such dynamic regions at short forecast lead times was demonstrated by Zhao et al. showing that eddy distributions in the Tasman Sea could act as predictors of individual ocean advection-dominated MHW events. Using sea surface height anomaly as predictor variable, their statistical model could forecast MHWs up to 7 days in advance using mesoscale eddy-tracking methods.

Other prediction approaches include machine learning techniques. Taylor and Feng presented a new deep learning modeling framework to forecast monthly global SST. The model was trained with seven decades of monthly SST and surface air temperatures. Prediction skill was high (up to 18 months) in the equatorial and subtropical Pacific for specific events, while limited to shorter lead times in some areas (e.g., southeast Indian Ocean), demonstrating the potential of data-driven methods in SST anomaly predictions.

Global climate models remain important tools for long-term climate projections. Using the NZ ESM, Behrens et al. investigated projected future change in MHW characteristics under different emissions scenarios. Under a high-emissions scenario (SSP3 7.0) projections indicated an 80–100% increase of median MHW intensities in coastal regions by 2,100 and potentially permanent year-round MHW conditions.



Compound events

An emerging concern are compound events, where multiple extreme conditions co-occur, causing ecological and economic impacts. Previous studies describe MHWs that co-occur with, for example, low chlorophyll (Le Grix et al., 2021) or ocean acidity extremes (Burger et al., 2022), both increasing the stress on ecosystems. In this collection, Pathmeswaran et al. use observational and reanalysis data to explore potential links between terrestrial and marine heatwaves around Australia. They find that the presence of MHWs increases the likelihood of terrestrial heatwaves with an impact up to 150 km inland. Vice versa, certain synoptic conditions during coastal terrestrial heatwaves can favor the development of MHWs with the appropriate prior ocean state. Rathore et al. show that a MHW in the Bay of Bengal led to an unprecedented intensification of a tropical cyclone to a super cyclone within 24 h. Wind-induced mixing by the cyclone can in turn reduce upper ocean warming and trigger a decline in MHW intensity. Coupled models and integrated observing systems are essential tools in better understanding linkages between multiple extreme events, their drivers and impacts.



Impacts and management

Our primary motivation for understanding MHW characteristics, drivers and predictability is the large and sometimes permanent impact they have on ecosystems and reliant human systems. The interactions can be complex, with unforeseen outcomes.

A major consequence of the 2014-16 Blob was the collapse of the Bull Kelp Forests along northern California. Rogers-Bennett and Catton examined 15 years of biological survey data to understand the impact on the red abalone fishery. An initial reduction in abalone productivity and condition due to the loss of food led to a shoreward migration which gave the false impression to recreational fishers that populations were actually thriving, thwarting management efforts. However, the nearshore environment posed new threats for abalone including greater wave energy during storms, harmful algal blooms and even warmer temperature extremes. As such, fisheries management alone can only partly alleviate the threats facing this species.

Another iconic MHW, the Ningaloo Nino in 2010-11 led to record low spawning stocks for scallops in different populations off Western Australia. To allow for recovery, fisheries were closed for the subsequent 4 years. Kangas et al. found that scallop populations at different latitudes recovered at different rates, related to their spawning characteristics. At warmer equatorward sites scallops typically spawn during autumn, so spawning stock is most heavily impacted at this warmest time of year. Further south, however, spawning occurs in austral spring, so juveniles are most affected during the warmest autumn months. The study also highlights the importance of pre-season stock monitoring to allow for adaptive management.

More information is needed around how species and ecosystems are likely to respond to extremes outside of the historical envelope. Stipcich et al. examined the response of introduced seagrass samples to MHW conditions representative of the past and the future. A novel approach was used whereby seagrass were placed close to the outlet of a power plant allowing for raised temperatures in open ocean environments. As expected, negative impacts on many species traits were amplified in future MHW conditions. Seagrass originally sourced from warmer sites were better able to withstand the future MHWs, highlighting the importance of sample selection in the consideration of species restoration.



Concluding remarks

There has been an incredible advance in our understanding of MHWs in the last decade, spurred on by a number of iconic MHW events that have had severe impacts on ecosystems and economies. Interdisciplinary work to address the impacts of MHWs is essential moving forward. Limited data as well as the changing climate and associated changes in, for example, the upper ocean circulation or coupled ocean-atmosphere processes continue to pose challenges to the community. However, with the advent of new datasets and tools, novel research directions are opening up and the next decade will no doubt see many more insights into our understanding and prediction of these impactful events.
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Changing ocean conditions due to anthropogenic climate change, particularly the increasing severity and frequency of extreme events, are a growing concern for a range of marine sectors. Here we explore the global trends in marine heatwaves (MHWs), specifically onset and decline rates, two metrics which describe how quickly a MHW will emerge or disappear from a location. These rates determine the reaction window—the start of a MHW event to peak MHW temperatures—and the coping window—time from peak temperatures to the end of an event—two important time periods relevant to a marine decision-maker. We show that MHW onset and decline rates are fastest in dynamic ocean regions and that overall, the global trend in onset rate is greater than the global trend in decline rate. We map ocean regions where these rates are changing together with forecast skill from a seasonal dynamical model (ACCESS-S). This analysis highlights areas where the length of the preparation window for impending MHWs is increased by using forecasts, and areas where marine decision-makers should be prepared for rapid responses based on realtime observations as MHWs evolve. In regions such as south Africa and Kerguelen, northwest Atlantic, northwest Pacific, southwest South Atlantic and off Australian east coast where rapid median onset and decline rates are observed, there is also a positive trend in onset and decline rates i.e., MHWs are developing and declining more rapidly. This will be a concern for many decision-makers operating in these regions.

Keywords: marine heatwave, climate change, forecast skill, seasonal prediction, ACCESS-S, preparation window, reaction window, coping window


INTRODUCTION

The world ocean is warming rapidly, resulting in rapid environmental change (World Meteorological Organization, 2021). The five warmest years have all occurred in the past decade, which is also the warmest decade in the historical record (World Meteorological Organization, 2021). Recent years have seen emergence of future climates in the form of extreme events, including three mass coral bleaching events on the Great Barrier Reef in 5 years (2016, 2017, 2020; Hughes et al., 2018; Spillman and Smith, 2021), flooding (Morris et al., 2018; Hague et al., 2020), altered cyclone spatial distributions (Murakami et al., 2020), drought (Bureau of Meteorology CSIRO, 2020), and marine heatwaves (e.g., Cavole et al., 2016; Sen Gupta et al., 2020). Climate change projections (IPCC, 2019) point to an increasing frequency and intensity of many types of extreme events this century, driven by a warming ocean and atmosphere. These extreme events can have dramatic environmental effects (e.g., Smale et al., 2019), which complicates environmental management and decision-making (e.g., Caputi et al., 2019) and disrupts economic systems and societies (e.g., Dunstan et al., 2018; Bellquist et al., 2021).

Extreme events such as marine heatwaves (MHWs) represent a stress test for environmental management (Barbeaux et al., 2020; Holbrook et al., 2020), where MHWs are currently defined as five or more consecutive days of sea surface temperatures above the 90th percentile (Hobday et al., 2016a). This stress is compounded by a growing Blue Economy (e.g., Boschetti et al., 2020), directly linked to an increasing number of activities in the ocean, each with its own spatial and temporal restrictions (e.g., quota restrictions, spatial management zones, harvest seasons). The pace of change means unprecedented events, outside historical baselines or experience with increased severity and frequency and reduced recovery time between events, means the ocean cannot be used and managed as in the past (Hobday et al., 2018b).

Globally, MHWs increased in frequency (34%) and duration (17%) from 1925 to 2016, resulting in a 54% increase in annual MHW days (Oliver et al., 2018). These trends can largely be explained by increases in mean ocean temperatures – further increases in MHW days will occur under continued global warming with many parts of the ocean reaching a near-permanent MHW state by the late 21st century (Oliver et al., 2019). There is ample evidence that MHWs have dramatic effects on marine life resulting in major ecological impacts (Smale et al., 2019). In the last decade, MHWs have led to mass mortality of seabirds (e.g., Piatt et al., 2020), loss of species and major habitat types, including algal forests, seagrasses and mangroves (e.g., Wernberg et al., 2016; Babcock et al., 2019), reduction or closure of fisheries (e.g., Caputi et al., 2019; Fisher et al., 2021), and have been associated with harmful algal blooms and disease outbreaks (Cavole et al., 2016; Oliver et al., 2017). Ecosystem response depends heavily on the duration, intensity and timing to these extreme events – some species and habitats may tolerate long lived, low intensity MHWs better than short, high intensity events (e.g., Smale et al., 2019). Event frequency is also important in determining capacity for ecosystem recovery (e.g., Hughes et al., 2021).

Most of the attention on MHWs has been based on estimates of intensity and duration, which are the primary metrics described by Hobday et al. (2016a). However, the rates of MHW onset and decline are also important, as these describe the build-up and dissipation of heat during an event (Figure 1). The onset rate of a MHW is defined as the rate of temperature change from the onset of the MHW to the maximum intensity (Hobday et al., 2016a). Fast onset rates indicate a rapid build-up of heat, whereas a slow onset rate applies to a slowly evolving MHW. The rate of MHW decline is defined as the rate of temperature change from the maximum intensity to the end of the MHW, or when temperatures drop below the 90th percentile of the climatological baseline (Hobday et al., 2016a). A rapid decline rate indicates an event ends quickly, while a slow decline rate indicates that an event lingers before disappearing. The onset and decline rates of thermal stress can impact the persistence and recovery of marine animals and plants following a MHW event (e.g., Bernal et al., 2020; Hemraj et al., 2020), influence community composition (e.g., Sorte et al., 2010; Wernberg et al., 2016), and impact management and restoration of these systems.


[image: Figure 1]
FIGURE 1. (A) Marine heatwave characteristics, using an observed MHW example. The rate of onset (Ronset) is calculated here by dividing the peak exceedance (SSTA90max) by the time required to reach it (tmax-tstart). Similarly, the rate of decline (Rdecline) is calculated here by dividing SSTA90max by the time from peak exceedance to the end of the event (tend-tmax). The climatology, 90th percentile threshold, and category (I Moderate, II Strong, III Severe, IV Extreme; Hobday et al., 2018a) are also shown. Periods of interest for marine decision-makers include the preparation window defined as the time between a forecast issued (tforecast) and the start of a MHW (tstart), the reaction window which is the time from the start of the event to peak exceedance (tmax-tstart), the coping window which is the time from the peak of the event (tmax) to the end (tend), and the recovery window which begins at tend and ends at the start of the next MHW event. Changes in MHW onset and decline rates can be through (B) changes in duration and/or (C) changes in peak exceedance.


The onset rate also influences the time window in which an industry or marine manager has to react, respond and implement any mitigation measures between a MHW event beginning and peak severity (Figure 1). If the onset rate is rapid, this reaction window is short and an industry must be agile with a range of quickly implemented mitigation measures, a scenario more likely in a heavily manipulated system such as aquaculture than in regional ecosystem management. Intervention measures could include early harvest to avoid peak temperatures, ordering different feed for better support of stressed animals or delaying seeding until the event has passed. Conversely, a slower onset rate provides more time for marine managers to respond and potentially mitigate impacts (i.e., longer reaction window). Measures requiring longer response times could include fishery closures, advance monitoring and rescheduling of conservation efforts. However, whilst there may be slower build up, an event may last a long time, causing more thermal stress to a system than a shorter onset event (Figure 1). It is important to also consider decline rates, as if the decline rate of a MHW is rapid (i.e., coping window is short), a system or industry may be able to survive the event as a reprieve is in the near future. If the rate of decline is slow and the coping window is long, then the accumulated heat in the system can take a long time to dissipate, pushing an already stressed system outside its tolerance limits and industries beyond their coping ability. Furthermore, whilst the MHW may have ended and temperatures are below the 90th percentile, they are unlikely to have returned to “normal” or optimal conditions. The recovery window between successive MHW events is important in determining the impact on the system from subsequent events, i.e., if this window is too short the system will not sufficiently recover to withstand the next event (Figure 1), e.g., back-to-back coral bleaching events on the Great Barrier Reef (Hughes et al., 2018).

Seasonal forecasts which provide climate information on timescales of weeks to months into the future, are important tools for industries and marine managers (Hobday et al., 2016b; Tommasi et al., 2017). Forecast information can be particularly useful in both areas where MHW onset rates are rapid and reaction windows are short (Figure 1A), and where characteristics of MHWs are changing. Regional changes in onset and decline rates (Figures 1B,C) as well as event timing due to climate change, means that past experience of marine heatwaves will be of less use to marine managers and industry resilience will be impacted. Different stages of the growing cycle, business and funding are likely to be affected more as a result and so mitigation measures will need to be different. The range of measures available to sectors will also depend on the sector's agility and level of manipulation – aquaculture for example may be able to respond more rapidly and effectively through changing harvest schedules, choice of feed or thinning pens, than a wild fishery which may have fewer, less targeted measures such as fishery closures. Increasing efforts in marine restoration ecology (e.g., Coleman et al., 2020; Eger et al., 2020) also require awareness of potential impacts of these extreme events, as it has been shown that restoration success depends on environmental conditions (Tulloch et al., 2020).

Anticipation of these extreme events, with forecasts providing both a preparation window prior to the event and an indication of the reaction window between the start of a MHW and peak of the event, will be essential for industries and managers to better cope with extreme events (Figure 1). The more skilful a forecast is in predicting the start of a MHW at longer leadtimes, the longer the preparation window. Knowledge of how long stressful conditions will persist following the MHW peak, i.e., the coping window or how long an industry must cope with conditions before the event ends, is also critical. Forecast models must be skilful at the leadtimes that are important to decision makers at each of these stages (Hobday et al., 2016b). Not all industries will be sufficiently agile or have enough time to adequately prepare for an MHW event, and not all will cope equally with MHW events, however forecast information can still assist with anticipation of impacts, informing stakeholders and customers, and post-event planning. At longer leadtimes, skilful forecasts may also be able to indicate the recovery window that a system has between successive MHW events.

In this paper we first describe and analyse global patterns of MHW onset and decline rates and calculate trends in these rates over the past 40 years. We then determine regions where MHWs generally have a rapid onset and/or decline and whether these rates have changed. We discuss how marine resource users can interpret onset and decline rates in terms of a reaction window to mitigate impacts prior to the peak of the event and a coping window in which they must cope with conditions until the event ends. We then use a seasonal dynamical model to assess the predictability of these regions, and therefore the usefulness of forecasts in these regions in providing a preparation window for marine stakeholders prior to a MHW occurring.



METHODS


Marine Heatwave Definitions and Observations

A MHW is widely defined as five or more consecutive days where sea surface temperatures (SST) exceed the daily 90th percentile at that location (Hobday et al., 2016a), with a range of metrics used to describe events (Figure 1). Hobday et al. (2016a) defined maximum intensity (°C) as the maximum SST anomaly referenced to the seasonal climatology, which was then used in onset and decline rate definitions.

Here, rather than using maximum intensity, we define peak exceedance SSTA90max (°C) as the maximum SST anomaly referenced to the 90th percentile threshold (SST90) for each event (Figure 1A):

[image: image]

This quantity accounts for variability at each location as it uses the 90th percentile, as opposed to the mean climatology. We then define the rate of onset (°C day−1) as SSTA90max divided by the time taken to reach SSTA90max, beginning when the MHW threshold is first exceeded (tstart), i.e.,

[image: image]

We also define the rate of decline as SSTA90max divided by the time from peak intensity (tmax) until the temperature falls below the 90th percentile threshold (tend), i.e.,

[image: image]

A global dataset of observed MHWs was generated according to methodology detailed in Hobday et al. (2016a) using publicly available python code at https://github.com/ecjoliver/marineHeatWaves (https://researchdata.edu.au/marine-heatwaves-detection-code/814983). The code was modified to calculate onset and decline rates as defined in Equations (1)–(3) above. Input data were daily SST data from Reynolds OISSTv2.1 for 1982–2018 (Reynolds et al., 2007; Banzon et al., 2016; Huang et al., 2021), the period also used for the MHW 90th percentile threshold climatology.

The 1982–2018 MHW dataset provided the following parameters for each observed event: key time periods (in days) including the reaction window (tmax-tstart) and coping window (tend-tmax), peak exceedance SSTA90max (°C), rate of onset (°C day−1) and rate of decline (°C day−1). Note that the combined duration of the reaction and coping windows is the total duration of an event. The number of events were assessed by calendar year. Trends for number of events, SSTA90max, reaction window, coping window and rate of onset/decline were then calculated using a least squares polynomial fit. For example, the trend in rate of onset/decline is calculated per grid cell, resulting in a rate of change per day per year (°C day−1 yr−1). We acknowledge that the magnitude of these trends are dependent on the baseline used for the analysis (e.g., Schlegel et al., 2019; Liersch et al., 2020), and have chosen the longest common baseline for observations and model forecast data (see section Model Description and Skill Analysis). In the future it will be increasingly important to review the choice of baseline as the climate warms further relative to the historical period. We compared the proportion of the ocean grid cells that were changing faster or slower than a reference level of ±0.002°C day−1 yr−1, which was selected based on inspection of the raw data.

Horizontal ocean energy, in particular mesoscale variability of flow, was investigated to examine if marine heatwaves were changing more rapidly in areas of high energy. Average Eddy Kinetic Energy (EKE) was used to assess this and was calculated for the period 1982–2018 using ACCESS-S2 (see below) monthly surface velocity reanalysis fields, and standard calculations (Hobday and Hartog, 2014; Supplementary Figure 1).



Model Description and Skill Analysis

ACCESS-S2 (Australian Community Climate and Earth System Simulator – Seasonal Version 2) is a coupled global ocean-atmosphere model based on the UK Met Office global seasonal prediction system version5 (Maclachlan et al., 2015) and includes an updated ensemble generation scheme and data assimilation system developed by the Bureau of Meteorology. For details on the base model configuration see Hudson et al. (2017) and Smith and Spillman (2019). The ocean model is the Nucleus for European Modelling of the Ocean (NEMO) community model (Madec and NEMO Team, 2011), which has an approximate horizontal resolution of 25 × 25 km south of 30°N (higher resolution in far northern basins). There are 75 depth layers, with the top 1-m layer representing sea surface temperature (SST).

A set of retrospective forecasts (hindcasts) were run using ACCESS-S2 for the period 1982–2018. Three forecasts were run out to 5 months into the future (i.e., lead time 0–4 months) on the 1st of each month in the period. Three additional forecasts were also run on each of the 8 days prior to the 1st, to give a 27-member ensemble forecast for each month. These ensemble forecasts were then used to generate the model 90th percentile SST thresholds for each month lead time. For this study, model MHW metrics were calculated using monthly SST hindcast data and the model 90th percentile threshold.

Model skill was then assessed using hit rates, where a “hit” was defined as more than 50% of model ensemble forecasts correctly predicted SST > 90th percentile. Conversely if <50% of members correctly predicted SST > 90th percentile, then this was termed a “miss.” These “hit” and “miss” counts were combined to calculate the “hit rate” as follows:
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where x, y is the grid point location, lt is lead time in months, and t is model start dates.




RESULTS

Most of the tropical and temperate ocean has experienced ~60–80 MHW events over the period 1982–2018 (Figure 2A), including at least one MHW of strong severity (not shown). Areas where 90 or more MHW events have occurred during this period include the northwest Atlantic, southwest Atlantic, eastern and south Africa, Bay of Bengal and the tropical West Pacific. These areas with more frequent events also tend to have higher median peak values of up to 1.6°C (SSTA90max; Figures 1A,B) and be shorter in duration, with shorter median reaction and coping windows (Figures 2C,D). The exceptions which have experienced fewer events during this period (<50 events), tend to have prolonged, though not necessarily more severe, events. These regions include the eastern equatorial Pacific and northwest Pacific, reflecting the influence of the climate driver El Niño Southern Oscillation (ENSO). Median reaction (time for start of MHW to peak exceedance) and coping (time from peak exceedance to end of event) windows have similar geographic patterns, however, coping windows are generally longer, with ~88% of ocean grid cells having a longer coping window than reaction window. This asymmetry reveals that the decay of MHW events takes more time than the initial accumulation of heat to peak MHW intensity.


[image: Figure 2]
FIGURE 2. (A) Number of MHW events, (B) median peak exceedance (SSTA90max), (C) median reaction window (tmax-tstart) and (D) median coping window (tend-tmax) for 1982–2018. Data are Reynolds OISSTv2.1. See Figure 1 for definitions.


The rate of onset showed spatial coherence across the ocean (Figure 3A). Areas of rapid onset were located in the northwest Atlantic, south Indian Ocean below South Africa and Kerguelen plateau, southwest Atlantic Ocean (off Brazil), and off the eastern coast of Australia. These are all locations that are known global warming hotspots (Hobday and Pecl, 2014) and with high SST variability (Supplementary Figure 1). Other areas not previously identified as global warming hotspots, but with rapid onset rates include off west Africa, the Kuroshio extension region, and the Pacific equatorial cold tongue. The rates of decline are also relatively rapid in all these locations (Figure 3B), although are comparatively slower than onset rate (Figure 3C). This difference is more pronounced in the equatorial Indo-Pacific where rapid MHW onset rates are observed but decline rates are considerably slower. Globally, 73% of ocean grid cells have a higher median onset rate than median decline rate (Figure 3C), reflecting the high proportion of cells having a shorter median reaction window than median coping window (Figures 2C,D).


[image: Figure 3]
FIGURE 3. Global median (A) rate of onset (Ronset) (B) rate of decline (Rdecline) and (C) onset rate minus decline rate for 1982–2018. Data are Reynolds OISSTv2.1. See Figure 1 and Equations (2) and (3) for definitions.


The rate of change in number of MHW events per year is positive across most areas of the tropical and temperate ocean over 1982–2018 (82% of ocean grid cells), with greatest change (a trend of at least 0.12 events per year) in the northwest Atlantic, western Indian Ocean, southwest Atlantic, the western tropical Pacific and off the Australian southeast coast (Figure 4A). Notable exceptions include the California Current region, the eastern equatorial Pacific and the Southern Ocean which showed a negative trend in the number of MHW events over the period. The rate of change in peak exceedance (SSTA90max) was negative in over 54% of ocean grid cells though was not as coherent spatially across the domain. The equatorial Pacific and Indian Oceans showed the greatest annual decrease in SSTA90max over the period (Figure 4B). The traditionally ENSO dominated eastern Pacific also had the greatest negative rate of change in median reaction and coping windows across the domain (Figures 4C,D), suggesting a general trend toward shorter and less severe though slightly more frequent events. Conversely, the central Pacific is showing a trend toward less frequent, longer events. Some regions are showing an increase in more frequent, more severe, longer events such as off the southeast Australian coast, east of Madagascar in the Indian Ocean and northwest Atlantic Ocean (Figure 4). This increase in duration, severity and frequency of events, as well as the resulting shortening of in recovery windows between events (Figure 1A), would be a growing concern for marine stakeholders operating in these regions.


[image: Figure 4]
FIGURE 4. Global rate of change in (A) number of MHW events, (B) peak exceedance (SSTA90max), (C) reaction window (tmax-tstart) and (D) coping window (tend-tmax) over the period 1982–2018. Data are Reynolds OISSTv2.1. See Figure 1 for definitions.


The rates of onset and decline of MHWs are changing over the global ocean. The trends in onset and decline rate during 1982–2018 were both negative over most of the global ocean with similar geographic patterns (Figure 5). In terms of the proportion of ocean grid cells, 67% had negative trends in both onset and decline rates. In the equatorial regions, this can be explained by a general decrease in peak exceedance (SSTA90max) and an increase in both reaction and coping windows (Figures 4C,D), i.e., MHWs are taking longer to reach reduced peak intensities and are disappearing more slowly after the event peaks have passed. In the sub tropics, a greater positive trend in both reaction and coping windows (i.e., total duration) offsetting a weaker positive trend in intensity (Figures 4B–D) is the likely explanation for negative offset and decline rate trends (Figure 5). In the eastern equatorial Pacific (off Peru), there is only a very weak trend in both the rates of onset and decline (Figure 5), due to negative trends in both duration and intensity effectively canceling out one another out (Figures 1B,C). In many areas where rapid median onset and decline rates are observed (Figures 3A,B), there is also a positive trend in onset and decline rates i.e., MHWs are developing and declining more rapidly. These regions include south Africa and Kerguelen, northwest Atlantic, northwest Pacific, southwest South Atlantic and off the eastern coast of Australia (Figure 5).


[image: Figure 5]
FIGURE 5. Global rate of change in (A) rate of onset and (B) rate of decline for the period 1982–2018. Data are Reynolds OISSTv2.1.


Model hit rates for monthly SST > 90th percentile for lead times 0, 2, and 4 months for all start months are shown in Figure 6 (left) and give an indication of how well the model captures observed average MHW conditions month by month. Hit rates for SST > 90th percentile are highest at lead time 0 for all regions and generally decrease with lead time. Highest monthly skill persists in the tropical east Pacific, with hit rates above 90% at lead 0 months and above 50% at 4 months. Hit rates decrease to 50% or less everywhere else by lead time 4 months (Figure 6, left). Hit rates are highest in the equatorial Pacific and northeast Pacific at all lead times (Figure 6, left), where there are fewer, longer lived marine heatwaves events (Figure 2), with increased predictability due to the influence of ENSO. Skill is reasonable in the western Pacific either side of the equator (Figure 6, center), an area showing a positive trend in the number of events (Figure 4A). Areas with the greatest rate of change (positive or negative) in median duration also tended to have good model skill. This may be due to this change in duration being most pronounced in areas that already experience long events such as the equatorial Pacific (Figures 3C,D). Skill is lowest at lead 0 months in dynamic regions (Figure 6, left) where onset rates are fastest (Figure 3A) i.e., southwest Atlantic, northwest Atlantic, off the eastern coast of Australia and east of Japan, and decreases further as lead time increases (Figure 6, left). A similar pattern is observed for areas with rapid MHW decline rates (Figure 6, left; Figure 3B).
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FIGURE 6. ACCESS-S2 hit rate for monthly SST > 90th percentile for all months 1982–2018 at lead times 0, 2, and 4 months (left column). These hit rate values are then shaded only where the onset rate trend is >0.002 or <-0.002°C day−2 year−1 (center column; 68% of grid cells) and where the decline rate trend is > 0.002 or <-0.002°C day−2 year−1 (right column; 53% of grid cells). Note that 50% of model ensemble members predicting monthly SST above the 90th percentile as observed is defined as a hit. Refer to Figure 2A for number of events.


Approximately 62% (46%) of ocean grid cells had a negative trend in onset (decline) rate of < −0.002°C day−1 yr−1 (Figure 6, center), with 33% having negative trends in both onset and decline rates < −0.002°C day−1 yr−1. Conversely, only 6% (7%) had positive trends in onset (decline) rates of > 0.002°C day−1 yr−1. Note that a trend in onset or decline rate of 0.002°C day−1 yr−1 corresponds to a change of about 0.074°C day−1 over the 37 year period. For these regions where trends in onset and decline rates exceed ±0.002°C day−1 yr−1, model hit rates were generally > 40% at lead 0 months (Figure 6, center and right). Monthly skill was retained in the tropical Pacific at longer lead times, although less so in the tropical Atlantic and the Indian Ocean. For these areas where trends in onset and decline rates are greatest, highest sustained monthly skill is found over the equatorial Pacific, which coincides regions of significant increasing duration (central) and decreasing duration (east) (Figure 4C), and a decreasing number of annual events (Figure 4A). Skillful forecasts at longer leadtimes provides longer preparation windows for MHW events.



DISCUSSION

An increase in the duration, intensity and frequency of marine heatwaves has been both documented in the historical period (Oliver et al., 2018), and projected for the future using a range of climate models (Oliver et al., 2019). Much of this change is due to the long-term increase in SST associated with anthropogenic warming (Oliver, 2019; Marin et al., 2021). We show that the rates of MHW onset and decline are also changing around the world, which will have implications in the preparation for, and response to, MHW events. To better prepare for MHWs, and cope with the changing nature of events, marine users require information about future conditions to improve decision-making (Hobday et al., 2016b). Changing ocean conditions due to anthropogenic climate change means historical experience is becoming less useful as guide for future conditions. Environmental forecasts offer great value in the management of living marine resources and for all of those who are dependent on the ocean for both nutrition and their livelihood (Payne et al., 2017; Tommasi et al., 2017).

Regions with rapid MHW onset rates generally also have fast decline rates (Figure 3). This suggests that surface ocean heat is introduced and lost quickly in these areas via air-sea exchange, or that rapid onset and decline of MHWs in these regions indicates shorter local residence time of a water mass. This latter explanation is likely in western boundary current systems where increased advection has been reported (e.g., Wu et al., 2012). When advection is enhanced, warm eddies move more quickly through an area, resulting in apparent rapid onset and then decline of MHWs (Figure 5). In fact, many of these rapid onset regions are associated with known eddy fields, such as the western equatorial Pacific and are known global warming hotspots (Supplementary Figure 1). In other regions, rapid changes in air-sea exchange result in rapid onset of MHWs (e.g., Tasman Sea – Salinger et al., 2019, Northeast Pacific – Bond et al., 2015; Jacox et al., 2019). These rapid onset rates can be due to shorter reaction windows (Figure 1B), meaning there is less time for affected marine decision-makers to implement their MHW response plan, or more intense events requiring increased mitigation efforts. In such areas, a forecast system is particularly valuable, as the preparation window provides additional time for planning.

Seasonal forecasts of monthly SST exceeding the 90th percentile tend to have highest skill in areas with fewer but longer lived MHWs such as the tropical Pacific in the ENSO region (Figures 2, 6). Skill here is driven by large scale, slower moving climate drivers that have greater predictability at longer leadtimes (Holbrook et al., 2019), resulting in longer preparation windows for users. Model skill is lower and declines more quickly with lead time in areas with high variability and large dynamic eddy fields (Supplementary Figure 1). Areas with the largest observed changes in total duration, onset and decline rates tend to also be areas with highest skill, specifically much of the tropical oceans. Our skill assessment is preliminary as it is based on monthly SST but it does provide an indication of the model's ability to predict average MHW conditions. Thus, marine decision-makers in these regions can benefit from the use of seasonal MHW forecasts, with skill further into the future resulting in longer preparation windows. However, advance warning of these events through seasonal forecasting has benefits for the vast majority of locations, even at short lead times. Most of the global ocean has positive trends both in terms of number of MHW events and total duration, indicating reduced recovery windows between subsequent events, which will have further ramifications for the resilience of marine systems and industries. Use of seasonal forecast information allows marine decision-makers to implement management strategies ahead of the event to both help mitigate impacts and increase capacity to be able to cope with subsequent events.

Both reaction and coping windows exhibit increasing trends (Figures 4C,D), with only small regions of decline in the far eastern equatorial Pacific and Southern Ocean. Conversely, peak exceedance is declining in the tropics and mostly increasing in the subtropics (Figure 4B). An increase in the rate of onset can be due to an event peaking more quickly or due to an event of the same duration reaching a greater intensity (Figures 1B,C). Only the former leads to a decrease in the reaction window, and forecasts provide an additional window for implementing a marine heatwave management plan. Where intensity is increasing, the reaction window may remain the same, but the response options to such extreme temperatures may be different, and so a preparation window is still advantageous. Efforts are currently underway by the authors to develop and assess forecasts of MHW intensity and duration (Benthuysen et al., 2021).

In areas where model skill is lower, reactive responses can be implemented when the 90th percentile MHW threshold is first exceeded. A faster onset rate will reduce the reaction window, relative to areas with slower onset rates, or where the rate of onset is declining. The rate of decline may seem less useful to marine decision-makers, as the extreme temperatures have already passed. However, over most of the global oceans, coping windows are longer than reaction windows, with similar or greater increasing trends. Refined forecasts of decline rate and coping windows will aid marine managers in determining how much longer they might need to maintain alternative arrangements or cope until normal conditions return. Until we can forecast the maximum intensity at daily timescales, this information will not be available. Nevertheless, our results can still inform marine decision-makers about the climatological rates of decline for a region. In areas with slow decline rates and long coping windows, stakeholders might prepare for the long haul as MHW conditions will persist longer. In areas that have a fast rate of MHW decline, there may be an opportunity to persevere, as the event could end quickly.

MHWs are examples of extreme events that can disrupt marine users, including those involved in fishing, aquaculture and marine tourism. Marine managers have a range of response options to MHW events, including fishery closures (Caputi et al., 2019) and early harvesting (e.g., Hobday et al., 2018b). While resource management has been a focus with respect to MHWs, a growing effort in marine restoration ecology (e.g., Coleman et al., 2020; Eger et al., 2020; coral, kelp, seagrass, oyster beds) also requires awareness of potential impacts of these extreme events. As on land, it has been shown that restoration success depends on environmental conditions, with some practitioners already timing the scope and nature of the restoration effort based on prevailing conditions (Tulloch et al., 2020). Improved management responses in all these spheres are possible, with both ongoing monitoring of events and improved forecasting, including information on onset and decline rates of MHW events. Timescales of response under different lead times will depend on the agility of the industry and the level of manipulation of the system. Some industries required advance warning months ahead in order to mitigate impacts of an impending MHW, whereas others are more responsive. Proactive industry sectors will have already started developing response plans for MHW events, just as planning has begun for climate change (Hodgkinson et al., 2014; Fogarty et al., 2020). The time derived from the combination of the preparation and reaction windows allows for a wider range of responses to impacts.

Marine decision-makers utilizing seasonal forecasts are also improving their ability to be agile (Hobday et al., 2016b). Extreme events, such as MHWs, present additional challenges, but once identified, they can be included in operational response plans. For example, waters off Tasmania which support a large salmon aquaculture industry, experienced a rapid onset local MHW in November 2017. This industry had been using seasonal forecasts for almost a decade to support operational decision making (Spillman and Hobday, 2014), and also experienced the strong 2016 Tasman MHW event the previous year (Oliver et al., 2017). However, the rapid onset rate of the 2017 event was driven by regional atmospheric changes that could not be forecast at seasonal timescales. Despite this, local salmon aquaculture operators were prepared for such events, and reactive management efforts (early harvest, feed adjustment, additional environmental forecasts) were quickly considered. Following this event, management plans have been updated and requests for improved (e.g., increased spatial resolution, maximum temperatures, MHW) and more frequent forecasts (e.g., fortnightly in warmest times of the year) have been received by the authors.

Currently the typical onset and decline rate definitions are from the start of the event to the maximum intensity of the event, and from the peak to the end (Figure 1). Other metrics that precede the start of an MHW event may also be useful for marine industries and could represent threshold triggers for management action. For example, various industry and species thermal thresholds may be exceeded during the build-up of heat prior to temperatures reaching the 90th percentile, particularly depending on what time of the year the MHW occurs. It is also possible that species or industry recovery may not occur until conditions return to “normal” – different industry plans may need to use different definitions. Lower exceedance thresholds could be used (e.g., 70th percentile) in a two stage early warning system, currently work in development by the authors. Not all MHWs will be captured by coarser resolution seasonal forecast models. However, impacts of synoptically driven events for example, would be limited to local regions as compared to regional events driven by more predictable larger scale climate drivers. The time between events (recovery window) is also an important consideration as resilience of systems becomes reduced due impacts of repeated events. Negative impacts, both ecological and economic, may be occur at increasingly lower thresholds with consecutive MHWs and reduced recovery periods.

Seasonal forecasting of ocean temperatures has been demonstrated as an important for marine stakeholders to cope with climate variability and increase their resilience in the face of climate change. Ocean temperature forecasts can be enhanced to provide MHW predictions, which are of particular interest to marine decision-makers. Our preliminary mapping of monthly SST > 90th percentile forecast skill to areas of greatest change in MHW onset and decline rates gives an indication of where forecasts will be particularly useful in providing preparation windows to marine managers. In this fast-developing research field, prototype seasonal forecasts for MHWs on timescales of weeks to months are close to fruition. As oceans warm, there will be an increasing need for all marine stakeholders to manage their climate risk, particularly around extreme events such as MHWs. Seasonal forecasts can provide additional time for marine stakeholders to prepare for an event, information about how long they need to cope with extreme conditions and as model skill increases at longer leadtimes, how long they have before the next event.
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This paper investigates marine heatwave (MHW) characteristics in New Zealand's Earth System Model (NZESM) simulations for present-day conditions and how they are projected to change in the future in relation to anthropogenic greenhouse gas emissions. Three emission scenarios following the state of the art shared-socioeconomic pathways (SSPs, SSP1 2.6, SSP2 4.5, and SSP3 7.0) are each evaluated with a set of three ensemble members. These analyses are focused on the ocean around New Zealand, where NZESM captures boundary currents and mesoscale eddies, due to its high-resolution nested ocean grid. For present-day conditions, the model overestimates MHW intensity and underestimates the number of annual MHW days for subtropical waters, while some smaller positive biases are present in subantarctic waters compared to observations. Despite this, NZESM agrees with the observational pattern that more intense MHWs and more annual MHW days are found in subtropical waters compared to subantarctic waters. NZESM projects that MHW intensity will increase more strongly in subtropical waters compared to subantarctic waters, while the largest changes in annual MHW days are projected south of Australia and the Tasman Sea in the Subtropical Front (STF) frontal region, which suggests a southward shift of the STF under increased greenhouse gas emissions. Results using a high-emission scenario (SSP3 7.0) show an increase between 80 and 100% of median MHW intensities by the end of the century relative to the present-day for all analyzed coastal regions, and MHW conditions could become permanent year-round by the end of the century.

Keywords: climate extreme, ocean model, high-resolution, marine heatwave, CMIP6, future projection, earth system, coastal impacts of climate change


INTRODUCTION

New Zealand, with its two main islands, is surrounded by subtropical waters, which greatly impact its climate (Behrens et al., 2021). The prevalent westerly winds carry moist and warm air from the warm Tasman Sea toward New Zealand, where mountain ranges generate large rainfall upstream, and drier and warmer conditions downstream of the mountains, due to the Foehn effect (e.g., Wratt et al., 2000). Climate change is affecting New Zealand's oceans, where a southward expanding Subtropical Gyre and southward shifting Subtropical Front causes warmer sea-surface temperatures (SST) (Cai et al., 2005; Roemmich et al., 2007; Shears and Bowen, 2017; Sutton and Bowen, 2019; Behrens et al., 2021). In addition to the underlying continuous warming, several climate extremes such as marine heatwaves (MHWs) have been recorded around New Zealand over the past decades (Oliver et al., 2017; Salinger et al., 2019). The coastal regions around the Tasman Sea host a rich and diverse marine ecosystem, aquaculture facilities and commercial and recreational fishing grounds (Edgar and Barrett, 1999; Crawford, 2003; Gordon et al., 2010; Johnson et al., 2011; Townsend et al., 2018; Stenton-Dozey et al., 2021). All of these are impacted by extreme events, and hence new research analyzing and projecting changes in MHWs is beneficial to quantify future risks (Oliver and Holbrook, 2018; Chiswell and O'Callaghan, 2021). Blocking high pressure systems and changes in ocean heat content due to changes in the oceanic transports have been identified as the main drivers for MHWs (Behrens et al., 2019; Holbrook et al., 2019; Salinger et al., 2019, 2020; Li et al., 2020). With a warming ocean, caused by further increasing greenhouse gas (GHG) emissions, MHWs are expected to become more intense and longer compared to the present-day (Oliver et al., 2021). Trends in MHWs are not spatially uniform and regions with larger projected changes have been identified; usually where oceanic currents, such as the East Australian Current (EAC), are projected to change (Oliver et al., 2015; Gupta et al., 2021).

Updated projections of future MHWs from the new Coupled Model Intercomparison Project 6 (CMIP6) (Plecha and Soares, 2020; Qiu et al., 2021) against the older CMIP5 (Oliver et al., 2019) increase the confidence in projected future MHW conditions, due model improvements and refined future scenarios. These largely global assessments, however, do not allow for a focussed regional assessment of MHWs. Here, details in the regional oceanography, relating to oceanic currents and water mass properties play an important role in how MHWs arise and how they influence the ecosystem, in particular coastal regions. In this study we assess MHWs in the ocean around New Zealand in the New Zealand Earth System Model [NZESM, Williams et al., 2016] for present-day conditions and future conditions using the CMIP6 scenarios. The aim of this study is to generate a spatially detailed understanding of how MHWs could change around New Zealand in relation to GHG emissions. Recent studies have shown that UKESM (Kuhlbrodt et al., 2018), the basis of NZESM, has a high climate sensitivity to GHG emissions, with an equilibrium climate sensitivity (ECS) and transient climate response (TCR) of 5.3 and 2.8°C, respectively (Meehl et al., 2020). Both values exceed the considered likely ranges of 1.5–4.5°C for ECS and 1–2.5°C for TCR (Nijsse et al., 2020), reflecting that NZESM will show a stronger surface warming response to GHG emissions globally.

The paper is structured as follows. Section Methods describes the model and methods. Section Results presents the main results. Here, Sections Regional MHW Intensity, Regional Annual MHW Days, MHW Duration, and MHW Seasonality provide a detailed overview of how MHW characteristics change for coastal regions around New Zealand and over the Tasman Sea. Section Discussion and Summary discusses and summarizes the findings of this paper.



METHODS

NZESM is a fully coupled earth system model based on UKESM, which uses NEMO (Madec et al., 2017) and MEDUSA (Yool et al., 2013) to simulate ocean physics and ocean biogeochemistry, the Unified Model (Walters et al., 2019) and Jules (Walters et al., 2019) for the atmosphere and land surface processes, and CICE (Rae et al., 2015; Hunke et al., 2017) for sea-ice. NZESM has been refined to capture the oceanic circulation for the New Zealand region better than its parent model, by embedding a 1/5° resolution nested region in the ocean around New Zealand (Behrens et al., 2020) and by incorporating a solar-cycle dependent photolysis rate (Dennison et al., 2019). The ocean grid cells around New Zealand are ~17 km wide and allow oceanic mesoscale processes to be resolved without the use of Gent and McWilliams (1990) parameterization. More technical details of NZESM can be found in Behrens et al. (2020). Resolving these small-scale processes and improving transport of boundary currents in NZESM has led to reduced model biases in temperature and salinity around New Zealand. However, more realistic transports, in particular by the East Australian Current and improved circulation around New Zealand in combination with the elevated climate sensitivity of UKESM, have led to an exacerbated warm SST bias in the Southern Ocean (Behrens et al., 2020).

Using NZESM, three historical ensemble simulations have been performed, started from different initial conditions and simulating the period from 1950 to 2014. Different start dumps (e.g., different years) of historical UKESM simulations were used to generate slightly different initial conditions for the historical simulations in NZESM. These three simulations have each been continued, from 2015 to 2100, following three climate change scenarios: SSP1 2.6, SSP2 4.5 and SSP3 7.0 (O'Neill et al., 2016), hereafter SSP 2.6, SSP 4.5 and SSP 7.0, which are part of the Tier 1 set of simulations within ScenarioMIP (O'Neill et al., 2016). These projections are intended to span a realistic range of possible future climates from aggressive reduction of GHG emissions (SSP 2.6) up to continued increases in GHG emissions (SSP 7.0). The number of scenarios and number of ensemble members in NZESM is constrained by available computational resources.

MHWs in NZESM and observationally-based NOAA OI-SST (https://psl.noaa.gov/data/gridded/data.noaa.oisst.v2.highres.html) have been diagnosed using key numerical guidelines outlined by Hobday et al. (2016). The widely-used Hobday et al. (2016) definition to detect MHWs is based on daily SSTs, a daily SST climatology and a 90th percentile threshold which needs to be exceeded for a minimum of five consecutive days to identify a MHW. The absence of daily SST data in NZESM prevented us to follow this approach. A pragmatic choice was taken to overcome this issue by using five daily averaged SST data from NZESM and NOAA OI-SST instead. These five-daily averaged SSTs were used following the Hobday et al. (2016) guidelines to construct a 5-daily climatology and to obtain the 90th percentile thresholds. A MHW was then identified when the actual SSTs exceeded the 90th percentile. No minimum duration limit was applied since the data represents mean SSTs over a 5-day period. The climatology was generated over a 30-year period from 1983 to 2012, following Oliver et al. (2018b). No additional smoothing has been applied to the baseline climatology, since the 5-daily averages reduced the level of high-frequency variability compared to daily SSTs (Supplementary Figures S1–S3). Overall our method detects the same features but is less restrictive than the Hobday et al. (2016) definition which affects the MHW characteristics. Using 5-daily averages instead of daily SST data reduces the median MHW intensities by about 0.4 to 0.8°C but increases the median annual MHW days by 20–40 days.

In this paper the MHW intensity, annual MHW days, the length of MHWs and the timing during the year when MHWs occurs have been evaluated. The MHW intensity is the SST difference between the actual SST and the mean of the reference climatology. The annual MHW days is the number of days per year when the MHW criteria are met. The length of a MHW defines for how many consecutive days the MHW criteria is met. Since 5-daily mean SST data has been used in this study, the interval steps for annual MHW days and MHW length for an individual simulation of NZESM is a multiple of 5 days. For each simulation of NZESM these diagnostics were calculated separately.

In order to evaluate these MHW diagnostics and measure how they evolve in the future, 20-year periods have been defined. The first period spans the last 20 years of the historical period (1995–2014, hereafter considered as present-day conditions) and has been compared to 2040–2059 (“middle of the century”) and 2080–2099 (“end of the century”). The three ensemble members in each SSP cover these 20-year periods with, in total, 60 years of 5-daily MHW statistics. Over these 20-year periods medians were calculated in NZESM and observations to describe the overall MHW ensemble characteristics and to explore the model range (see Supplementary Figures S5, S6 for results of individual NZESM simulations). To test if future projected MHW statistics change significantly in respect to the historical reference period a two sample and two-sided Kolmogorov-Smirnov test (Massey Jr, 1951) has been performed, where p-values of < 0.01 have been used to identify significant change from the historic baseline. The significance test has been applied across the 60 year-long sample from all three ensemble members.

Making use of the fine oceanic model mesh of NZESM, a more detailed evaluation of MHW characteristics has been conducted for the Tasman Sea and three coastal regions around Tasmania and the North and South Islands of New Zealand. The Tasman Sea is defined as the oceanic region between 147 to 173°E and 43 to 31°S and has been identified together with the coastal water of Tasmania, where sea surface temperatures increase rapidly (Oliver et al., 2013, 2018a). The three coastal regions are defined by grid boxes within 50 km from the coast and water depths of <100 m. Using this definition the coastal region around Tasmania, North Island, South Island are characterized by 127, 189, and 219 grid boxes, respectively (Supplementary Figure S4).



RESULTS


Median MHW Intensity

Intense MHWs (>2.5°C) in NZESM (Figure 1a) are visible in the EAC Extension, around Tasmania and western parts of the Tasman Sea (orange box). In addition, strong median MHW intensities (>2°C) are also present to the North-East and East of the North Island of New Zealand and south of the Chatham Rise. MHW intensity in the subpolar waters, south of the STF, is in general lower compared to subtropical waters north of the STF.
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FIGURE 1. Median MHW intensities for 1995–2014. (a) NZESM ensemble, (d) NOAA OI-SST and (g) the anomaly between NZESM ensemble and NOAA OI-SST. NZESM projected changes of median MHW intensity relative to 1995–2014: for SSP 2.6 in (b,c) for 2040–2059 and 2080–2099, respectively; for SSP 4.5 in (e,f) for 2040–2059 and 2080–2099, respectively; for SSP 7.0 in (h,i) for 2040–2059 and 2080–2099, respectively. Each panel of model data represents results of a 60 year member ensemble i.e., 20 years of data from each of the three-ensemble members. The white hatched regions indicate regions where change in median MHW intensity is not significant (p > 0.01) compared to the historical reference period. The orange box indicates the Tasman Sea, while the coastal regions around North and South Island of New Zealand, and Tasmania, are illustrated by the red, blue and magenta dotted lines, respectively. A detailed map of the coastal regions and grid boxes which characterize these regions is provided in the Supplementary Figure S4.


The observed MHW intensity pattern from NOAA OI-SST (Figure 1d) shows similarities to the modeled pattern, while the overall modeled intensities are around 0.75–1.75°C higher (Figure 1g) than NOAA OI-SST. The largest biases (>1.25°C) are found in the EAC Extension, around Tasmania, north of the North Island and south of the Chatham Rise. In the observations the Tasman Sea, the coastal waters of Tasmania and region east of New Zealand are characterized by elevated MHW intensities (>1.5°C). More intense MHWs are also found to the northeast and east of the North Island of New Zealand, with intensities exceeding 2°C in some locations. Observed MHW intensities also show, as with the model, higher intensities in the subtropical waters compared to the subantarctic waters. Overall, the model shows for most regions a positive model bias in MHW intensity, caused by a larger warming trend during this historical period than seen in the observations. Note that the UKESM shows a predominantly negative bias for most of this region, with exception to North East Tasman Sea and to the North East Tasmania (Supplementary Figure S7).

Projections show a further intensification of MHW in the future (Figure 1), relative to the 1995–2014 period. In SSP 2.6, MHW intensity increases are largest (>0.5°C) in the southern Tasman Sea, while intensities in the remaining subtropical waters increase between 0.25 and 0.5°C for the period 2040–2059 (Figure 1b). For 2080 to 2099 (Figure 1c), the MHW intensities continue to increase further, with the Tasman Sea showing an increase between 0.5 and 0.75°C, reflecting an increase of around 40%. This is also true for the region north and east of the North Island of New Zealand and around the Chatham Rise.

In SSP 4.0 (Figures 1e,f) the MHW intensity response is stronger than for SSP 2.6. Between 2040 and 2059 the ocean around New Zealand and over the Tasman Sea shows MHW intensities between 0.5 and 0.75°C relative to the historic period. This intensification continues through to 2080–2099, where the Tasman Sea, the region around the North Island of New Zealand and the Chatham Rise, show median MHW intensities well above 1°C, which corresponds to an increase of about 50%.

In SSP 7.0 the anomalies for 2040–2059 (Figure 1h) are very similar to SSP 4.5 during that time. But the intensity anomalies increase by around 1.5°C for the later period 2080–2099 (Figure 1i) above anomalies seen in SSP 4.5. The ocean around Tasmania, around the North Island of New Zealand and around the Chatham Rise experience intensities above 1.75°C and the remaining subtropical region experiences intensities above 1°C, which reflects an increase of roughly 100% compared to the historical period.

Overall, these diagnostics show that with increased GHG emissions MHWs become more intense, but not in a spatially uniform pattern. Subtropical waters, north of ~45°S, experience a stronger warming than subantarctic waters, and therefore more intense MHWs.



Median Annual MHW Days

The NZESM ensemble (Figure 2a) shows the largest number of annual MHW days (>50 days) in the southern part of the Tasman Sea and around Tasmania. Lower numbers (<40 days) of annual MHW days are seen north of the Tasman Front, east of New Zealand and in the sub-Antarctic waters. The observations show a similar pattern for the Tasman Sea but more MHW days east of New Zealand (Figure 2d). The model underestimates the number of annual MHW days (20–30 days) between 24°S and the STF west of New Zealand, but up to 70 days east of New Zealand (Figure 2g). At the same time annual MHW days are overestimated (20–30 days) in subantarctic waters, south of the STF. Note, UKESM overestimates (>50 days) annual MHW days over the Tasman Sea region and toward the Subtropical Front (Supplementary Figure S8).
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FIGURE 2. Median annual MHW days for 1995–2014. (a) NZESM ensemble, (d) NOAA OI-SST and (g) the anomaly between NZESM ensemble and NOAA OI-SST. NZESM projected changes of median annual MHW days relative to 1995–2014: for SSP 2.6 in (b,c) for 2040–2059 and 2080–2099, respectively; for SSP 4.5 in (e,f) for 2040–2059 and 2080–2099, respectively; for SSP 7.0 in (h,i) for 2040–2059 and 2080–2099, respectively. Each panel of model data represents results of a 60 year member ensemble i.e., 20 years of data from each of the three ensemble members. The orange box indicates the Tasman Sea, while the coastal regions around North and South Island of New Zealand, and Tasmania, are illustrated by the red, blue and magenta dotted lines, respectively. A detailed map of the coastal regions and grid boxes which characterize these regions is provided in the Supplementary Figure S4.


In SSP 2.6 for the period 2040 to 2059 (Figure 2b), the number of annual MHW days increases by at least 25 days in subtropical waters, with the southern Tasman Sea showing more than 75 MHW days per year, an increase of at least 75% to the historical period. For the period 2080–2099 the number of annual MHW days increases by about 50 days (Figure 2c), but there is a larger increase in the Tasman Sea and east of the Chatham Rise.

In SSP 4.5 the number of annual MHW days for 2040–2059 increases by around 25 days compared to SSP 2.6 (Figure 2e), with subtropical regions experiencing an increase of more than 75 annual MHW days in SSP 4.5, compared to the historical period. In particular, the southern Tasman Sea and the region south of it shows the largest increase in annual MHW days, of more than 125 days, compared to the historical period. This represents an approximate doubling compared to SSP 2.6. For 2080–2099 this increase in annual MHW days continues further and subtropical waters show more than 125 additional annual MHW days (Figure 2f). The southern Tasman Sea and the region east of the Chatham Rise experience more than 150 additional annual MHWs days at that point in time.

The number of annual MHW days in SSP 7.0 for 2040–2059 (Figure 2h) is very similar to SSP 4.5 but with an overall slight increase in annual MHW days. However, for 2080–2099 the number of annual MHW days increases substantially (Figure 2i) compared to SSP 4.0 and to the earlier time period. At that point subtropical waters experience between 150 and 200 additional annual MHW days (~200% increase), and the regions of the southern Tasman Sea and east of Chatham Rise experience more than 225 additional annual MHW days, compared to the historical period.



Regional MHW Intensity

Around the North Island (1st row, Figure 3), NZESM (blue) overestimates MHW intensities on average by about 0.7°C compared to NOAA OI-SST (black), for the historical period 1995–2014. NZESM does not capture the low MHW intensity (<0.25°C), which causes the bimodal distribution in NOAA OI-SST. In the future scenarios, the historical distribution shifts to more intense MHWs, which leads to a broadening of the distribution. In SSP 7.0 the averaged MHW intensity reaches 4°C, which reflects nearly a doubling compared to the historical period.
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FIGURE 3. Evolution of MHW intensity. Histograms show the probability distribution for certain regions and periods for the historical simulations and future projections. (a–d) coastal region around the North Island. (e–h) coastal region around the South Island. (i–l) over the Tasman Sea and (m–p) around Tasmania. Regions are shown in Figures 1, 2 and Supplementary Figure S4. NOAA OI-SST is represented by black, while NZESM is represented by blue for the historical period 1995–2014. For the future scenarios the orange and purple distribution indicates 2040–2059 and 2080–2099, respectively. The color coded numbers in each panel represent the mean (median, in parenthesis) MHW intensity for each distribution. The MHW intensity bins are 0.25°C wide and the area under curve integrates to 1. The model data represents results of a 60 year member ensemble i.e., 20 years of data from each of the three-ensemble members.


The distributions for the coastal region around the South Island (2nd row) are very similar to those around the North Island. The model results show a better agreement with the NOAA OI-SST than around the North Island, and mean MHW intensities are only 0.6°C higher, but the model does not show the bimodal observed distribution. The mean MHW intensities are lower compared to the coastal region around the North Island, suggesting a lower warming over the historical period. However, in SSP 7.0 for 2080–2099, mean MHW intensities are projected to reach 3.4°C, compared to 1.9°C for the historical period and reflecting an increase of 80% compared to historical intensities.

For the Tasman Sea (3rd row), the distributions are very similar to the coastal region of the North Island. The mean modeled MHW intensities are about 0.3°C higher compared to NOAA OI-SST. The future distributions follow very much the evolution for the coastal region of the North Island and show mean MHW intensities of 2.9°C in SSP 7.0 for 2080–2099, which is an increase of 80% to the historical period. The coastal region around Tasmania (bottom row) follows the Tasman Sea distribution with mean MHW intensity 0.7°C higher than observations. The coastal region around Tasmania shows a similar warming as the Tasman Sea and South Island, with an increase of 75% by the end of century in SSP 7.0. Overall, the coastal region around the North Island experiences the largest absolute increase in future MHW intensity, compared to the other regions.



Regional Annual MHW Days

While the MHW intensity showed relatively little regional dependencies, the number of annual MHW days and probability distribution varies substantially between regions (Figure 4). NZESM underestimates the number of annual MHW days on average by about 17 days compared to NOAA OI-SST for the coastal region around the North Island (Figure 4a). Here, NOAA OI-SST shows on average 53 annual MHW days. The future simulations (Figures 4b–d) show increases in the number of annual MHW days, which reach 168 days on average in SSP 7.0 for 2080–2099—an increase of 360%. By that time the coastal region will experience at least 100 MHW days every year. NZESM shows a good match compared to the NOAA OI-SST for the coastal region around the South Island NZESM over the historical period (Figure 4e) with a mean model bias of about −5 days. The future projections show a broadening of the distribution toward a larger number of annual MHW days (Figures 4f–h). In SSP 7.0 for 2080–2099 this region experiences on average 174 annual MHW days—an increase of 460% to the historical period. For the Tasman Sea NZESM underestimates the number of MHW days by about 18 days on average (Figure 4i). The future projections (Figures 4j–l) show similar behavior to the coastal North Island, but with an increased probability of higher numbers (>200 days) of annual MHW days in SSP 7.0 for 2080–2099. In this scenario annual MHW days increase by 400% on average. The observations around Tasmania show a peak around 100 annual MHW days, which is not captured by NZESM, which shows a bias of −28 days on average. In SSP 7.0 for 2080–2099 this regions experiences 172 annual MHW days on average—an increase of 220% to the historical period.
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FIGURE 4. Evolution of annual MHW days. Histograms show the probability distribution for certain regions, and periods for the historical simulations and future projections. (a–d) coastal region around the North Island. (e–h) coastal region around the South Island. (i–l) over the Tasman Sea and (m–p) around Tasmania. Regions are shown in Figures 1, 2 and Supplementary Figure S4. NOAA OI-SST is represented by black, while NZESM is represented by blue for the historical period 1995–2014. For the future scenarios the orange and purple distribution indicates 2040–2059 and 2080–2099, respectively. The color coded numbers in each panel represent the mean (median, in parenthesis) annual MHW days for each distribution. The annual MHW days bins are 5 days wide and the area under curve integrates to 1. The model data represents results of a 60 year member ensemble i.e., 20 years of data from each of the three-ensemble members.




MHW Duration

For the coastal region around the North Island NZESM shows a good agreement with NOAA OI-SST (Figure 5a), with the largest probability for MHW to last between 5 and 10 days. In the future projections a bimodal distribution emerges (Figures 5b–d). Short MHWs with 5–10 days duration are still most likely, but the secondary peak is showing MHWs to last between 100 and 250 days in SSP 7.0 for 2080–2099. The cause of this long-duration peak will be discussed in the next section. The duration of MHWs for the coastal region around the South Island (Figure 5e) aligns well between NZESM and NOAA OI-SST, although the likelihood for short MHWs (<10 days) is underestimated and—as for the coastal region for the North Island, the distribution develops a bimodal structure. In comparison to the North Island, the probabilities for the secondary peak are lower for the South Island and the distribution broader. The results for the Tasman Sea (Figures 5j–l) are very similar to those for the coastal region of the North Island, with modeled probabilities for short lasting MHWs ( ≤ 20 days) slightly overestimated. The coastal region around Tasmania (Figures 5m–p) largely follows the response of the Tasman Sea, but with a reduced probability for short lasting MHWs ( ≤ 30 days) and enhanced probability for longer MHWs (>200 days).
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FIGURE 5. Evolution of MHW duration. Histograms show the probability distribution for certain regions, and periods for the historical simulations and future projections. (a–d) coastal region around the North Island. (e–h) coastal region around the South Island. (i–l) over the Tasman Sea and (m–p) around Tasmania. Regions are shown in Figures 1, 2 and Supplementary Figure S4. NOAA OI-SST is represented by black, while NZESM is represented by blue for the historical period 1995–2014. For the future scenarios the orange and purple distribution indicates 2040–2059 and 2080–2099, respectively. The color coded numbers in each panel represent the mean (median, in parenthesis) MHW duration for each distribution. The MHW duration bins are 10 days wide and the area under curve integrates to 1.


Overall, NZESM is able to simulate the duration of MHWs realistically and develops a bimodal distribution in the future with a proportion of MHWs projected to last longer than 100 days in SSP 7.0 by the end of the century. Relative increases are largest around New Zealand and over the Tasman Sea (>350%) in this scenario, with those around Tasmania nearer 200%.



MHW Seasonality

The modeled seasonality for the probability of MHWs (solid line) over all four regions agrees with the observed seasonal cycle (Figure 6)), with MHWs starting to emerge by December and vanishing by the middle of June, across all three coastal regions. Only the Tasman Sea shows a very low probability for MHWs during the winter for the historical period. The peak probability for MHWs is reached in middle of February, which marks the peak of summer in the southern hemisphere. That is also when median MHW intensity is the highest (dashed lines). The future projections show a distinct broadening of the probability peak, which reflects an extension of the season when MHWs occur, with highest intensities occur during February. This broadening in the MHW probability is more sensitive to the specific SSP scenario, while the response between all four regions is very similar. The results show that the extension of the MHW season is not uniformly split between the start and end of the season. In SSP 7.0 for 2080–2099 the MHW season starts in November about 1 month earlier, compared to the historical period (Figures 6d,h,l,p). However, probabilities at the end of season only gradually decline, with low values reached between July and September. That reflects a disproportional extension of the MHW season of 2–4 months at the end of the season. In SSP 7.0 by 2080–2099 all regions show MHWs during winter season, while probabilities are very low for the North Island and Tasmania. However, the other two regions suggest that some MHWs could persist for more than 365 consecutive days. Hints of that behavior were already seen in Figure 5, where these two regions showed elevated probabilities for MHWs to last more than 300 consecutive days. The median intensity for these MHW during winter seasons stays above 1.5°C for the South Island, Tasman Sea and Tasmania while around 1°C for the North Island. February median intensities vary between 4.8 and 5.5°C between all regions.
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FIGURE 6. Seasonality of MHW probability (solid lines, left y-axis), measured by the number of grid boxes which experience a MHW, and median MHW intensity (dashed lines, right y-axis) for selected regions. (a–d) coastal region around the North Island. (e–h) coastal region around the South Island. (i–l) over the Tasman Sea and (m–p) around Tasmania. Regions are shown in Figures 1, 2 and Supplementary Figure S4. NOAA OI-SST and NZESM for the historical period from 1995–2014 is represented in black and blue, respectively. The orange and purple lines show results for the period 2040–2059 and 2080–2099, respectively. The time bins are 5 days wide and the area under curve for the probability integrates to 1. The model data represents results of a 60 year member ensemble i.e., 20 years of data from each of the three-ensemble members.


The evolution of the seasonal profile explains the emergence of the bimodal distributions for MHW duration seen in Figure 5. In a warmer future, MHW lasting the full summer becomes virtually guaranteed, producing the long-duration peak. However, the other seasons are still not warm enough to produce long-persistent MHW events, instead producing the short-duration peak.




DISCUSSION AND SUMMARY

This study uses high-resolution (1/5°) output from the New Zealand Earth System Model to characterize present-day and future changes of MHW characteristics in the ocean around New Zealand, following a set of three socioeconomic pathways (SSP1 2.6, SSP2 4.5 and SSP3 7.0). NZESM and its parent model UKESM has a higher climate sensitivity (ECS of 5.3°C and TCR of 2.8°C) to greenhouse gases. The considered likely range is from 1.5 to 4.5°C for ECS and 1 to 2.5°C for TCR (Meehl et al., 2020; Nijsse et al., 2020; Tierney et al., 2020). The higher climate sensitivity of NZESM means that global mean surface temperature will increase more strongly with greenhouse gas emissions than considered realistic. Recent results suggest that in particular surface temperature changes in tropical regions are more directly impacted by the higher climate sensitivity than in the Southern Ocean (Huusko et al., 2021). Instead of a multi-model approach (Alexander et al., 2018; Holbrook et al., 2019; Oliver et al., 2019; Hayashida et al., 2020; Plecha and Soares, 2020), an ensemble approach has been used in this regional study, with three ensemble members in each SSP, to explore the solution space of MHW projections in an eddy permitting system. Coarse models do underestimate variability in energetic regions, like western boundary currents and the Southern Ocean, where eddy activity and associated intrinsic variability (Penduff et al., 2011) is high and affect how they predict MHWs (Frölicher et al., 2018; Oliver et al., 2019; Hayashida et al., 2020).

Nevertheless, our overall findings align with previous work, which shows in general that MHWs will become more frequent and intense under future warming scenarios compared to the present day (Frölicher et al., 2018; Oliver et al., 2018b, 2019; Hayashida et al., 2020; Sen Gupta et al., 2020). Our model results show that these changes vary regionally. Subtropical waters experience more frequent and more intense MHWs under present-day conditions compared to subantarctic waters south of the STF. Future projections show a larger warming in subtropical waters than in subantarctic waters, which causes MHW intensity to increase disproportionally between both regions. The projected pattern follows present-day observed temperature trends (Shears and Bowen, 2017; Sutton and Bowen, 2019) in this region. For annual MHW days the largest projected changes are observed south of Australia and of the Tasman Sea in the STF region, which points to a southward shift as a consequence of expanding subtropical gyres and changes in western boundary currents in the Southern Hemisphere (Oliver and Holbrook, 2014; Hu et al., 2015; Yang et al., 2016, 2020; Gupta et al., 2021; Misra et al., 2021).

Due to the absence of daily SST data in NZESM, on which MHW detection is normally based on following the Hobday et al. (2016) definition, a pragmatic approach was taken by using 5-daily averaged SSTs instead. While both methods detect in general the same features, their MHW characteristic differ due the underlying data. Using 5-daily averaged SSTs data reduces the median MHW intensities between 0.4 and 0.8°C but increases median annual MHW days between 20 and 40 days compared to daily SST data. This provides a guideline to place the results into context compared to research based on the Hobday et al. (2016) definition. Recent research has documented mean MHW intensities based on the Hobday et al. (2016) definition between 30 and 20°S around 1.7°C and mean annual MHW days around 10 days per year for 1995–2015 (Holbrook et al., 2022), which aligns with our comparison (see Supplementary Figure S1-S3). A further study using a CMIP6 ensemble showed a very similar pattern of projected change of annual MHW days and intensity around New Zealand (Qiu et al., 2021), providing confidence that our results are quantitatively similar despite being based on 5-daily averaged SSTs. Due to the fine-scale ocean grid of NZESM we attempted to characterize coastal (<50 km and <100 m deep) changes around Tasmania and around both Islands of New Zealand, because of the ecological importance of these regions. NZESM does resolve boundary currents and associated variability better than most global earth system models but still does not resolve and incorporate all key processes for these coastal regions (e.g., sub-mesoscale processes and tides). Despite that, it does provide a first closer look at how MHWs will impact these environments in the future, but further downscaling activities would be required to project these results onto local near-shore scales.

The regional diagnostics reveal that future MHW intensity increases most strongly in coastal waters around the North Island, and comparatively less around Tasmania, Tasman Sea and the South Island. However, the Tasman Sea and the coastal region around the South Island are regions where under high CO2 emission scenarios MHWs can become year-round features relative to a fixed baseline climatology from 1983 to 2012. A moving baseline climatology would be useful when studying the ecosystem response to MHWs and assuming the ecosystem adapts quickly to a new baseline (Oliver et al., 2021). Since the focus here is not to investigate such ecosystem changes, it motivated the use of a fixed baseline and so a moving baseline climatology is out of scope of this study. Furthermore, our results show that the MHW season, which is centered around summer, will disproportionally extend into the autumn season in the future.

While NZESM has been purpose-built for earth system studies around New Zealand and the Southern Ocean, with a few previously identified model biases having been reduced (Behrens et al., 2020), some biases still persist. The model overestimates MHW intensities and underestimates annual MHW days in the subtropical region under present day conditions. The MHW bias pattern between NZESM and UKESM differ, where UKESM shows larger biases around Tasmania and the North Island of New Zealand than NZESM (Supplementary Figures S7, S8). While some future changes in NZESM have been evaluated relative to the historical period, which would eliminate a time-invariant bias, it remains unknown how the underlying bias in NZESM evolves with time and impacts future projections. Here, the comparison with other models can help to identify robust change, while acknowledging there is no model without a bias. However, this exercise is considered out of scope for this particular study. We note the Tasman Sea and region east of New Zealand has experienced intense MHWs in the summers of 2015/16 (Oliver et al., 2017), 2016/17 (Behrens et al., 2019; Salinger et al., 2019) and 2018/19 (Salinger et al., 2020). Due to our choice of the baseline period these events were not included in our observational records. However, simulated climate variability in NZESM does not align in time with observed climate variability so potentially some of these intermittent MHW events have been included in the model results, affecting the described model bias. A larger model ensemble (>3 members) would have been useful here but was not feasible due to computational constraints. The small ensemble size prevented us from looking at extreme MHW events (e.g., maximum intensities) and therefore predominantly median statistics have been applied to diagnose conservative and robust changes.

In summary, the model projections show that distributions of MHW intensity, MHW duration and annual MHW days will broaden to more intense, longer and more frequent MHWs in the future, with the amount of change dictated by the emission scenario. While median MHW intensity increases of about 2°C in SSP3 7.0 for 2080–2099 appear relatively modest the likelihood of more severe MHWs (>6°C) is increased, due to changes in the underlying probability distribution. Here a set of ensemble members in one model framework is helpful to explore the solution space in a non-linear, eddying system. It is a future challenge for models when approaching eddy resolving resolution to disentangle forced changes from intrinsic variability.
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Despite numerous studies examining terrestrial or marine heatwaves independently, little work has investigated potential associations between these two types of extreme events. Examination of a limited number of past events suggests that certain co-occurring terrestrial and marine heatwaves have common drivers. Co-occurring events may also interact via local land-sea interactions, thereby altering the likelihood of these events. This study explores possible links between adjacent coastal marine and terrestrial heatwaves around Australia using observation and reanalysis data. We find a significant increase in the number of terrestrial heatwave days in the presence of an adjacent co-occurring marine heatwave along the coastal belt of Australia. In most regions, this increase persists at least 150 km inland. This suggests that processes operating beyond the narrow coastal belt are important in most regions. We also show that synoptic conditions driving a terrestrial heatwave in three locations around Australia are conducive for warming the ocean, which would increase the likelihood of a marine heatwave occurring. However, ocean state must also be conducive to reach MHW conditions. Our findings suggest that co-occurring terrestrial and marine heatwaves co-occur more frequently than chance would dictate, and that large scale synoptics may be conducive to both coastal terrestrial and marine heatwaves.
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INTRODUCTION

Heatwaves are prolonged periods of extreme temperature (Perkins and Alexander, 2013), impacting a wide range of sectors including public health, agriculture, infrastructure and transportation. Thousands of deaths due to heat stress have been attributed to terrestrial heatwaves in Europe in 2003 (Coumou and Rahmstorf, 2012), Russia in 2010 (Russo et al., 2015) and India in 2015 (Ghatak et al., 2017). The Russian agricultural sector experienced a major setback after the 2010 heatwave which resulted in a 30% loss in grain harvest (Barriopedro et al., 2011). A heatwave in southeast Australia in 2009 caused the buckling of railway tracks and the “bleeding” of roads made of bitumen, thus taking a toll on the rail and road transport infrastructure in Melbourne (McEvoy et al., 2012).

Terrestrial heatwaves are usually associated with persistent synoptic conditions often associated with a high pressure system. These high pressure systems result in subsidence in their core, giving rise to adiabatic warming which results in the anomalously high surface air temperatures experienced during a heatwave (Black et al., 2004; Pfahl and Wernli, 2012). They are also associated with few clouds/clear skies which increase incoming shortwave radiation to the surface, and reduced winds which cause reduced evaporative cooling (Miralles et al., 2014; Perkins, 2015) and by surface sensible heating caused by warm air advection (Quinting et al., 2018), all of which result in prolonged hot conditions at the surface.

Heatwaves are not only limited to land but are increasingly being investigated in the marine environment (Lima and Wethey, 2012; Oliver et al., 2018, 2020; Holbrook et al., 2020; Sen Gupta et al., 2020). Although past studies have examined anomalously warm sea surface temperature (SST) events, the term “Marine Heatwave” (MHW) was not coined until Pearce et al. (2011) published their study about the 2010/11 “Ningaloo Nino” event. This event coincided with an extremely strong La Nina event and persisted for over 8 weeks, with SSTs along the West Australian coastline exceeding average conditions by 3–5°C. MHW impacts include widespread mortality of marine organisms, changes in species distribution and reduced carbon sequestration due to high mortality of sea grasses and other habitat forming species (Smale et al., 2019). These impacts can have important socio-economic consequences. Fishing industries were negatively affected during the 2012 north east Pacific warming event, leading to economic instability (Mills et al., 2013; Cavole et al., 2016). Similarly, the 2016 MHW in the Great Barrier Reef resulted in the degradation of the coral reefs (Hughes et al., 2018) which impacted the distribution of coral fisheries (Brown et al., 2021).

Marine heatwaves are generally caused by local processes such as increased atmosphere-ocean heat fluxes and anomalous ocean advection and mixing. These local processes may be influenced by atmospheric (or possibly oceanic) teleconnections (Hobday et al., 2016; Oliver et al., 2017; Holbrook et al., 2020). The 2015/16 Tasman Sea MHW was primarily caused by warm water advection associated with an anomalously strong East Australian Current (Oliver et al., 2017). In contrast, the 2017/18 Tasman Sea MHW was largely caused by air-sea heat fluxes (Perkins-Kirkpatrick et al., 2018), where a strong and persistent high-pressure system reduced cloud cover and weakened the winds, thereby increasing shortwave radiation and reduced evaporative cooling.

Compared to numerous studies that have independently examined terrestrial or marine heatwaves, research on any possible association between the two is emerging, with some regional studies evident. This is important because the ecological impact and economic consequences of these co-occurring heatwaves could be greater than that of an individual event. Ruthrof et al. (2018) showed that a heatwave spanning across both the terrestrial and marine environments in Western Australia caused alteration of species distributions and mortality of some species in both the terrestrial and marine environments. There is also the increased risk of heat stress in coastal areas during co-occurring heatwaves. Potentially strong interactions between very warm and humid air over MHWs that is advected over land could trigger record-breaking heat stress levels, especially in coastal locations (Pal and Eltahir, 2016; Raymond et al., 2020).

Examination of a limited number of past events suggest that co-occurring terrestrial and marine heatwaves may have common drivers (Schlegel et al., 2017; Rodrigues et al., 2019; Salinger et al., 2019). In addition, co-occurring events could interact with each other via local land-sea interactions, thereby altering the characteristics of one or both events. For example, Rodrigues et al. (2019) explored the physical mechanisms governing the terrestrial heatwave and drought in South America in 2013/14 concurrent with the marine heatwave in the South Atlantic. A persistent blocking high pressure system was associated with subsidence, few clouds and clear skies, reduced winds, and warm air advection, resulting in prolonged hot conditions at the surface, leading to a terrestrial heatwave in South America (Mekonnen et al., 2015). At the same time, the persisting high led to an increase in short wave radiation into the ocean and reduced latent heat losses associated with weak winds causing an anomalous increase in SSTs (Rodrigues et al., 2019), resulting in a concurrent marine heatwave.

Interactions between land and ocean can also increase the likelihood of co-occurring local events. In 2003, anomalous SST warming in the Mediterranean Sea occurred as a result of higher rates of air-sea heat flux caused by the atmospheric heatwave over Europe in 2003, in combination with subdued winds, resulting in positive sea surface temperature anomalies (Sparnocchia et al., 2006; Olita et al., 2007; Garrabou et al., 2009). Similarly, Karnauskas (2020) suggested that the terrestrial heatwave that swept through south-eastern Australia and north to the state of Queensland, played a dominant role in the 2015/16 MHW in the Great Barrier Reef, by advecting warm air from the land over the ocean and thereby amplifying and extending the SST anomaly through turbulent heat fluxes.

Although not explicitly analyzed as a co-occurring event, Schlegel et al. (2017) examined atmospheric and oceanic patterns associated with coastal marine heatwaves in southern Africa. They studied the SSTs, surface air temperatures and atmospheric circulation during marine heatwaves near the coast of southern Africa. They found that coastal marine heatwaves were often associated with warm atmospheric temperatures over the subcontinent as well as with onshore and alongshore winds. This study was one of the earlier indicators of the potential association between marine heatwaves and warmer land temperatures, with the possibility of this leading to co-occurring heatwave events. Coastal marine regions are subject to a higher temperature fluctuation due to shallower waters and hence are more sensitive to the short-term and local forcing (Schlegel et al., 2017).

In this study we strive to understand the potential links between co-occurring terrestrial and marine heatwaves in Australia. To our knowledge, previous studies have not explicitly examined co-occurring terrestrial and marine heatwaves in Australia. However, with heatwaves in Australia (Perkins and Alexander, 2013; Perkins, 2015; Jyoteeshkumar reddy et al., 2021) and the surrounding oceans (Oliver et al., 2018) becoming more frequent and lasting longer, there is a growing need to study co-occurring events in this region.

The key objective of this study is to investigate if marine heatwaves increase the frequency of terrestrial heatwaves. In doing so, we also propose a framework to gain a better understanding about co-occurring terrestrial and marine heatwaves. In section Changes in the Probability of THW Days in the Presence of MHW Conditions we investigate if marine heatwaves are associated with an increase in the likelihood of coastal terrestrial heatwaves. In section Difference in Heatwaves Characteristics Between Co-occurring and Stand-Alone THWs we evaluate how heatwave characteristics such as severity and duration may differ between stand-alone and co-occurring heatwaves. In section Composite Analysis we assess the synoptic conditions during stand-alone THW and MHWs in three case study regions and investigate how these conditions may differ from co-occurring events.



METHODS


Observations of Atmospheric and Sea Surface Temperature

To identify MHWs and their characteristics we use high resolution ([image: image]°) daily gridded SST data obtained from the National Oceanic and Atmospheric Administration Optimum Interpolation Sea Surface Temperature (NOAA OISST) V2.0 from the Advanced Very High-Resolution Radiometer satellite (Reynolds et al., 2007) for the time period 1982–2018.

To identify THWs and to examine the atmospheric conditions associated with heatwaves we use the European Center for Medium-Range Weather Forecasts ERA-5 reanalysis from 1982 to 2018, also with a [image: image]° spatial resolution (Hersbach et al., 2020). ERA5 combines a large number of historical observations into global estimates using advanced modeling and data assimilation systems. ERA5 provides hourly estimates of atmospheric, land and ocean climate variables, making it a consistent dataset that can be used for heatwave detection as well as composite analyses.



Heatwave Detection and Severity Calculation

To identify THWs in Australia (113–154°E, 10–44°S), we use the Perkins and Alexander (2013) definition by using the daily maximum surface air temperature (SAT) from ERA5. A THW is defined as a period of time during which the daily maximum air temperature exceeds the climatological daily 90th percentile for a minimum of 3 consecutive days.

Using the NOAA OISST data from 1982 to 2018 around Australia (90–180°E, 0–60°S), a MHW is defined as periods during which the daily mean SST exceeds the climatological daily 90th percentile for a minimum of five consecutive days, adapted from Hobday et al. (2016; for consistency with the THW definition, we did not combine MHW that fell below the threshold for <2 days).

Daily climatological mean and 90th percentile values for both THWs and MHWs were calculated based on a 30-year baseline period from 1983 to 2012 following Hobday et al. (2018), based on the first availability of global satellite NOAA OISST dataset. In line with the definitions used by Perkins and Alexander (2013) and Hobday et al. (2016), for each day of the year the 90th percentile was calculated using daily temperature values within an 11-day or 15-day window centered on that day, for marine and THWs, respectively. The use of a moving window provides a more robust estimate of percentile values by providing a larger sample size. Both climatological percentile time series were subsequently smoothed using a 31-day moving window to generate smoothly varying climatologies. The 30-year period between 1983 and 2012 was defined as the baseline.

The 5-day minimum MHW criteria was selected based on a sensitivity study that showed that for durations shorter than 5 days there were more MHWs in the tropics than elsewhere, and for durations longer than 5 days there were fewer than one MHW per year in many regions (Hobday et al., 2016). They showed that 5 days was appropriate for capturing a somewhat uniform number of MHW events globally. The 11 and 15 day windows, similarly follows the standard approaches recommended in the above studies.

Once the heatwaves were detected, the severity of both MHWs and THWs was calculated following the Hobday et al. (2018) MHW categorization scheme (Figure 1). Severity is defined as the ratio between the difference between observed SST and climatology and the difference between 90th percentile threshold and climatology. It is a continuous form of the discrete categorization scheme developed by Hobday et al. (2018).


[image: Figure 1]
FIGURE 1. Schematic illustrating stand-alone and co-occurring heatwaves. (A) SST and (B) SAT from (42.12S, 149.9E) and (42S, 148E) respectively. Each MHW is divided into its build-up and decay phases based on the maximum SST of the event. THW may co-occur with the build-up or decay phases of MHW (green bars) or independently of a MHW (red bars).




Changes in the Probability of THWs in the Presence of MHWs

To assess if THWs are more likely to occur in the presence of an adjacent MHW we analyzed the occurrence rates of such events on pairs of coastal and adjacent ocean cells. Our motivation for choosing single adjacent grid cells was to be able to examine how relationships vary as we move inland. We stress that in this analysis we are not examining causality. Stand-alone terrestrial heatwave days were identified when there were no contemporaneous MHW in the adjacent ocean cell. Co-occurring heatwave days were defined as the days in which a terrestrial heatwave is completely encompassed by a marine heatwave (Figure 1). To quantify if terrestrial heatwaves occurred more frequently in the presence of a marine heatwave, the proportion of co-occurring heatwave days relative to stand-alone heatwave days was calculated for each grid cell around the coast of Australia. This value is referred to as the “occurrence ratio” A ratio of 1 would indicate that the number of co-occurring and stand-alone THW days are equal. To test if the proportion is significantly larger than would be expected by chance, a Monte Carlo analysis was performed. For a given grid point, the timeseries of THW days was randomized 10,000 times (simulations), while keeping the contiguous THW days intact (so as to keep the temporal characteristics of the THW time series the same), and the MHW timeseries was left unchanged. To achieve this, for each simulation, the THW series was split at a randomly selected point, and the positions of the two segments were swapped with each other. For each random simulation, the associated occurrence ratio was calculated to generate a probability distribution against which the observed occurrence ratio could be compared. Where the observed ratio was higher than 99% of the randomized simulations, we considered the likelihood of co-occurring THWs to be significantly enhanced.

The analysis was repeated for all coastal grid cells around Australia and their closest marine grid cell.

The ERA5 dataset is a combined dataset, because of which, data over the coast could inadvertently capture data over the ocean. Alternatively, we could have used the ERA5-Land dataset to ensure that the data on the coastal areas is in fact data over land. However, ERA5-Land is produced at higher resolution and forced by ERA5 atmospheric parameters with lapse rate correction but with no additional data assimilation (Muñoz-Sabater et al., 2021). The ERA5 and the NOAA OISST datasets are at 0.25° resolution however there is a 0.125° offset between the two grids. This offset could also result in some coastal cells being contaminated by temperatures from over the ocean. To exclude this possibility, we have calculated the exceedance ratios moving (0.5°, 0.75°, 1.0°, 1.25°, and 1.5°) inland.



Changes in Heatwave Characteristics

In addition to affecting the likelihood of a THW, we might also expect MHWs to influence the characteristics of THWs. To examine this, we calculated the percentage change in mean severity and mean duration of co-occurring (CO) compared to stand-alone (noCO) terrestrial heatwaves at each coastal grid cell (0.5° inland). Statistical significance of the difference between standalone and co-occurring intensities was determined using a Student's t-test. Here, a co-occurring terrestrial heatwave is defined as a THW that is fully encompassed within a MHW. A stand-alone terrestrial heatwave is one that occurs independently of a MHW.



Composite Analysis

To examine whether common synoptic drivers play a role in the generation of co-occurring terrestrial and marine heatwaves, we carried out an event-based composite analysis to determine if there are significant differences between the synoptic conditions during co-occurring and stand-alone terrestrial and marine heatwave events. To do this we calculated the composite means of anomalies of variables that are important in controlling local heating: mean sea level pressure (MSLP), wind speed and direction, downward shortwave radiation (SWR), latent & sensible heat flux (LHF & SHF) and specific humidity, surface moisture from ERA5. The daily anomalies were calculated relative to the 1983–2012 climatological period, in line with the heatwave calculations. As the analysis is specific to THW/MHW at a particular location, we apply this analysis to three case study locations where there have been record-breaking MHWs in the recent past (Feng et al., 2013; Oliver et al., 2017; Karnauskas, 2020): Ningaloo region (23.25°S 113.5°E), Hobart (43°S 148.25°E) and Townsville (19.25°S 147.25°E). These coastal locations are important for economic growth (eg: tourism) and are also close to vulnerable ecosystems such as coral reefs or kelp forests.

After the MHWs were identified, composite means were calculated for the build-up and decay phases of the MHW event. Each MHW was split into two phases on either side of the maximum SSTs (Figure 1). Additionally, for MHW detection, we extend our analysis 2-days on either side of the event (i.e., tstart-2 to tend+2). Inspection of the SST timeseries for MHWs indicates that these shoulder periods are usually associated with strong warming at the start and cooling at the end of the events.




RESULTS

A challenge in understanding the link between THWs and MHWs, is that these events are (by definition) rare, and co-occurring events will be even rarer. When looking at all events pooled across the coastal belt of Australia, we see that THWs and MHWs occurred 2 to 5 times a year at a location (interquartile range, Figure 2D). Co-occurring events are rarer, in many years there will be no such events at a given location (Figure 2D).
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FIGURE 2. Annual heatwave events averaged for each coastal grid cell for (A) stand-alone THWs, (B) stand-alone MHWs and (C) co-occurring THWs. (D) Frequency distribution of annual mean terrestrial, marine and co-occurring heatwave numbers for all [828] 0.5° grid cells around the coastal belt of Australia from 1982 to 2018.


When looking at the annual event numbers for each grid cell along the coast of Australia, there were on average between 1 and 6 terrestrial heatwaves a year, with a strong latitudinal dependence (Figure 2A). In the northern coastal belt, there were typically more (4–6) THWs than along the south (1–3) each year. On the other hand, we do not see a strong north south difference for MHWs. Because of this, annual number of MHWs (3–4) tend to be lower than THWs north of ~25°S, while along the southern coast, there are more (36) MHWs (Figure 2B) than (1–4) THWs. Co-occurring terrestrial heatwaves occurred on average approximately once every year across most of the coast, however in some coastal grid cells there were years during which there were no such events (Figure 2C). The higher number of THWs along the northern coastal belt is consistent with lower frequency atmospheric variability in the tropics. Indeed, examination of the lagged temporal autocorrelation of various atmospheric variables, demonstrates that Townsville (in northern Australia) is subject to much lower frequency variability than Hobart (southern Australia; Supplementary Figure 7).

When looking at all pooled events across the coastal belt of Australia during the study period of 1982–2018, we see that stand-alone and co-occurring THWs typically last between 3 and 5 days whereas MHWs typically last between 6 and 12 days interquartile range, Figure 3D).


[image: Figure 3]
FIGURE 3. Distribution of median event duration of (A) stand-alone THWs, (B) stand-alone MHWs and (C) co-occurring THWs. (D) Frequency distribution of event duration of terrestrial, marine and co-occurring heatwaves for all 0.5° grid cells around the coastal belt of Australia from 1982 to 2018.


When looking at the median event duration of events for each grid cell along the coast of Australia, most stand-alone terrestrial heatwaves lasted 3–4 days (interquartile range, Figure 3A). There is a clear north-south difference in the duration, with longer THWs found across the north of Australia. Stand-alone MHWs around the coastal belt of Australia typically lasted for 7–8 days on average, with the longer events generally along the SE coast of Australia (Figure 3B). The median duration of co-occurring THWs showed similar latitudinal variation to their stand-alone counterparts. However, there were areas along the southern coast where co-occurring events lasted longer than stand-alone THWs (Figure 3C). This is not particularly surprising, given that this data will be much noisier with the reduced sample size.

As the ocean warms, characteristics of temperature extremes would intensify resulting in an increase in MHWs (Oliver et al., 2018). Similarly, terrestrial heatwaves are increasing in frequency, duration and cumulative heat (Perkins-Kirkpatrick and Lewis, 2020). To examine how heatwaves are changing over time, we calculated the trend in the number of heatwave events per year. Almost all the coastal cells around Australia showed a significant increase in the frequency (i.e., number of discrete THW events per year) of terrestrial heatwaves between 1982–2018. Some areas, such as those near the Great Barrier Reef and in NE Tasmania, showed an increasing trend of 3 annual terrestrial heatwaves per decade (Figure 4A). This means that in those regions there are ~11 more terrestrial heatwaves in a year in 2018 compared to 1982.


[image: Figure 4]
FIGURE 4. Trend in the number of events per year per decade of (A) terrestrial heatwaves, (B) marine heatwaves and (C) co-occurring events along the coastal belt of Australia. The trends were calculated for pairs of adjacent cells 0.5° inland for all events from 1982 to 2018. Trends are computed by Sen's Kendall slope estimator, which is nonparametric and is robust against outliers and data that is not normally distributed (Sen, 1986). Trends are only shown where they are statistically significant at the 5% level.


Marine heatwaves in approximately half of the coastal cells around Australia show a significant increase in occurrence between 1982 and 2018. Only a few isolated locations show significant but weak negative trends. The largest positive trends are found along the SE coastal belt of the mainland as well as some areas close to the Southern coast (Figure 4B). Trend values of 2 MHW per year per decade indicate that by 2018 there are about seven more discrete marine heatwaves in a year compared to 1982. The positive trends are likely due to increase in background warming. The dominance of long-term warming as opposed to changes in variability was demonstrated by Oliver (2019) for MHWs.

Despite seeing a positive decadal trend in annual THWs and MHWs along large parts of the coastal belt of Australia, only a few coastal cells such as the SE coast and eastern Tasmania show a significant positive trend in co-occurring THWs (Figure 4C). When co-occurring events are concerned, the sample size is much smaller compared to stand-alone events, and there are many years during which there is no overlap between THWs and MHWs (Figure 2D).


Changes in the Probability of THW Days in the Presence of MHW Conditions

To identify any relationship between terrestrial and marine heatwaves, we tested if there was a higher likelihood for coastal terrestrial heatwaves in the presence or absence of adjacent marine heatwaves.

To illustrate the analysis, Figure 5A shows that for a location situated near the Great Barrier Reef (GBR), the occurrence ratio was 0.82. This means that co-occurring THW days occurred 82% of the time compared to stand-alone THW days. Based on our Monte Carlo analysis (Figure 5A), if there were no causal relationship between THW and MHWs, we would expect the occurrence ratio to be between 13 and 34% (i.e., the 1st and 99th percentile range). Therefore, this occurrence ratio is highly unlikely to occur by chance. This suggests that co-occurring events are either influenced by a common driver or are influencing each other through local land-sea interactions.
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FIGURE 5. (A) Occurrence ratio and the associated randomized (Monte Carlo) PDF and 99th percentile of the distribution of co-occurring events at 21.00°S 148.75°E (GBR region). (B) Exceedance ratio (i.e., ratio between occurrence ratio and 99th percentile of Monte Carlo simulations) for all coastal/adjacent ocean cell pairs around Australia. The ratios are calculated for pairs of adjacent cells 0.5° inland, 0.75° inland, 1.0° inland, 1.25° inland, and 1.5° inland.


To provide a measure of the deviation of the observed occurrence ratio from the random distribution, we define an exceedance ratio. This is the ratio between the occurrence ratio and the 99th percentile of the associated randomized Monte Carlo distribution at a given grid cell. An exceedance ratio >1 indicates that the co-occurring events are more likely than chance at the 99th percentile level.

The exceedance ratio exceeds 1 for all coastal cells indicating a significant increase in the likelihood of terrestrial heatwave days in the presence of a marine heatwave (Figure 5B). This effect appears to be strongest off NE parts of Australia, SE Australia, and near the Great Australian Bight (Figure 5B). The exceedance ratio drops off as we move inland off the coast of NE Australia. However, in SE Australia and near the Great Australian Bight, exceedance ratios remain similar as we move inland. When all the coastal points are pooled, the exceedance ratio drops off as we move inland (Supplementary Figure 1). Where there is a rapid drop-off, it would suggest that the THWs are being influenced by the adjacent ocean (or MHWs are being influenced by the adjacent land); where they stay similar it suggests that large scale processes are likely more important.



Difference in Heatwaves Characteristics Between Co-occurring and Stand-Alone THWs

If MHWs act to modify THWs we might expect the severity and duration of co-occurring THWs to change systematically compared to stand alone events. To test this, we examined how these characteristics differ between stand-alone and co-occurring THWs.

By examining the differences in mean severity between co-occurring and stand-alone THWs, we find that there is no overall increase in severity. Most coastal cells do not show a significant change. The limited regions where the difference is statistically significant show an increase in severity (Figure 6A). For event duration, significant changes occur only in certain areas in Western Australia, where the duration of co-occurring events increases by 10–40% compared to stand-alone events (Figure 6B).
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FIGURE 6. (A) Percentage change in mean severity between co-occurring and stand-alone events (B) Percentage change in mean duration between co-occurring and stand-alone events. Black boxes indicate areas where the changes are significant at a 5% significance level.




Composite Analysis

We have seen that in some areas the exceedance ratio drops off as we move away from the coast. This suggests that the relationship between THWs and MHWs may result, in part, due to local coastal processes. However, we have also seen that across most of coastal Australia, the ratio remains similar as we move inland (at least to a distance of 150 km from the coast), suggesting that large scale processes may be playing a role. This means that co-occurrence may be elevated if certain synoptic conditions favor both types of events. In this section, we examine the synoptic conditions associated with stand-alone and co-occurring events for three selected locations where record-breaking MHWs have occurred in the past.


Townsville

The city of Townsville is on the northeast coast of Queensland adjacent to the Great Barrier Reef. By composting all discrete stand-alone THW events for Townsville, we find that these are typically associated with broad warming across NE Australia, with the strongest warming near the coast next to the Great Barrier Reef. This suggests that stand-alone THWs in Townsville are driven by large-scale synoptic conditions and not purely local processes. The composite shows negative mean sea level pressure anomalies off the SE coast of Australia, which result in strong south-westerly wind anomalies extending across SE Australia and the north-westerly off-shore winds (Figure 7a) causing a reduction in the strength of the mean winds (Supplementary Figure 2F). The absolute surface air temperature is cooler offshore (Supplementary Figure 2C). As such the southwesterlies over land may inhibit the onshore transport of cooler marine air allowing a build-up of heat in this area (Figure 7a). In addition, the anomalous southwesterlies over land move across a region subject to anomalous sensible heating of the atmosphere (Supplementary Figure 2I). This warming of air, as it is advected toward the coast is consistent with mechanisms proposed for terrestrial heatwaves in Brisbane, situated on the coast further to the south (Quinting et al., 2018). Using lagrangian backtracking, Quinting et al. (2018) also demonstrated the importance of adiabatic warming as a result of subsidence of air parcels in generating THWs. Locally we find strong shortwave warming that reaches more than 40 W/m2 around Townsville (Figure 8D). This is mainly partitioned into additional sensible heating from the land to the overlying atmosphere, conducive for the THW.
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FIGURE 7. Composite synoptic conditions for stand-alone THWs (left column), stand-alone MHW build-up (center) and co-occurring THW (right column) in Townsville. (a–c) show SAT anomalies (shaded), MSLP anomalies (line contours) and wind vectors. (d–f) show SST anomalies (shaded) and SWR anomalies (line contours). (g–i) show LHF anomalies (shaded) and windspeed anomalies (line contours). (j–l) show specific humidity anomalies. (m–o) show vertical velocity anomalies at 850 hPa. Negative LHF implies a flux of heat from the land/ocean surface to the atmosphere.



[image: Figure 8]
FIGURE 8. Composite means of latent heat flux, sensible heat flux and shortwave radiation anomalies over ocean points during stand-alone MHW, build-up and decay phases, co-occurring THWs and stand-alone THWs for (A) Townsville, (B) Ningaloo and (C) Hobart; composite means of latent heat flux, sensible heat flux and shortwave radiation anomalies over adjacent land points during stand-alone THW and co-occurring THWs for (D) Townsville, (E) Ningaloo and (F) Hobart. Negative LHF and SHF implies a flux of heat from the land/ocean surface to the atmosphere. Asterisks indicate that the composite mean is significantly different from 0 (p < 0.05) based on a Student t-test.


Interestingly, the synoptic conditions associated with these stand-alone THWs also drive a large latent heat flux over the adjacent ocean (Figure 7g). The surface latent heat flux pattern is congruent with the strong specific humidity (Figure 7j) and negative windspeed anomalies (Figure 7g), two of the primary factors controlling latent heat transfer. This high specific humidity may result from additional moisture being advected from tropical regions (Supplementary Figure 3) by the northerly winds.

To examine the MHWs, which generally build up (and decay) more gradually by the accumulation (or loss) of heat into the ocean mixed layer, we look at composites associated with the build-up and decay phases of the MHW separately. The MHWs in the GBR are associated with strong SST anomalies in the region, with the strongest anomalies close to the NE coast off Queensland (Figure 7e).

The synoptic conditions during the MHW build-up are similar to the stand-alone THW, including qualitatively similar wind (Figures 7a,b) and LHF anomalies (Figures 7g,h). This suggests that similar synoptic conditions are conducive to both types of events. Indeed, the composites of co-occurring THWs in Townsville show similar synoptic conditions to both the stand-alone THWs and MHW build-up phase (Figure 7c). Given the similarity in synoptic conditions, the presence or absence of a MHW may also relate to the state of the ocean heat content, mixed layer depth prior to the MHW onset. A shallower mixed layer, for example, would mean that the same net heat flux would generate a larger surface warming.

During the decay phase of stand-alone MHWs in Townsville, the wind anomalies, shortwave radiation flux (Supplementary Figure 4D) and latent heat flux anomalies are all weak (Supplementary Figure 4G). These weak heat flux anomalies suggest that the synoptic conditions are less consistent across different events, compared to the build-up phases.



Ningaloo Region

The Ningaloo Region is located on the northwest coast of Western Australia, adjacent to the Ningaloo Reef. By composting all stand-alone THW periods for Ningaloo, we find that these are typically associated with broad warming across western Australia, with strongest warming near the NW coast. The composite shows positive mean sea level pressure anomalies off the western coast of Australia, which result in strong easterly to south-easterly winds (Figure 9a). The positive SHF anomaly (i.e., additional heat transfer from the atmosphere to the land surface; Figure 8E), suggests that non-local factors are playing an important role in generating the THW at this location. Given composite surface air temperatures do not increase inland toward the east (Supplementary Figure 2B), and sensible heating anomaly composites across NW Australia are weak (Supplementary Figure 2H), advection of anomalously warm air from the interior does not appear to be important. However, absolute temperatures over the adjacent ocean were typically cooler (average difference 10°C) during the THW events. Therefore, there is the possibility of any onshore movement of cooler maritime air being suppressed by these strong anomalous easterlies blowing offshore (Figure 9a).
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FIGURE 9. Composite synoptic conditions for stand-alone THWs (left column), stand-alone MHW build-up (center) and co-occurring THW (right column) in Ningaloo. (a–c) show SAT anomalies (shaded), MSLP anomalies (line contours) and wind vectors. (d–f) show SST anomalies (shaded) and SWR anomalies (line contours). (g–i) show LHF anomalies (shaded) and windspeed anomalies (line contours). (j–l) show specific humidity anomalies. (m–o) show vertical velocity anomalies at 850 hPa. Negative LHF implies a flux of heat from the land/ocean surface to the atmosphere.


As with the stand-alone THWs in Townsville, we find a strong latent heat flux into the ocean. For the stand-alone THWs in Ningaloo, this heat flux extends off the north-western coast of Australia (Figure 9g). Again, this strong LHF anomaly signal is associated with an increase in specific humidity (Figure 9j). The northern part of this specific humidity anomaly could be due to the anomalous north easterlies bringing more moisture from the tropics (Supplementary Figure 3), while further south the elevated specific humidity anomaly may be more related to anomalous vertical advection of moisture (Figure 9m). There is also a strong weakening of wind close to the coast to the north of the Ningaloo region (Figure 9g) which is collocated with the largest LHF anomalies.

MHWs in the Ningaloo region are associated with more widespread strong SST anomalies off the NW coast of western Australia, (Figure 9e). During the build-up phase of stand-alone MHWs, the anomalous northerly winds (Figure 9b) would result in widespread wind speed decreases. This could drive anomalous onshore (downwelling favorable) Ekman transport and suppressed vertical mixing, both of which could be playing a role in the build-up of the MHWs. During the 2010/11 Ningaloo Nino event record northerly wind anomalies off the Western Australian coast resulted in an intensification of the Leeuwin current and abnormally high SSTs in the Ningaloo region (Feng et al., 2013). The negative pressure anomalies and associated anomalous northerly winds also help to increase the advection of warm water as part of the Leeuwin current. As in the case of standalone THW, there are strong positive latent heat flux anomalies (Figure 9h), that are collocated with regions of weaker wind speeds, and specific humidity increase (Figure 9k). The latent heat flux is substantially larger than shortwave radiation anomalies during the MHW build-up (Figure 8B). The influence of latent heat flux on the build-up of MHWs at this location is consistent with findings by Kataoka et al. (2014) and Marshall et al. (2015) in relation to the Ningaloo Nino.

Unlike Townsville, the synoptic conditions for standalone MHW and THW are quite different to each other (Figures 9a,b). However, looking at composites for co-occurring events (during MHW build-up; Figure 9c), we find that the anomalous winds are similar to a combination of the stand-alone THWs (easterlies) and MHW build-up (north-easterlies) composites.

While the SWR and LHF anomalies during the decay are significant (Figure 8B), the composites of the synoptic conditions are relatively weak compared to build-up (Supplementary Figure 4B). This suggests that the decay phase is less strongly tied to a particular synoptic system.



Hobart

Hobart is located in southeast Tasmania adjacent to the Tasman Sea. By compositing all stand-alone THW periods for Hobart, we find that these are typically associated with broad warming across an extended area of Tasmania and mainland SE Australia (Figure 10a). This indicates that standalone Hobart THWs are associated with large scale synoptic conditions and not purely local processes.


[image: Figure 10]
FIGURE 10. Composite synoptic conditions for stand-alone THWs (left column), stand-alone MHW build-up (center) and co-occurring THW (right column) in Hobart. (a–c) show SAT anomalies (shaded), MSLP anomalies (line contours) and wind vectors. (d–f) show SST anomalies (shaded) and SWR anomalies (line contours). (g–i) show LHF anomalies (shaded) and windspeed anomalies (line contours). (j–l) show specific humidity anomalies. (m–o) show vertical velocity anomalies at 850 hPa. Negative LHF implies a flux of heat from the land/ocean surface to the atmosphere.


Stand-alone THWs in Hobart are generally associated with strong positive mean sea level pressure anomalies centered to the east of Tasmania and low-pressure anomalies toward the center of the Great Australian Bight (Figure 10a). This results in strong north/north easterly winds that would advect warmer air temperatures from the mainland and from above the warmer waters off eastern Australia (Figure 10a, Supplementary Figure 2D). These results are consistent with Parker et al. (2014), who found that terrestrial heatwaves in SE Australia are generally associated with high-pressure systems over the Tasman Sea, which causes the movement of warm continental air in a northerly flow over the southeast of the mainland, giving rise to extreme temperatures. Locally there is a large increase in shortwave radiation during stand-alone THWs. However, this does not translate to a corresponding increase in sensible warming of the surface air (Figure 8F).

As with the stand-alone THWs in Townsville and Ningaloo, we see that the synoptic conditions associated with these stand-alone THWs also drive a large latent heat flux over the adjacent ocean (Figure 10g). Although latent heat flux is dependent on both surface wind speed and specific humidity, we can see that the winds do not play a large role (Figure 10g). Instead, the surface latent heat flux pattern is congruent with the strong specific humidity (Figure 10j) signal found around Tasmania. This high specific humidity may result from the advection of relatively moist marine air from the east of the mainland by the anomalous northeasterlies. In addition, we find strong ascent (Figure 10m) associated with much of the specific humidity anomaly, suggesting that there is less subsidence of drier air from the upper to the lower levels.

MHWs in the Tasman Sea are associated with strong SST anomalies in the region, with the strongest anomalies close to the eastern coast of Tasmania (Figure 10e). During the build-up phase of stand-alone MHWs, positive MSLP anomalies are found to the southeast of Tasmania. The high pressure system is associated with easterly surface wind anomalies (Figure 10b) along its northern flank that oppose the prevailing winds (Supplementary Figure 2A), resulting in weaker total wind speed. Despite this, latent heat anomalies are weak (compared to stand-alone THW; Figure 10h) as the specific humidity anomalies are small (10k). The weak warming LHF and cooling SW anomalies (Figure 8C) mean that the net heat fluxes into the ocean are small. This suggests that ocean processes, such as reduced vertical mixing due to the reduced winds or southward Ekman transport anomalies, associated with the anomalous easterlies could be contributing to the build-up of the marine event (Sen Gupta et al., 2020).

Unlike in Ningaloo, we can see that the synoptic conditions (Figures 10a,c) and heat fluxes (Figure 8F) are similar between stand-alone and co-occurring THWs in Hobart. This suggests that the co-occurrence of a MHW depends on ocean preconditioning.

During the decay phase of stand-alone MHWs, negative pressure anomalies are located south-west of Tasmania, associated with anomalous north westerly winds (Supplementary Figure 4C) and associated increases in windspeed anomalies. This increases latent heat losses (Supplementary Figure 4I) and may also enhance cooling through vertical mixing.





DISCUSSION

There has been an emerging interest in co-occurring terrestrial and marine heatwaves, with some regional studies that examined THW/MHWs in southern Africa, southwest Atlantic and the Tasman Sea (Schlegel et al., 2017; Rodrigues et al., 2019; Salinger et al., 2019). To our knowledge, there has not been any discussion around co-occurring heatwaves in Australia except for a case study by Karnauskas (2020) who suggests that the 2016 Great Barrier Reef warming event was intensified by a co-occurring terrestrial heatwave. Our study is the first of its kind to investigate the potential link between co-occurring terrestrial and marine heatwaves more broadly around Australia.

If MHWs are amplifying THWs, then we might expect the severity and duration of co-occurring events to be greater than stand-alone events. The majority of the coastal cells did not show a significant change in either metric. However, in some areas in Western Australia, THWs were more severe, and lasted longer, in the presence of a MHW. The significant increase in severity and duration of co-occurring heatwaves in these areas could have compounding impacts on both terrestrial and marine ecosystems such as what was observed during the 2010/11 Ningaloo Nino event (Ruthrof et al., 2018).

Along the coastal belt of Australia, co-occurring THWs occur on average once every year. Despite these events being rare, this study investigated the observational link between co-occurring THWs and MHWs. We found a significant increase in the likelihood of THW days in the presence of MHWs, at all coastal points. In most cases, the influence of MHWs on THW occurrence remained high moving inshore by approximately 150 km. This suggests that large-scale synoptic conditions may act to enhance warming in both the coastal ocean and land.

We examined the large-scale synoptic conditions for three coastal regions around Australia. The stand-alone THWs at the three locations were typically associated with broad warming across land. Sensible heating appeared to play an important role in the formation of THWs in Townsville, similar to what was suggested by Quinting et al. (2018) for the heatwaves in Brisbane. At these locations, the anomalous winds were strongly offshore suggesting that suppressed movement of relatively cool marine air onto the coast may also be important for THWs. In Hobart, the strong north easterly winds appear to advect warmer air temperatures from the mainland and from above the warmer waters off eastern Australia giving rise to THWs at this location.

Interestingly the synoptic conditions associated with stand-alone THWs in all three locations also generated large latent heat fluxes into the adjacent ocean for all three regions, typically larger than the LHFs that persisted during standalone MHW build-up. The synoptic conditions that generate a THW are therefore conducive for warming the ocean. This could help explain the increased likelihood of co-occurring heatwaves.

Given the similarity between the synoptic conditions between stand-alone THWs and co-occurring events at all three locations, the occurrence of a MHW may relate to ocean preconditioning; i.e., even if synoptic conditions conducive for ocean warming are present, the ocean may not warm enough to generate a MHW due to the ocean starting from relatively cold conditions, or the presence of deep mixed layers would mean that any warming occurs more slowly. By examining composites of mixed layer depth and ocean heat content during the week leading up to the events, we found that the mixed layer was shallower (Supplementary Figure 5) in Hobart and ocean heat content was higher in Townsville and Hobart (Supplementary Figure 6) in the lead up to co-occurring events compared to stand-alone THWs. This is consistent with ocean preconditioning being important. We note however that MHWs are by definition periods of higher OHC and surface intensified heating would tend to shoal the mixed layer. As a result, it is difficult to establish whether the ocean conditions during the MHW build up are the cause of the MHW or a response to the processes giving rise to the MHW.

Another possibility is that co-occurring events tend to occur in a different season to stand-alone THW, thereby resulting in different background ocean states. Interestingly, while stand-alone THWs and MHWs are spread through the year, co-occurring events primarily occur between September and December (Supplementary Figure 8). In Hobart, this corresponds to the period of shallowest climatological MLDs, while for Townsville and Ningaloo most co-occurring events occur during the period when climatological MLDs are shoaling (Supplementary Figure 8). Particularly in Hobart this suggests that the shallower MLD at the end of the year facilitates the buildup of MHWs leading to seasonally phase locked co-occurring events.

Our study looked at some of the processes that drive a THW (Figures 7, 9, 10). Stand-alone THWs in Townsville appear to be driven by a combination of local sensible heating of the air, driven by anomalously high SWR that warms the land surface both locally and across much of NE Australia (Figure 8D) combined with advection of warm inland air by the anomalous southwesterlies (Supplementary Figure 2I). No equivalent local sensible heating of the air occurs during the THWs in Ningaloo and Hobart (Figures 8E,F). Previous studies using lagrangian tracking of air parcels have also suggested that adiabatic warming of descending air in the hours and days prior to a THW may play an important role in these events (Quinting and Reeder, 2017; Quinting et al., 2018; Parker et al., 2019). Although the composite analysis of vertical velocity hints at the possibility of these THWs being influenced by the vertical motion of air, other techniques would be needed to determine the relative importance adiabatic warming.

The composite mean LHF anomalies during MHW build-up are significant at all three locations, with additional heat entering the ocean, although relatively weak in Hobart. The lack of large shortwave radiation fluxes and turbulent heat fluxes in Hobart (Figure 8C) suggests that ocean processes including reduced vertical mixing and advection of warm water must be important in this region.

Karnauskas (2020) suggested that the advection of relatively warm continental air over the ocean amplified the 2015/16 warming in the Great Barrier Reef. For co-occurring heatwaves, we find enhanced offshore wind anomalies that advect relatively warm air from the land to over the ocean. Furthermore, while small compared to LHF and SWR, SHF is significantly increased at all locations (Figures 8A–C), consistent with this mechanism.

In this study, we show for the first time that the likelihood of coastal THWs in Australia increases in the presence of adjacent MHWs. We also show that at least for the three regions examined, synoptic conditions that generate a THW are also conducive for ocean warming with enhanced LHF and to a lesser extent SW into the ocean.

With MHWs (Oliver et al., 2018) and THWs (Jyoteeshkumar reddy et al., 2021) projected to increase in frequency and duration in the future, this would mean a higher chance of overlap between the two events. Therefore, we speculate that these co-occurring heatwaves may not be as rare in the future as they are at present.



CONCLUSION

The main aim of this study was to understand if there is any causal link between co-occurring terrestrial and marine heatwaves. Using observation and reanalysis data, we identified co-occurring terrestrial and marine heatwaves for pairs of coastal and adjacent ocean grid cells along the Australian coastal belt.

In summary, we found a significant increase in the number of terrestrial heatwave days in the presence of a co-occurring marine heatwave along the coastal belt of Australia. In most regions this increase persisted at least 150 km inland. This suggests that processes operating beyond the narrow coastal belt are important in most regions, possibly large scale atmospheric synoptic systems that facilitate both land and ocean warming. Potential interaction between terrestrial and marine heatwaves may still be important and could be tested in atmosphere-land model experiments, by imposing MHW SST anomalies in coastal regions and seeing how this influences land temperatures.

Our results also show that synoptic conditions associated with terrestrial heatwaves in three locations around Australia, are conducive for warming the ocean, via reduced ocean latent heat losses, which would increase the likelihood of marine heatwaves. Common drivers were also demonstrated by Rodrigues et al. (2019) during a co-occurring event in the southwest Atlantic. They show that the 2013/14 co-occurring terrestrial heatwave in South America and MHW in the adjacent South Atlantic was caused by persistent anticyclonic conditions. Their study quantified local processes contributing to MHW generation by calculating the heat budget of the ocean mixed layer. Although our results suggest possible drivers of co-occurring heatwaves, a more formal heat budget analysis would be required to make a more quantitative attribution. As we are focussing on both terrestrial and marine heatwaves, we would also have to consider how best to quantify the processes that contribute to a THW. While we have considered factors like warm air advection and sensible heating of the air, processes like adiabatic warming of air parcels are known to be major contributors to terrestrial heatwaves in Australia (Quinting and Reeder, 2017; Quinting et al., 2018). The non-local descent of air means that methods like lagrangian backtracking are needed to quantify this process. THWs are also sensitive to land surface conditions, in particular surface moisture and the partitioning of incoming shortwave radiation into sensible and latent heat fluxes (Mueller and Seneviratne, 2012).

Our findings suggest that co-occurring terrestrial and marine heatwaves are linked, in places related to synoptic conditions that are conducive to both land and ocean warming. Interestingly we found that THWs and co-occurring events are often associated with similar synoptic conditions. Whether a MHW develops or not appears to be related to the prior ocean state. In particular, co-occurring MHWs only tend to form at times of year when the mixed layer is relatively shallow. Further analysis is required to determine what drives such events more broadly. While the focus of this study was Australia, it would be of interest to expand out to assess co-occurring heatwaves in different parts of the world. The combination of high heat and humidity in areas such as the Persian Gulf is expected to trigger record-breaking heat stress levels in the future (Schär, 2016). This could be exacerbated due to co-occurring heatwaves in the coastal areas and hence would be useful to extend this analysis in this region. Similarly, other compound events such as MHWs and extreme rainfall or heat stress over coastal regions are a possibility, and a similar analysis could be carried out to understand such events.
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Marine heat waves (MHWs), prolonged discrete anomalously warm water events, have been increasing significantly in duration, intensity and frequency all over the world, and have been associated with a variety of impacts including alteration of ecosystem structure and function. This study assessed the effects of current and future MHWs on the Mediterranean seagrass Posidonia oceanica performance, also testing the importance of the thermal environment where the plant lives. The effects of current MHWs were studied through a mensurative experiment in a cold and in a warm site (West and North-West Sardinia, Italy, respectively). Future MHWs effects were tested through a manipulative experiment using P. oceanica shoots collected from the cold and warm sites and transplanted in a common garden in front of a power plant (North-West Sardinia): here plants were exposed to heat longer in duration and stronger in intensity than the natural MHWs of the last 20 years, resembling the future scenario. Morphological (total # of leaves, maximum leaf length, and percentage of total necrotic leaf length per shoot) and biochemical variables (leaf proteins, carbohydrates, and lipids) were considered. Plants had similar sublethal responses in both the experiments for most of the variables, revealing that current and future MHWs had similar effect types, but different in magnitude depending on the intensity of the waves: in general, the number of leaves, the maximum leaf length and lipid content decreased, while the leaf necrosis and carbohydrates increased. However, also the origin of the plants affected the results, corroborating the hypothesis that the thermal context the plants live affects their tolerance to the heat. Overall, this study provided evidence about the importance of biochemical variations, such as carbohydrate and lipid levels, as potentially good indicators of seagrass heat stress.

Keywords: climate change, leaf biochemistry, leaf necrosis, marine heat waves, ocean warming, Posidonia oceanica, restoration, seagrasses


INTRODUCTION

As a consequence of the global warming, extreme climatic events (ECEs) have increased in frequency (Coumou and Rahmstorf, 2012). Marine heat waves (MHWs), prolonged discrete anomalously warm water events, occur when sea surface temperature (SST) exceeds for at least 5 days a climatological threshold (Hobday et al., 2016). Analyses of different sources of SST data have revealed a significant increase in MHWs duration, intensity and frequency (Oliver et al., 2018; Darmaraki et al., 2019a). MHWs have had different implications for marine ecosystems, as they have been associated with a variety of impacts, including alteration of ecosystem structure and function (e.g., Wernberg et al., 2016), shifts in species ranges (e.g., Wernberg et al., 2011), mass mortalities (e.g., Garrabou et al., 2009; Fordyce et al., 2019), local extinctions and economic impacts on seafood industries through declines in important fishery species and impacts on aquaculture (Madin et al., 2012; Hughes et al., 2017; Hyndes et al., 2017).

Seagrass meadows are among the planet's coastal ecosystems most effective for providing key ecological services including nursery grounds, nutrient cycling, sediment stabilization, trophic transfer to adjacent habitats and toward higher trophic levels (Hemminga and Duarte, 2000; Larkum et al., 2006) and coastal protection from erosion (Fonseca and Cahalan, 1992; Fonseca and Koehl, 2006). Moreover, seagrasses are highly efficient in sequestering carbon (C): together with saltmarshes and mangroves, they are responsible for capturing up to 70% of the organic C in the marine realm (Nelleman et al., 2009), making them one of the most effective Blue C sinks on the planet (Serrano et al., 2020). Stressors, such as sediments and nutrients inputs from terrestrial runoff, physical disturbance (e.g., trawling, anchoring), invasive species, diseases, aquaculture, overgrazing, algal blooms and global warming, have been shown to cause seagrass declines at scales ranging from square meters to hundreds of square kilometers (e.g., Munkes, 2005; Orth et al., 2006; Williams, 2007; Holmer et al., 2008; Waycott et al., 2009; Bockelmann et al., 2013; Giakoumi et al., 2015).

At the global scale, seagrasses are also influenced by climate change (CC) and understanding their response to the occurrence of ECEs, such as MHWs, represents a timely objective to determine the fate of the related ecosystems functions and services they provide. Indeed, relevant shoot mortalities have been correlated to MHWs occurrence (Marbà and Duarte, 2010; Shields et al., 2019; Smale et al., 2019; Strydom et al., 2020) and loss of the biodiversity linked to the seagrass mortality has been also documented (Nowicki et al., 2019). Responses to heat events of several seagrass species have been investigated at several biological levels (see Nguyen et al., 2021 for a review) and manipulative experiments have provided evidence that MHWs affect growth rate (i.e., Saha et al., 2020), promote leaf necrosis (i.e., Ontoria et al., 2019), reduce the photosynthetic capacity (Marín-Guirao et al., 2016), and alter fatty acid production by decreasing the proportion of polyunsaturated fatty acids (PUFA) and increasing the percentage of saturated fatty acids (SFA) (i.e., Beca-Carretero et al., 2018, 2020).

Posidonia oceanica (L.) Delile is a slow-growing seagrass, endemic to the Mediterranean, that is experiencing a widespread decline throughout the basin (Telesca et al., 2015). The regression of P. oceanica beds and the consequent expansion of alternative habitats (e.g., algal turfs or dead seagrass rhizomes) is particularly common in highly urbanized coastal areas, mostly due to eutrophication and increased sedimentation rates (Montefalcone, 2009; Tamburello et al., 2012). However, how meadows are responding to CC pressures is currently under investigation. Populations living in locally deteriorated conditions, such as high nutrient input, can be more fragile to the effects of MHWs (Pazzaglia et al., 2020). In general, phenological response of seagrasses to environmental changes is intrinsically related to genotype/population plasticity (i.e., the amplitude of the individual reaction norm), an evolutionary component which is affected by many external and internal interacting factors, involving local adaptation/acclimation and genetic/epigenetic diversity (Pazzaglia et al., 2021a). The temperature change projected in the Mediterranean Sea ranges between 0.81 and 3.71°C in the upper layer (0–150 m) by the end of the 21st century, depending on the greenhouse gas emissions scenario (Soto-Navarro et al., 2020). The rising SST has accelerated MHWs occurrence and effects on Mediterranean benthic communities have already been described (Garrabou et al., 2009; Marbà and Duarte, 2010; Rubio-Portillo et al., 2016), even though their effects on subtidal water conditions are anything but obvious: SST is undoubtedly a useful proxy for very shallow water temperature, but using loggers remains recommended to have more accurate and precise temperature estimates as deep water temperature can be scarcely predicted from SST (Ceccherelli et al., 2020). The most severe impacts of MHWs on benthic communities are expected in summer when the intensity of these extreme events can easily exceed the maximum tolerance limit of the species (e.g., those in 2003, 2012, 2015, Darmaraki et al., 2019b). However, contrasting results have been obtained on P. oceanica populations response to MHWs in relation to their distribution. A few mesocosm experiments have fostered the importance of local adaptations, highlighting the different levels of thermotolerance, defined as the ability to survive a normally lethal heat stress (Norris and Hightower, 2000), of shallow vs. deep P. oceanica plants (Marín-Guirao et al., 2016, 2017). The same has been shown for plants living in different thermal environments along latitudinal gradients: shallow and low-latitude plants better tolerate high temperature exposure (4°C above the summer average), in respect to shallow and high-latitude plants (physiological and molecular traits, Marín-Guirao et al., 2016, 2019). Data on fatty acid composition have corroborated these results providing evidence that populations living at warmest temperatures were more thermo-tolerant and exhibited a greater capacity to cope with heat events by adjusting their lipid composition (PUFA/SFA) faster (Beca-Carretero et al., 2018). A recent reciprocal translocation experiment does not support the higher vulnerability of cold-adapted populations to sea-water temperature increase (Bennett et al., 2022), highlighting the importance of further studies in this direction. In fact, despite these results, the resistance of P. oceanica to summer MHWs is still far to be fully understood, and more insights on their biochemical responses to MHWs are needed to address the potential consequences of an increasing occurrence of ECEs on seagrass resilience to climate change.

To provide further insights, we investigated the effects of (i) natural present-day summer MHWs and (ii) simulated longer-lasting and more intense summer MHWs on the morphology and biochemistry of P. oceanica plants with a different thermal history. To this end, we have conducted two parallel field experiments: (i) a mensurative experiment, where the effects of current MHWs were studied on plants at two sites with different thermal regimes, and (ii) a manipulative common garden experiment in the field, where the effects of simulated future MHWs were tested on transplanted plants from the two sites. In the mensurative study, plant responses were evaluated after one and then two MHWs in a row, to evaluate if effects could be cumulative. In the manipulative experiment the effect of acute MHWs, as those expected to occur in the coming decades, was assessed on transplanted plants to explore how the species will respond to future MHWs and whether the responses differ depending on the thermal origin of plants.

The aim of our experiments is to define early warning morphological and biochemical responses of P. oceanica to short-term intense heat events associated with MHWs. The results contribute to assess the morphological and biochemical changes involved in the P. oceanica performance to resist to summer MHWs so to predict the vulnerability and the adaptability of this species to heat waves that will affect the seagrass meadows over the coming decades.



MATERIALS AND METHODS


Study Sites

This study was conducted during summer 2020 in North-Western Sardinia (Italy, Western Mediterranean, Figure 1). In this area two sites were selected: Porto Conte (in the Alghero Gulf) and Le Saline (in the Asinara Gulf), West and North-West Sardinia, respectively. Although they are about 30 km apart, they are characterized by putatively different thermal regimes because the west coast (Porto Conte) receives relatively colder Atlantic waters directly through the Western Mid-Mediterranean Current and it is also influenced by upwelling currents (Olita et al., 2013). During the whole study period (July 8th—August 28th 2020), two temperature loggers (HOBO Pendant Temp/Light MX2202) were fixed within the representative seagrass meadow of each site and Le Saline (hereafter warm site) summer mean temperature was 3.48°C warmer than that in Porto Conte (hereafter the cold site).


[image: Figure 1]
FIGURE 1. Study area: North-West Sardinia (Italy). The red spot represents the warm site (Le Saline); the blue spot the cold site (Porto Conte) and the green spot the common garden (Fiume Santo).


To characterize the thermal regime of each site, summer (June 21st - Sept 23rd) SST daily values for the 2000–2019 period were obtained by the Group for High Resolution Sea Surface Temperature (GHRSST), using the 1 km resolution SST (G1SST) dataset produced by the NASA JPL (https://coastwatch.pfeg.noaa.gov/erddap/griddap/jplMURSST41.html), and used as a proxy of the 3 m subtidal temperature. The occurrence of MHWs in the last 20 years at both sites, together with their duration and intensity were calculated based on the 90th percentile of the climatology according to Hobday et al. (2018) metrics, using the rerrdapp (Scott Chamberlain, 2021) and heatwaveR packages (Schlegel and Smit, 2018) in R. Based on these data, MHW intensities and duration to simulate in the common garden were set to resemble possible future scenarios according to Hobday et al. (2016).



Mensurative Experiment (Current MHWs)

At each site five P. oceanica plagiotropic shoots, each bearing an apical shoot and at least five vertical distinguishable shoots, were collected from a meadow at 3 m of depth on July 8th, August 7th and 28th 2020 (hereafter T0, T2, and T3). Only at the end of the summer, the occurred MHWs were identified following the above procedure (using satellite SST) and, a posteriori from plant sampling, temperature anomalies were related to the plant performance.



Manipulative Experiment (Future MHWs)

For this experiment a common garden was created at Fiume Santo site (Asinara Gulf, Figure 1), in a 10,000 m2 area in front of a thermoelectric plant where two coal-fired units operate, with a nominal power of 320 MW, each. To cool up the whole thermoelectric plant system, sea water is continuously taken 1 km faraway offshore and released back close to the shoreline (12–24 m3/sec) about 6–8°C warmer (power plant water, PPW). This creates a marked seawater temperature gradient in the vicinity of the discharge point with a temporal pattern that follows seasonal changes and weather conditions.

Three areas within the thermal gradient generated by the PPW were identified to expose P. oceanica plants to three temperature intensity MHWs: the “Control Temperature” area (CT, unaffected by the PPW), the “Medium Temperature” area (MT, with PPW largely mixed with the natural water) and the “High Temperature” area (HT, with PPW minimally mixed with the natural water). The common garden consisted of three devices (each a 0.8 × 0.8 m metal grid) edged by floating material and fixed at the sea bottom using four concrete blocks to which the corners of each grid were attached by means of 4–5 m long wire cables. As the PPW stratifies on the top of the water column, this system allowed the device deployment at 1 m of depth where the PPW was intercepted at the HT and MT areas (Supplementary Figure 1). P. oceanica shoots were attached to grids by cable ties and they were shaded using neutral shading nets put over the structure to reduce the excess of light (ca. 20%) and reproduce the natural light intensity at the depth of the donor meadows (see below and Supplementary Figure 1). Nets were periodically cleaned to maintain constant shading throughout the experiment which was necessary to reduce potential impacts due to higher irradiance levels (Serrano et al., 2011; Dattolo et al., 2014). Also, fixing the plant cuttings to a suspended grid wouldn't interfere with their performance because P. oceanica shoots take up most of the nutrients from the water rather than through the roots (Ott, 1980).

To assess the potential significance of plant origin to heat tolerance, 15 P. oceanica plagiotropic cuttings, each bearing an apical shoot and at least five distinguishable vertical shoots (same as the mensurative experiment), from both the cold and the warm site were collected by SCUBA divers at 3 m deep on July 8th and immediately transported to the common garden. P. oceanica cuttings were fixed to the three grids, so that each grid had overall 10 cuttings (5 from the cold and 5 from the warm donor site) which were installed in the CT area during 14 days for plant acclimation. Then, the three devices were fixed at the HT, MT and CT area after a gradual 3-day acclimation obtained by manually translocating the grids through the site areas. Therefore, from July 24th (T1) to August 3rd plants were exposed to three different temperature intensities, depending on the area. To make the plants recover from the heat event, in the following 4 days (until August 7th, T2) the HT and the MT grids were gradually moved back to the CT area, where all remained for three more weeks until August 28th (T3). Temperature loggers (HOBO Pendant Temp/Light MX2202) were fixed at each grid for the whole experiment. The threshold (90th percentile) and the MHW categories were defined based on the SST climatology of the common garden site; to define the intensities of the simulated MHWs, data from the temperature loggers were used.



Data Collection

For both experiments on July 8th, August 7th and 28th (corresponding to T0, T2 and T3) five P. oceanica orthotropic shoots per treatment combination (each taken from a plagiotropic shoot) were sampled and the material collected was processed immediately for the morphological analysis and stored frozen (−20°C) for the subsequent biochemical analyses.

In the laboratory, leaves were removed from each shoot and, for both experiments the same variables were considered at all sampling times: the total number of leaves per shoot, the maximum leaf length per shoot (cm), and the total necrotic leaf length per shoot (% over the total leaf length) for the morphological analyses (on the fresh material), and the protein, carbohydrate and lipid contents of leaves for the biochemical analyses. All the morphological variables that could potentially change with varying environmental conditions were considered. Although changes in specific biochemical constituents (i.e., fatty acids) have been described as reliable indicators of seagrass response to temperature changes (Beca-Carretero et al., 2018, 2020), the choice of considering protein, carbohydrate, and lipid total contents as proxies of P. oceanica adaptation to thermal stress (heat waves) was based on recent results obtained in Mediterranean seagrasses (Leiva-Dueñas et al., 2021) and supported by a good cost/benefit ratio.

Before biochemical analyses, leaves of P. oceanica were washed in distilled water to remove sand and salts, and gently scraped with a clean scalpel to remove epiphytes and epibionts. Total protein and lipid contents were determined on aliquots (ca. 50–100 mg wet weight) of unbroken and healthy P. oceanica leaves, whereas carbohydrates were determined on water extracts of leaves. The analysis of carbohydrates was conducted on water extracts rather than intact fragments of leaves to avoid the detection of structural (dominant) carbohydrates composing the leaves.

More specifically, protein content was determined on 50 mg of intact leaves, cut in small pieces with scissors and grounded to a fine powder using a mortar and a pestle, according to Hatree (1972), as modified by Lowry et al. (1951) and Rice (1982) to compensate for phenol interference, and expressed as bovine serum albumin (BSA) equivalents (Pusceddu et al., 2009).

Water soluble carbohydrates were analyzed after extraction from 100 mg of leaves cut in small pieces with scissors added with 5 mL of reagent-grade water. The mixture was grounded and homogenized using a mortar and a pestle until a green surnatant was obtained. The mixture was then centrifuged (Eppendorf 5804, Eppendorf AG, Germany) at 800 g for 15 min and 1 mL of the supernatant was used for the analysis. Carbohydrate concentrations, expressed in glucose equivalents, were determined according to Gerchakov and Hatcher (1972) based on the phenol and concentrated sulfuric acid reaction with saccharides (Pusceddu et al., 2009).

Total lipid contents were determined on 100 mg of leaves cut in small pieces with scissors. Lipid extraction was performed according to Folch et al. (1957) by adding a chloroform-methanol mixture 2:1 v/v. Samples were added with 625 μL of chloroform and 1.25 mL of methanol and vortexed 1 min every 15 min for 1 h at room temperature. Successively, 1.9 mL of chloroform and 450 μL of a 0.2 M KCl solution were added to the mixture. After vortex (1 min) at room temperature samples were centrifuged for 10 min at 4,000 rpm. The supernatant was eliminated and the remaining fraction, after evaporation in a dry hot bath at 80 to 100°C for 20 min, was quantified according to the sulfuric acid carbonization procedure (Marsh and Weinstein, 1966). Total lipids were expressed in tripalmitin equivalents (Pusceddu et al., 2009).



Data Analysis

A priori, a non-metric multidimensional scaling (nMDS), based on the Euclidean distance, was used to visualize the overall changes in P. oceanica plants due to the current and future MHWs. Then, to identify the variables with the highest contribution to the dissimilarities, a SIMPER test (90% of cut off) was run.

In the mensurative experiment permutational analyses of variance (PERMANOVAs, Anderson, 2001) were run using a similarity matrix based on the Euclidean distance of untransformed data, where the factor Time (T2 and T3, fixed) was orthogonal to the Site (cold and warm, fixed). In the manipulative experiment, PERMANOVAs were run separately on each time (T2 and T3) considering Origin (cold and warm donor site) and Temperature (HT, MT, CT) fixed and orthogonal factors. For both experiments the response variables were calculated as the change in percentage respect to T0 in morphological (total # of leaves/shoot, maximum leaf length/shoot, and the total necrotic leaf length/shoot) and biochemical (proteins, carbohydrates, and lipids) traits. Pair wise tests were used a posteriori in both the experiments to identify the alternative hypotheses of significant treatments. All statistical analyses were carried out through the software PRIMER 6+, using the included routine package PERMANOVA (Anderson, 2001).




RESULTS


Mensurative Experiment (Current MHWs)

The historical analysis revealed that in the study area twenty and twenty-two summer MHWs occurred since 2000 in the cold and the warm site, respectively (Figure 2), with an evident increase occurrence pattern over time at both sites (Table 1). Because of the different climatology (Figure 3), at the warm site summer MHWs maximum temperature was in mean 0.20°C higher than at the cold site (Table 1), although their intensity over each climatology threshold (Hobday et al., 2016, 2018) never exceeded 3°C at both sites (Figure 2). Since 2000 the duration of the summer MHWs varied from 5 to 59 days at the cold site and from 5 to 36 days at the warm site (Figure 2 and Table 1).


[image: Figure 2]
FIGURE 2. Intensity and duration of the summer MHWs at the warm (left) and cold (right) site: in blue the 2000–2019 MHWs, in black the 2020 (current) MHWs and in red the common garden waves (future MHWs).



Table 1. Frequency, duration and intensity (Hobday et al., 2016) of the past summer MHWs at the two sites in the 2000–2019 period.

[image: Table 1]


[image: Figure 3]
FIGURE 3. Current MHWs. Summer 2020 MHWs at the warm and cold site. Red bars represent sampling times (T0, T2, and T3). Climatology was calculated based on the last 30 years of SST; Threshold represents the 90th percentile of the climatology; 2x, 3x, 4x thresholds to define MHW categories (Hobday et al., 2016).


During the mensurative experiment two MHWs naturally occurred at both sites, each of them with an intensity and duration well within the variability of the waves identified at these same sites over the last 20 years. Particularly, their complete duration was 5 and 9 days (13 days between the two events) and 8 and 41 days (9 days in between), at the cold site and the warm site, respectively (Figure 3). In terms of peak temperature, waves reached 27.34°C and then 27.13°C at the warm site, and 27.19°C and 27.04°C at the cold site (Figure 3). For both sites T0 was before the first summer MHW, T2 was just after the first one and T3 after the second MHW (Figure 3).

Overall, large dissimilarities were found between plants of the two sites, with the differences increasing through time especially in the cold site (nMDS, Figure 4). The traits which contributed the most to the plant changes were in general the total necrotic leaf length and all the biochemical ones (SIMPER test, Table 2).


[image: Figure 4]
FIGURE 4. Current MHWs. nMDS of the interaction between Time and Site: red, warm site; blue, cold site; triangles, T2; squares, T3.



Table 2. Current MHWs.

[image: Table 2]

P. oceanica morphological changes were found after summer 2020 MHWs in both sites (i.e., T3; Figure 5 and Table 3). Particularly, opposite effects across time were found at the warm site in the maximum leaf length and the length of necrotic tissue, as they decreased and increased, respectively, although any cumulative effects due to the MHWs over time were evidenced. At the cold site the reverse was found. Furthermore, no significant change was observed in the total number of leaves per shoot in both sites (Figure 5 and Table 3).


[image: Figure 5]
FIGURE 5. Current MHWs. Mean change (%) in the morphological (total of leaves, max leaf length, and total necrotic leaf length) and biochemical variables (proteins, carbohydrates, lipids) at T2 and T3. Bar color corresponds to the site: red, warm site and blue, cold site.



Table 3. Current MHWs.

[image: Table 3]

Biochemical variations were also detected in plants at both sites (Figure 5 and Table 3). Carbohydrates changed differently depending on Time and Site interaction: in the warm site there was no difference between T2 and T3, while in the cold one a significant increase was found in T3. Conversely, Site and Time, but not their interaction, significantly affected both protein and lipid contents. After the first MHW (T2) the amount of proteins decreased while the lipids increased in both sites, and after the second wave (T3), proteins increased especially in the cold site plants, and lipids decreased especially at the warm site.



Manipulative Experiment (Future MHWs)

At the common garden, the simulated MHWs were all stronger and longer than the natural occurring at the warm and cold site (Figures 2, 6). Particularly, the MHW duration was overall 52 days (from T0 to T3) for all three temperature treatments (CT, MT and HT), but temperature intensity changed considerably until T2 among treatments: in fact, at the HT area the wave reached 31.37°C, at the MT 29.68°C, while temperature at the CT was not higher than 29.24°C. T0 corresponds to before the different heat intensities, T2 to 15 days of highest temperature treatment, and T3 to other 21 days (from T2) of homogeneous temperature conditions (CT). Temperature in all treatments was always over the temperature threshold with the difference in intensity lasting from T1 to T2 (Figure 6).


[image: Figure 6]
FIGURE 6. Future MHWs. Temporal variation of temperature at the common garden at the CT, MT, and HT area. T0, T2, and T3 refer to the sampling times. T1 refers to the time the shoots were moved to the different temperature areas. Climatology was calculated based on the last 30 years of SST; Threshold represents the 90th percentile of the climatology; 2x, 3x, 4x thresholds to define MHW categories (Hobday et al., 2016).


Changes in the analyzed traits varied through time differently, depending on the temperature treatment and origin of the plants. In general, a larger similarity was found among the replicates from the cold site compared to those from the warm site, both through times (Figure 7A) and temperature treatments especially depending on the origin (Figure 7B). The most important contribution to the dissimilarities was overall due to the total length of necrotic tissue and all the biochemical variables (SIMPER test, Table 4).


[image: Figure 7]
FIGURE 7. Future MHWs. nMDS of the interaction between Time and Origin (A) and Temperature and Origin (B). In the upper ordination (A): red, warm origin; blue, cold one; triangles, T2 and squares, T3. In the lower ordination (B): triangles, cold origin; squares, warm origin; yellow, CT; orange, MT; and red, HT.



Table 4. Future MHWs.
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The morphology of P. oceanica changed differently between temperature treatments over time, also depending on the origin of the plant (Figure 8 and Table 5). Particularly, variations in the total number of leaves per shoot were only evident in T3 when, regardless the temperature intensity, it decreased importantly in plants from the cold site, while plants from the warm site lost more leaves at the HT and MT than at the CT. At T3 the number of leaves was similar in the plants of the two origins in both HT and MT, while at the CT it increased only in plants from the warm site. The maximum leaf length at T2 decreased depending on the specific combination between origin and temperature treatments: plants from the warm donor site had a higher decrease in the maximum leaf length in MT and HT treatments, than in CT, while treatments had similar effects on plants from the cold donor site. In T3 there was any recovery for this variable in none of the treatment combinations. The necrotic leaf length was highly dependent on the origin of the plant: the highest percentage of necrotic leaf length was recorded in plants from the warm site which showed signs of necrosis regardless the temperature treatments (CT, MT, and HT) already since T2. By contrast, necrotic portions of the leaves were very low and consistent through time in plants from the cold site.


[image: Figure 8]
FIGURE 8. Future MHWs. Mean change (%) in the morphological (total of leaves, max leaf length, and total necrotic leaf length) and biochemical variables (proteins, carbohydrates, lipids) at T2 and T3. Bar color corresponds to the temperature area: yellow = CT, orange = MT and red = HT. Border color corresponds to the plant origin: red = warm site and blue = cold site.



Table 5. Future MHWs: PERMANOVA results on the change at T2 and T3 of the morphological (total # of leaves/shoot, maximum leaf length/shoot and total necrotic leaf length/shoot) and biochemical (proteins, carbohydrates, and lipids) variables due to the effect of the Temperature (HT, MT, and CT) and Origin (cold vs. warm site).

[image: Table 5]

Biochemical variations were also detected in the manipulative experiment (Figure 8 and Table 5). A significant effect of the interaction between temperature and origin was found on the protein content in both times, although the differences were not directly proportional to the temperature treatment. No significant differences in carbohydrates were found in T2 plants, while in T3 differences among temperature treatments were evident and directly proportional to the increase in heat. A significant role was also played by the origin of the plant, the cold plants producing more carbohydrates than the warm plants. At the end, plants from the cold site under HT treatment produced more carbohydrates than any other treatment plants. Finally, different results were found for the lipid content between sampling times: in T2 lipids increased according to the increasing temperature and in plants from the warm origin, more than those from the cold origin. However, in T3 a general decrease in the lipid content was detected especially in the CT and MT plants, while it remained high only in the cold origin plants of the HT treatment.




DISCUSSION

Heat effects due to current and future summer MHWs were evidenced by both morphological and biochemical P. oceanica variables. Although in both experiments P. oceanica morphology was affected by MHWs, plants were able to overcome both the natural heat event and the simulated MHWs by the end of the study, as all the shoots were still alive. Indeed, all the plants showed only sublethal responses which followed a similar pattern in both experiments for most of the variables, revealing that current and future MHWs had similar effects, but different in magnitude (Supplementary Figure 2): in fact, the plants of the manipulative experiment that experienced higher intensity and longer lasting MHWs, resembling future scenarios (Darmaraki et al., 2019b), showed in general more intense responses, strongly depending on the origin of the plants. This similar pattern, even though different in magnitude, supports the hypothesis that dealing with cuttings for the manipulative experiment, rather than natural shoots (used for the mensurative one), did not introduce other variability: in fact, clonal integration among shoots, known for buffering against environmental changes (Ruocco et al., 2021), should be in P. oceanica about 15 cm (Marbà et al., 2002) and cuttings used in our study were always longer. Therefore, the consistent patterns between the current and future MHWs effects inform on how the seagrass will react to heat events in the future by decreasing the number of leaves, the maximum leaf length and lipid content and by increasing the leaf necrosis and the carbohydrate content. However, they also indicate that the local context will notably influence the performance of the plant.

The effects of current and future summer MHWs were clearly detectable, though results confirm the key role played by the local thermal condition (in terms of climatology) on plant performance. Here the effects of the current MHWs (mensurative experiment) are reported to depend on the site, and the effects of the intensity of MHWs (manipulative experiment) on the plant origin site. More specifically, during the current MHWs the factor site affected maximum leaf length, percentage of the total necrotic leaf length and all the biochemical variables, strongly supporting the hypothesis that P. oceanica has site-specific thermal acclimation responses. The importance of the site was evident also during future MHWs, when changes in the morphological attributes of plants from the warm origin showed, in general, a higher thermo resistance than plants from the cold one. The total number of leaves per shoot decreased homogeneously in the short-term (T2), while at the end of the experiment (T3) only plants of warm origin that experienced the MHW in the CT site (unaffected by the simulated MHW) recovered by producing new leaves. These results suggest that overcoming the effects of MHWs depended on the temperature intensity, but also on the origin of the shoots. Furthermore, maximum leaf length decreased sharply in both the short (T2) and the long-term (T3), but the duration of the heat event had a protrusive effect since it canceled the initial (T2) differences due to the origin and wave intensity. Similar sublethal responses of P. oceanica due to a prolonged induced heat stress were already found in mesocosm experiments (Marín-Guirao et al., 2018), suggesting that the declines reported in natural populations after anomalous warming events could be the consequences of prolonged heat-induced physiological alterations detectable in several morphological traits (Heckathorn et al., 2013).

In both experiments, plant origin also influenced the leaf necrosis, that in shoots from the warm site was much higher than in those from the cold site. This response was proportional in magnitude to the heat stress, as future MHWs triggered a higher leaf necrosis (but only in plants from the warm origin) than the current MHWs (Supplementary Figure 2). Necrosis is known to be a common higher plant response to abiotic stress (Van Doorn et al., 2011; Beca-Carretero et al., 2020), used as an indicator of irreversible heat-induced damage to the whole leaf tissue (since Kappen, 1981), and thus the results are not surprising. However, the fact that this phenomenon only regarded the warm site plants could not be generalized and keeps open the question whether these were the most stressed plants or, rather, those that most likely would have survived to the heat period. Further research is necessary to question to what extent the necrosis should be seen as a sign of leaf senescence and consequent death or activation of a process that could improve the tolerance of the plant by reallocating the resources. The diversion of resources from leaves to rhizomes have been suggested as a likely strategy in the species to conserve resource stocks and withstand biotic (e.g., hervibory; Ruocco et al., 2018) and abiotic (e.g., heat; Marín-Guirao et al., 2018) stress conditions. Unfortunately, as no data after T3 are available, whether the plants would have been destined to a site-dependent mortality remains an unanswered question also because seagrass shoot death is not necessarily anticipated by morphological changes (Ceccherelli et al., 2018) and to date heat resistance thresholds have not been clearly correlated to leaf necrosis. Though it is not possible to robustly infer about which between the two P. oceanica populations is the most vulnerable to the MHWs, the results suggest that they have different optimum temperature thresholds. This hypothesis is corroborated by the different reaction of the two seagrass populations to the same stimuli (common garden experiment), with the potentiality that the same condition can represent either a stimulation or an inhibition until plant death, depending on the local adaptation of individuals (Alexieva et al., 2003). Indeed, different populations of the same species can also be locally adapted (Kawecki and Ebert, 2004) and, since there is still ambiguity about genetic vs. plastic changes and adaptive vs. non-adaptive changes, tailored experiments employing appropriate inferential methods are needed to draw general conclusions on these issues (Merilä and Hendry, 2014; Reusch, 2014). Moreover, further experiments aimed at assessing the development and the survival rate of P. oceanica should be carried out to relate the seagrass performance to the effective resilience to the heat event.

A cumulative effect of two short summer MHWs in a row was not really appreciated neither in terms of shoots morphology nor of leaf biochemistry. Shoot morphology, in fact, was not affected by time in the mensurative experiment, while the biochemical composition varied only inconsistently. This result could be due to either a very rapid recovery of the before-MHW condition or to a complex compensatory metabolism of the plant (Reusch et al., 2005; Traboni et al., 2018). On the other hand, it is not possible to reject the existence of a thermal priming status that hardened the plants during the first MHW making them more resistant to the thermal stress of the second MHW, as recently demonstrated in a few seagrass species (Nguyen et al., 2020), including P. oceanica seedlings (Pazzaglia et al., 2022).

The biochemical composition of the leaves can be good predictor of seagrass stress (Ceccherelli et al., 2018) and the analysis of metabolites in marine plants is used to understand how marine plants respond to dynamic environmental conditions (Kumar et al., 2016). The results of this study also indicate that the content of the largest classes of organic compounds, in particular carbohydrates and lipids, varied significantly depending on the origin of the plant and the temperature. Both in the mensurative and manipulative experiments, carbohydrate content had a late response (T3), with plants having an increase with heat especially for the cold site (current MHW experiment) and cold origin (future MHW experiment), showing again the importance of the origin of the plant. Seagrasses are known to have a high pool of carbohydrates used to buffer the daily and seasonal fluctuations in light availability, so that the variability of carbohydrate content is typically reflected most at a seasonal scale (Alcoverro et al., 2001). The results suggest that the carbohydrate pool could also buffer fluctuations in temperature at least at a short-time scale, so that carbohydrates would deserve to be investigated as early warnings of seagrass resistance ability to summer MHWs. In fact, the warming-induced sugar starvation described in heat-sensitive, but not heat-tolerant P. oceanica plants after a simulated MHWs, further support the importance of carbohydrate metabolism and signaling in the heat-stress response of seagrasses, and hence in their potential as early warning signals (Marín-Guirao et al., 2019). Conversely, recent studies showed how different categories of fatty acids vary when temperature changes: the amount of saturated fatty acid increases and the number of unsaturated fatty acids decreases, maintaining membrane fluidity in response to thermal stress (Beca-Carretero et al., 2018, 2021). Here, a prolonged heat event caused a decrease in the total amount of lipids (consistently in the current and future MHW experiments) that was proportional to the heat intensity (Supplementary Figure 2), thus suggesting that lipids also can be good predictors of heat stress, even as a whole category. Conversely, proteins are likely not a reliable warning of heat stress, because although the interactive effect between temperature and origin was found in both times of the future MHWs experiment (but not in the current ones) a unique direction of the change could not be identified. Similar observations on the protein content were recently found in other seagrasses (Beca-Carretero et al., 2021) and, likely for the intrinsic variability of protein contents, a much higher replication would be needed to define the scale of reliability of such variable. Overall, the change of the biochemical content in primary producers may have an important ecological role (Hernán et al., 2016) and needs to be further investigated also by identifying how specific groups of these biochemical contents may change in relation of heat events. In fact, the change of the components may not only anticipate the changes in the morphological variables after or during a stress, but it can also predict how the trophic interactions will change when nutritional values vary according to the heat, since they can affect the nutritional preferences of seagrass herbivores (Carmen et al., 2012; Hernán et al., 2016) and, consequently, the impact the trophic interactions between producers and consumers.

Overall, morphological changes here induced by MHWs were consistent with expectations formulated on other seagrass species, such as that increased temperature triggers higher necrotic leaf portions (Beca-Carretero et al., 2020) and reduces leaf formation rates (Olsen et al., 2012). The novelty of these findings stands on the high discrepancy between P. oceanica shoots performance of different thermal origin (including the unexpected higher necrosis in warm-origin plants) highlighting the intimate reaction of plants to current and future summer MHWs at least in the short-term after. P. oceanica was suggested to have low thermal optimum and lethal limits compared to other Mediterranean seagrasses (Savva et al., 2018), such as Cymodocea nodosa (Marín-Guirao et al., 2016). In general, seagrass meadow declines are likely linked to the intensity and duration of the MHWs (Marbà and Duarte, 2010; Arias-Ortiz et al., 2018; Smale et al., 2019; Strydom et al., 2020) and these results provided evidence that the resistance to the same event will depend much on the context the seagrass lives or comes from. Even if further studies on the resistance to MHWs are necessary to define the thermal tolerance of P. oceanica and distinguish between acclimation and adaptation process, results are enough to suggest considering the local thermal conditions in restoration efforts (Pazzaglia et al., 2021b), since they can influence the performance of the transplanted plants and thus affect the success of the whole actions.
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Marine heatwaves (MHWs) are extreme warming events that can result in significant damage to marine ecosystems and local economies. The primary drivers of these events have been frequently studied using an upper ocean heat budget. However, various surface mixed layer (SML) depths have been used with little attention paid to the impact of the depth chosen on heat budget term estimates. We analyse MHW drivers in two dynamically contrasting regions off the east coast of Australia (East Australian Current extension) and the west coast of New Zealand over a 30-year period (1985–2014, inclusive). We compare the magnitude of the air-sea heatflux and advection terms in a volume-averaged heat budget using three different SML depth estimates. We show that the SML depth over which the heat budget is calculated has direct consequences on the identification of MHW dominant drivers. The air-sea heatflux term is amplified when the SML depth is underestimated and dampened when overestimated. The variation in the magnitude of the advection term is dependent on the barotropic or baroclinic structure of the currents. We, also, show that the impact on MHW driver classification is both temporally and regionally dependent. Generally, a deep SML estimate results in more MHWs being classified as advection and less classified as air-sea heatflux-driven. However, during the cool months, a shallow estimate produces the opposite pattern and to a varying degree of intensity depending on the region's dynamics. Use of daily and spatially variable SML depth in a heat budget calculation allows the comparison between regions with different dynamics influencing the mixed layer depth. These results show that when using a heat budget approach to explore marine heatwaves over extended time and space (e.g., regions and seasons), it is imperative to consider the temporal and spatial variability in the SML depth.

Keywords: air-sea heatflux, advection, mixed layer depth, East Australian Current, heat budget, dominant drivers, surface mixed layer, marine heatwaves


1. INTRODUCTION

Marine heatwaves (MHWs) are discrete, prolonged anomalously warm water events (Hobday et al., 2016, 2018) that can have devastating consequences on ocean ecosystems. Impacts that have been reported include marine organism mortality and ecosystem redistribution (Wernberg et al., 2013; Salinger et al., 2019; Smale et al., 2019) resulting in financial burdens on local fisheries and governments (Mills et al., 2013). These events are not necessarily restricted to the surface (Oliver et al., 2017), but rather can reach their maximum temperature intensity in the ocean sub-surface (Benthuysen et al., 2018; Elzahaby and Schaeffer, 2019), in particular near the thermocline (Schaeffer and Roughan, 2017). Extremely warm temperature anomalies during MHWs are often restricted to the surface mixed layer (SML) being the turbulent surface layer within which temperature and salinity are well mixed and close to vertically uniform. However, extreme temperature anomalies have also been detected at ocean depths of hundreds of meters (Elzahaby et al., 2021). Moreover, sub-surface warming that penetrates the SML can persist at depth, linger past the disappearance of the surface signal and become re-entrained into the surface layers in a subsequent season (Deser et al., 2003; Jackson et al., 2018; Scannell et al., 2020).

During a MHW, the depth extent of the elevated temperature anomalies is linked to the event's primary driver (Elzahaby et al., 2021). Primary drivers of MHWs range from atmospheric (Chen et al., 2014; Benthuysen et al., 2018) and local oceanic forcing (Oliver et al., 2017; Gawarkiewicz et al., 2019) to large-scale forcing via tele-connections (Feng et al., 2013). On a large scale, remote influences like El Niño-Southern Oscillation (ENSO) have been linked to sea surface temperature (SST) variation (Feng et al., 2013; Sen Gupta et al., 2020), whilst Rossby waves can modulate the mixed layer depth (MLD, Bowen et al., 2017; Li et al., 2020). Focusing on local processes, Elzahaby et al. (2021) showed that, on average in the Tasman Sea, anomalous warming from local advection-driven MHWs is four times deeper than atmospheric-driven events, which are mostly restricted to the surface layers. The impact of atmospheric forcing is almost entirely restricted to the SML (Chen et al., 1994) unlike oceanic advection, which is linked to the ocean dynamics. The impact of oceanic forcing can affect the ocean at any depth and especially when associated with deep mesoscale eddy structures (Rykova and Oke, 2015). That is, accounting for the depth extent of the ocean SML relative to the primary drivers of MHWs is imperative in understanding the respective impact of the forces that generate a MHW event.

Heat budgets have been used to describe the contribution of atmospheric and oceanic processes in the SML and the dominant drivers in the evolution of MHWs. Generally, heat budgets describe the processes that affect the temperature tendency including horizontal and vertical ocean advection, air-sea heatflux, entrainment of water into the mixed layer and horizontal and vertical mixing (diffusion). This diagnostic tool has often been used to identify the dominant drivers (Chen et al., 2015; Bowen et al., 2017) or the evolution of the different mechanisms influencing the temperature variation during MHWs (Chen et al., 2015; Oliver et al., 2017). The mixed layer heat budget is usually volume-averaged over a fixed depth used as an estimate of the SML with the assumption that the temperature is homogeneous in the surface layers. The range of fixed depths used varies from approximately 50 m (Benthuysen et al., 2014; Fathrio et al., 2018) to 250 m (Bowen et al., 2017). In some cases (e.g., Marin et al., 2021), heat budgets have been applied over large spatial and temporal scales (e.g., globally, from the coastal to deep ocean, over decades), without consideration of the variability in MLD between regions and seasons, but it is not clear what impact the constant SML has on the heat budget estimates.

The main temporal variability of the MLD is linked to the many processes occurring in the mixed layer (surface forcing, advection, internal waves, etc.) and ranges from diurnal (Brainerd and Gregg, 1995) to interannual variability including seasonal and intraseasonal variability (Kara, 2003). The vertical seasonal variability of the MLD, globally, is large and can range from less than 20 m in the summer to 500 m in the winter, whilst spring and autumn are transitional periods in between (Monterey and Levitus, 1997).

Biological activity is almost entirely restricted to the upper ocean which makes understanding the SML depth essential for understanding the ecosystem (Polovina et al., 1995). Moreover and for our purpose, information on the SML, including diagnostics of atmosphere and ocean variability within it, is essential in understanding the role of different mechanisms in the evolution of MHWs (e.g., Bond et al., 2015; Chen et al., 2015).

There is no single objective criterion for the SML depth, rather a variety of definitions are used with emphasis on differing criteria depending on the purpose of the analysis. Parameters used to define the SML include temperature, salinity and density criteria, calculated over various time scales (e.g., daily, monthly, seasonally) using gradient or threshold methods to define. Some typical examples include Kara et al. (2000), who used a temperature-based threshold approach and showed that a value of ΔT = 0.8°C was an optimal estimate of turbulent mixing penetration (mixed layer activity) where ΔT is the temperature difference with respect to a fixed depth. Levitus (1982), using a density threshold, found a threshold value of Δσ = 0.125kg m−3 which corresponds to the water-mass characteristics of Subtropical Mode Water in the North Atlantic, whilst Ohlmann et al. (1996) chose 0.5kg m−3 based on extensive study of the penetration of shortwave radiation in the upper ocean. Gradient methods aim to identify the depth at which a strong variation occurs, assuming this is the base of the mixed layer. Values for the gradient method range from 0.0005 to 0.05kg m−4 for density and 0.025°C m−1 for temperature (Dong et al., 2008). Using threshold criteria, de Boyer Montégut et al. (2004) defined the SML depth as the value of temperature or density where ΔT = 0.2°C or Δσ = 0.03kg m−3, respectively. The authors used a reference depth at 10m, so as to avoid a large part of the strong diurnal cycle in the top few metres of the ocean, and identified the MLD as the depth at which one of the thresholds was exceeded. Most of these methods capture the regional characteristics and the temporal variability of the SML depth.

Here, we show analysis that illustrates the sensitivity of MHW driver classification to the choice of SML depth used in a heat budget. We investigated 82 MHW events in two dynamically different regions of the Tasman Sea (Figure 1). We compare heat budget results in three scenarios: a near-realistic scenario using a daily varying SML depth (MLDV) based on de Boyer Montégut et al. (2004) as a benchmark for comparison with two constant scenarios of fixed depths at 30 m (MLD30) and 150 m (MLD150). We, further, compare the discrepancy in MHW dominant driver detection across the three scenarios. We present the results in the form of two focus case studies, one for each of the regions of interest, then we show the results on a statistical scale over a 30-year period (1985–2014) from the output of an eddy resolving ocean model. Finally, we discuss the results in the context of the impact of classifying MHW drivers across regions and seasons.
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FIGURE 1. Mean sea surface temperature (SST) from the Bluelink OFAM3 model during the summer months (A,C) and winter months (B,D) SST [colorbar, (A,B)] with MLD contours (m). Panels (C,D)) show the SST variance with SLA contours. Values are based on the mean of the 30-year study period (1985–2014). The two boxes analyzed in the study are marked with black rectangles, Eddy box is on the left and NZ box on the right. An orientation map shows the study boxes in context.




2. MATERIALS AND METHODS


2.1. Region and Model Data

For this analysis, we used model output from the Bluelink Ocean Forecasting Australia Model (OFAM3) which is an eddy-resolving (0.1° resolution) near global model. The model covers the period of 1985–2014 with daily resolution and 5 m vertical resolution in the upper layers increasing with depth (Oke et al., 2013). We used data output from a free-running model because some assimilation approaches can violate conservation principles and as such, introduce uncertainty in the heat budget (Stammer et al., 2016). Elzahaby et al. (2021) have previously used this model for heat budget analysis of MHWs after validation with Argo and satellite data.

We chose two sub-regions in the Tasman Sea that represent contrasting dynamical regimes (Figure 1). These are an “Eddy box” located in the eddy field south of the East Australian Current (EAC) separation (bounded by 151.2° − 153.2°E and 35° − 37°S) and a “New Zealand box” located off the west coast of the North Island of New Zealand (bounded by 170° − 172°E and 38° − 34°S), hereafter, referred to as Eddy and NZ boxes, respectively.

In the western Tasman Sea, the East Australian Current (EAC) is a highly energetic western boundary current that is characterized by strong SST variability (Ridgway and Dunn, 2003, Figures 1C,D). The Eddy box is in a region that is characterized by the presence of a large number of anticyclonic eddies shed from the EAC (Tranter et al., 1980), which result in frequent, deeper surface mixing (Tilburg et al., 2002), and captures the extreme temperature anomalies in the eddy field of the EAC southern extension. Here, the MLD ranges between 30 m in summer and 150 m in winter (Figure 1) due to high seasonal variability and pole-ward penetration of the EAC eddies in the southeastern Australia region (Condie and Dunn, 2006). Consequently, it has been shown that MHWs in the Eddy box are mostly driven by ocean advection (Elzahaby et al., 2021).

In the eastern Tasman Sea off the west coast of New Zealand, the temperature is comparatively more stable than the western Tasman Sea (Heath, 1981). The MLD varies between 20 m in summer and 100–150 m in winter (Figure 1) in close agreement with findings from Rahmstorf (1992). It has been shown that MHWs in the NZ box are mostly driven by air-sea heat flux anomalies (Elzahaby et al., 2021).



2.2. Marine Heatwave Definition

MHWs were defined, as per (Hobday et al., 2016), as periods when the mean temperature in the SML (using a daily varying MLD) exceeded the 90th percentile for a consecutive 5-day period or longer based on a 30-year baseline daily climatology (here 1985–2014). We calculated a temperature climatology in each box, using temperature over the SML which was then volume-averaged (over the depth of the SML and per region). These climatologies were used for MHW identification. Individual events that were separated by one or 2 days were amalgamated into a continuous event, as per the definition. Seasonality of the MHWs was determined based on the month the first day of each MHW occurred.



2.3. Heat Budget

To investigate and compare the mechanisms modulating temperature variability in the mixed layer we calculated the terms of a daily heat budget following the methodology of Elzahaby et al. (2021) where the heat budget was defined based on Stevenson and Niiler (1983) as follows:

[image: image]

where h corresponds to the SML depths in each of the scenarios outlined above, [image: image] is the temperature tendency and u.∇HT is the horizontal advection. Qnet is the net air-sea flux (such that positive fluxes are directed into the ocean), and ρ and cp (1027kg m−3 and 3850J (kg C)−1) are the water density and specific heat capacity, respectively. The heat loss by the shortwave radiation that penetrates below the depth h is given by q(h) assuming an exponential decay of surface shortwave radiation with 25 m e-folding depth (Wang and McPhaden, 1999; Schlundt et al., 2014). The residual term accounts for vertical advection and horizontal and vertical diffusion. This term also includes computational error.

Daily climatologies (mean values for each day of the year over the study period) and anomalies (deviations from the daily climatology) were calculated over each model grid cell in each box for all terms in the heat budget, which were then volume-averaged (over the depth of the SML and per region) and integrated in time (over the duration of each MHW event) to produce a total anomaly per term for each event.

The dominant driver of the MHW was defined based on the dominant mechanism contributing to the change of temperature during the evolution of each event. More precisely, following the methods outlined in Elzahaby et al. (2021), a MHW was classified as Adv'-MHW (Q'-MHW) if the total advection (air-sea heatflux) anomaly over the duration of each event was dominant (similar to methods used in Chen et al., 2015; Bowen et al., 2017). If the difference between the contribution of Adv' and Q' was 10% or less, the event was classified as “mixed” and was omitted in the summary analysis (Section 3.3).



2.4. Surface Mixed Layer Depth Estimates

We calculated the heat budget using three different depth estimates for the SML: (1) daily variable MLD based on de Boyer Montégut et al. (2004) (MLDV), readily available from model output, (2) a fixed SML depth of 30 m (MLD30) and (3) a fixed SML depth of 150 m (MLD150). We chose the two fixed SML depths based on the region's seasonal MLD signature. MLD30 corresponded to the mean summer MLD (20–40 m) which was then used to compare to the results of MLD150, which encompassed the winter maximum MLD in the region (Figure 1).

To justify our choices of SML depth, the vertical structure of the SML is shown in Figure 2 and the seasonal cycle of the SML is shown in Figure 3 for the two boxes. Overall, MLD30 intersected the high range of temperature and salinity variability in the mixed layer, whilst MLD150 encapsulated the total SML, on average (Figure 2). The daily varying SML depth shows the large annual MLD range (Figure 3) in both boxes.


[image: Figure 2]
FIGURE 2. Mean temperature (A) and salinity (B) for the Eddy box (grey) and NZ box (blue). MLD30 and MLD150 are marked by dashed black lines and the mean SML depth (MLDV) per region is marked by solid horizontal lines.



[image: Figure 3]
FIGURE 3. Climatological temperature variability (colorbar) from the surface down to 500 m depth in the Eddy (A) and NZ boxes (B). Mean SML depth is marked with solid black lines on each of the plots while the grey lines show annual SML depths for the 30 year period from 1985 to 2014.


Using the three different SML depths for the heat budget (MLD30, MLDV, and MLD150), the primary driver of each MHW event was classified to analyse the sensitivity of the MHW driver detection to variability in the SML depth. Given the term magnitude dependence on the value of h (Equation 1), especially the air-sea heatflux term, we expected the balance between the magnitude of the terms in each of the scenarios to vary and, therefore, impact the identification of dominant drivers during MHWs. These ideas are explored below.




3. RESULTS


3.1. Case Studies

Focusing on the dynamical evolution surrounding MHW events over the course of a single year, Figure 4 shows the temporal evolution of the heat budget terms in the Eddy box during 2007. Three MHWs were identified in April (19 days), May (5 days), and December (5 days). The advection of anomalously cold water in February/March was followed by a deep, warm advection anomaly in March-May (Figure 4C). The first MHW occurred as a result of deep, strong, anomalously warm advection (Adv', Figure 4C). Air-sea heatflux anomaly (Q', Figure 4A) was relatively negligible (approximately neutral temperature contribution compared to 1.6°C from the advection term over the duration of the event) and, unsurprisingly, the event was classified as an Adv'-MHW in all three SML depth scenarios.


[image: Figure 4]
FIGURE 4. Time-series of air-sea heatflux anomaly during 2007 in the Eddy box (A) as calculated using the three MLDs: MLD30 (green), MLDV (red), and MLD150 (black). Dotted lines correspond to the Adv' colourbar limits in panel (C). (C) Hovmoller diagrams showing anomalous advection with depth. MLDV is shown with a solid black line, MLD30 and MLD150 are marked by dashed lines. (E) Hovmoller diagram showing the temperature anomaly with depth. MLDV is shown with a solid black line, MLD30 and MLD150 are marked by dashed lines. (B,D,F) The evolution of salinity (B), spice (D) and density (F) anomalies against pressure. Isopycnal surface contours of 25.2, 25.9, 26.5, and 27.5 kg m−3 are shown using alternating dashed and solid lines (as per labels). MHWs are marked in the top panel with black rectangles. Drivers as identified by each scenario: MLD30, MLDV, and MLD150 are labeled above each event in this order.


During the second event, pronounced Q' was detected in both MLD30 and MLDV reaching a maximum of ~ 0.12°Cday−1 and ~ 0.05°Cday−1, respectively (and <0.02°Cday−1 in MLD150). During this event, the varying SML depth was approximately 70 m. In the SML, Adv' averaged 0.01°Cday−1, however, a warmer advection signal was detected below the SML (>0.05°Cday−1). In this case, MLD30 overestimated the relative contribution of Q' whilst MLD150 captured the warm advection below the SML that was not contributing to the change of temperature in the mixed layer. Thus, the event was classified as Q', mixed (near equal contribution of anomalous advection and air-sea heatflux) and Adv'-MHW using the MLD30, MLDV, and MLD150, respectively.

The final MHW in 2007 occurred during summer when the varying SML depth was approximately 20 m and the warm temperature anomaly was mostly restricted to the SML (Figure 4E). Throughout the whole water column, Adv' was negligible whilst Q' exhibited a significant signal in both MLD30 and MLDV and as such the three scenarios classified this event as a Q'-MHW.

During the first event, negative density anomaly was associated with a deepening of the thermocline which can be observed during the May MHW (deepest isopycnal deflecting downwards, Figure 4F). The surface was fresh and warm (Figures 4B,E) but the anomalous warming extended well throughout the water column (as deep as 650 m). This warming was negligible on the 28.3kgm−3 potential density line (equivalent to 500 m isobar) suggesting water-mass conservation and possibly isopycnal heaving (Supplementary Figure 1). The surface snapshot shows that a warm-core eddy occupied the region which supports the possibility of heaving (Figure 5A) and confirms advection as the driver. During the second event, the warming depth extent on isobars also exceeded that on isopycnals but to a lesser extent compared to the first event (Supplementary Figure 1) with the region appearing to be enveloped by a meandering of warm currents (Figure 5B). The third event, driven by Q', exhibited a strong spice signal (density compensated temperature and salinity gradients, Bindoff and McDougall (1994), Figure 4D) and density anomaly (Figure 4F) in the SML. The event appeared to be a part of an almost Tasman Sea region-wide MHW (Figure 5C).


[image: Figure 5]
FIGURE 5. Surface plots of monthly mean surface temperature anomaly during the months when MHWs occurred (in the Eddy box) in 2007: (A) April, (B) May, and (C) December. Surface temperature anomaly is shown with the colourbar and surface currents are shown with vectors.


Our second case study focusses on 1998 off the west coast of New Zealand. Three MHWs occurred in 1998 during the months of February (11-days), March (5-days), and November (8-days) (Figure 6). The first event appeared in highly stratified water with warming affecting the SML only, whilst the denser and cooler January water-mass detrained below the mixed layer (Figure 6E). During the first two events, significant Q' was detected and reached maximums of ~ 0.28Cday−1 and ~ 0.15°Cday−1 in February and March, respectively (Figure 6A). The varying SML depth was ~ 10 m and, thus, MHWV represented the largest magnitude of Q' during both these events. Nonetheless, given the negligible contribution of Adv' in the region (Figure 6C), both events were classified as Q'-MHWs across all three SML depth scenarios. In contrast, the November MHW was classified differently in each of the scenarios. The varying SML depth during this event was, also, shallow (~ 20 m). Relatively mild Adv' and significant Q' was detected in the surface layers which was classified as a Q'-MHW using the MLDV scenario (20 m average SML depth). MLD30 underestimated the Q' contribution and, thus, classified this event as a mixed-driven MHW. Whilst, MLD150 further underestimated Q' to the point that it was negligible compared to the mild positive Adv' in the SML and throughout the water column and, accordingly, the event was classified as an Adv'-MHW.


[image: Figure 6]
FIGURE 6. Time-series of air-sea heatflux anomaly during 1998 in the NZ box (A) as calculated using the three MLDs: MLD30 (green), MLDV (red), and MLD150 (black). Dotted lines correspond to the Adv' colorbar limits in panel (C). (C) Hovmoller diagram showing anomalous advection with depth. MLDV is shown with a solid black line, MLD30 and MLD150 are marked by dashed lines. (E) Hovmoller diagram showing the temperature anomaly with depth. MLDV is shown with a solid black line, MLD30 and MLD150 are marked by dashed lines. (B,D,F) The evolution of salinity (B), spice (D) and density (F) anomalies against pressure. Isopycnal surface contours of 25.9, 26.3, 26.6, and 26.9 kg m−3 are shown using alternating dashed and solid lines (as per labels). MHWs are marked in the top panel with black rectangles. Drivers as identified by each scenario: MLD30, MLDV, and MLD150 are labeled above each event in this order.


Spice anomalies were particularly weak during these MHWs compared to the Eddy region, indicating potential water mass transformation rather than compensation between salinity and temperature anomalies with the exception of a slight signal elevation during the first and last events. The surface maps of monthly mean temperature anomaly (Figure 7) show that in all three MHWs in this region, the events appear during region-wide extreme warming.


[image: Figure 7]
FIGURE 7. Surface plots of monthly mean surface temperature anomaly (in the NZ box) in 1998: (A) February, (B) March, and (C) November. Surface temperature anomaly is shown with the colourbar and currents are shown with arrow vectors.




3.2. Role of MLD on Heat Budget Term Estimates

Next, we explore the statistical distribution of the magnitude of each heat budget term across the 30 years (1985–2014) in the three SML depth scenarios (Figure 8). In the Eddy region, on average, advection warmed the box while air-sea heatflux cooled the region as shown by the positive median value for the advection term (Adv) in Figures 8A,C,E. However, the relative magnitudes of the terms varied in the three SML depth scenarios. For the MLD30 scenario, the standard deviation of the residual was found to be of equivalent magnitude to that of the temperature tendency term whilst the air-sea heatflux term's standard deviation was approximately 1.5 times the magnitude of the temperature tendency's, on average (Table 1). This implied that some significant terms (e.g., the vertical terms) were not resolved in this scenario and that the impact of the air-sea heatflux term on the change of temperature was being overestimated. Consistent with the results found in the Eddy box, MLD30 in NZ also overestimated the air-sea heatflux term and produced a residual term equivalent in magnitude to the temperature tendency term.


[image: Figure 8]
FIGURE 8. Boxplots showing the statistical distribution of each term in the heat budget calculated across the three formulations: MLD30 (A,B), MLDV (C,D), and MLD150 (E,F) for the Eddy box (left column) and the NZ box (right column). The boxplots are based on the daily values in each box over the 30-year study period (1985–2014).



Table 1. Standard deviations (°Cday−1) of the heat budget terms calculated in each of the three SML depth scenarios in the Eddy and NZ regions.

[image: Table 1]

For the MLDV scenario in the Eddy box, air-sea heatflux, advection and temperature tendency terms all had similar distributions whilst the residual was approximately half their magnitude. This suggests that the advection and air-sea heatflux terms were sufficiently descriptive of the temperature variability in the SML. In the NZ box, the MLDV produced an equivalent magnitude of heat budget term distributions for air-sea heatflux and temperature tendency while the residual term was much smaller (half the magnitude of the other terms at most), suggesting that in this region, the change of temperature with time can be sufficiently described by atmospheric forcing.

The MLD150 scenario in the Eddy region produced similar relative term magnitudes as the MLDV scenario for all terms except air-sea heatflux, which had an equivalent magnitude to the residual term. That is, the role of air-sea heatflux on the SML temperature was underestimated in this scenario. So, although the small residual suggests that the terms were mostly resolved, the air-sea heat flux contribution to the temperature variability in the SML is unlikely to be properly represented. In the NZ region, the MLD150 budget appeared to reasonably represent the budget terms. The air-sea heatflux term was similar in magnitude to the temperature tendency term and the residual was half that magnitude on average, again, with negligible advection.

To demonstrate the sensitivity of the heat budget terms to the SML estimate, Figure 9 (Eddy box) and Figure 10 (NZ box) illustrate the temporal evolution of the terms in each of the scenarios (equivalent figures with term anomalies shown in Supplementary Figures 2 and 3). The time-series of each of the terms in the Eddy region show advection was not always constrained within the surface and, sometimes, extended deep in the water column. Advection was highly variable and barotropic.


[image: Figure 9]
FIGURE 9. Eddy box time-series (1985–2014) showing the air-sea heatflux term (A) as calculated using the three SML scenarios: MLD30 (green), MLDV (red), and MLD150 (black). Hovmoller plots shows advection contribution (B) and temporal change of temperature (C) with depth. MLDV is shown with a solid black line, MLD30 and MLD150 are marked by dashed lines. MHWs are marked with rectangles in the top bar with colors corresponding to the season in which an event began: summer (DJF) = red, autumn (MAM) = yellow, winter (JJA) = blue, spring (SON) = green.



[image: Figure 10]
FIGURE 10. NZ box time-series (1985–2014) showing the air-sea heatflux term (A) as calculated using the three SML scenarios: MLD30 (green), MLDV (red), and MLD150 (black). Hovmoller plots shows advection contribution (B) and temporal change of temperature (C) with depth. MLDV is shown with a solid black line, MLD30 and MLD150 are marked by dashed lines. MHWs are marked with rectangles in the top bar with colors corresponding to the season in which an event began: summer (DJF) = red, autumn (MAM) = yellow, winter (JJA) = blue, spring (SON) = green.


In the New Zealand region, advection played a very small role in the temperature variability in the mixed layer. The time-series of each of the heat budget terms show that the influence of advection in this region was very small when compared to air-sea heatflux in all three scenarios. Across both regions, MLD150 produced the smallest magnitude of the air-sea heatflux term (Figures 9A, 10A). During the cool months, MLD30 produced the largest magnitude of the cooling air-sea heatflux term, whilst during the warm months some extreme warm contributions were only represented in the MLDV scenario.



3.3. Role of MLD in Identifying Drivers of MHWs

The relative magnitude of the terms in the heat budget for the various SML scenarios were explored to understand the influence on the identification of the dominant drivers during MHWs. We detected 41 MHWs in the SML in each of the regions. However the magnitude of the heat budget terms, and hence the classification of each of these MHW drivers changed across the three different SML scenarios (Figure 11). Overall, in the Eddy region MLDV resulted in the largest number of Q'-MHWs when compared to the other two scenarios (41% compared to 30% and 13% using MLD30 and MLD150, respectively), whilst MLD150 resulted in the largest number of Adv'-MHWs (87% compared to 70% and 59% classified by MLD30 and MLDV, respectively) (Figures 11A,C,E). In the NZ box, MLD30 and MLDV produced similar numbers of Q'-MHWs (74% and 71%, respectively) whilst MLD150 resulted in the largest number of Adv'-MHWs (36% compared to 26 and 29% produced by MLD30 and MLDV, respectively).


[image: Figure 11]
FIGURE 11. Proportion of Adv'-MHWs (blue) and Q'-MHWs (green) in the Eddy (A,C,E) and NZ (B,D,F) in each of the three SML scenarios as marked by row labels.


As the depth of the SML changes throughout the year, we explored the classification of the MHW drivers by month and the temporal evolution of the heat budget terms (Figure 12). MLD150 consistently classified the least number of Q'-MHWs and the most Adv'-MHWs throughout the year in both regions (marked with green lines in Figures 12E,F). In the Eddy region, MLD150 classified ~ 2.8 Adv'-MHWs per month compared to ~ 1.8 Adv'-MHWs classified by MLDV, on average. In the same region for Q'-MHWs, MLD150 classified ~ 0.4 Q'-MHWs per month compared to 1.25 classified by MLDV, on average. This difference is the least pronounced in May (austral autumn). In the NZ region, on average, MLD150 classified ~ 1.1 Adv'-MHWs per month compared to MLDV which classified 0.5 Adv'-MHWs per month. MLD150 classified 1.9 events as Q'-MHWs on average per month compared to 2.7 classified using MLDV. The gap between the three scenarios in their classification was the least pronounced during the months of July-September (winter-spring).


[image: Figure 12]
FIGURE 12. Impact of seasonality on dominant driver classification of MHWs in the Eddy (A,C,E) and NZ (B,D,F) boxes. Mean annual air-sea heatflux is shown with thick black lines in panels (A,B) with gray lines illustrating the annual variability in the 1985–2014 (inclusive) period. Mean MLD is shown in panels (C,D) with annual variability also marked with gray lines. (E,F) show the number of MHWs identified as Q'-MHWs (solid lines) and Adv'-MHWs (dashed lines) in MLD30 (blue), MLDV (red), and MLD150 (green) during each month.


MLD30 showed pronounced seasonality in its driver identification. In the Eddy region, over the autumn and summer periods when the MLD is shallow, the results were consistent with the relationship identified above, being that a deep estimate of SML resulted in a reduced (increased) number of Q'-MHWs (Adv'-MHWs). Given that this region is characterized with relatively deep MLD (average MLD during these months was ~ 45m), the number of Q'-MHWs was higher in the MLD30 scenario compared to MLDV (1.5 compared to 1.2) and the number of Adv'-MHWs was lower (2.3 compared to 2.5). During the cooler months (over the winter and spring seasons) the pattern is inverted. The MLD30 produced a larger number of Adv'-MHWs than MLDV (2.3 compared to 1.2, respectively) and a smaller number of Q'-MHWs (0.5 compared to 1.3, respectively) despite it being a shallower depth than the SML. That is, a shallow SML estimate resulted in an increased number of Adv'-MHWs and a reduced number of Q'-MHWs indicating that surface advection could be skewing the results toward classifying the events as Adv'-MHWs.

In the NZ region, the SML was mostly shallower than 30 m in the warmer months (~20 m in summer with a minimum of ~ 10 m and maximum of ~ 40 m). Thus, MLDV produced the largest number of Q'-MHWs during the warmer months compared to the MLD30 (2.9 compared to 2) and fewer Adv'-MHWs (0.5 compared to 1). During the cooler months (winter and spring) the difference was, overall, less pronounced compared to the Eddy region since advection is weaker in the NZ region (Figure 10). There was a slightly smaller number of Q'-MHWs in the MLD30 compared to MLDV (2.3 and 2.5, respectively) but little to no difference in the Adv'-MHWs except during the months of October and November.




4. DISCUSSION

The heat budget is an informative tool that can be used to diagnose the mechanisms modulating the temperature variability in the SML during the evolution of MHWs. However, when using a simplified depth-integrated heat budget over the SML for the purpose of MHW dominant driver detection, the main assumptions need to be carefully considered and, in particular, the depth estimate of the SML.

Here, we analyzed the contributions of ocean advection and atmospheric processes (through the heatflux at the air-sea interface) to temperature variability in two dynamically contrasting regions of the Tasman Sea (Eddy and NZ boxes). The advection and air-sea heatflux terms of the heat budget were calculated using three different SML depth estimates, allowing us to compare the use of a fixed SML depth (set to the typical summer and winter thresholds, MLD30 and MLD150) to that of a more realistic daily varying SML depth calculated from density and temperature thresholds (MLDV, de Boyer Montégut et al., 2004).

In the advection-dominated region (Eddy box), the air-sea heat flux term in the heat budget was dampened (had an equivalent standard deviation magnitude to that of the residual term and half of the temperature tendency term) in MLD150 while the advection and temperature tendency terms were of comparable magnitudes. The opposite was true in the MLD30 scenario, where the air-sea heatflux term was amplified (1.5 times the magnitude of the standard deviation of the temperature tendency term) and the advection term dampened (smaller magnitude than the residual term). The residual term in the MLD30 scenario had an equivalent magnitude to the temperature tendency term which implied that not all processes modulating the change of temperature were resolved in this budget. In comparison, the benchmark scenario (MLDV) represented the air-sea heatflux, advection and temporal change of temperature terms at nearly equal magnitudes with the residual term at half that magnitude.

In the air-sea heatflux-governed region (NZ box), the advection term played a minor role in the budget and is relatively small regardless of the SML estimate. The air-sea heatflux term was amplified in the MLD30 scenario (1.6 times the standard deviation magnitude of the temperature tendency term) compared to being at equivalent magnitude in the MLDV and MLD150 scenarios. The residual term in MLD30 is equivalent to the temperature tendency term, consistent with the Eddy box results, suggesting that the mechanisms modulating the temperature variability in the SML were not resolved. MLDV and MLD150 represent similar relative term magnitudes with air-sea heatflux at equivalent magnitude to the temperature tendency term and residual at half that magnitude.

We, also, explored the impact of seasonality on driver detection across the three scenarios and found that, in general, a deep estimate of the SML resulted in a larger number of MHWs classified as Adv'-MHWs and a smaller number classified as Q'-MHWs across both regions with the biggest discrepancy being in the warmer months. An inverse pattern, however, was detected in the shallow budget (MLD30) during the Austral winter months whereby a shallow estimate produced a larger number of Adv'-MHWs and a smaller number of Q'-MHWs with the difference being more pronounced in the Eddy region. MLD30 appeared to capture anomalous shallow surface warm advection which skewed the relative contribution of the air-sea heatflux and advection terms. Furthermore, despite MLD150 appearing to reasonably represent the budget terms in the NZ box, the extent to which the SML can shoal in this region during the Austral summer (up to 10 m, Figure 3) implies that this budget may fail to detect the drivers of summer MHWs.

Advection-driven MHWs in the SML are a result of anomalous warm ocean currents which could be due to strong geostrophic flow, surface Ekman currents, or eddies (Rebert et al., 1985). With the exception of Ekman currents, advection is not restricted to the surface and can be captured using various estimates of the SML regardless of season. However, our results show that air-sea heatflux-driven MHWs are sensitive to the estimate of SML since their detection is constrained to that depth. Penetrative shortwave radiation has a depth structure, albeit decaying at an exponential rate from the surface (Wang and McPhaden, 1999). The schematic in Figure 13 illustrates the several cases in which Adv'- and Q'- MHWs can be misclassified or misconstrued. In summer, a deep approximation of the SML can result in surface advection contribution (Ekman flow) being underestimated. Conversely, in the winter months a shallow estimate of the SML depth may result in the amplification of the advection contribution to the SML warming. In the case where warm anomalous advection is detected below the mixed layer, a deep estimate of the SML may misrepresent it as a surface mechanism. A deep estimate of the SML depth dilutes the contribution of the air-sea heatflux anomaly and can cause mixed layer warming that is driven by air-sea heatflux in the summer months to be missed. On the other hand, in the winter months, a shallow estimate can result in amplifying the term's contribution to the SML warming.


[image: Figure 13]
FIGURE 13. Schematic illustrating the relationship between MHW drivers in a varying SML depth and two examples of fixed depths. Adv'-MHWs and Q'-MHWs (marked by the red shading) are shown in Panels (A,B), respectively. The cases in which a fixed depth may result in an underestimation, overestimation or misrepresentation of the driver contribution are marked with text.


Being able to accurately restrict the heat budget analysis to the temporally varying mixed layer enables the inter-comparison of dynamically contrasting regions. Since the SML depth is linked to a region's dynamical signature, we have shown that it is unlikely that a common fixed MLD can appropriately represent the mechanisms impacting the temperature variability across the regions (see SML variability in Figure 1). As in our findings, despite MLD30 (MLD150) having resulted in amplified (dampened) air -sea heatflux term compared to the temperature tendency term on average in both regions (Figure 8), the identification of an event's dominant driver was highly dependent on the region's dynamical signature. In the Eddy box, Adv'-MHWs outnumbered those in MLDV in both cases of fixed depths (MLD30 and MLD150). In the New Zealand region, the number of Q'-MHWs in the two fixed scenarios was underestimated compared to MLDV. Due to the significant anomalous advection in the Eddy region, a deep estimate of SML is more likely to classify events as advection-driven at the expense of air-sea heatflux-driven events. For example, Elzahaby et al. (2021) found that the dominant driver of MHWs in the EAC upstream to be Q'-MHWs, which may have been more difficult to detect in a fixed layer depth since deep anomalous advection is also prevalent in this region (Supplementary Figure 4). We, therefore, propose that a variable SML depth reduces the results' dependence on seasonality and a region's local dynamical regimes.

In some heat budget applications, capturing the variability of the mixed layer is less consequential to the results. For example, studies that focus on the temporal evolution of each term rather than identifying a dominant term, like Oliver et al. (2017) who investigated the driving mechanisms of the 2015/16 MHW in the Tasman Sea. The authors focused on the change of each term's cumulative anomaly (heat budget integrated over 100 m depth) and, as such, a SML depth estimate is inconsequential to the results. Furthermore, studies that use an overly deep estimate of the SML (encompassing the entire mixed layer, for example, Bowen et al., 2017) and, also, define MHWs in that depth can avoid ambiguity when relating deep drivers to the SML extreme warming. However in some cases, when authors use a heat budget approach across large geographic regions with different oceanic conditions, and/or over multiple seasons (e.g., Marin et al., 2021) this could result in a mis-classification of the MHW drivers if a fixed SML is used. In cases where shallow estimates of the SML are being used, a heat budget that resolves all the terms (including vertical diffusion) can produce a more accurate depiction of the mechanisms than a simplified budget.

A fixed SML estimate can be especially ambiguous in cases when MHWs are driven by the re-emergence of detrained persistent temperature anomalies or the shoaling of the SML. In the first instance, the re-emergence of anomalously warm water occurs over a period of several seasons (Alexander et al., 1999), thus, a fixed MLD approach would need to explicitly resolve vertical terms, otherwise, the driver may be undetected. Furthermore, shoaling of the mixed layer can result in an amplified impact from the air-sea heatflux anomaly which can, then, result in a MHW. The shoaling of the MLD acts on larger time-scales than the immediate effect of stratification from the surface warming (Supplementary Figure 5). Given the driver detection dependence on larger time-scales of SML variability, a fixed depth may not capture the potential impact of Q' and, thus, driver (Figure 13B). In summary these results from two dynamically contrasting regions show that when comparing heat budget results over large spatial and temporal scales, a variable SML is necessary in order to accurately identify the driver.
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The growing threat of Marine heatwaves (MHWs) to ecosystems demands that we better understand their physical drivers. This information can be used to improve the performance of ocean models in predicting major events so more appropriate management decisions can be made. Air-sea heat fluxes have been found to be one of the dominant drivers of MHWs but their impact are expected to decrease for MHWs extending deeper into the water column. In this study, we examine the most extreme MHWs occurring within an upper ocean layer and quantify the relative contributions of oceanic and atmospheric processes to their onset and decay phases. The base of the upper ocean layer is defined as the local winter mixed layer depth so that summer events occurring within a shallower mixed layer are also included. We perform a local upper ocean heat budget analysis at each grid point of a global ocean general circulation model. Results show that in 78% of MHWs, horizontal heat convergence is the main driver of MHW onset. In contrast, heat fluxes dominate the formation of MHWs in 11% of cases, through decreased latent heat cooling and/or increased solar radiation. These air-sea heat flux driven events occur mostly in the tropical regions where the upper ocean layer is shallow. In terms of MHW decay, heat advection is dominant in only 31% of MHWs, while heat flux dominance increases to 23%. For the majority of remaining events, advection and air-sea heat flux anomalies acted together to dissipate the excessive heat. This shift toward a comparable contribution of advection and air-sea heat flux is a common feature of extreme MHW decay globally. The anomalous air-sea heat flux cooling is mostly due to an increased latent heat loss feedback response to upper ocean temperature anomalies. Extreme upper ocean MHWs coincided with SST MHWs consistently, but with lower intensity in extra-tropical regions, where the upper ocean layer is deeper. This suggests that the upper ocean heat accumulation may pre-condition the SST MHWs in these regions. Our analysis provides valuable insights into the local physical processes controlling the onset and decay of extreme MHWs.

Keywords: extreme marine heatwave, upper ocean, marine heatwave phases, physical drivers, heat advection, air-sea heat flux, global model


INTRODUCTION

Marine heatwaves (MHW) are extreme heat events that have demonstrated negative impacts on many marine ecosystems and fisheries (Garrabou et al., 2009; Wernberg et al., 2012; Mills et al., 2013; Babcock et al., 2019; Caputi et al., 2019; Smale et al., 2019). Recent major events have raised scientific awareness about the increasing threat they represent in the context of global warming (Frölicher et al., 2018; Oliver et al., 2018; Bindoff et al., 2019; Collins et al., 2019; Marin et al., 2021). There has been a large amount of literature targeted toward individual MHWs (Holbrook et al., 2020; Oliver et al., 2021), investigating the physical drivers responsible for extreme temperature anomalies. In most cases, MHWs have been attributed to increases in horizontal heat advection and/or anomalous surface warming from air-sea heat fluxes (ASHF). For example, the 2015–2016 summer Tasman Sea MHW was attributed to an increase of poleward-flowing warm tropical water transport from the East Australian Current (Oliver et al., 2017). In contrast, atmospheric conditions of the 2003 Mediterranean summer favored large anomalies of ASHFs leading to an anomalous surface heat flux into the ocean, promoting high surface temperature anomalies (Sparnocchia et al., 2006; Olita et al., 2007). In some cases, these two processes can work together and locally control the spatial characteristics of the extreme warming (Benthuysen et al., 2018; Gao et al., 2020). The likelihood of MHWs is modulated by large-scale climate modes of variability (Holbrook et al., 2019), as different modes can modify local physical MHW drivers both directly (Santoso et al., 2017; Benthuysen et al., 2018) or remotely via oceanic and/or atmospheric teleconnections (Feng et al., 2013; Li et al., 2020).

Despite a good understanding of processes controlling the development of some past events, there is, to date, only one global study of MHW physical drivers across a broad range of events (Sen Gupta et al., 2020). Dynamical drivers of events are likely to differ between seasons and/or locations. Although all MHWs are, by definition, extreme temperature events, their intensity and duration can vary widely. Longer and more intense MHWs, which have a larger ecological impact, need to be differentiated from more typical events. These stronger events can be characterized as the “extremes of extremes” but for simplification, we refer to them solely as “extreme MHWs” hereafter. Note that the term “extreme” used here is different from the “Extreme” category of MHWs introduced by Hobday et al. (2018). Finally, most of the literature has focused on the build-up of heat during MHWs and little is known about processes driving their decay. Sen Gupta et al. (2020) addressed these issues by investigating the drivers of some of the most extreme MHWs globally. These authors used a satellite Sea Surface Temperature (SST) dataset to identify the most extreme MHWs in various regions of the globe and analyzed changes in various atmospheric variables before and after the peak of the event. They found that most events in sub-tropical latitudes were associated with decreased wind speeds, increased solar radiation and reduced ocean tubulent heat loss during their onset phase. During the decay phase, increases in latent heat loss were the most common feature of extreme MHWs. However, the authors did not quantify the relative contribution of each driver to the anomalous heat. Furthermore, except for wind-induced transport, the impact of ocean dynamics (i.e., advection) was not investigated in this work.

Importantly, the results of the prior studies are only attributable to MHW events at the sea surface. MHWs have been found to extend to deeper levels (Schaeffer and Roughan, 2017; Elzahaby et al., 2021) but their drivers can differ from the ones driving SST anomalies (Elzahaby and Schaeffer, 2019; Elzahaby et al., 2021). Indeed, Sen Gupta et al. (2020) showed that extreme events were mostly associated with shallower summer mixed layer depths (MLD) and were therefore restricted to a thin surface layer. MHW studies have primarily focused on SST as it is considered a proxy for the state of the mixed layer. The ease of access and length of period covered by satellite SST products contrasts with the scarcity of subsurface observations, explaining the lesser degree of understanding for sub-surface MHW. Ocean models can complement SST products by providing long-term continuous information at depth and allow the use of a heat budget analysis to identify sources and sinks of upper ocean heat content that lead to MHW events (Oliver et al., 2021). This approach has been applied to individual events or a specific region where high resolution models compared well with observations (Olita et al., 2007; Benthuysen et al., 2014; Chen et al., 2015; Kataoka et al., 2017; Oliver et al., 2017; Gao et al., 2020; Li et al., 2020). Nevertheless, model simulations remain biased toward weaker, less frequent and longer-lasting MHWs (Pilo et al., 2019; Hayashida et al., 2020). This bias in models is particularly evident for coarser resolution models like global climate models which cannot resolve local physical processes such as eddy-driven variability (Pilo et al., 2019; Hayashida et al., 2020).

Here, our main objective is to perform the first global heat budget analysis of the most extreme MHWs using an eddy-resolving Ocean General Circulation Model (OGCM) to quantify the local physical processes responsible for the onset and decay of MHWs. Extreme MHWs have a much higher likelihood to cause substansive damage to marine biotas than more “common” events. We focus on depth-integrated upper ocean temperatures rather than SSTs as many threatened marine ecosystems are located below the sea surface. Cognisant of the biases that models present relative to observations, we seek to explain the drivers of modeled MHWs. Our analysis is indicative of what processes control the evolution of extreme MHWs in a free-running OGCM and improve our physical understanding of these events. This in turn provides information about the sources of model biases. Finally, we assess the correspondence of upper ocean MHWs with surface MHWs, defined by SST extremes, to identify how physical processes can modulate the depth range of MHWs.



METHODS


OFAM3

This study used outputs from the Ocean Forecasting Australia Model version 3 (OFAM3; Oke et al., 2013). The model is a near global (75°S−75°N) configuration of the Geophysical Fluid Dynamics Laboratory Modular Ocean Model version 4p1d (Griffies et al., 2004). It features a 1/10° orthogonal horizontal grid and z-star vertical coordinate with 51 vertical levels whose resolution ranges from 5 m at the surface to 10 m at 200 m depth. The vertical resolution decreases below 200 m as the OFAM3 focuses on the upper ocean state. Vertical viscosity and diffusivity are parametrised using a KPP mixed layer scheme (Large et al., 1994) while horizontal viscosity uses a biharmonic Smagorinsky scheme (Griffies and Hallberg, 2000). The model has no explicit horizontal diffusion.

The model run covered a period of 35 years, from January 1979 to December 2014 (Feng et al., 2016). The CSIRO Atlas of Regional Seas (CARS; Ridgway et al., 2002) temperature and salinity fields were used to initialize the model, with a spin up of 3 years. Outputs used in this analysis included the 3-dimensional daily components of the velocity and temperature, as well as radiative (shortwave and longwave) and turbulent (latent and sensible) air-sea heat fluxes from January 1984 to December 2014. For ease of computation, our analysis was restricted to the upper ocean, including 15 vertical levels from 0 to 110 m depth. The model was forced with European Center for Medium-Range Weather Forecasts Reanalysis (ERA)-interim 3-hourly Air-Sea Heat Flux (ASHF), freshwater and momentum fluxes, with a resolution of ~150 km (Dee et al., 2011). Bulk formulae (Large and Yeager, 2004) were used to calculate turbulent fluxes. Penetrating shortwave radiation was computed based on Sea-viewing Wide Field-of-view Sensor (SeaWiFS) Kd-490 monthly data, using a single exponential decay law (Lee et al., 2005). Note that the simulation was free-running (i.e., no data assimilation), where only surface salinity fields were relaxed to CARS climatology on a 180-days restoring time scale.



Upper Ocean Marine Heatwaves

Our analysis focused on the local upper ocean temperature changes associated with MHWs rather than their SST, which can differ significantly during shallow summer events. MHWs are defined relative to a seasonal climatological threshold (Hobday et al., 2016), which means that they can happen at any time of the year. The heat budget computed in this study was integrated from the surface to a fixed depth defined as the maximum monthly climatology of MLD at each analyzed pixel (Figure 1B). This was chosen to allow for our heat budget to capture changes of the surface mixed layer temperature including in winter, when its thickness is at its maximum. In contrast, during shallow summer events, the upper ocean temperature anomaly (averaged over the mean mixed layer depth) will not reflect the severity of the surface MHWs. As such, we investigate the drivers of upper ocean heat content due to MHWs rather than changes in mixed layer temperature. This differentiation is more appropriate for coastal marine ecosystems that extend over depth ranges where SST is not an appropriate measure of local temperature (i.e., up to 100 m). Marine communities at risk of a deeper MHW might not be experiencing thermal stress during a MHW restricted to a shallow mixed layer depth. By investigating the drivers of extreme upper ocean temperature change, we also provide a framework to distinguish important differences between physical drivers of near-surface (i.e., SST) and deeper events.


[image: Figure 1]
FIGURE 1. (A) Fixed depth (Zint) used for depth-integration of heat budget terms. Monthly climatology of mixed layer depth was derived from monthly outputs of density-based mixed layer depth at each pixel. The maximum from the monthly climatology were chosen as our fixed depth of integration. Note that Zint was capped at 110 m. (B) Schematics of the methodology used to identify MHW events, as well as its corresponding onset and decay period. According to Hobday et al. (2016) definition, a MHW occurs when the temperature anomaly (black) relative to an 11-day window climatology is above a threshold (green) defined as the 90th percentile based on the same climatology for a minimum of five consecutive days. Multiple metrics and characteristics are derived, including the maximum intensity (Imax) of the event (maximum temperature anomaly), which is defined as the MHW peak (Hobday et al., 2016). The onset (i.e., build-up of heat) and decay (i.e., dissipation of heat) were defined as periods when the temperature anomaly was above a value corresponding to 0.1 × Imax (blue). This way, the onset and decay periods include a larger portion of the temperature change associated with a MHW.


Note that the realization of a heat budget relative to a fixed depth has several advantages including a smaller computational effort, but also avoids numerical residuals that would be associated with the offline estimation of a daily varying MLD. In addition, this study focused on the most extreme events which are likely to last several months, across different seasons. Varying the depth of integration with the season was therefore impractical.



Marine Heatwave Identification

For the purpose of identifying the local physical drivers of MHWs via a heat budget analysis, events were identified during the entire 1984–2014 period, for all pixels separately. The Hobday et al. (2016) definition was adopted, using the 90th percentile threshold based on a 11-day window climatology. The three most extreme MHWs at each pixel (model grid) were selected based on values of cumulative intensity. Our analysis considers the three most extreme events to investigate common driving mechanisms. Importantly, our definition of “extreme” MHW differs from the category of “Extreme” defined by Hobday et al. (2018). Following the tropical cyclone scheme, they introduced four categories of MHWs based on their daily varying intensity (i.e., temperature anomaly). Here, a MHW is considered extreme based on its cumulative intensity relative to all other past events at the same pixel. The cumulative intensity metric allows a measure of the thermal anomaly stress (i.e., intensity) exerted by a MHW over its duration, which better captures the potential impact on marine ecosystems. This allows for the inclusion of all pixels in the analysis, as we consider extreme MHWs relative to a local measure of cumulative intensities. Although the cumulative intensity of an extreme MHW might be lower than the top three cumulative intensity values of an adjacent pixel, it remains extreme for local marine ecosystems. Note that this methodology does not guarantee spatial coherence of MHW events. For example, it is possible that the most extreme MHW in adjacent pixels can be associated with different distinct events, in different years and with varying drivers. This is illustrated by the important spatial noise of MHW peak dates in mid latitudes (Supplementary Figures 2A–C).

The anomalous temperature change associated with a MHW event (i.e., intensity) is defined relative to a climatological state. Start and end dates of an event indicate the moment when the temperature anomaly crossed the 90th percentile. Therefore, the period associated with the accumulation/dissipation of heat does not match the start and end date of an event. Onset and decay periods were calculated for each MHW, centered around the peak date, when the temperature anomaly was above 0.1 x maximum intensity (Figure 1A). The 0.1 factor increment allows for positive underlying trends that favor positive temperature anomalies toward the end of the model period. Note that this definition of onset and decay periods was chosen to provide an automated approach to better suit a global analysis and might not capture the exact temperature changes associated with the onset and decay of an individual MHW (Figure 1A).



Heat Budget

A heat budget was performed using OFAM3 outputs to quantify the contribution of local physical processes to the anomalous temperature change during each MHW onset and decay periods. The volume averaged temperature tendency equation is expressed as:
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Where [image: image], V the volume defined by an area A and a depth h, u is the horizontal velocity vector, ∇h is the horizontal gradient operator, w is the vertical velocity, Q is the net ASHF, ρ is the density of seawater (here we use ρ = 1,035 kg.m−3), Cpis the specific heat capacity of seawater and κh and κv are the horizontal and vertical diffusivity coefficients. Q (W.m−2) was calculated as the difference between the sum of net downward radiative and turbulent fluxes, and the penetrating shortwave radiation. Shortwave penetration was calculated using SeaWiFS monthly climatology of Kd-490, consistent with the methodology used in OFAM3 (Lee et al., 2005). Kd-490 values were first bi-linearly interpolated on the OFAM3 grid to account for their larger spatial resolution (0.25°). The term T therefore represents the total volume averaged temperature change, AdvH and AdvV the heat convergence due to horizontal and vertical advection, QHF the contribution from ASHF and Residual combines processes due to mixing that cannot be resolved by a diagnostic budget. Note that the Residual term also includes sub-daily variability and numerical errors.

The computation of horizontal and vertical advection was expanded at each face of the volume defined by individual model cells using the flux formulation:

[image: image]

However, this form becomes ambiguous if applied for the horizontal and vertical contributions separately, as mass conservation does not apply (Montgomery, 1974). We apply a similar approach to Lee et al. (2004) that removes the dependence on zero-temperature reference to accurately represent the heat advection contribution to the given volume. The calculation of horizontal and vertical advection is written as follows:

[image: image]

Where W, E, S, N, bot, top, represent the western, eastern, southern, northern, bottom and top face of the orthogonal volume V, and u and v are the zonal and meridional components of velocity. The temperature change due to total advection is calculated as the sum of AdvH and AdvV. Both terms were then integrated vertically (from Zint to the surface) to represent the contribution of advective processes to upper ocean temperature changes.

MHWs are defined as events of anomalously high temperatures (Hobday et al., 2016). To isolate the contribution of each heat budget term to anomalies in upper layer temperature (by which we define a MHW), we calculate anomalies of each right-hand side term of Equation (1). This was done by subtracting the daily varying 11-day window mean to each term, consistent with the calculation of temperature climatology from Hobday et al. (2016). Results shown in this study include all terms of Equation (1) accumulated over the onset and decay periods of the three most extreme MHWs at each horizontal pixel.




RESULTS


Drivers of Upper Ocean Extreme Marine Heatwaves

MHWs can be decomposed into an onset and decay phase, associated with an accumulation and dissipation of heat, respectively. In this section, we examine the physical mechanisms contributing to temperature changes during distinct phases of extreme events. Results from the heat budget analysis of the onset period of the three most extreme events in each pixel are shown in Figure 2. The anomalous total change in temperature (deltaT), which is a proxy for MHW maximum intensity, is high in western boundary current systems and their extensions (Figures 2A–C). This result for western boundary current systems is consistent for all three most extreme events. DeltaT is higher than 3°C in the Agulhas retroflection and then along a portion of the Antarctic Circumpolar Current (ACC) in the Indian Ocean. The largest deltaT is evident in the eastern equatorial Pacific for the strongest event, reaching 4–5°C, but decreases to <3°C for the second and third most intense events.


[image: Figure 2]
FIGURE 2. Heat budget results for the onset of the three strongest MHW events. (A–C) Total depth-averaged temperature anomaly change. The contribution from (D–F) total air-sea heat flux and (G–I) heat advection anomaly terms are shown as a percentage of the total temperature change. (J–L) The remaining temperature change that was not explained by either total air-sea heat flux nor advection are termed residuals. As temperature change is, by definition, positive during the onset period, positive/negative percentages indicate a warming/cooling contribution. Grid points where onset periods started before Jan-1st 1984 or with sea-ice contamination were excluded from the analysis (gray shading).


The contribution of Air-Sea Heat Fluxes (ASHF) is greater than horizontal advection in most of the tropics (Figure 2), heating the upper ocean to more than 50% of the MHW maximum. This excludes a narrow band along the equator and the western Indian Ocean, where ASHF has a cooling contribution during the onset period. ASHF contribution lessens in higher latitudes, acting against anomalous heat accumulation (i.e., cooling) in most subtropical regions. The cooling by ASHF is especially evident in western boundary current regions and their extensions, including the ACC. In contrast, the warming by heat advection is important in mid-high latitudes, explaining most of the temperature increase. Even in regions where advection plays a lesser role in driving temperature increases, such as in the tropics, its contribution is systematically positive and amplifies the strength of the MHW. The residual term (e.g., combining mixing and unresolved processes) contributes to <15% of deltaT for all three most extreme events across all ocean pixels. This result highlights that the onset of the most extreme events can be explained by the combination of anomalous surface heat flux and ocean heat advection. Nevertheless, the heat budget results in a large positive residual term along a narrow equatorial band in most of the Pacific and Atlantic Oceans, contributing to more than 100% of the warming observed during the onset period of all 3 strongest events. This large residual suggests that anomalous heat in this region may be due to processes such as horizontal and/or vertical mixing. In the tropical Pacific, the top 3 MHWs coincided with El Nino events of 97/98, 87 and 91/92, respectively (Supplementary Figure 2). These events are characterized by a deepening of the thermocline (Supplementary Figure 3), consistent with the large warming anomalies observed due to a decreased mixing (Figure 2).

The heat budget of the MHW decay periods, corresponding to the onset periods analyzed in Figure 2, is shown in Figure 3. Similar to onset periods, the ASHF term has a higher contribution to the decay of temperature anomalies through cooling in the tropics. In mid-high latitudes, heat advection remains the larger contributor to the decay of MHWs, explaining more than 50% of the cooling in most regions. However, the relative importance of advection in extra-tropical latitudes is reduced in favor of cooling from ASHFs. Indeed, 10–30% of the cooling during decay periods of MHWs is explained by a net ASHF from ocean to atmosphere. Note that close to the equator, especially in the tropical Pacific, surface ASHFs are either strongly contributing to the cooling (n = 1 & n = 2; Figures 3D,E) or neutral (n = 3; Figure 3F), while they are strongly opposing warming during onset periods (Figures 2D–F). The residual term for the decay period is negligible in most regions, except in the same narrow band around the equator and some regions in high latitudes (Figures 3J–L). Unlike during onset periods, the residual term during decay opposes the cooling tendency near the equator, suggesting that a decreased mixing acts to mitigate the decay of MHWs. In higher latitudes, the residual term has a positive contribution to cooling, locally explaining most of the decay of MHWs west of Cape Horn (120°W−55°S) or in parts of the northern Atlantic.


[image: Figure 3]
FIGURE 3. Same as Figure 2 for the decay period. As temperature change is, by definition, negative during the decay period, positive/negative percentages indicate a cooling/warming contribution. Grid points where decay periods ended after Dec-31st 2014, or contaminated by sea-ice, were excluded from the analysis (gray shading).


The spatial pattern and amplitude of the relative contribution of heat budget terms to warming/cooling during onset/decay periods is remarkably coherent for all three most extreme MHWs (Figures 2, 3). This suggests that the combinations of the heat budget terms presented represent mechanisms of the onset and decay of extreme events that are active globally. Figure 4 summarizes the main driver of these extreme MHWs, based on their relative contribution to total anomalous temperature change. Heat budget terms are defined as the dominant term if they explain more than two thirds of the total temperature change alone. Total advection is found to be the main driver of MHW onset in 72% of the global ocean (Figure 4A). In contrast, extreme MHW onsets are mostly driven by ASHF in only 11% of the global ocean, in regions concentrated in the tropics, especially in the northern tropical Atlantic Ocean and around the Indonesian Seas. The Residual term is the largest term for only 1% of pixels analyzed and dominates along a narrow equatorial band in the Atlantic and eastern Pacific Ocean. For the remaining 16% of the global ocean, there is no dominant term driving MHW onsets. In this case, heat accumulation is driven by a comparable contribution of ocean dynamic and atmospheric processes. Such regions are mostly located in the tropics at the edges of the regions where ASHF is the main driver of MHW onset.


[image: Figure 4]
FIGURE 4. Main driver of most extreme MHWs (A) onset (n = 1–3) and (B) decay (n = 1–3). A heat budget term was defined as the main term when the average percent contribution to the total temperature change during onset or decay period across all three most extreme MHWs was larger than 66.6%. Note that only positive contribution to total temperature change was considered. In the case where no term's contribution was larger than 66.6%, the main driver was defined as “neither” (white), indicating that MHW onset or decay was driven by two or more terms. Net surface air-sea heat flux (red), total advection (blue) and the residual (yellow) term were considered [see Equation (1)].


Advection is remarkably less important in driving heat loss during MHW decay periods than for onset periods (Figure 4B). Heat divergence dominates MHW decay in only 31% of the global ocean. In contrast, the MHW decay is dominated by the ASHF term in 24% of the global ocean (compared to 11% during MHW onset), covering most of the northern tropical Atlantic, the eastern tropical Indian and western tropical Pacific Ocean. The lower importance of advection during the decay period is further demonstrated by the large increase in the number of pixels where there is no dominant term driving MHW decay. This is the case for 43% of pixels analyzed, with an enhanced shift in mid-high latitudes, where heat advection dominates the MHW onset period (Figure 4A). These results suggest that while ocean dynamics (i.e., advection) are dominant in driving extreme heat accumulation, the dissipation of upper ocean heat from the ocean to the lower atmosphere is critical in controlling the decay of MHWs in latitudes where the mixed layer is relatively deep (Figure 1B). Conversely, in the tropics, where the mixed layer is typically shallow (<50 m, Figure 1B), extreme MHW genesis and dissipation is mostly controlled by air-sea exchanges. Note that the residual term dominates the heat budget of extreme MHW decay in <2% of cases (Figure 4; compared with 1% for onset).

The decomposition of total heat advection into its horizontal and vertical components shows that vertical heat advection is negligible for the MHW development in most regions. The largest temperature changes during both phases of MHWs driven by advection occur in western boundary current systems and their extensions, as well as in the Leeuwin Current and the ACC south of the Indian Ocean (Figures 5A–C, 6A–C). The dominance of horizontal transport relative to its vertical component associated with these major currents indicates that vertical advection is negligible in the onset and decay of MHWs. Temperature changes during extreme MHWs in these regions are larger than 4°C and represent the largest temperature anomalies globally (Figures 2A–C). Two regions with large contributions from vertical advection are the equatorial eastern Pacific and western tropical Indian Ocean (Figure 5). The positive contribution of vertical advection to MHW onsets in these regions are associated with downwelling anomalies. Such anomalies can be attributed to planetary wave propagations associated with large climate modes of variability such as ENSO and the Indian Ocean Dipole (IOD), which are the primary modulators of MHW occurrences in the tropics (Holbrook et al., 2019). In contrast, during MHW decays, vertical advection is globally negligible compared to horizontal advection including in the eastern tropical Pacific and western Indian Ocean (Figure 6). It is only for the most extreme MHW event, in the eastern tropical Pacific, that vertical advective cooling dominates (Figure 6G). This particular event is associated with the 1997–98 El-Nino event (Supplementary Figure 2A), which transitioned into a La Nina event in 1998, driving enhanced upwelling and cooling of the upper tropical eastern Pacific Ocean (Picaut et al., 2002).


[image: Figure 5]
FIGURE 5. Decomposition of the heat advection term for the onset of the three strongest MHW events. (A–C) Total heat advection contribution to depth-averaged temperature anomaly change. Total heat advection was decomposed into its (D–F) horizontal component and (G–I) vertical component. Positive/negative values correspond to heat convergence/divergence. Grid points where onset periods started before Jan-1st 1984 or with sea-ice contamination were excluded from the analysis (gray shading).



[image: Figure 6]
FIGURE 6. The structure of the figure is the same as Figure 5 where the labeling is explained. Grid points where decay periods ended after Dec-31st 2014, or contaminated by sea-ice, were excluded from the analysis (gray shading).


Because we use a full radiation and turbulent heat flux budget, it is possible to examine the specific contributions of the individual surface heat fluxes to net ASHFs. For the MHW onsets the largest contributors to ASHF are mostly from anomalies of latent heat flux (Figure 7). This includes regions where ASHF is the main contributor of heat accumulation and are concentrated in the tropics (e.g., northern tropical Atlantic, eastern tropical Indian and western tropical Pacific; Figure 4A). Short wave radiation is the second highest contributor to ASHF in the tropics, despite a much smaller net contribution than latent heat flux (Figure 7). However, an anomalous decrease of shortwave radiation explains most of the negative contribution of ASHF to the onset of advective MHWs in the equatorial Pacific. This anomalous decrease is consistent with typical El-Nino conditions: increased upper ocean heat content in the eastern tropical Pacific increases convection and cloud formation and induces a decrease of short-wave radiation warming and increased evaporative (e.g., latent heat flux) cooling (Mayer et al., 2014). The cooling contribution of ASHF to MHW onset in higher latitudes is explained by increases in latent heat cooling (Figures 7G–I). The signal is most pronounced at western boundary current extensions and the ACC. Sensible heat flux cooling further contributed to reducing the overall heat convergence during MHW onsets in these regions. This suggests that the opposing latent and sensible heat flux cooling is a response to the high temperature anomalies being advected. Increased latent heat flux cooling also explains most of the ASHF contribution to upper ocean cooling during MHW decays (Figures 8G–I). In the tropics, the shortwave radiative cooling contribution dominates other heat flux terms in driving ASHF cooling and therefore MHW decays. This is particularly evident in the maritime continent region and the central equatorial Pacific (Figures 8D–F). Sensible heat flux cooling persists from MHW onset periods to decay periods and supports latent heat flux cooling in mid latitudes associated with western boundary current extensions and the ACC (Figures 8M–O).


[image: Figure 7]
FIGURE 7. Decomposition of net air-sea heat flux contribution to the onset of the three strongest MHW events. (A–C) Net air-sea heat flux contribution to depth-averaged temperature anomaly change. Net air-sea heat flux was decomposed into (D–F) its shortwave radiation (G–I) latent heat flux (J–L) longwave radiation and (M–O) sensible heat flux components. Grid points where onset periods started before Jan-1st 1984 or with sea-ice contamination were excluded from the analysis (gray shading). Positive heat flux is a flux into the ocean, and in the case of latent heat it also means a gain of freshwater at the ocean surface.
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FIGURE 8. The structure of the figure is the same as Figure 7 where the labeling is explained. Grid points where decay periods ended after Dec-31st 2014, or contaminated by sea-ice, were excluded from the analysis (gray shading).




Surface Signature of Extreme Upper Ocean Marine Heatwaves

A majority of MHW studies have focused on sea surface temperatures due to the larger number of observations and the availability of multiple satellite SST products, allowing for long-term gap free daily data. Despite recent efforts to increase our understanding of how surface MHWs relate to sub-surface MHWs (Schaeffer and Roughan, 2017; Elzahaby and Schaeffer, 2019; Elzahaby et al., 2021), there is little knowledge of their relationship on a global scale. OGCMs provide sub-surface data allowing the study of sub-surface MHWs and their comparison with surface events.

Figure 9 summarizes the sea surface signature of the three most extreme upper ocean MHWs. These strong events coincide almost systematically with at least one event at the surface (Figures 9A–C). This is the case in 97.2, 94.8, and 92.3% of pixels for the first, second and third most extreme upper ocean MHW, respectively. We note that the proportion of matching pixels is higher in the tropics compared to higher latitudes and decreased slightly with the rank of the upper ocean MHW. In a large number of pixels (Figures 9D–F), there is more than one surface MHW occurring during a single extreme upper ocean MHW. For example, 37.4% of the global ocean had two or more surface MHWs during the most extreme upper ocean event, decreasing to 27.2 and 21.7% for the second and third ranked upper ocean MHW.


[image: Figure 9]
FIGURE 9. Surface signature of upper ocean 3 (n = 1–3, from left to right) most extreme MHWs. (A–C) Locations where the nth most extreme upper ocean MHW events coincided with a surface MHW event. Pixels where at least one surface MHW event period (e.g., start to end of MHW) intersected with the upper ocean MHW period were defined as matching (green). (D–F) Number of surface MHWs intersecting with the nth most extreme MHW event. Pixels where the nth most extreme upper ocean MHW did not coincide with any surface MHW was plotted in white. (G–I) Rank difference of cumulative intensity sum of surface MHWs coinciding with the nth most extreme upper ocean MHW, relative to all surface MHWs identified during the 1984-2014 period (Surface Extreme Equivalent). A value of 0 or less signifies that the surface signature MHW was at least as extreme. In contrast, a value of 1 signifies that the surface signature was 1 rank (relative to n) less extreme. Surface MHWs were identified according to the Hobday et al. (2016) definition. Grid points contaminated by sea-ice were excluded from the analysis (gray shading). The black boxes denote the location of pixels chosen in Supplementary Figure 3.


The sum of cumulative intensity of all surface MHWs occuring during an extreme upper-ocean MHW is ranked relative to the cumulative intensity of all surface MHWs identified during the 1984–2014 period (Surface Extreme Equivalent; SEE). This ranking value indicates how extreme is the surface response during the most extreme upper ocean MHWs. For example, a SEE value of 1 indicates that the surface signature is the most extreme when compared to all other surface MHWs. Figure 9 (bottom row) shows the difference of the SEE value with the rank of the upper ocean MHW it is compared against. Negative/positive differences signify that the surface signature is more/less extreme than the upper ocean. The most extreme upper ocean event translated into the most extreme surface signature in 65% of pixels. In an additional 23.6% of pixels, the surface signature is between the second and fourth most extreme heat event, leaving only 8.6% of pixels (excluding pixels where there is no surface event) where the surface signature ranks lower than fifth in terms of cumulative intensity. This result highlights the strong relationship between the upper ocean and the surface MHW state. For less extreme upper ocean MHWs, this relationship is still evident. SEE is within two units of the upper ocean MHW rank in 80 and 73% of cases for the second and third most extreme event, respectively. The correspondence between upper ocean and surface heat flux is much more consistent in tropical regions.




DISCUSSION


Comparisons With Observed Events

Here, we perform the first global depth-integrated heat budget analysis applied to temperature variations during MHWs. Our results reveal that the most extreme upper ocean MHW onsets are due to anomalous convergence of heat driven by advection, except in tropical regions, where most MHWs are driven by anomalous heat fluxes into the ocean (Figure 5). In contrast, the decay of these MHWs is globally driven by a combination of anomalous heat divergence and ASHF cooling, both contributing equivalently to the total anomalous temperature change. Previous studies investigating the local physical drivers of major upper ocean MHWs support our results showinga dominance of oceanic advection driving heat convergence in extra-tropical regions. Both the western Australian summer 2011 (Benthuysen et al., 2014) and the summer 2016 Tasman Sea (Oliver et al., 2017). MHWs were generated by anomalous horizontal heat convergence that resulted from increased transport of the Leeuwin and East Australian Currents, respectively. In the East China Seas, recent major MHWs have been linked to a combination of heat convergence and anomalous ASHF into the ocean (Gao et al., 2020). In line with past results, we find that MHW onsets in the East China Seas are a combination of ASHF and advection (Figure 4). The spatial extent of MHWs dominated by ASHF is consistent with the location of past events. In 2015–2016, a reduction in upward ASHF was associated with severe warming in northern tropical Australia (Benthuysen et al., 2018).

In the literature, there has been a clear bias toward understanding how MHW temperature anomalies form, but only a few studies have investigated drivers of MHW decay. Heat dissipation was associated with increased ASHF cooling in most cases via an increase of latent heat cooling and/or upward (toward the atmosphere) sensible heat flux (Mayer et al., 2014; Kataoka et al., 2017; Sen Gupta et al., 2020). Our analysis supports the importance of ASHF in driving the decay of MHWs globally, including when and where MHWs are primarily generated by advection (e.g., compare Figure 2 with Figure 3 in mid-high latitudes). The conceptual diagram in Figure 10 summarizes phases of MHW events through the feedback processes responsible for the convergence and dissipation of heat. Increased incoming shortwave radiation and/or decreased latent heat loss usually control MHW onset generated by ASHF warming (Oliver et al., 2021). Variations of radiative and/or turbulent heat fluxes, which are typically driven by weather patterns (i.e., atmospheric highs, Rossby waves) initiate local increases in temperature. As the upper ocean heat accumulates, the ASHF warming is dampened by a latent heat loss feedback due to the excess heat available to evaporate moisture from the sea surface. During the peak of a MHW, warming and cooling processes balance each other and maintain temperature anomalies. During the decay phase, convection favorable weather patterns promote a shift in ASHF to cooling-favorable conditions. This results in a net loss of latent heat and sensible heat accentuated by an eventual decrease in incoming shortwave radiation due to cloud formation. In the case of an advective MHW, the same feedback mechanism occurs, as illustrated by the cooling contribution of latent heat flux during MHW onsets in extra-tropical regions (Figure 7). Heat convergence outweighs ASHF cooling until the peak of the MHW when the anomalous heat has dampened or reversed horizontal thermal gradients. This shift then initiates advective cooling, enhanced by the latent/sensible heat loss feedback, working simultaneously to promote the MHW decay.


[image: Figure 10]
FIGURE 10. Mechanisms of upper ocean temperature feedback responses associated with an extreme advective and air-sea heat flux (ASHF) driven MHW during the onset, peak and decay periods.


It is important to highlight some of the caveats induced by the nature of this analysis. Results presented in this study are only representative of extreme MHWs, as we focused on the three most extreme events. Weaker MHWs have a weaker temperature anomaly signature and have a shorter lifespan than more extreme MHWs (Sen Gupta et al., 2020) and more likely to have more mixed contributions from the ASHF and advective terms. Local processes controlling heat variations over shorter time scales can differ regionally. This was illustrated by Li et al. (2020), who identified that only half of the events in the south-eastern waters of Australia were advection dominated, but that the proportion increased greatly for stronger events (in terms of cumulative intensity, Table 1). In addition, this analysis is not targeted to observed MHW drivers. The model used is free-running (but driven by realistic atmospheric forcing) and does not contain extensive data assimilation (only relaxation). This explains the lack of agreement between the model and observations in highly dynamic regions, where events are shorter, stochastic and greatly influenced by anticyclonic eddy propagation (Supplementary Figure 1). This type of MHW event is not well-resolved and is difficult to predict (Hallberg, 2013; Pilo et al., 2019; Hayashida et al., 2020). Driven by rising ocean surface temperatures (Frölicher et al., 2018; Darmaraki et al., 2019; Oliver, 2019; Marin et al., 2021) and the recent surge of scientific interest, most major MHW events studied occurred in the last few years. The OFAM3 run only covered the 1984–2014 period and consequently, some of the most recent events are missing from the analysis. Indeed, the impact of anthropogenic forcing on the global distrubution of MHW drivers is negeligeable given the absence of any significant trend (Supplementary Figure 4).

The identification of the onset and decay of MHWs was based on a subjective assessment of reasonable temperature threshold relative to MHW maximum intensity to accommodate for a global pixel-scale repeatability. Onset and decay periods might therefore differ significantly from other periods used for heat budget analysis in the past literature. Moreover, a strong event identified relative to a large box average might not be represented on pixel scale. For example, Chen et al. (2015) attributed the 2012 spring-summer MHW in the northwest Atlantic to anomalous ASHF while advection dampened the warming signal. While it was one of the most extreme events of the past decades on a large scale (Schlegel et al., 2021), it is not necessarily the case on a smaller scale considered here. Indeed, only coastal pixels and a small number of offshore pixels were associated with this extreme 2012 MHW (not shown). Results for a large proportion of these pixels were consistent with Chen et al. (2015), especially nearshore, where ASHF was the dominating term for MHW onsets (Figure 3).



Upper Ocean vs. Surface

Due to the definition of upper ocean MHWs, we expect that the driving mechanism for these will differ from the MHWs defined by SST. Sen Gupta et al. (2020) investigated local drivers of the most extreme MHWss derived from an observational SST product (NOAA OISST v2.0). Sen Gupta et al. found that in the sub-tropics, the most extreme SST MHWs were associated with a decrease in latent heat flux cooling and an increase in incoming shortwave radiation driven by blocking atmospheric highs. Air-sea heat flux may be a dominant forcing for the mixed layer temperature (and to some extent SST) variability. However, our definition of the upper ocean is the water column above the winter mixed layer depth, which includes the seasonal thermocline during the summer period. Within an increased surface layer thickness, the air-sea flux proportionally plays a lesser role in the MHW whereas advection can integrate to play a more major role. Anomalous heating due to air-sea heat flux increases stratification and is accompanied by a shoaling of the mixed layer depth, further enhancing temperature anomalies (Oliver et al., 2021). The resulting temperature increase is therefore restricted to a thinner surface layer, which explains the tendency of surface MHWs to be more responsive to changes in ASHF (Sparnocchia et al., 2006; Olita et al., 2007; Schlegel et al., 2021), increasing their frequency but decreasing their duration (Darmaraki et al., 2020). Indeed, this global study clearly shows that ASHF is the strongest driver of extreme MHW (Figure 3) in regions where the surface mixed layer is thinner (e.g., in the tropics, Figure 1). Importantly, monthly climatologies of MHW drivers within specific latitudinal bands did not show any significant seasonality (Supplementary Figure 4), suggesting that the sensitivity of the conclusions of our study to the season of occcurence of MHWs is limited.

Intensification of surface temperature responses to changes in ASHF also explains why upper ocean MHWs can coincide with multiple surface events (Figure 9). Atmospheric weather patterns have a relatively high frequency of variability and are more likely to dampen/enhance the surface warming signal during an upper ocean event. The increase of temperature variance can force surface temperatures below the MHW threshold for more than three consecutive days, which would create two distinct MHW events. This decoupling is more evident for the most extreme MHW event (Figure 9), as they are much longer (Supplementary Figure 2), increasing the probability of disruption of the continuity of the MHW surface disruption.

Nevertheless, there is high consistency between surface and upper ocean MHWs (Figures 9A–C). Our findings confirm that surface MHWs often extend well-below the surface. In fact, studies have shown that MHW intensity greatly increases with depth (Schaeffer and Roughan, 2017; Benthuysen et al., 2018; Hu et al., 2021). The generation of upper-ocean MHWs may contribute to SST MHW expressions which can be dampened/enhanced by surface fluxes. The sub-surface expression of the MHW can however remain for a much longer period of time and eventually resurface during well-mixed winter conditions (Scannell et al., 2020). By providing an implicit link between surface and subsurface MHWs, this work highlights the need of the MHW scientific community to consider the upper ocean in future MHW studies.

In part, this coherence can also be explained by our choice of selection of the most extreme MHWs. In the case where lower atmospheric processes oppose an advective MHW (e.g., upward ASHF), the depth-integrated event (upper ocean) would be less likely to be considered extreme. Our methodology choice should also favor events due to advection and ASHF acting in concert to enhance the extreme. In spite of this selection of the extremes, there are regions where two main terms of the heat budget give counter intuitive results and where particular terms are much stronger than the others. Following a local study by Schlegel et al. (2021), a further analysis of differences between extreme and average events can potentially reveal whether the type and spatial patterns of common MHW drivers differ from the most extreme events on a larger scale.




CONCLUSION

We have provided the first global analysis of the local processes controlling onset and decay of extreme MHWs using output from an OGCM. Horizontal upper ocean heat convergence is responsible for the onset of most MHWs. ASHF anomalous warming dominates the build-up of temperature anomalies in tropical regions where the upper ocean layer is shallower, mostly through a reduction in latent heat cooling or an increase in incoming shortwave radiation. While ASHF is the main driver of the decay of ASHF-driven MHWs, it also plays a crucial role in dissipating heat associated with advective MHWs. In this case, cooling is controlled by both heat divergence due to the dampening of thermal gradients and a latent heat loss feedback from excess upper ocean heat content. We also found that most upper ocean MHWs have a surface signature, although the amplitude of the surface signature is reduced in mid-high latitudes where the upper ocean layer is deeper. Capturing accurate long-term changes in MHWs using OGCM hindcasts has been shown to require realistic representation of external forcing induced by climate change (Frölicher et al., 2018; Bindoff et al., 2019; Darmaraki et al., 2019; Oliver et al., 2019; Hayashida et al., 2020; Marin et al., 2021). In addition, our work demonstrates that realistic simulation of MHW onset and decay demands that models and forcing accurately reproduce local atmospheric and ocean dynamics driven by internal variability processes. Key challenges include improving horizontal and vertical resolution as well as expanding ocean observing systems to support data assimilation approaches and improving the model's initial state (Bauer et al., 2015). This will ensure that extreme climatic events, including MHWs, will be the better represented and predicted by the future generation of models.
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Marine heatwaves (MHWs) are periods of extreme warm ocean temperatures that can have devastating impacts on marine organisms and socio-economic systems. Despite recent advances in understanding the underlying processes of individual events, a global view of the local oceanic and atmospheric drivers of MHWs is currently missing. Here, we use daily-mean output of temperature tendency terms from a comprehensive fully coupled coarse-resolution Earth system model to quantify the main local processes leading to the onset and decline of surface MHWs in different seasons. The onset of MHWs in the subtropics and mid-to-high latitudes is primarily driven by net ocean heat uptake associated with a reduction of latent heat loss in all seasons, increased shortwave heat absorption in summer and reduced sensible heat loss in winter, dampened by reduced vertical mixing from the non-local portion of the K-Profile Parameterization boundary layer scheme (KPP) especially in summer. In the tropics, ocean heat uptake is reduced and lowered vertical local mixing and diffusion cause the warming. In the subsequent decline phase, increased ocean heat loss to the atmosphere due to enhanced latent heat loss in all seasons together with enhanced vertical local mixing and diffusion in the high latitudes during summer dominate the temperature decrease globally. The processes leading to the onset and decline of MHWs are similar for short and long MHWs, but there are differences in the drivers between summer and winter. Different types of MHWs with distinct driver combinations are identified within the large variability among events. Our analysis contributes to a better understanding of MHW drivers and processes and may therefore help to improve the prediction of high-impact marine heatwaves.

Keywords: marine heatwave, local drivers, extreme events, Earth system model, ocean heat budget


1. INTRODUCTION

Marine heatwaves (MHWs) are anomalously warm and sustained sea surface temperature extremes (Hobday et al., 2016; IPCC, 2019) and have been observed in all ocean basins over the last few decades (Frölicher and Laufkötter, 2018; Oliver et al., 2021). Human-caused climate change has led to observed increases in the frequency, intensity and duration of MHWs over recent decades (Frölicher et al., 2018; Oliver et al., 2018; Oliver, 2019; Laufkötter et al., 2020). These changes are associated with widespread impacts on marine species including changes in their distribution and widespread mortality (Wernberg et al., 2011; Bond et al., 2015; Cheung and Frölicher, 2020; Jacox et al., 2020), loss of biodiversity (Smale et al., 2019), collapses of foundation species such as corals (e.g., Hughes et al., 2017), kelp forests (e.g., Filbee-Dexter and Wernberg, 2018) and sea grasses (e.g., Babcock et al., 2019) and the ecosystems they support (Smale et al., 2019), and declines in fisheries revenues and livelihoods (Cheung et al., 2021). Climate models suggest that ongoing global warming will lead to a continued increase in MHW frequency and intensity (Frölicher et al., 2018), further threatening marine life and the ecosystem services they provide to human societies (Collins, 2019). Hence, it is important to understand the mechanisms driving MHWs.

The main driver of the long-term changes in MHW frequency is the gradual increase in mean ocean temperature (Frölicher et al., 2018; Oliver, 2019). However, the drivers of the onset and decline of individual MHW events are diverse and can differ across regions, seasons and may depend on the persistence of the MHW event. These processes can range from anomalous air-sea heat fluxes or ocean heat advection through changes in atmospheric circulation associated with large-scale teleconnections (Holbrook et al., 2019; Sen Gupta et al., 2020; Oliver et al., 2021) to small-scale local mesoscale processes in the ocean. For example, many prominent and impactful MHWs, such as the Mediterranean Sea 2003 (Olita et al., 2007) and 2006 MHWs (Bensoussan et al., 2010), the Northwest Atlantic 2012 MHW (Chen et al., 2014), the 2013–14 southwest Atlantic MHW (Rodrigues et al., 2019), the Coastal Peruvian 2017 MHW (Echevin et al., 2018) and the Tasman Sea 2017–18 MHW (Perkins-Kirkpatrick et al., 2019) were associated with anomalously high heat fluxes from the atmosphere into the ocean. Other MHWs have been caused primarily by oceanic processes including anomalous horizontal advection of warm waters, such as the Western Australia 2011 MHW (Feng et al., 2013; Benthuysen et al., 2014) and the Tasman Sea 2015–2016 MHW (Oliver et al., 2017). In addition, some MHWs have been caused by a combination of atmospheric and oceanic processes through tropical-extratropical teleconnections, such as the Northeast Pacific 2013–2015 MHW (Bond et al., 2015; Di Lorenzo and Mantua, 2016) and the Southwest Atlantic 2017 MHW (Manta et al., 2018). Some MHWs may have also been caused by small-scale processes, such as ocean mesoscale eddies or synoptic atmospheric weather regimes (Schlegel et al., 2017; Holbrook et al., 2019). MHWs can even be driven by different processes during different seasons as well as during their onset and decline phase. For example, Schlegel et al. (2021) found that MHWs in the Northwest Atlantic tend to be primarily driven by anomalous air-sea heat fluxes during the onset phase, but by oceanic processes during the decline phase. In addition, Schlegel et al. (2021) showed that during cold seasons anomalous air-sea heat fluxes are more important than anomalous horizontal advection for MHW onset and decline in the Northwest Atlantic, while this may be reversed during warm seasons.

Most of the available studies on drivers of MHWs focused on specific individual MHW events and predominantly on atmospheric processes, partly due to the greater availability of such data from satellite records and reanalysis data compared to the sparser coverage of oceanic (sub-)surface measurements. In addition, the studies focusing on ocean processes often apply a mixed layer temperature budget (Oliver et al., 2021), which considers processes that are often not directly measured, such as horizontal diffusion or vertical mixing, as residual terms. Therefore a global view of the dominant local atmospheric and oceanic drivers of MHWs during their onset and decline phases and during different seasons is currently missing. A better physical understanding of why MHWs occur is essential for building and improving the tools for MHW prediction and ultimately for adaptation and ecosystem management (Holbrook et al., 2019).

In this study, we use daily-mean output of all tendency terms that change the surface ocean temperature from a comprehensive coarse-resolution Earth system model to identify and quantify the main local physical processes leading to the onset and decline of MHWs at the global scale and in different seasons (Sections 3.1 and 3.2). We focus on physical processes as simulated in a preindustrial control simulation. We assess also the dependency of these processes on the duration of the MHW event (Section 3.3) and identify groups of MHW events that share similar characteristics of driver processes in certain regions through a clustering approach (Section 3.4). Our modeling framework has the advantage of providing a consistent and physically complete set of temperature tendency terms that are generally not available at a sufficient temporal and spatial resolution from observations and models and are not standard CMIP6 output.



2. METHODS


2.1. GFDL ESM2M

The Earth system model used in this study is the global coupled carbon-climate model ESM2M developed at the National Oceanic and Atmospheric Administration (NOAA)'s Geophysical Fluid Dynamics Laboratory (GFDL) (Dunne et al., 2012, 2013). The GFDL ESM2M consists of an ocean model (MOM4p1; Griffies, 2009), an atmosphere model (AM2; Anderson et al., 2004), a land model (LM3.0; Milly et al., 2014), a sea ice model (Winton, 2000), and also includes iceberg dynamics (Martin and Adcroft, 2010). The ocean model MOM4p1 uses a tripolar horizontal grid with a nominal resolution of 1° increasing zonally to 1/3° near the equator. Its vertical grid has 50 levels with a time-dependent resolution of about 10m in the upper 230m of the water column. The atmospheric model AM2 has a horizontal grid resolution of 2° × 2.5° with 24 vertical levels.

We analyze daily mean sea surface temperature (SST) data averaged over the top 10 m of the ocean and its drivers from a 500-yr long preindustrial control simulation (Burger et al., 2020). Atmospheric CO2 and all non-CO2 radiative forcing agents were kept constant at their preindustrial levels. The model is in quasi-equilibrium with the preindustrial forcing, i.e., there is no long-term drift in global mean SST over the 500-yr simulation (slope of least squares linear regression is 0.006 K/100 y). The preindustrial control simulation was used due to the large available sample size, i.e., 500 years of daily-mean output data. However, the main results were confirmed with an eight-member ensemble simulation of the GFDL ESM2M (Burger et al., 2020) forced by historical and Representative Concentration Pathway 8.5 (RCP8.5) forcings over the period 1982–2021 (Supplementary Figure 1).



2.2. Marine Heatwave Definition

We define an MHW as a period during which the SST at a location is larger than a seasonally varying threshold given by the local 90th percentile of SST anomalies (relative to the mean seasonal cycle) that is calculated for each calendar day individually (Figure 1). Under this definition, MHWs may occur with the same frequency throughout the year and at all locations. We applied this definition to each ocean grid cell individually and do not consider the potential spatial coherence of events. Our definition is similar to the widely-used MHW definition by Hobday et al. (2016), but in contrast to their definition, we do not apply a duration threshold of at least 5 consecutive days and we do not fill in short gaps in SST threshold exceedance. We then calculate the maximal or mean magnitude of an MHW event as the maximal or mean SST anomaly relative to the mean seasonal cycle over the duration of a single event (Figure 1), respectively.


[image: Figure 1]
FIGURE 1. Schematic figure illustrating the definition of a marine heatwave (MHW) and associated characteristics used in this study. The time series of simulated sea surface temperature (SST) averaged over the 55°E–105°E and 15°S–30°S region in the subtropical Indian Ocean for year 175 of the preindustrial control simulation is shown in black. The climatological seasonal cycle is shown in blue and the 90th percentile threshold in red. The red shaded area indicates the occurrence of the MHW. The period between the start (Jan 14th) and the peak (Feb 16th) of the MHW is labeled as the onset phase. The period between the peak and the end (Apr 24th) is labeled as the decline phase. The time span between start and end indicates the duration. Also shown are the maximum magnitude (maximal SST anomaly relative to the seasonal cycle) and the mean magnitude (SST anomaly averaged over the duration of the event).


For each MHW, we identify an onset and decline phase (Figure 1; Hobday et al., 2016; Schlegel et al., 2021). The onset phase is the period between the MHW start date, i.e., the first day when the SST is above the seasonally varying extreme event threshold, and the MHW peak date, i.e., when the MHW magnitude is at its maximum. The decline phase of an MHW is the period between the peak date and the end date, i.e., when the SST falls below the seasonally varying extreme event threshold. This separation of MHWs into two phases allows an analysis of the driving processes of the onset and decline of MHWs individually, as the processes can be different for these two phases (Schlegel et al., 2021). The MHW peak provides a natural midway point. We note that long MHWs can have multiple local maxima with no single clear peak, in which case this method does not clearly separate “onset behavior” from “decline behavior”. However, this potentially distorting effect is averaged out by the large number of MHWs per grid cell over the full 500-yr simulation period. The identification of two phases requires a minimum duration of 2 days, which we therefore apply in all following analyses where a distinction between onset and decline phases is made. The exclusion of 1-day events does not greatly affect the results since they make up only 1.2% of all MHWs on global average.



2.3. Model Evaluation

The GFDL ESM2M model simulates well the observed amplitude and spatial patterns of MHW mean magnitude (Figures 2A–C) as well as the changes in MHW days per year, magnitude and duration over the 1981-2019 satellite period (Frölicher et al., 2018; Gruber et al., 2021). The global mean simulated MHW magnitude of 1.2 K in GFDL ESM2M is very close to the observation-based estimate of 1.3 K in the NOAA OISST v2.1 sea surface temperature dataset (Huang et al., 2020). Regionally, the model reproduces well the relatively small observed MHW mean magnitude in the subtropics and higher magnitudes in the eastern equatorial Pacific and the northern high latitudes. However, there exist biases in simulated magnitude around Antarctica, the tropical Pacific and the western boundary currents of both hemispheres. The biases in the western boundary currents are a common problem across the whole model ensemble that participated in the Coupled Model Intercomparison Project Phase 5 (Frölicher et al., 2018) and Phase 6 (Plecha and Soares, 2020), and can be attributed to the relatively low horizontal and vertical resolution of its atmospheric and in particular oceanic models (Pilo et al., 2019). The western boundary current regions exhibit intense small-scale and coastal interactions, which are more skilfully simulated by higher-resolution models (Hayashida et al., 2020).
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FIGURE 2. Comparison between simulated and observed marine heatwave mean magnitude (top row) and duration (bottom row). The marine heatwave metrics are calculated from (A,D) the 500-yr preindustrial control simulation and (B,E) the NOAA OISST v2.1 dataset spanning the period from September 1st 1981 to December 24th 2020. The NOAA OISST v2.1 dataset is a blend of satellite and in situ ship, buoy, and Argo float sea surface temperature observations interpolated onto a global 1/4° resolution grid (Huang et al., 2020). (C,F) Differences between simulated and observation-based estimate. The NOAA OISST data was regridded onto the MOM4p1 grid after computing MHW metrics for comparison. Results for the GFDL ESM2M are similar when using a 1981–2021 reference period (not shown).


The duration of MHWs is less well-simulated in GFDL ESM2M than the mean MHW magnitude (Figures 2D–F). The global mean duration of MHWs in GFDL ESM2M is 15.0 days (median: 13.9 days). This is more than three times longer than the observation-based MHW mean duration of 4.6 days (median: 4.5 days). Similar biases toward too long lasting MHW events have been identified across all models analyzed in the CMIP5 and CMIP6 generation (Frölicher et al., 2018; Plecha and Soares, 2020), irrespective of their horizontal and vertical resolution (Pilo et al., 2019). The observation-based estimate may be skewed toward the short side because of missing observations in the SST products that may lead to artificial breaks in MHWs (Schlegel et al., 2019), but this effect is likely secondary to the model's own bias in simulating short-term SST variability. Further possible reasons for this difference are the fact that satellite measurements are snapshots in time while model output consists of daily averages, and that simulated variables here are averages over the top 10 meters, whereas the satellite data represent sea surface skin temperature. If the modeled and observation-based durations are normalized by their respective global mean values, the relative spatial pattern is well-simulated (not shown). The overestimation of MHW duration in the model could generally favor heat budget terms that vary on longer time scales and thereby cause a bias in the identified MHW drivers. However, the relatively weak dependence of the MHW drivers on event duration (see Section 3.3) indicates that the overestimation of MHW duration does not lead to such a bias in MHW drivers.

The simulated biases for both duration and magnitude shown in Figure 2 are similar in spatial pattern but slightly reduced in magnitude when using an eight-member ensemble simulation of the same model for the 1982–2021 period under historical and RCP8.5 forcing (not shown). The relatively good agreement between modeled and observation-based climatological MHW characteristics and trends (Frölicher et al., 2018), apart from the duration, and the model's fidelity in simulating mean state (Bopp et al., 2013) and interannual variability in SST (Suarez-Gutierrez et al., 2021) gives us confidence in using the GFDL ESM2M model for analyzing the drivers of MHWs at the global scale.



2.4. Driver Analysis

To assess the local physical drivers of MHWs, we make use of the temperature tendency terms available in MOM4p1 (Griffies and Greatbatch, 2012; Palter et al., 2014, 2018; Griffies et al., 2015, 2016). In each grid cell, the model decomposes the change in heat (ΔQtotal) between time steps into a number of different heat budget terms, which represent changes in temperature arising from different processes represented in the model. The total heat tendency at the sea surface, in units of W m-2, is given by:
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ΔQa-s is the air-sea exchange of heat including net shortwave (net incoming surface shortwave radiation minus the shortwave radiation fraction that penetrates beneath the surface layer; Manizza et al., 2005) and net incoming longwave radiation, as well as net latent and sensible heat fluxes. The absorption of shortwave radiation from organic matter within the water column is taken into account based on the chlorophyll concentration that is simulated by the ocean biogeochemistry component TOPAZv2 (Dunne et al., 2013). ΔQvmix is the heat flux arising from the non-local part of the K-profile parameterization (KPP; Large et al., 1994), which represents convective vertical mixing in the ocean boundary layer under negative surface buoyancy forcing (herein referred to as convective vertical mixing). ΔQvdiff represents heat fluxes due to vertical diffusion and also includes vertical mixing in the ocean boundary layer from the local part of the K-Profile parameterization and tidal mixing (herein referred to as vertical diffusion). ΔQadv is the heat change due to horizontal and vertical advection, including both resolved and parameterized subgrid-scale advective heat fluxes (Griffies, 1998; Fox-Kemper et al., 2008). Other smaller terms, such as heat exchange through liquid runoff from rivers, solid runoff from iceberg calving, neutral diffusion, or heat flux resulting from water exchange across the surface due to precipitation minus evaporation are included in the residual heat flux term (ΔQres). More details on all 17 heat budget terms included in MOM4p1 can be found in the Supplementary Table 1. As the term ΔQres is small and hardly contributes to the temperature changes during MHWs, ΔQtotal can be approximated as
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A change in heat content is then converted into a change in potential temperature (Δθ; in units of K s-1) using
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where [image: image] is a constant heat capacity of 3992.1 J kg-1 K-1 used in MOM4p1, ρ0 is the constant Boussinesq density (1.035 kg m-3), and dz is the time-varying vertical grid cell thickness (in units of m) (Griffies, 2015). Here, we assume a constant thickness of dz= 10 m, leading to a conversion factor of 0.002 09 K m2 s-1 W-1. This assumption is valid since actual dynamic variations in grid cell thickness deviate only slightly from this value (maximal variations of order 1 × 10−2 m in the open ocean) and lead only to small changes in the conversion factor. For a heat flux of 150 W m-2, a grid cell thickness variation of 1 × 10−2 m translates to an error of only 0.06 K d-1.

Δθ slightly differs from the simulated changes in SST, because the tendencies in the model are only available at daily-mean resolution, whereas the ocean model time-step is 2 h, and these errors can accumulate over time. However, the time mean absolute difference over the full 500 years between the SST simulated by the model and the SST computed from daily-mean temperature tendency terms is less than 0.2 K over 91.7% of the ocean area. Over timescales on the order of MHW durations, this error is even further reduced: the mean error over a 100-day period is smaller than 0.01 K over 99.9% of the ocean area as estimated from n = 1, 000 randomly selected 100-day periods. Therefore, these small differences do not affect the main results of our study.

We computed the anomalies of all temperature tendency terms relative to their seasonal cycles at each grid cell. These anomalies were then separately averaged over all days during the onset phase and over all days during the decline phase, respectively. Terms with positive anomalies during onset phases increase temperature anomalies and thus support MHW formation, while terms with positive anomalies during decline phases counteract MHW decline. In order to detect seasonal differences in driver patterns, the terms were also averaged over MHW days that occur in summer or winter only. Here, the summer season is defined as the months June-July-August (JJA) in the Northern Hemisphere and December-January-February (DJF) in the Southern Hemisphere, and vice versa for the winter season.

We also analyze the individual terms that contribute to ΔQa-s, such as net incoming shortwave radiation, net incoming longwave radiation and latent and sensible heat flux, as well as potential drivers of these terms such as total cloud amount (e.g., impacting shortwave and longwave radiation) and wind stress (e.g., impacting latent and sensible heat fluxes). As these terms were not available in the 500-yr preindustrial control simulation, an additional 100-yr preindustrial control simulation was performed with daily-mean output for the individual terms that contribute to ΔQa-s. This additional data is only used in Figure 4 and Supplementary Figure 2.



2.5. Regional MHW Classification

MHWs are assigned to different “MHW types” by applying the K-Means clustering algorithm to all MHWs in different ocean regions separately. K-Means clustering is a statistical procedure operating on a set of n data points on p coordinates and identifies a prescribed number K of clusters of data points such that the squared Euclidean distance between members within each cluster is minimized (James et al., 2014). This has the conceptual effect of identifying groups of data points (in this case: MHWs) that are similar to one another based on their coordinate values. The coordinates used to characterize events for clustering were the different drivers of MHWs (see Equation 2), i.e., anomalies of ΔQa-s, ΔQvmix, ΔQvdiff, and ΔQadv, each averaged over both the onset and decline phases of each MHW, respectively. Thus, each MHW is characterized by eight numbers and can be quantitatively compared to other MHWs, and the clusters found by the algorithm are interpreted as distinct types or classes of MHWs. Since the clustering algorithm was applied to the set of MHWs in each region separately, the resulting clusters (MHW types) are not necessarily related across regions. The clustering algorithm is not fully deterministic in the sense that repeated clustering of the same input data may result in different clusters being detected, since the algorithm is initialized by choosing random starting cluster centroids (James et al., 2014). However, we found that repeated clustering does not lead to substantially different clusters implying that our method is robust. We chose a value of K = 3 for the number of types identified in order to obtain a set of types that is large enough to allow for a sufficient representation of the driver variability among events while being small enough to be able to be communicated in a comprehensive manner.




3. RESULTS


3.1. MHW Drivers During Onset Phase

We first analyze the annual mean drivers of the onset of MHWs at the global scale. The global annual mean heat flux anomalies in the surface ocean layer are summarized in Table 1. During the MHW onset phase, the global annual mean surface ocean heat gain is 18.1 W m-2. This heat gain is driven by strongly opposing processes. The dominant driving process for the temperature increase is reduced ocean heat loss to the atmosphere, i.e., net ocean heat uptake. In the climatological annual mean state averaged over the 500-yr preindustrial control simulation, the ocean is losing heat to the atmosphere and the layer beneath the surface (Figure 3A). However, during the onset phase, this ocean heat loss is reduced and contributes 29.8 W m-2 (or +165%) to the total heat gain of 18.1 W m-2. A decrease in vertical diffusion and local mixing of heat from the local part of the KPP boundary layer scheme to the subsurface (6.8 W m-2 or +38%) and an increase in advection of warm waters (2.2 W m-2 or +12%) also contribute to the increase in temperature during the onset phase, but their mean contributions are relatively small at global scale and on annual average. The main counteracting process during the onset phase is convective vertical mixing from the non-local part of the KPP boundary layer scheme. In the climatological mean state, convective vertical mixing enhances the surface ocean heat content through mixing of warm subsurface waters to the surface (Figure 3D), but it is reduced during the MHW onset (-20.9 W m-2 or −115%).


Table 1. Annual mean contributions of the different processes (in W m-2) to the onset and decline of marine heatwaves averaged over the global ocean, tropics, subtropics, western boundary currents, and Southern Ocean.
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FIGURE 3. Simulated patterns of the four most important heat and temperature tendency terms averaged over the 500-yr preindustrial control simulation [labeled as climatological mean; (A,D,G,J)], during the onset phase of marine heatwaves (B,E,H,K), and during the decline phase of marine heatwaves (C,F,I,L). The patterns during the onset and decline phase were obtained by averaging daily surface tendency term anomalies of each term over all onset and decline days of marine heatwaves, respectively. Implied temperature changes (units of K d-1) were computed assuming a constant grid cell thickness, see Section 2.4.


Next, we analyze the regional patterns of the drivers during the onset of MHWs starting with the mid-to-high latitudes.

The anomalous net ocean heat uptake is positive over 92.5% of the ocean surface area during the onset phase with maximum positive anomalies in the mid-latitudes between 15° and 40° in both hemispheres, as well as in the northeastern North Atlantic (Figure 3B). The annual mean net ocean heat uptake during the onset of MHWs in the mid-latitudes is associated with reduced latent heat loss to the atmosphere (green line in Figure 4A) due to decreased wind stress magnitude (dash-dotted gray line in Figure 4A). The direction of the wind stress anomaly during the onset of MHWs is often opposed to the climatological mean wind stress direction in these regions (not shown). In the higher latitudes north of 47°N and south of 57°S, the net ocean heat uptake is mainly associated with increased net shortwave radiation (blue line in Figure 4A) due to less cloud cover (dotted pink line in Figure 4A). The positive anomalies from net ocean heat uptake (Figure 3B) are strongly damped by negative heat flux anomalies arising from a decrease in convective vertical mixing (Figure 3E). These two terms are strongly negatively correlated in time over most of the ocean surface area, with a global mean Pearson correlation coefficient of r = −0.7. This is due to the nature of the convective vertical mixing term implemented in the ocean model MOM4p1, which is given by the non-local KPP parameterization, to counteract air-sea heat fluxes in circumstances of negative buoyancy forcing (Griffies, 2012). Vertical diffusion and advection play a negligible role in the mid-to-high latitudes in the annual mean, except in the western boundary currents of the northern hemisphere, where the advection of heat contributes to the onset of MHWs. The potential of advection-driven MHWs in these regions results from the strong currents and sharp horizontal temperature gradients in the western boundary current regions. However, the GFDL ESM2M model used in this study has a too coarse resolution to resolve mesoscale processes that play a substantial role in the dynamics of the ocean in these regions (Hayashida et al., 2020), and may therefore underestimate the impact of advection.
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FIGURE 4. Individual contributions to air-sea heat flux anomalies during marine heatwave onset and decline for the annual mean (A,B), summer (C,D), and winter (E,F) season. Shown are zonal mean air-sea heat flux anomalies ΔQa-s, as well as the air-sea heat flux component anomalies (shortwave and longwave radiation, latent and sensible heat fluxes), wind stress magnitude anomalies, and total cloud amount anomalies. The summer and winter panels show the anomalies averaged over the respective season in both hemispheres simultaneously. For summer, the panels use JJA for the Northern Hemisphere and DJF for the Southern Hemisphere. For winter, the panels use DJF for the Northern Hemisphere and JJA for the Southern Hemisphere. The climatological mean state for these terms in the annual mean and during summer and winter is given in Supplementary Figure 2.


In the tropics, the drivers of the onset of MHWs are different from those in the mid-to-high latitudes. In fact, the ocean heat uptake is reduced in the central and eastern equatorial Pacific during the onset of MHWs (Figure 3B). When averaged over the entire equatorial region between 5°S and 5°N, the ocean loses a small amount of heat to the atmosphere (black line in Figure 4A), since the incoming shortwave radiation is slightly reduced (blue line in Figure 4A) due to enhanced total cloud amount (pink dotted line in Figure 4A) and since the anomalies in the latent heat fluxes are small compared to the mid-to-high latitudes (green line in Figure 4A). As opposed to other regions, the onset of MHWs in the equatorial region is driven by positive contributions of enhanced convective vertical mixing (Figure 3A) and in particular of reduced vertical diffusion (Figure 3H). A positive anomaly in the vertical diffusion heat flux indicates that diffusive and local mixing heat loss to the subsurface is less efficient. In the central equatorial Pacific, this is consistent with reduced wind stress during the MHW onset (not shown), which increases stratification and thus reduces the vertical transfer of heat through diffusion and local mixing.

Finally, we analyze the drivers of the onset of MHWs for the summer months and winter months separately (Figures 4C,E, 5). In general, the patterns are qualitatively similar between summer and winter for all terms except vertical diffusion (Figure 5). The net ocean heat uptake dominates the onset of MHWs during both winter and summer season (Figures 5A,B), similarly to the annual mean (Figure 3B). The decrease in convective vertical mixing counteracts the warming (Figures 5C,D), although in some regions such as in the northern North Atlantic, the convective vertical mixing can become a positive driver in winter.
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FIGURE 5. Seasonal decomposition of marine heatwave driver anomaly patterns during the onset phase. Heat flux anomalies for the four most important marine heatwave drivers averaged over marine heatwave onset days during summer (A,C,E,G) and winter (B,D,F,H). The summer and winter maps show the anomalies averaged over the respective season in both hemispheres simultaneously, i.e., for summer (winter), the maps use JJA (DJF) for the Northern Hemisphere and DJF (JJA) for the Southern Hemisphere. The climatological mean state for these terms during summer and winter is given in Supplementary Figure 3.


Despite these general similarities between winter and summer months, there are subtle differences in the local drivers between the seasons. For example, the drivers of the air-sea heat fluxes show pronounced differences between the seasons (Figures 4C,E). During the onset of MHWs in summer, the net ocean heat uptake is mainly driven by reduced latent heat loss (green line in Figure 4C) and increased incoming shortwave radiation, especially in the higher latitudes (blue line in Figure 4C). During the onset of MHWs in winter, however, the reduced latent heat loss (green line in Figure 4E) is reinforced by a reduction in sensible heat loss (red line in Figure 4E). The reduction in sensible heat loss is possibly related to a reduction in surface wind stress (gray dash-dotted line in Figure 4E) and a decrease in the air-sea temperature gradient (e.g., due to anomalous high surface air temperature). In addition, the net ocean heat uptake is almost zero during winter in the very high latitudes (black line in Figure 4E), in contrast to the relatively high net ocean heat uptake during summer months (black line in Figure 4C). Besides the components of the air-sea heat flux, the vertical diffusion also reveals noticeable seasonality (Figures 5E,F), except in the equatorial region. During the onset of MHWs in summer, reduced vertical diffusion acts to warm the surface ocean (Figure 5E), whereas in winter, enhanced vertical diffusion in the mid-to-high latitudes acts to cool the surface ocean (Figure 5F). Advection plays a negligible role in summer, but can contribute to the onset of MHWs in winter in the western boundary currents of the Northern Hemisphere.



3.2. MHW Drivers During Decline Phase

The annual mean decline of MHWs, like the onset, is predominately driven by anomalous atmosphere-ocean heat exchange (Table 1). The global annual mean ocean heat loss anomaly to the atmosphere during the decline phase is -31.6 W m-2 (or 161% of the total heat loss). The main counteracting process is the increase in convective vertical mixing (13.5 W m-2 or −69%). Advection (-1.7 W m-2; or 9%) and vertical diffusion (0.1 W m-2; or 1%) play a secondary role for the decline of MHWs at the global scale in the annual mean.

Anomalous annual mean surface ocean heat loss to the atmosphere occurs everywhere in the global ocean during the decline of MHWs (Figure 3C), mostly due to increased latent heat loss to the atmosphere (green line in Figure 4B). This is different from the onset phase, where the air-sea heat flux anomaly in the equatorial region and especially in the central-to-eastern equatorial Pacific was opposite to that in the rest of the ocean (Figure 3B). In the equatorial region, the negative anomaly in air-sea heat flux during the onset phase also prevails during the decline phase, associated with increased latent heat loss (green line in Figure 4B) and decreased incoming shortwave radiation (blue line in Figure 4B) due increased total cloud cover (pink dotted line in Figure 4B). Particularly strong negative anomalies in air-sea heat fluxes are simulated in the tropics and the mid-latitudes of the Northern Hemisphere (Figure 3C and Table 1).

The increase in convective vertical mixing and associated warming counteracts the cooling induced by surface ocean heat loss to the atmosphere in almost all regions in the annual mean (Figure 3F). This dampening effect of convective mixing is largest in regions where the anomalous surface heat flux is also largest. An exception is the equatorial Pacific, where the large negative surface heat flux anomalies are accompanied by only small positive vertical mixing contributions. This suggests again that the upwards heat transport by convective vertical mixing is inhibited by enhanced stratification in the tropics during MHWs. A decrease in vertical diffusion and local mixing and associated warming in the central equatorial Pacific is not only prevalent in the onset phase, but also in the decline phase (Figure 3I). The persistence of positive heat flux anomalies from vertical diffusion in the central equatorial Pacific also suggests lasting effects from stratification in this region, as vertical diffusion of heat downwards into the water column could be suppressed by stratification over the entire duration of MHW events. However, over most of the extratropics, heat flux from vertical diffusion is now anomalously negative. Advective heat flux anomalies are smaller than the other three terms in all ocean regions (Figure 3L).

The seasonal drivers for the decline of MHWs are broadly similar to the drivers for the annual mean. During winter and summer, the net heat loss to the atmosphere dominates the temperature decline (Figures 6A,B) and the increase in convective vertical mixing counteracts this cooling (Figures 6C,D). Similarly as during the onset of MHWs, the seasonality of the local drivers during the decline is most pronounced for the vertical diffusion (Figures 6E,F) and the components of the net ocean heat loss (Figures 4D,F). In summer, the increased vertical diffusion and local mixing reinforces the cooling of the surface ocean during the decline of MHWs in the mid-to-high latitudes (Figure 6E). In winter, however, reduced vertical diffusion and local mixing in mid-to-high latitudes (Figure 6F) and enhanced convective vertical mixing (Figure 6D) counteracts the cooling during the decline of MHWs. The net ocean heat loss in both seasons is dominated by increased latent heat loss (Figures 4D,F). During winter and in high latitudes, the decline of MHWs may be dominated by the increase in sensible heat loss.
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FIGURE 6. Seasonal decomposition of marine heatwave driver anomaly patterns during the decline phase. Heat flux anomalies for the four most important marine heatwave drivers averaged over marine heatwave decline days during summer (A,C,E,G) and winter (B,D,F,H). The summer and winter maps show the anomalies averaged over the respective season in both hemispheres simultaneously, i.e., for summer (winter), the maps use JJA (DJF) for the Northern Hemisphere and DJF (JJA) for the Southern Hemisphere. The climatological mean state for these terms during summer and winter is given in Supplementary Figure 3.




3.3. Driver Dependence on MHW Duration

The relative importance of each driver's contribution to the total heat flux anomaly during MHW onset and decline does not strongly depend on MHW duration (Figure 7). In other words, the processes leading to the onset and decline of MHWs are similar for short MHWs and for long MHWs. For example, the onset of very short (2–3 day long) MHWs in the global tropics is mainly driven by positive ocean heat uptake anomalies (139%) and vertical diffusion (101%), and damped by convective vertical mixing (−137%) (Figure 7A). This relative contribution of drivers is very similar for long (40–531 days long) MHWs: 115% for ocean heat uptake, 98% for vertical diffusion, and −116% for convective vertical mixing. In some regions, the relative contributions of the drivers increase with increasing duration. For example, the onset of long (28–487 days) MHWs in the subtropics has a stronger relative contribution of positive ocean heat uptake anomalies that is counteracted by a stronger negative contribution of convective vertical mixing than for the onset of short MHWs (Figure 7C). This reinforcing effect of the drivers under longer MHWs is also simulated during the onset in the western boundary currents (Figure 7E) and during decline in tropics, subtropics and western boundary currents (Figures 7B,D,F).
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FIGURE 7. The dependence of the marine heatwave drivers on the duration of marine heatwaves in four selected regions. The panels show the percentage contribution of marine heatwave drivers to the full temperature tendency during the onset and decline phases for different durations (start-to-end) of marine heatwaves in the tropics (A,B), subtropics (C,D), western boundary currents (E,F), and Southern Ocean (G,H). Each point gives the median percentage contribution of a driver to the total temperature anomaly during marine heatwaves with a duration within 10 percentage points of the duration percentile indicated on the x-axis. The vertical error bars show the interquartile range. For visual clarity, points within each duration bin are separated by a small horizontal distance. The regions are defined in Figure 8.


Figure 7 also reveals the relatively large spread around each driver's median contribution. This large spread, shown by the interquartile range, indicates that different possible combinations of processes are possible for individual events, even at a similar duration. This spread is often largest for long MHW events. Even though air-sea heat flux anomalies are generally the main drivers for the onset and decline of MHWs, the balance of the different drivers is especially delicate during the decline of MHWs. The large spread indicates that MHWs can decline via many combinations of air-sea heat flux, vertical diffusion, and even convective vertical mixing anomalies. The Southern Ocean is the region with the smallest signal-to-noise ratio during both phases, meaning that diverse driver combinations are possible (Figures 7G,H). For example, the longest events in the Southern Ocean (longer than 57 days, the local 80th duration percentile) are driven by any of the four drivers and decline mostly via air-sea heat flux and vertical diffusion anomalies with possible contributions from the other two terms. The sign and median magnitude of each driver's contribution are more clear in the subtropics (Figures 7C,D) and western boundary current regions (Figures 7E,F). But even there, the relationship between drivers can differ from the mean picture. This is especially true for long events, where the ranges of possible driver contributions are large. For these events, we see that vertical diffusion during onset, as well as vertical diffusion and convective vertical mixing during decline, can be of either sign for different events and thus either support or inhibit the respective MHW phase. In the tropics during onset (Figure 7A), the air-sea heat flux and vertical diffusion contributions are of similar magnitude and events can be built up with either of the two drivers as the main contributor. One important source of this variability in MHW drivers among events that we observe in all regions may be the seasonality of the drivers (Figures 4–6).



3.4. Driver Classification of MHW Types

Given the many combinations of drivers that may lead to the onset and decline of MHWs, we use a K-Means clustering approach to classify different MHW types (see Section 2.5). Figure 8 shows the three MHWs types (1, 2, or 3) identified by the clustering algorithm in each region (i.e., Tropics, Subtrop—Subtropics, WBC—Western Boundary Currents, SouthOc—Southern Ocean). These regions represent distinct large-scale oceanographic features and are shown in Figure 8E. The figure also lists the percentage of MHWs and MHW days occupied by MHWs of each type, along with the median duration and median maximal magnitude of MHWs of each type. The MHW types identified by the clustering algorithm differ in their onset and decline drivers, both in magnitude and sometimes also in sign (Figure 8). Additionally, different types have different median durations, magnitudes, and locations of the peak in the calendar year (Supplementary Figure 4).
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Figure 8. (A–D) Marine heatwave types identified by K-Means clustering in four selected regions. Error bars show the standard deviation of each driver's anomaly among marine heatwaves of each type. The median duration (in days), median maximal magnitude (in Kelvin) and the percentage of marine heatwaves and marine heatwave days occupied by marine heatwaves of each type are also given. Note the different y-axis scales used for different regions. The bottom panel (E) shows the definition of the regions. The definitions of the western boundary current regions are as in Hayashida et al. (2020), Figures 5, 6 therein.


In the tropics, there exist distinct types of main driving process combinations responsible for the MHW onset (Figure 8A). The first two MHW types (represented by Tropics-1 and Tropics-2) are built up by air-sea heat flux, with a small contribution from vertical diffusion and counteracting effects from convective vertical mixing, and decline mostly via air-sea heat flux. Tropics-1 and Tropics-2 have similar median durations and magnitudes, and differ from each other only in the magnitude but not in sign of each driver. The third MHW type in the tropics (Tropics-3) builds up heat via vertical diffusion. It declines via air-sea heat flux, which is counteracted by persistent positive vertical diffusion anomalies and by convective vertical mixing. This MHW type has the longest median duration and highest median magnitude in the tropics, and it occurs preferentially in December and January (Supplementary Figure 5). By applying the clustering procedure to each subregion separately (not shown), we find that the long and intense type Tropics-3 occurs almost exclusively in the tropical Pacific. This is linked to El Niño events, since 76% of MHW days in the tropics co-occur with El Niño events as defined using a 0.4 K threshold on the 5-month running mean SST anomaly in the Niño3.4 region (5N–5S, 170W–120W).

In the subtropics, the three identified MHW types are similar in their driver contributions, indicating similar MHW behavior in the subtropics even across ocean basins (Figure 8B). The onset phase is mainly driven by air-sea heat flux with counteracting effects from convective vertical mixing. The only substantial differences among the three types in the subtropics are found during the decline phase, where either convective vertical mixing (Subtrop-3) or air-sea heat flux (Subtrop-1) provide the main contribution. The median magnitude of 0.5 K is the same across all types. Note however that events can still differ among each other both qualitatively and quantitatively due to e.g., the seasonality of the drivers, as indicated by the error bars in Figure 8B.

A similar picture is found in the western boundary current regions, where the onset of MHWs is again mostly driven by air-sea heat flux in all three types, and decline is caused by either convective vertical mixing or air-sea heat flux (Figure 8C). However, we find additional contributions from vertical diffusion in type WBC-2, where it counteracts MHW onset and reinforces decline. During the onset, advection is only locally important (Figure 3K). The differences in median MHW magnitude across the three types is more pronounced compared to the subtropics.

In the Southern Ocean region, the three identified types differ substantially (Figure 8D). This is in line with the results in Figure 7, where the Southern Ocean is the region with the smallest signal-to-noise ratio in its typical driver balance, allowing for the existence of diverse MHW types. SouthOc-1 is built up by air-sea heat flux with counteracting anomalies from vertical diffusion and convective vertical mixing. SouthOc-2 represents an MHW type where the MHW onset is predominantly driven by vertical diffusion, with small contributions from all the other three terms. The type with the largest median duration in this region, SouthOc-3, is characterized by a balance of small contributions from all four drivers during both phases. The seasonality of these types is also remarkable (Supplementary Figure 4). All types have their peak preferentially in summer, and the type SouthOc-2, which is the only type globally which is predominantly driven by vertical diffusion, peaks almost exclusively in summer.

We also find that types are similar even across regions, even though no a priori relation exists between the types in different regions, since the algorithm was applied to each of the four regions separately. For example, a close similarity can be found between the different MHW types in the Subtropics and WBC regions: Subtrop-1 has similar driver contributions as WBC-3, Subtrop-2 as WBC-1, and Subtrop-3 as WBC-2. However, there also exist types which have no analogs in other regions, such as the types Tropics-3 and SouthOc-2.




4. DISCUSSION AND CONCLUSION

Our analysis shows that anomalous net ocean heat uptake is generally the most dominant driver of the onset (net uptake of heat from the atmosphere) and decline (net loss of heat to the atmosphere) of MHWs year-round. An exception is the equatorial Pacific, where the ocean takes up less heat than usual during both the onset and decline phase, but gains heat through an increase in convective vertical mixing and a reduction of vertical diffusion during the onset phase. The vertical diffusion term exhibits the largest seasonal variability for both the onset and decline phase. The total net air-sea heat flux anomaly does not show a large seasonality but its individual components, in particular shortwave radiation and latent heat fluxes, do show a distinct seasonal behavior. There is no strong relation between the duration of MHWs and the relative importance of their drivers, but there is in some regions an increased counteracting effect between air-sea heat flux and convective vertical mixing for longer events. Nevertheless, different MHWs with similar duration and even occurring in the same region can be driven by qualitatively and/or quantitatively distinct combinations of driving processes. These combinations can be interpreted as different MHW types, as represented by the clustering approach in this study. Whereas the types in the subtropics and the western boundary current regions differ mainly in driver magnitude, the types in the tropics and in the Southern Ocean exhibit marked qualitative differences in their drivers.

Although a detailed comparison with individual observed MHWs and their driving processes is difficult and partially hampered by the coarse resolution of the GFDL ESM2M model, especially for MHWs occurring in the western boundary current regions (Hayashida et al., 2020) or coastal regions (Guo et al., 2022), as well as by large differences in the drivers among individual events, our model results are in good agreement with previous findings for the open ocean. The predominance of atmospheric-driven MHWs in many regions is consistent with the observation-based synthesis of Holbrook et al. (2019) (Table 1 therein) and also with a number of MHW case studies which identified air-sea heat fluxes as a principal cause (Olita et al., 2007; Chen et al., 2014; Perkins-Kirkpatrick et al., 2019). For example, the onset of the high SSTs during the 'Blob' MHW in the Northeast Pacific during 2013/14 was associated with a persistent high pressure system including weaker winds, which caused lower than normal rates of heat loss from the ocean to the atmosphere (Bond et al., 2015; Gentemann et al., 2017). Similarly, the summer Northeast Pacific 2019 MHW was caused by reduced surface winds and associated reduced evaporative cooling and wind-driven upper ocean mixing. These warmer ocean conditions then reduced low-cloud fraction which reinforced the MHW onset through a positive low cloud feedback (i.e., increasing incoming shortwave radiation; Amaya et al., 2020). In our study, reduced latent heat loss and increased incoming shortwave radiation are also the main drivers of summer MHWs in these regions, and the model also simulates reduced wind stress and reduced cloud cover (Figure 4C). In addition, the combination of reduced wind stress and associated increased net air-sea heat fluxes into the ocean from increased insolation or decreased net latent and sensible heat fluxes was also seen during the Mediterranean Sea MHW in 2003 (Sparnocchia et al., 2006; Olita et al., 2007), the 2012 Northwest Atlantic MHW (Chen et al., 2014), and the 2017/2018 Tasman Sea MHW (Perkins-Kirkpatrick et al., 2019), as well as for marine heatwaves in the Indian Ocean (Saranya et al., 2022) and in general for the most extreme MHWs (Sen Gupta et al., 2020). This is consistent with our finding of increased air-sea heat flux during MHW onset and reduced wind stress over most of the global ocean (Figures 4A,C,E). It has been suggested that the onset periods of MHWs in the Northwest Atlantic are mainly atmospherically driven and decline proceeds more through oceanic processes (Schlegel et al., 2021). This suggestion can not be evaluated in great detail here due to the coarse model resolution that limits the model skill in this western boundary current region. However, our results confirm at the global scale that the MHW onset is predominantly driven by the atmosphere, and there exist types of MHWs that decline via oceanic processes in most regions. More generally, the existence of ocean-driven MHWs, which have been observed historically (e.g., Benthuysen et al., 2014; Sen Gupta et al., 2020) has been confirmed here with the clustering approach. MHWs are often associated with large-scale climate variability modes, such as the El Niño Southern Oscillation (ENSO), and teleconnections (Holbrook et al., 2019; Sen Gupta et al., 2020), as they can remotely modulate local driving processes of MHWs. For example, MHW occurrences in the eastern equatorial Pacific, central Indian Ocean as well as parts of the Southern Ocean and the eastern Atlantic basin are significantly related to ENSO (Holbrook et al., 2019). Subsequent studies should investigate how our identified local processes, especially vertical convective mixing and vertical diffusion, are modulated by such large-scale modes of variability.

It has been shown that the prevalent weather patterns of different seasons may lead to different kinds of driving forces depending on season (Amaya et al., 2020). Sen Gupta et al. (2020) show that the most intense MHWs tend to occur in summer, due to factors such as shallow mixed layer depths and weaker wind speeds, among others. We also find distinct seasonality in the magnitude (Supplementary Figure 5) and the drivers of MHWs (Figures 4–6), and our analysis similarly points to a connection between wind stress anomalies and MHW drivers such as latent heat flux as well as vertical diffusion and mixing (Sections 3.1 and 3.2). Furthermore, our cluster analysis shows that some MHW types preferentially occur in certain seasons over others (Supplementary Figure 4).

Even though we consider our conclusions to be robust, a number of caveats and the potential for subsequent work needs to be discussed, such as (i) the impact of model resolution, model and simulation selection, and (ii) the focus on surface marine heatwaves. First, we use a relatively coarse-resolution Earth system model. Recent studies suggest that such coarse-resolution models underestimate the magnitude of marine heatwaves, especially in western boundary currents, where the eddy-driven mesoscale circulation is crucial for driving high temperatures extremes (Pilo et al., 2019; Hayashida et al., 2020). We find that in western boundary currents, all of the four most dominant processes, such as air-sea heat flux, convective vertical mixing, vertical diffusion and advection, are involved in the onset and decline of marine heatwaves. However, due to the lack of eddy-driven variability in our coarse resolution model, these results should be viewed with caution. For instance, we only find a strong horizontal and vertical advective signal in the Northern Hemisphere western boundary currents (Figure 3), but advection may also play a role in the Southern Hemisphere western boundary currents (Oliver et al., 2017). Furthermore, the identified MHW types in the western boundary currents may show too large contributions from air-sea heat flux in relation to advection (Figure 8C, type WBC-2). In addition, we only use one single model and therefore such analyses should be repeated with other models. We also focus on a preindustrial simulation without anthropogenic influence. However, our main results are well reproduced using present-day forcing for the same model (Supplementary Figure 2). The robustness of our findings concerning the dependence of MHW drivers on event duration (Section 3.3) should be further investigated in subsequent studies, since an analogous analysis has not yet been done using observational data.

Second, our present analysis considered processes only at the sea surface. However, our analysis framework could be extended to include extreme events and their driving mechanisms below the surface, where the acting processes may be very different (Elzahaby and Schaeffer, 2019). An analysis of the most important drivers at the subsurface in our model is shown in Supplementary Figure 6. It suggests that it is in fact horizontal and vertical advection which dominates the onset and decline of MHWs at 95m depth in the annual mean, especially in low latitudes. However, a comparison with observation-based data would be even more difficult at subsurface, because of the current lack of observations.

In summary, our preindustrial GFDL ESM2M simulation suggests that the onset of MHWs is mainly driven by air-sea heat uptake at local scale due to a decrease in latent heat loss, especially in the subtropics and mid-to-high latitudes. However, individual MHWs can be caused by a combination of different drivers, especially in the Southern Ocean and the tropical ocean, and driving processes can vary seasonally. Our results imply that detailed knowledge of oceanic heat budget processes is vital for a complete understanding of marine heatwave dynamics and may aid in the prediction and attribution of marine heatwaves in the future.
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Marine heatwaves (MHWs) are discrete warm-water anomalies events occurring in both open ocean and coastal areas. These phenomena have drawn researchers’ attention since the beginning of the 2010s, as their frequency and intensity are severely increasing due to global warming. Their impacts on the oceans are wide, affecting the ecosystems thus having repercussions on the economy by decreasing fisheries and aquaculture production. Chilean Patagonia (41° S-56° S) is characterised by fjord ecosystems already experiencing the global change effects in the form of large-scale and local modifications. This study aimed to realise a global assessment of the MHWs that have occurred along Central and South Chile between 1982 and 2020. We found that the frequency of MHWs was particularly high during the last decade offshore Northern Patagonia and that the duration of the events is increasing. During austral winter and spring 2016, combination of advected warm waters coming from the extratropical South Pacific Ocean and persisting high pressure inducing reduced winds have together diminished the heat transfer from the ocean to the atmosphere, creating optimal condition for a long-lasting MHW. That MHW hit Patagonia during 5 months, from May to October 2016, and was the longest MHW recorded over the 1982-2020 period. In addition, a global context of positive phases of El Niño Southern Oscillation and Southern Annular Mode contributed to the MHW formation.




Keywords: marine heatwave, Patagonia, Pacific Ocean, sea surface temperature anomaly, Southern Annular Mode, El Niño Southern Oscillation



Highlights

	1) Detection of MHWs from 1982 to 2020 with satellite data.

	2) 5-months long MHW offshore Patagonia.

	3) Combination of reduced winds and advected warm water that favoured MHW development.



Additional content available at: https://dox.uliege.be/index.php/s/i3JQbteimolWYkr.

It contains the different metrics associated with all MHWs detected in the 3 studied areas (Northern, Transition and Southern areas): event number; duration; start, end and peak date of each event; mean, maximal and cumulative intensity; variation of the intensity; onset and decline rate.



1 Introduction

Extreme warming events in the oceans have become more frequent over the years (Oliver et al., 2018), partly due to human induced global warming (Laufkötter et al., 2020). Lima and Wethey (2012) estimated that between the 1980s and the 2010s, 38% of the world’s coastal zones suffered from an increase of extremely warm SST events. More recently, the IPCC has estimated in 2021 that the frequency of marine heatwaves (MHWs) has doubled since the 1980s and is believed to continue to increase, particularly in the coastal zones (IPCC, 2021). Considered as anomalously warm events, MHWs are described by their duration, intensity, rate of evolution and spatial extent. Their severity depends on both absolute SST and on local seasonal SST variability, meaning that a high temperature above the threshold does not always imply a severe MHW. Diverse factors, both atmospheric (e.g. reduced winds, higher air temperatures) and oceanographic (e.g. advection of warm waters, weaker than usual upwellings) ones with different time and spatial scales can lead to ocean’s mixed layer warming, inducing formation, maintenance and disappearance of MHWs (e.g. Holbrook et al., 2019). However, although the mechanisms that contribute to the formation of such events are becoming well known, the way they interplay to initiate and maintain MHWs remains uncertain.

The consequences of such extreme events, which can extend up to 100 m depth (e.g. Pearce and Feng, 2013; Jackson et al., 2018; Su et al., 2021), are diverse, ranging from ecosystems damages such as mass mortality, species migrations, ecosystem’s communities shifts (e.g. Smale et al., 2019), to reduced fisheries and aquaculture production (e.g. Oliver et al., 2017; Cheung and Frölicher, 2020), to modifications of the ocean’s properties (e.g. altering carbon cycle and water column stratification, reducing dissolved oxygen concentration or preventing sea ice formation; Brauko et al., 2020; Hu et al., 2020; Carvalho et al., 2021; Mignot et al., 2021).

The Chilean Patagonia, extending from 41.5°S to 56°S and bordered by the Southeast Pacific Ocean, is characterised by a complex fragmented coast forming one of the largest fjord regions in the world (Pantoja et al., 2011). Freshwater inputs through the fjords and the relatively cold and stable coastal oceanic conditions confers to Patagonia an ideal environment for aquaculture farming (Iriarte, 2018; FAO, 2019), thus being a region with a major importance in the country’s economy. Due to its sensitive environment and its economic importance, this region is particularly vulnerable to global warming (Yáñez et al., 2017; Castilla et al., 2021; Soto et al., 2021). Patagonia has already experienced the global change consequences in the form of melting glaciers (e.g. Porter and Santana, 2014), reduced precipitations (Boisier et al., 2016; León-Muñoz et al., 2018; Aguayo et al., 2021) associated with more frequent droughts (Garreaud, 2018a; Winckler-Grez et al., 2020), reduced river discharge modifying nutrient supply, turbidity and salinity (e.g. Soto et al., 2019; Winckler-Grez et al., 2020) and harmful algal blooms (HABs; León-Muñoz et al., 2018). More precisely, during the first half of 2016, Patagonia experienced very uncommon conditions with warmer temperatures, a severe drought which had reduced the streamflow by -30% to -60%, and experienced a very strong HAB development (Garreaud, 2018a) in a global context of drought in subtropical Southeast Pacific Ocean since 2010 partly due to large-scale climate forcings (Garreaud et al., 2020). However, to the best of our knowledge, MHWs have not been studied yet in this region, despite the ecosystem’s vulnerability. The first objective of this study is to realise a global assessment of the MHWs that have occurred off Central and South Chile over the last 4 decades (1982 to 2020). The second objective is to analyse the metrics of those MHWs (frequency of the events, duration and average and maximal intensity) in order to determine when the most important events occurred and if long-term trends can be observed. In addition, decadal trends of the MHWs’ metrics and of the SST will also be assessed. The third objective of this study is to have a better understanding of the factors that contribute to the formation of exceptional MHW conditions that have occurred during the 2016-2017 period, as the MHWs observed at that time were particularly intense and long.

This paper is organised as follows: in section 2, we describe the data used for the MHWs detection and for the understanding of the atmospheric and oceanic context while the MHWs were occurring. An overview of the MHWs that have occurred between 1982 and 2020 is presented in section 3, as well as a focus on the MHW conditions and their forcings over the period 2016-2017. Then, the MHWs detected in 2016-2017 are placed in a larger context and the possible consequences of the MHWs on fjord ecosystems are exposed in section 4. Section 5 provides a summary of the main results of the study.



2 Material And Methods


2.1 Study Area

Chile, bordered to the West by the South Pacific Ocean and to the East by the Andean Cordillera, extends over more than 4300 km from 17°S to 56°S (Figure 1). The Cordillera has a major role in Chilean hydrology as it regulates the climate by controlling precipitations due to the orographic effect (Viale and Garreaud, 2015; Aceituno et al., 2021). The climate and oceanic circulation off the southern part of Chile, the Patagonia (characterised by fjord ecosystems), are forced by large scale atmospheric systems. The two main ones are the Westerly Winds belt at midlatitudes and the basin-scale South Pacific Subtropical Anticyclone extending over the Southeast Pacific. The seasonal North-South migration of the two atmospheric systems is largely influencing the oceanic circulation by inducing the north-south migration of the South Pacific Current (Pérez- Santos et al., 2019; Strub et al., 2019). Thus, the wind-induced currents are also alternating from North to South direction with respectively equatorward currents in summer and poleward currents in winter along central coasts of Chile (Thiel et al., 2007; Strub et al., 2019). Consequently, along the coasts, currents are mostly equatorward north of 37°S (Sobarzo et al., 2007), North-South alternating between 37°S and 46°S, and mostly poleward south of 46°S (Strub et al., 2019). Our study region will therefore be separated in 3 areas according to the main currents circulation: as highlighted by Strub et al. (2019), the region between 38°S to 46°S represents a “transition zone” where the currents are alternating from North to South. This zone, representing North Patagonia, will constitute our central study area, referred to as the “Transition area” in the study. The two other studied areas are North and South of the Transition one, the first one extending from 29°S to 38°S and corresponding to Central Chile, named in this study the “Northern area”, and the second one being the South Patagonia, 46°S to 55°S, named in this study “Southern area”. Longitudinally, the areas were delimited in order to have a similar oceanic surface: Northern area is limited from -82°E to -71°E; Transition area from -86°E to -72°E; Southern area from -89°E to -74°E.




Figure 1 | Mean sea surface temperature (SST; °C) in Southeast Pacific during summer (A) and winter (B). Seasonal averaged SST has been calculated over 1982-2020. Studied areas are indicated by the coloured squares: in red the Northern area (-82°E to -71°E and 38°S to 29°S); in green the Transition area (-86°E to -72°E and 46°S to 38°S); in blue the Southern area (-89°E to -74°E and 55°S to 46°S).





2.2 Data

The SST was needed to first calculate the SST climatology and secondly to calculate the SST anomaly. The SST climatology was calculated using the reanalysed product Optimum Interpolated Sea Surface Temperature (OISSTv2) provided by NOAA (available at https://psl.noaa.gov/data/gridded/data.noaa.oisst.v2.highres.html) which has a daily resolution. OISSTv2 is one of the longest temporal global SST data available and makes available 39 years of daily data with a spatial resolution of 1/4 degree, from 1982 to 2020. This dataset was used for MHW detection as advised by Hobday et al. (2016) and also to calculate SST long-term trends (described in section 2.4). To calculate the SST anomaly, we choose to use another dataset. Indeed, reanalysed products tend to be overly smooth (e.g. Subrahmanyam, 2015); we therefore preferred to create ourselves an L4 dataset instead of relying on existing ones to retain as much as possible SST variability. We decided to use the SST satellite dataset provided by the Advanced Microwave Scanning Radiometer 2 instrument (AMSR-2) onboard Global Change Observation Mission satellite, having a 1/4 degree resolution and being available at http://www.remss.com. Although our study focuses on the 2016-2017 MHWs, we downloaded the satellite data over the whole available period (2012-07-03 to 2020-12-31) for the whole Pacific Ocean. While microwaves do not interfere with clouds, they do interfere with rain; thus satellite data are still incomplete (36% of missing data on average). Reconstruction of the satellite SST field was performed with DINEOF as described in section 2.3. SST anomalies were calculated by doing the difference between the reconstructed SST data and the daily climatology.

Sea level pressure and air temperature 2 meters above surface were downloaded from 1982 to 2020 using the European Centre for Medium-Range Weather Forecast (ECMWF) reanalysis data (ERA5) available at https://cds.climate.copernicus.eu/#!/home. They both have a spatial resolution of 1/4 degree and a daily temporal resolution. Daily and monthly average atmospheric temperature anomalies were calculated using the data described above doing respectively the difference between daily and monthly air temperature and long-term daily and monthly mean from 1982 to 2020. Same for daily and monthly sea level pressure anomalies.

Zonal and meridional winds components 10 meters above surface, also downloaded from the ECMWF, were analysed over the period 2012 to 2020 (hourly temporal resolution and a spatial resolution of 1/4 degree) and wind speed was calculated from u and v component (respectively eastward and northward components).

Time series of atmospheric temperature, sea level pressure, winds and anomalies for both atmospheric pressure and temperature were also calculated and a 3-months Gaussian filter was applied on each variable to remove variability inferior to the season.

The hourly heat fluxes were also downloaded from the ECMWF from 2012 to 2020 with a spatial resolution of 1/4 degree. They are related as follows:

	

where Qi is the total net heat flux at the surface of the ocean, Qs the surface net solar radiation (also known as shortwave radiation) that reaches a horizontal plane at the surface of Earth minus what is reflected by Earth’s surface (governed by the albedo); Qb is the surface net thermal radiation (also known as longwave radiation) which is the difference between downward and upward radiation received/emitted by Earth’s surface;Qe is the surface latent heat flux representing the transfer of latent heat (e.g. heat transfer due to evaporation or condensation) between atmosphere and Earth’s surface through turbulent motion; Oc is the sensible heat flux, i.e. the heat transfer between Earth’s surface and atmosphere via turbulent motion but not taking into account heat transfer resulting from water phase change (e.g. evaporation and condensation). We have calculated a spatial average of the hourly heat fluxes between the ocean and the atmosphere within the 3 studied areas (Northern, Transition, Southern areas) to know the temporal evolution and applied a 3-month Gaussian filter to subtract variations inferior to the season. In addition, we calculated the anomaly of the total heat transfer from the ocean to the atmosphere (Qbec), which is the sum of Qb, Qe and Qc, by subtracting Qbec monthly climatological mean (calculated based on 2012 to 2020 values) from monthly averaged Qbec values. Within this study, we will consider that fluxes from ocean to the atmosphere are heat loss from the ocean, i.e. negative fluxes, whereas fluxes from the atmosphere to the ocean are heat gain for the ocean, i.e. positive fluxes.

Different remote forcings were evaluated. For El Niño Southern Oscillation (ENSO), we used the Oceanic Niño Index (ONI) provided by NOAA to monitor El Niño and La Niña phases. This index indicates the difference between the 3-month running mean SST and the 30-year climatology in the tropical Pacific between 120°-170°W (Niño3.4 region). El Niño (La Niña) phases are determined when the index is above (below) +0.5 (-0.5). For PDO, we used the ERSST PDO index provided by NOAA. It is the dominant year-round pattern of monthly SST anomalies in the Northern Pacific obtained via empirical orthogonal function analysis. For the Southern Annular Mode (SAM), we used the index calculated according to Marshall’s method (2003) expressing the zonal pressure difference between 40° S and 60° S. All indexes were analysed from 1982 to 2020. We applied a 3-month Gaussian filter for PDO and SAM but not for ONI as it is already calculated as a 3-month average.



2.3 Reconstruction of the SST Field

Data INterpolating Empirical Orthogonal Functions (DINEOF) was used to reconstruct the missing data in the SST field from AMSR-2. It is a tool developed by Beckers and Rixen (2003) and Alvera-Azcárate et al. (2005). It is based on an empirical orthogonal functions (EOF) calculation enabling to fill the missing data in large sets of data, especially satellite ones (Alvera-Azcárate et al., 2005). To fill the missing data, first, DINEOF removes a spatial and a temporal mean to the original dataset, and the missing data are set to zero. Then, a first EOF decomposition is performed with the first EOF for this field and the missing values are replaced by the values obtained by this EOF decomposition. In parallel, DINEOF calculates a cross-validation error. Then, the EOF decomposition and error calculation are repeated with 2 EOFs, then 3 EOFs, etc. The final number of EOFs retained corresponds to the minimal error obtained by the cross-validation. DINEOF has been applied year by year to fill the gaps in the microwave SST data in order to avoid working with too large data files. Indeed, multiyear reconstructions, if done all at once in DINEOF, can lead to overly smoothed reconstructions (as too much weight is given by the EOFs to long-term variations). Although the division of a long time series in separate years can lead to artificial changes between the years, it was not the case in this application. See example of reconstruction with DINEOF for the South Pacific Ocean in Figure 2.




Figure 2 | (A) AMSR-2 sea surface temperature (SST; °C). White parts indicate the missing data due to rain, ice and satellite limitations (swaths). (B) Reconstructed SST (°C) with DINEOF. Missing data are still present alongshore and everywhere water was covered at least one day by sea ice.



We reconstructed the whole South Pacific Ocean but decided that every portion of water covered at least one day by sea ice will not be part of the reconstruction, as we are not interested in high latitudes. For each year (2012-2020), the percentage of missing data in the original SST dataset for the whole South Pacific was between 35% and 37%. For the reconstruction, 50 EOF were calculated by DINEOF for each year, explaining in average 99.89% of the initial variance. To estimate the accuracy of DINEOF reconstruction, we calculate the bias, correlation and root mean square error (RMS) between the reconstructed field and in situ data from drifting buoys (shown in Table 1). We used 10 surface drifting buoys with hourly temporal resolution (allowing to select the same hour at which the satellite measures of the SST were done), all scattered offshore Central and South Chile between the coast and about 2 500 km offshore, with a complete temporal coverage from 2014 to 2020. In total, 4219 points were used to estimate the accuracy of our reconstruction (buoys’ data are available at https://map.emodnet-physics.eu/). Results show a slight negative bias which indicates that the satellite and the reconstructed SST are lower than the in situ SST. The bias, the correlation and the RMS are very close for both sets of data, meaning that our reconstructed field is as accurate as the satellite data.


Table 1 | Bias (°C), correlation and root mean square error (RMS, °C) calculated between original satellite SST and SST from in situ buoys and between the reconstructed SST field with DINEOF and the SST from the buoys.





2.4 SST Trends

We calculated the seasonal mean SST over the studied area by doing the long-term average (1982 to 2020) over austral summer, autumn, winter and spring. To calculate the SST long-term trends, as a first step we removed SST seasonal variation to our SST values through a low-pass filter in order to have only the annual SST trends and removed seasonal variations. Then, SST linear trends were calculated from 1982 to 2020, by using the OISSTv2 dataset. We choose p-value inferior to 0.05 as a significant trend. Secondly, trend calculation was performed again over ten-year periods, from 1982 to 1991, 1992 to 2001, 2002 to 2011 and 2012 to 2020.



2.5 Marine Heatwaves

In this study, we used the MHW definition given by Hobday et al. (2016), which defines MHWs as continuous events of warm SST anomalies exceeding a threshold (90th percentile with respect to a 30-years climatology) during at least 5 days. Our marine heatwave detection is based on the HeatwaveR algorithms provided by Schlegel and Smit (2018) available at https://robwschlegel.github.io/heatwaveR/index.html. The SST is spatially averaged over a determined area (in our case Northern, Transition and Southern areas) and the algorithm determines when MHWs are occurring, calculating for each day a long-term climatology, a threshold according to this climatology (90th percentile), and find the periods during which SST exceed this threshold during at least 5 days with no more than 2 below-threshold consecutive days, based on a 11-days moving mean centred on each Julian day (in the case of time series SST data) or on each pixel (in the case of gridded data). In addition to the MHW calculation, the algorithm provides several metrics: number of events per year, duration of each event and maximal and mean intensity (the maximal intensity is the highest temperature anomaly value recorded during the MHW whereas the mean intensity is the mean temperature anomaly observed during the event).

To calculate the climatology, Hobday et al. (2016) recommend to have at least 30 years of SST data because multi-year cyclic events (e.g. ENSO) must be considered to calculate the MHWs. Here we used the same dataset as they did, that is to say the OISSTv2 dataset but over a longer period, from 1982 to 2020. The threshold we used to calculate MHWs is the 90th percentile. In addition, the algorithm also determines the long-term trends in MHW occurrence by first calculating the number of MHW in each pixel of the gridded data that has occurred, in our case between 1982 and 2020, and then applying a generalised linear model to each pixel. From the generalised linear model, slope and p-value (<0.05) are used to determine the long-term trends in MHW occurrence.

Hobday et al. (2018) have proposed a classification of the MHW events in order to have a better visualisation of the MHWs’ real impact on ecosystems. This classification has 4 categories which depend on the maximal intensity reached by the MHW event (which in turn depends on the climatology). Categories are based on multiples of the local difference between the climatology and the threshold. Between 0 and 1 times the differences between the climatology and the threshold, no MHW is detected; between 1 and twice the difference it is a Category I MHW, between 2 and 3 times the difference it is a Category II MHW, Category III corresponds to 3 to 4 times the difference and a Category IV corresponds to more than 4 times the difference. This categorization is also given by the heatwave detection algorithm.




3 Results


3.1 Marine Heatwaves in Central and South Chile: 39 Years of Data

To understand how MHWs have evolved within a 39-year period, we performed an analysis of the duration and intensity for each event and studied the number of MHWs occurring each year. MHWs were identified by doing the spatial average of the SST within the 3 studied areas and their metrics were identified using HeatwaveR code.

From 1982 to 2020, the Northern, Transition and Southern area experienced respectively a total of 75, 73 and 71 periods under MHW conditions from which 5, 6 and 9 MHW periods had a duration superior to one month. In the Northern and Transition areas, the highest number of MHWs was recorded during El Niño years, respectively 9 events in 1997 and 7 in 1998 (Figures 3A, B). For the Southern area, in both 1987 and 2020, 6 MHWs were recorded of which 3 had a duration superior to 1 month (Figure 3C). For the Transition area, alternance of years with and without MHWs was common until 2011 (Figure 3B). Nonetheless, from 2011 to 2020, MHWs were recorded every year totalling during that 10-year period 45% of all MHWs recorded for the area. The decade 2012-2020 was particularly active in terms of number of MHW events for the Transition area, totalling on average twice as many events than during the 1982-1991 decade and was 2.5 times superior to the number of events that have occurred during decades 1992-2001 and 2002-2011 (Figure 4E). It is notable that the early 21st century was MHWs-free for all 3 areas (this period was the longest in the Transition area).




Figure 3 | Number of marine heatwave events (MHW) that have occurred each year from 1982 to 2020 for Northern (A), Transition (B) and Southern (C) areas.



For all 3 areas, the mean duration of MHWs for the 1982-1991 decade was about 10 days and was the lowest of the four decades (Figure 4A), whereas mean duration during the 2012-2020 decade was the longest recorded, with 20 days, 19 days, 23 days for respectively Northern, Transition and Southern area (Figure 4B). The mean duration was multiplied by 2.14, 1.9 and 2.3 respectively between the two decades. Between 1982-1991 and 2012-2020, the duration of the longest event has been multiplied by 8, 5 and 3 for respectively Northern, Transition and Southern areas. The longest event in the Northern area began in January 2017 and lasted for 137 days (4.5 months); in the Transition area, the longest event began in May 2016 and lasted for 148 days (almost 5 months), and in the Southern area, the longest event began in June 2016 and lasted for 119 days (almost 4 months).




Figure 4 | Decadal trends (1982-1991, 1992-2001, 2002-2012, 2012-2020) for Northern (red), Transition (green) and Southern (blue) areas. Parameters analysed over the different decades are: (A) mean duration (days) of the events that have peaked during the decade, (B) duration (days) of the longest event of the decade, (C) mean intensity (°C) of all the events that have occurred during the decade, (D) maximal intensity (°C) reached by the strongest event of each decade, (E) number of MHW events that have occurred throughout the decades.



Regarding the intensity over the decades, the mean intensity of the MHWs is the highest in the Northern area and the lowest in the Southern area (Figure 4C). For the Northern area, the strongest event recorded was in 2017 with a maximal intensity of 2.3°C (Figure 4D), classified as a Category III event. This strong event corresponds to the longest one recorded in this area (137 days). For the Transition area, the highest intensity recorded was 2.2°C corresponding to a Category II MHW which started in October 2016 and lasted for 64 days. In the Southern area, the strongest event ever recorded was a Category II event in 1998. It occurred while a strong El Niño event was present and had a maximal intensity of 1.9°C with a duration of 99 days. It seems interesting to note that the strongest event recorded was during the last decade for both Northern and Transition areas. Indeed, 21%, 40% and 38% of the MHW events (respectively for Northern, Transition and Southern areas) that had a maximal intensity superior to 1°C occurred after 2011 whereas it represents only a fourth of the total period we studied. In the same way, 36%, 33% and 50% of the events (respectively for the Northern Transition and Southern areas) having a maximal intensity superior to 1.5°C occurred after 2011.



3.2 Development of the MHWs in 2016-2017

The years 2016 and 2017 were particularly hit by MHWs with, from May 2016 to May 2017, 219, 298 and 224 days under MHWs conditions for respectively Northern, Transition and Southern areas. More specifically, from May to December 2016 (that is to say a duration of 245 days), the Transition and Southern areas were under MHW conditions during respectively 212 and 216 days (and “only” 86 days for the Northern area). Those conditions were caused by a succession of unusually long and strong MHWs that started on May 2016 (see details in Figure 5).




Figure 5 | Temporal evolution of the marine heatwaves (MHWs) recorded between January 1st of 2016 and July 1st of 2017 (A–C). Those graphs are obtained by averaging the sea surface temperature (SST) over the corresponding area. (D–F) Represents a zoom over the strongest event recorded for each area over this period, highlighted by the black square in the left column. For both left and central columns, the lower line of the graph (black and bold) represents the long-term climatology. The irregular black line represents the daily SST temperature. The green bold line represents the threshold, the first green dashed line is 2 times the threshold, the second green dashed line represents 3 times the threshold and the final green dashed line represents 4 times the threshold. The MHWs categorization is represented by the colours with yellow, orange, red and dark purple corresponding respectively to Category I, II, III and IV. (G–I) Represents the SST anomaly on the day of the main peak of the strongest event. The areas are represented by the coloured squares. Upper line corresponds to the Northern area, middle one to the Transition area and bottom one to the Southern area.



On May 19th 2016 (austral fall) started MHW conditions in the Transition area and one month later, on June 17th, in the Southern area. The MHW peaked on June 29th (austral winter) in the Transition area with a maximal intensity of 1.4°C and on August 18th in the Southern area with a maximal intensity of 1.1°C. For both areas, the MHW was considered as a Category II event. On October 13th (austral spring), the MHW disappeared for both areas resulting in 148 days under MHW conditions for the Transition area and 119 days for the Southern area. However, only 7 days later, on October 20th, a new MHW started again in both areas. That time, the intensity of the MHW decreased quickly in early November, the MHW conditions almost disappeared for the Transition area and even disappeared in the Southern area on the 9th of November. Nevertheless, the MHW’s intensity increased back by mid-November, provoking a new MHW for the Southern area with a maximal intensity of 1.2°C and for the Transition area the strongest intensity reached over the last 39 years with a value of 2.2°C on November 29th. The MHW then progressively disappeared by the end of December. Finally, MHW conditions totalled 64 days of uninterrupted MHW conditions in the Transition area and 55 days for the Southern area interrupted by 9 days without MHW conditions in November. The MHWs were Category III events for the Transition area and Category II for the Southern area. Concerning the Northern area, 4 relatively short (inferior to one month) and weak MHWs were recorded in austral spring 2016, from September to December. All were Category I events except the third one which was a Category II event with a maximum intensity on November 24th of 1.5°C. Then, on January 19th of 2017 began a Category III MHW which lasted for 137 days with a maximal intensity of 2.3°C on February 28th, being the longest event recorded for the Northern area and the strongest one of all areas combined. At the same period, the Transition area experienced discontinuous short (inferior to 1 month) and weak (all Category I events) MHWs from January to March 2017.



3.3 Atmospheric Conditions in 2016-2017

In April 2016, a high-pressure system was present in the extreme South Pacific Ocean, reaching Chilean coasts up to 45° S (Figure 6A). In May and June, the high-pressure system moved northward, encompassing the whole Patagonia and reaching the highest pressure ever recorded over the 2012-2020 period for both Transition and Southern areas (Figures 6B, C). This resulted in very stable anticyclonic conditions over the Transition and Southern areas, leading to a low winds velocity, the lowest recorded over the 2012-2020 period for all 3 areas (Figures 7A–C). Furthermore, in the Transition area, the east-component of the wind speed is fully eastward over the 2012-2020 period except in mid-May 2016, having a very low wind speed with a westward direction. During austral winter, the high-pressure system moved toward eastern Patagonia and disappeared in August.




Figure 6 | Monthly average sea level atmospheric pressure anomalies (A–C), atmospheric temperature anomalies (D–F) and sea surface temperature (SST) anomalies (G–I), expressed respectively in hPa, °C and °C, for the months of April 2016 (left column), May 2016 (central column) and June 2016 (right column). Colour scale is indicated on the right side of each line. Areas concerned are all located between 20°S and 50°S, and between 50°W and 140°W for pressure anomaly, between 60°W and 120°W for air temperature anomalies and between 60°W and 120°W for SST anomalies.






Figure 7 | Wind speed (blue) and sea level atmospheric pressure (red) from 2012 to 2020 for Northern (A) Transition (B) and Southern (C) areas. A 3-month Gaussian filter was applied to the data. For a better visualisation of the variations, y-axis’ scales differ.



SST and air temperature were evolving in similar ways. In April 2016, at midlatitudes, a large patch of SST anomalies is present offshore Chile, affecting both Transition and Southern areas (Figure 6G). A core of negative SST anomalies was observable between the mid-latitude warm patches and warm anomalies at tropical latitudes. The same pattern is observable for atmospheric temperature anomalies (Figure 6D). In May, the SST patch moved eastward (Figure 6H), bringing warm anomalies nearshore. Those anomalies were the highest in the Transition area with local anomalies between 2°C and 2.5°C. Alongshore, the warm anomalies merged with lower latitude anomalies, forming a continuous band of positive anomalies along Chilean coasts. Again, a similar distribution of warm atmospheric temperature anomalies is observed (Figure 6E). In June, the air temperature anomalies were still high and the patch of warm SST anomalies was still getting closer to Patagonian coasts (Figures 6F, I). Although the SST anomalies persisted during austral winter, they were progressively diminishing until early spring. However, in October, a patch of warm air temperature anomalies formed in the tropical Pacific, moving progressively southeastward, reaching in November the Juan Fernández Archipelago. In early November, a very warm circular patch formed in the ocean, coinciding with the location of the warm air patch, centred approximately on 90° W and 35° S, West of Juan Fernández Archipelago. At this place, the temperature anomalies rose quickly, reaching on November 18th 4.5°C for the SST and 4°C for the air temperature (Figure 8); no remarkable positive or negative pressure system was observed where the patches were present. Then, both warm SST and warm air patch migrated southeastward, losing in intensity, and reached coasts of the Transition area in late November. The warm SST patch progressively disappeared in December but pulsed again South-West of Juan Fernandez Archipelago in early 2017. The warm air patch was still present in January and February affecting at that time only the Northern area.




Figure 8 | (A) Sea surface temperature anomaly and (B) air temperature anomaly (both in °C) on November 18th, 2016. A particularly warm patch is observable, centred on 90°W 35° S, with anomalies reaching locally 4.5°C for the SST and 4°C for the air temperature.



In addition to the atmospheric variables, we also analysed the mean heat transfer from the ocean to the atmosphere over the period 2012-2020 (Figure 9). Indeed, during late fall and winter 2016, offshore Chilean coasts, the heat transfer from the ocean to the atmosphere was lower than usual, being reduced up to 100 W/m² in June in both Transition and Southern areas compared to the 2012-2020 average (Figure 9C). This diminished heat transfer was caused by a lower latent and sensible heat transfer. Indeed, in the Transition area the latent heat was reduced by 1/4 in May and June, while in the Southern area it was reduced by ~1/3 from May to July. The sensible heat was reduced in the Transition area from May to September, being reduced up to 1/3 from June to August, whereas in the Southern area a reduction is observed from May to September being almost equal to zero in June and divided by 4 in July. By the end of austral spring, the heat transfer slightly recovers to normal values except in November when the warm SST and air patches were observed.




Figure 9 | Monthly anomaly of total heat transfer (in W/m²) from the ocean to the atmosphere for (A) April, (B) May, and (C) June of 2016. The anomaly has been calculated according to the 2012 to 2020 average.






4 Discussion

SST satellite products covering the period of 1982-2020 were used in this manuscript to understand the forcing mechanisms involved in the formation of MHWs offshore central and south Chile. The data analysis showed an increase in MHWs events during the last decade, particularly offshore Northern Patagonia. On another side, the years of 2016-2017 were significant in MHWs occurrence, in terms of duration and intensity. Detailed descriptions of the main results are included in the following discussions sections.


4.1 SST and Marine Heatwaves Trends

SST trends from 1982 to 2020 show that the Central South Pacific has been particularly hit by warming waters during the last 39 years (Figure 10A). A very large patch from the Tropics to mid-latitudes suffered from positive trends, about 0.03°C per year within the patch’s centre. The patch reaches South American coasts from 30°S to 47°S, except at 37°S where a cold trend is present. According to those trends, the Transition area is the only South American Pacific coast (South of 10°S) impacted by positive trends, ranging from 0.005 to 0.015°C per year. A closer look to the decadal trends confirms that Chilean coast did not suffer from warming trends during the three first decades (cooling trends are observed nearshore), although a tongue-shaped positive trend is observable in the open ocean centred approximately on 35°S (Figures 10B–D). Nevertheless, the last decade shows a totally different pattern, with positive anomalies everywhere (except a horseshoe pattern of negative trends), particularly high along Patagonian coasts with trends of +0.05°C to +0.1°C per year (Figure 10E). Note that the Central South Pacific has been badly hit during all 4 decades. The long-term trends are consistent with what was observed by Roemmich et al. (2016): a tongue-shaped warm patch, with a warm core between 30° S and 40° S getting closer to the coast between 38° S and 47° S. However, contrary to what we found, Roemmich et al. (2016) highlight cooling trends nearshore. The difference might be linked to the different time series used: their study has been realised from 1981 to 2015, whereas our study also encompassed the end of the last decade which was important in terms of warming. In addition, Gutiérrez et al. (2018) found that winter SST has been increasing from 2010 to 2016 in Northern Patagonian fjords, being maximal in 2016, the winter we observe the very long MHW in both Transition and Southern areas.




Figure 10 | Significant sea surface temperature (SST) trends (according to pvalue<0.05) in °C per year for (A) 1982-2020, (B) 1982-1991, (C) 1992-2001, (D) 2002-2011 and (E) 2012-2020. Areas where no significant trends were observed are shown in white.



HeatwaveR algorithms can also provide the MHWs trends (Figures 11A, B). Thus, we performed the analysis over a reduced portion of the Southeast Pacific Ocean from 1982 to 2020, focusing only on our 3 areas of interest. The results are the MHWs frequency trends within each pixel. An increase of the MHWs frequency is remarkable at mid-latitudes, especially at lower latitudes than 46° S. Along Transition area coasts, a positive trend is also present but not significant. Moreover, a negative trend is observable at 37° S, at the location of the Punta Lavapie upwelling system. The same distribution pattern of MHWs trends and SST trends can be explained by the fact that MHWs are highly related to increasing SST across the globe (Frölicher et al., 2018).




Figure 11 | Marine heatwaves (MHWs) trends (A) and significance of the trends according to the p-value (B). The trend is calculated according to the number of MHWs that have occurred in each pixel from 1982 to 2020. Consequently, a positive (negative) trend significate that the number of MHWs is increasing (decreasing) with time.





4.2 Formation and Processes of the 2016-2017 MHWs

In autumn 2016 started a series of MHWs in the Southeast Pacific Ocean, offshore South Chilean coasts (Figure 5). In April 2016, positive SST anomalies coming from the extratropical Pacific (~55°S, 130° W) started to be stronger in the Transition area, accompanied with diminishing winds (Figure 6G). This warm patch observed in the extratropical South bringing positive SST anomalies to Patagonia through the Pacific Gyre could be part of the South Pacific Ocean Dipole. This dipole is composed of an extratropical positive SST anomalies patch (which would corresponds to the one we highlighted) centred on about 58° S, 125° W and a subtropical negative SST anomalies patch centred on the eastern coast of New-Zealand (Saurral et al., 2020). The main variability of the dipole is explained by ENSO (Li et al., 2012; Chatterjee et al., 2017): the warm anomalies in the extratropical dipole are enhanced when positive phases of ENSO are occurring. Strong El Niño conditions were present in austral summer 2015-2016 (Figure 12A), probably strengthening the dipole’s warm anomalies. In addition, dipole’s SST anomalies are subject to eastward propagation (Li et al., 2012) explaining why they reached Patagonia. In May 2016, the wind speed reached its lowest value over the 2012-2020 period for both Northern and Southern areas (Figure 7), and the Transition area experienced unusual westward winds. The combination of unusually weak winds due to a persisting high-pressure system (the highest recorded for the Southern area over the period 2012-2020) reducing the heat loss from the ocean (sensible and latent heat; Figure 9) and the presence of anomalously warm waters triggered MHW conditions in the Transition area in mid-May. In June, the SST anomaly, still coming from the extratropical ocean (Figure 6I), got stronger in the Southern area, allowing to trigger MHW conditions in that area by the end of the month (Figure 5F). We did not perform a comparison between 2016 wind speed and long-term wind speed, but Garreaud, (2018a) did it off Chiloe Island (42.5°S, 74.3°W, located in the Transition area) and shown that winds were about twice inferior to the long term average from late-May to mid-June. In winter, the wind gets back to usual values, and the heat transfer from the ocean to the atmosphere progressively gets back to normal by early spring. In spring, SST anomalies were present but were getting lower than during previous months, barely maintaining MHW conditions. The MHWs conditions stopped by mid-October in both Transition and Southern areas, totalling 148 days under MHWs conditions in the first area and 119 in the second one (Figure 5). The Northern area has not been affected by this MHW, except in the form of short heat peaks during winter. However, advection of warm waters coming from extratropical South Pacific triggered new MHWs in all 3 areas in mid-October but were not high enough to maintain the MHW conditions resulting in early November in a break within the MHW period in Northern and Southern areas and to its almost disappearance in the Transition area. Meanwhile, a warm patch formed very quickly in both ocean and atmosphere West of Juan Fernández Islands in early November 2016 (Figure 8), with an SST anomaly increase of 2.5°C in only 12 days. Both atmospheric and oceanic warm patches moved southeastward and reached the coasts in late November, encompassing the three areas and coinciding with the new apparition of MHW conditions in Northern and Southern area and to the strengthening of the MHW in the Transition area. In the Transition area, this MHW corresponds to the most intense one recorded over the 1982-2020 period. In the Northern area, the MHW was not that strong because of the presence of a coastal negative anomaly signal at approximately 37°S, corresponding to Punta Lavapie, an area where upwelling favourable winds are predominant from September to February (Letelier et al., 2009), explaining the negative SST anomalies often observed in this area. However, the positive anomalies patches got cooler while moving northeastward in mid-December and the anomalies were decreasing. Nevertheless, in late January 2017, both SST and atmospheric temperature anomalies patch increased back, provoking the 137 days (4 and a half months) MHW in the Northern area (which was, by the way, the strongest event ever recorded along Chile) and to short pulses in Transition and Southern areas.




Figure 12 | Different remotes forcings expressed by their index. (A) Oceanic Niño Index for ENSO monitoring (ONI), (B) Pacific Decadal Oscillation (PDO) index, (C) Southern Annular Mode (SAM) index. Red indicates a positive period and blue a negative period. PDO and SAM index are expressed with a 3-month Gauss filter, represented by the black bold line. ONI calculation is already based on a 3-month average. The scale differs according to the index.



It is important to note that in the part of the world we are interested in, SST is generally higher than the air temperature. To understand how SST and air temperatures are related, we spatially averaged SST anomalies and air temperature anomalies (and applied a 3-months Gaussian filter on both) over the period 2012-2020 for the 3 areas and calculate their correlation to know how they are related. Over the period 2012-2020, the correlation between air temperature anomalies and SST anomalies was the highest with a 10, 1 and 3-days lag respectively for Northern, Transition and Southern areas. The correlation was therefore 0.9291, 0.8748 and 0.8711 respectively. However, having a more specific look to the year 2016 only, air temperature and SST anomalies were occurring with no lag for both Northern and Transition areas, whereas for the Southern area, SST anomalies were leading air temperature anomalies by 9 days; correlation between the two parameters for all 3 areas being higher than 0.94 for the year 2016. Consequently, as the SST is higher than the air temperature and as SST variations precede or occurred at the same time as air temperature variations, this would signify that the autumn-winter-spring MHWs in 2016 were not led by the air temperature. However, the global atmospheric conditions (lower winds associated with high-pressure system, thus reducing heat loss from the ocean) contribute to enhance the SST anomalies, preventing waters to cool during winter, in addition to the warm waters advected from the South-Central Pacific Ocean. That combination of oceanic and atmospheric factors, i.e. advected warm waters, high pressure system inducing reduced winds and in return a decrease in the sea-air fluxes, having led to MHW formation has already been observed in the past, for instance in the Pacific Ocean when a MHW lasted from 2013 to 2015 (Bond et al., 2015) or in 2011 in Western Australia (Pearce and Feng, 2013).

Besides the oceanic and atmospheric forcings, remote forcings could have played a role within the longevity and intensity of the MHWs events during 2016 and 2017. Indeed, in 2014, ENSO switched to a positive phase until mid-2016, being one of the three strongest El Niño events ever recorded with the 1982-1983 and 1997-1998 ones (Figure 12A). Because of its importance, it has been popularly named “Godzilla El Niño”. Garreaud, (2018b) has shown that the Godzilla El Niño event, was associated with strong positive sea level atmospheric pressure anomalies (>5 hPa) at extratropical latitudes during austral summer 2016. In our study, we found that during austral autumn (March-April-May), the atmospheric pressure anomalies were also high, with seasonal average up to 10 hPa. In addition, the warm patch we described West of Juan Fernández Archipelago that formed in November 2016 and strengthened in January 2017 was probably linked to a “coastal El Niño” (Garreaud, 2018b; Rodríguez-Morata et al., 2019; Smith et al., 2021), whose characteristics were a strong and rapid warming of the easternmost Equatorial Pacific in January 2017 followed by other warm pulses in February and March, associated with very weak Tradewinds from January to April 2017 (Garreaud, 2018b). In fact, the whole Central Pacific experienced a very strong El Niño in 2015-2016 and the easternmost Central Pacific experienced a coastal El Niño in summer 2016-2017 (Garreaud, 2018b). In its study, Garreaud, (2018b) highlights a tongue-shaped warm SST coming from Equatorial Pacific and extending southeastward to the coasts of our Northern area, in accordance with what we described. This warm patch resulted in the formation of the most intense MHW in the Northern area, which lasted from January 19th to June 4th 2017. In addition to the El Niño event, a positive phase of PDO also occurred from 2014 to 2017 (Figure 12B). PDO has already been correlated with positive sea surface temperature for the period 2014-2017 in previous study (Narváez et al., 2019). Indeed, when its positive phase occurs together with ENSO’s positive phase, their consequences can cumulate and cause lower winds and warmer conditions at mid-latitudes (Garreaud et al., 2009; Ancapichun and Garcés-Vargas, 2015; Yáñez et al., 2017). Besides the El Niño and PDO events, a strongly positive phase of SAM also occurred in 2016 (Figure 12C). Nevertheless, usually ENSO and SAM have negative correlation (Gong et al., 2010), thus the synchronisation of very strong positive events of both phenomena seems confusing. However, as the two phenomena have the same consequences over Chilean Patagonia, meaning high pressure systems South of Patagonia, reduced Westerly winds at mid-latitude and higher temperatures, their combined effects might exacerbate their consequences. And effectively, the drop in wind speed we observed in late autumn 2016 and the high pressure associated were the highest ever recorded at least over the period 2012-2020. Although SAM has been cited in a few studies as a factor maintaining or initiating environmental conditions for MHW formation (e.g. Perkins-Kirkpatrick et al., 2019; Salinger et al., 2019; Su et al., 2021), its implication within the formation of MHWs, particularly in the Southeast Pacific Ocean, needs to be in-depth investigated.



4.3 Marine Heatwaves Consequences on Fjords Ecosystems

Although Patagonian ecosystems are extremely vulnerable to global warming (Yáñez et al., 2017) and even if fjords are considered as aquatic critical zones (Bianchi et al., 2020), only few studies have been realised on MHWs’ consequences on fjords ecosystems and none on Patagonian fjords. Here, we suggest that numerous typical impacts of MHWs could be considered according to what has been observed in other parts of the world. For instance, a HAB occurred in North Patagonia inner seas from February to May 2016 (Garreaud, 2018a; León-Muñoz et al., 2018; Armijo et al., 2020) resulting in economic losses of several hundred million dollars (e.g. Díaz et al., 2019). HABs are often described as a consequence of MHWs (e.g. NOAA Climate, (National Oceanic and Atmospheric Administration Climate)2015; Roberts et al., 2019), but this one occurred shortly before the MHW we detected in the Transition area. That temporal mismatch could be due to the coarse spatial resolution of the SST data we used to perform our MHWs detection, preventing us to know if the inner seas experienced more numerous or longer MHWs than the open ocean did and if the HAB coincided with a MHW event. Another type of consequences of MHWs on Patagonian fjords could be the diminution of oxygen concentration. Indeed, Patagonian fjords are already experiencing hypoxic conditions due to fjord alimentation by low-oxygenated Equatorial Subsurface water mass filling the deep micro-basins (Silva and Vargas, 2014; Pérez-Santos et al., 2018), a strong stratification which prevents deep waters to be re-oxygenated by vertical mixing (Silva and Vargas, 2014) and anthropogenic activities (Silva and Vargas, 2014). The presence of a long-lasting and severe MHW as the one we observed during winter 2016 could worsen the hypoxic conditions by increasing thermal stratification and reducing oxygen dissolution (Breitburg et al., 2018), as it has already been observed in Norwegian deep-fjords where hypoxic conditions were exacerbated by deep waters warming, then affecting benthic communities (Aksnes et al., 2019). In addition, Patagonia is also a place for large aquaculture development, particularly salmon farming as the environmental conditions are optimal with average temperatures up to 15°C in summer for Northern Patagonia (Figure 13A). However, in February 2017, the strongest ever MHW event was recorded and SST nearshore was nearly 2°C higher than average, reaching 17°C (Figure 13B) in northernmost Patagonia, being close to the upper limit of optimal temperature growth for Atlantic salmons (Elliott and Elliott, 2010). Finally, decreases in microbial richness have already been observed in Patagonian fjords, associated with seasonal increase of sea temperatures, particularly in winter (Gutiérrez et al., 2018). This would probably be exacerbated as MHWs are projected to be more numerous, as we saw in section 4.2.




Figure 13 | (A) Sea surface temperature (°C) long-term monthly averaged over 1982 to 2020 period for February and (B) monthly average for February 2017.






5 Conclusion

This study presents, to the best of our knowledge, the first assessment of the marine heatwaves (MHWs) that have occurred along Central and South Chile (29° S-55° S) from 1982 to 2020. We found that, although MHWs were already present in the 1980s, their intensity and their duration has increased, particularly over the period 2012-2020 with record-breaking events. The central studied area (North Patagonia) located between 38° S-46° S is the only Chilean coastal area where a long-term positive trend of MHWs frequency is present, probably related to the SST long-term warming trends. Indeed, that area totals 45% of the MHW events and 40% of the events that had an intensity superior to 1°C during the 2012-2020 period, showing how badly the area has been hit during the last decade. More particularly, the period from austral fall 2016 to summer 2017 suffered a succession of unusually long and strong MHWs. From May 2016 to May 2017, North Patagonia suffered about 300 days under MHW conditions. We found that in fall and winter 2016, warm waters were advected from the extratropical Pacific Ocean to the Patagonian coasts, contributing to the MHWs triggered and that atmospheric conditions were optimal for MHW development. Indeed, in May and June 2016, winds were abnormally low contributing to the diminution of the heat lost by the ocean. The MHW conditions persisted until spring 2016 and progressively disappeared. However, in November, new MHW conditions started causing the strongest MHW we recorded which lasted until early June 2017 in Central Chile, probably linked to a coastal El Niño. In addition, in early 2016, very strong El Niño conditions were reported and were associated with positive phases of SAM, probably having influenced the environmental conditions that have led to very intense and long MHW events.

In this study we analysed the surface development of the MHWs. However, the evolution of the detected MHWs off the coast of Chile, with several MHWs happening sequentially with only a few days between them, indicates that the subsurface temperatures might stay high during longer periods of time, favouring the development of new MHWs in the surface more easily. Therefore, further works should be dedicated to the subsurface development of the MHWs which is also primordial as it will define the depth at which species will be affected by the warming. Additionally, further studies should assess how the inner seas of Patagonia are affected by MHWs. Indeed, MHWs consequences add to the already existing hypoxia and to global warming might severely damage fjords ecosystems and aquaculture production.
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Interactions are diagnosed between a marine heatwave (MHW) event and tropical super cyclone Amphan in the Bay of Bengal. In May 2020, an MHW developed in the Bay of Bengal driven by coupled ocean-atmosphere processes which included shoaling of the mixed layer depth due to reduced wind speed, increased net surface shortwave radiation flux into the ocean, increased upper ocean stratification, and increased sub-surface warming. Ocean temperature, rather than salinity, dominated the stratification that contributed to the MHW development and the subsurface ocean warming that also increased tropical cyclone heat potential. The presence of this strong MHW with sea surface temperature anomalies >2.5°C in the western Bay of Bengal coincided with the cyclone track and facilitated the rapid intensification of tropical cyclone Amphan to a super cyclone in just 24 h. This rapid intensification of a short-lived tropical cyclone, with a lifespan of 5 days over the ocean, is unprecedented in the Bay of Bengal during the pre-monsoon period (March-May). As the cyclone approached landfall in northern India, the wind-induced mixing deepened the mixed layer, cooled the ocean's surface, and reduced sub-surface warming in the bay, resulting in the demise of the MHW. This study provides new perspectives on the interactions between MHWs and tropical cyclones that could aid in improving the current understanding of compound extreme events that have severe socio-economic consequences in affected countries.

Keywords: compound extreme events, marine heatwave, tropical cyclone, Amphan, Fani, super cyclone, rapid intensification, extremely severe cyclone


INTRODUCTION

Anomalously high sea surface temperature (SST) values sustained for a period of time in regional ocean basins are known as marine heatwaves (MHWs), which are observed across the global ocean (Sen Gupta et al., 2020). MHWs can have catastrophic impacts on marine habitats and species of socio-economic importance, re-organizing ecosystem structure by supporting a certain species and suppressing others (Wernberg et al., 2013, 2016; Frölicher et al., 2018; Smale et al., 2019). A MHW event is defined when the SST exceeds a seasonally varying threshold (usually the 90th percentile) for at least five consecutive days (Hobday et al., 2016). MHWs occur throughout the year. Local processes, large-scale climate modes, and teleconnections are all important drivers for MHWs: they include ocean currents, air-sea fluxes (warming through the ocean surface from the atmosphere), and winds that can enhance and suppress MHWs (Holbrook et al., 2019). Further, underlying anthropogenic warming of the ocean as well as climate phenomena such as the El Niño Southern Oscillation (ENSO) can also change the likelihood of MHW events occurring in certain regions (Sen Gupta et al., 2020).

Dzwonkowski et al. (2020) recently showed that a MHW event in the northern Gulf of Mexico was generated due to ocean stratification from the compounding effects of tropical cyclone (Gordon) followed by an atmospheric heatwave. These compounding conditions led to the intensification of the subsequent hurricane Michael due to the extremely warm state of the underlying coastal ocean. Furthermore, it has been suggested that extreme climate/weather events are likely exacerbated in a warming world: For example, the Tasman Sea MHW in 2015–16 affected much of the southeast Australian coastal region, particularly off Tasmania, with the extreme MHW event resulting from natural variability (e.g., ENSO) and anthropogenic climate change (Collins et al., 2019). Also, recent severe Atlantic hurricanes Harvey, Irma, and Maria during 2017 were attributed to surface ocean warming due to anthropogenic climate change (Collins et al., 2019). Hence our study contributes to understanding compound events and their complex interactions in a warming world.

This study focuses on the Bay of Bengal (BoB; Figure 1) whose dynamics are very complex due to the strong stratification from freshwater input, high SST values, and its vulnerability toward tropical cyclones that form during the pre-monsoon (March-May) and post-monsoon (October-November) seasons. The North Indian Ocean accounts for the highest number of fatalities globally from tropical cyclones (Mohanty et al., 2015), and the BoB experiences ~5 to 7% of the total number of tropical cyclones that occur globally each year (Neetu et al., 2012; Jangir et al., 2020, 2021). Out of 23 recorded deadly storms with fatalities > 10,000 in the last 300 years, 20 tropical cyclones formed over the BoB (Mohanty et al., 2015).


[image: Figure 1]
FIGURE 1. (A) Study region of the Bay of Bengal (70–100°E and 0–25°N) delineated by the boxes for the subregions of the bay i.e., box 1 (80–90°E and 5–15°N), box 2 (80–90°E and 15–23°N) with annual mean sea surface temperature (°C, shaded), overlaid by the contours of annual mean mixed layer depth (m) and vectors of annual mean surface winds (ms−1), and the track of Tropical cyclone Amphan with the dates of cyclogenesis (CS, 16-May-2020), intensification into a super cyclonic storm (SuCS, 18-May-2020), and landfall as extremely severe cyclonic storm (ESCS, 20-May-2020), (B) daily climatology for the area-averaged sea surface temperature and mixed layer depth for box 1 with gray shading indicating the time of year that is the focus of the current study (26-Apr to 30-May), (C) same as (B) but for box 2.


The BoB in the northeastern part of the Indian Ocean maintains basin-wide SST of 28°C and above with a shallow mixed layer depth (MLD) throughout the year (Shenoi, 2002). The BoB also receives freshwater through excess rain and river runoff from major river systems. Consequently, the BoB is characterized by low salinity; and the bay's warm and fresh surface water (owing to its tropical location) overlays cold and salty water at depth. This configuration of surface and subsurface water forms a barrier layer due to enhanced near-surface stratification (Neetu et al., 2012). The presence of a barrier layer is one of the main reasons for the high SST values in the BoB that are maintained throughout the year (Rahaman et al., 2020) and that serves as a breeding ground for tropical cyclones (Jangir et al., 2021).

Tropical cyclone Amphan during May 2020 was the first super cyclone in the BoB in the last 21 years; it intensified from category 1 (cyclonic storm) to category 5 (super cyclone) in <36 h (Balasubramanian and Chalamalla, 2020). According to the World Meteorological Organization (WMO), Amphan was the costliest tropical cyclone on record in the North Indian Ocean, with reported economic losses in India of approximately $14 billion [World Meteorological Organization (WMO), 2021] and 129 casualties across India and Bangladesh. Here, we investigate what allowed the rapid intensification of tropical cyclone Amphan from a cyclonic storm to a super cyclone over an unusually short period of time.



MATERIALS AND METHODS

The study region encompasses the BoB (70–100°E and 0–25°N) as shown in Figure 1A. We focus on two subregions according to Indian summer monsoon inflow i.e., for box 1 (80–90°E and 5–15°N) and high freshwater discharge from major river system for box 2 (80–90°E and 15–23°N) (Jana et al., 2015; Jangir et al., 2021). These boxes cover the cyclone track of Amphan where the cyclogenesis occurred in box 1 and landfall in box 2.


Methods

The detection of MHW events is carried out following the definition of Hobday et al. (2016) and implemented with a software package developed by Oliver et al. (2017). A MHW is defined from the daily SST time series as a discrete prolonged anomalously warm water event when the daily SST at a grid point exceeds the seasonally varying 90th percentile for at least five consecutive days (Oliver et al., 2018). Two events with a gap of <3 days are considered as a single MHW event. The daily anomalies are computed by removing the daily climatology for the respective variable. The base period of 1981 to 2020 was used to compute the daily anomalies and 90th percentile for the detection of MHW events.

For the categorization of the MHW, we followed the definition from Hobday et al. (2018). They defined the MHW category (θ) as (SST−SST_climatology)/(SST_90th_Percentile−SST_climatology) where the numerator denotes the intensity of the MHW and is scaled by the difference between the climatological 90th percentile and the climatological mean SST. Hence, the MHW can be categorized as moderate (1 ≤ θ <2, Category I), strong (2 ≤ θ <3, Category II), severe (3 ≤ θ <4, Category III), and extreme (4 ≤ θ, Category IV).

For a mechanistic understanding underlying the MHW event and its interaction with tropical cyclone Amphan, we performed a mixed layer heat budget analysis (Sen et al., 2021). In the mixed layer heat budget, the vertically integrated temperature of the mixed layer is equal to the sum of horizontal advection, air-sea heat flux exchange, and residual processes “R” which represent vertical advection, vertical diffusion, and entrainment at the base of the mixed layer. The following equation 1 is used to estimate the anomalous mixed layer heat budget component.

[image: image]

Where QNet = Qswf+Qlwf+Qshf+Qlhf, QNet is the net surface heat flux, Qswf is the net surface shortwave radiation flux, Qlwf is the net surface longwave radiation flux, Qshf is the surface sensible heat flux, and Qlhf is the surface latent heat flux. The sign convention of ERA five products are positive downward i.e., into the ocean and all the fluxes are with the sense of direction i.e., Qswf is positive (into the ocean) and the rest of the fluxes are negative (out of the ocean) in sign.

Where T denotes the mixed layer (h) temperature; u, v are the horizontal ocean currents, the first term in the RHS represents horizontal advection, the second term in the RHS represents the air-sea heat flux exchange where ρ0 is potential density, Cp is specific heat capacity. In our study, we used the MLD provided by Copernicus in the analysis and reanalysis data. The MLD is defined by the sigma_theta (σθ) criterion. It is the depth where the density increase compared to the density at 10 m depth corresponds to a temperature decrease of 0.2°C relative to local surface conditions [Temperature (θ10m), Salinity (S10m), Surface Pressure (P0 = 0 dbar)].

We have also estimated the freshwater content following Sengupta et al. (2016) to understand the role of freshwater in the stratification and generation of the MHW. The freshwater content is computed using the following Equation (2), where h is mixed layer depth, S(z) is the salinity in the mixed layer and Sref is reference salinity, which is taken here as 35 psu.

[image: image]

To estimate the stratification in the ocean we computed the Brunt–Väisälä frequency (N2) from the GSW toolbox (https://teos-10.github.io/GSW-Python/) defined as [image: image] where g is the gravitational acceleration (9.81 ms−2). To isolate the role of temperature and salinity for the total N2, we divide N2 into two components namely N2-temperature and N2-salinity. N2-temperature is computed by using 0–200 m depth-averaged salinity in the N2 computation thereby removing the effects from changes in salinity. N2-salinity is then estimated as N2 minus N2-temperature (Fan et al., 2020).

We also computed the tropical cyclone heat potential (TCHP) to understand the effect of subsurface heat accumulation for the compound extreme event of MHW and tropical cyclone. The TCHP is defined following Equation (3)

[image: image]

where D26 is the depth of the 26°C isotherm in the ocean (Jangir et al., 2021).

The vertical wind shear magnitude (m s−1) is computed using the daily horizontal (zonal and meridional) winds vectors (u, v) from ERA5 as a difference between the 200 hPa and 850 hPa levels.

[image: image]
 

Data

For the MHW detection, we used high-resolution daily SST data from NOAA OI SST V2 (Reynolds et al., 2007) spanning from 1981 to 2020 at 0.25° horizontal resolution.

We used ocean temperature and salinity data from two products provided by the Copernicus Marine Service GLOBAL_REANALYSIS_PHY_001_031 (Reanalysis hereafter) and GLOBAL_ANALYSISFORECAST_PHY_CPL_001_015 (Analysis hereafter). The Reanalysis product is the ensemble mean of four products which include GLORYS2V4, ORAS5, GloSea5, and C-GLORS05. The Analysis product is the output of the weakly coupled ocean-atmosphere data assimilation and forecast system and is used to provide 10 days of 3D global ocean forecasts, at 0.25°spatial resolution, updated daily (Lea et al., 2015). The Reanalysis product is available from Jan-1993 to June-2019 whereas, the Analysis product is available from Dec-2015 to the present (Dec-2020 for our study). Both products have daily temporal resolution with a 0.25°horizontal resolution but they have different vertical levels, 75 levels in the Reanalysis and 43 levels in the Analysis. So, we linearly interpolated the Reanalysis data in the vertical onto the grid of the Analysis data. Due to the longer time span of the Reanalysis product, we used it to create the daily climatology to deduce the daily anomalies from the Analysis product for the year 2020.

For the atmospheric fields (10 m winds and Mean Sea Level Pressure) and surface fluxes (Qswf, Qlwf, Qshf, and Qlhf) we used ECMWF ERA5 data (Hersbach et al., 2020). All the variables used from ERA5 are at a spatial resolution of 0.25° with the temporal resolution of 1 h but converted to daily means.

The best track data for tropical cyclone Amphan is taken from the Indian Meteorological Department (IMD, http://www.rsmcnewdelhi.imd.gov.in/report.php?internal_menu=MzM=). The daily data of near real-time sea-level anomaly (SLA) and geostrophic current vectors are from Copernicus Marine Service (SEALEVEL_GLO_PHY_L4_NRT_OBSERVATIONS_008_046, https://doi.org/10.48670/moi-00149) with a spatial resolution of 0.25°. The geostrophic current vectors are used here to represent mesoscale oceanic eddies. The anomalies of all the data products used in this study are extracted for the period of interest to investigate the interaction between the MHW and tropical cyclone Amphan.




RESULTS


Interactions Between the MHW and Tropical Cyclone Amphan

We detected a MHW event in box 1 from 1-May-2020 to 17-May-2020 and one in box 2 from 6-May-2020 to 19-May-2020 as shown in Figure 2 in red shading. This study is focused on investigating the interaction between the MHW and tropical cyclone that coincided forming a compound extreme event.


[image: Figure 2]
FIGURE 2. Time series of the sea surface temperature anomaly (black, °C) and mixed layer depth anomaly (blue, m) for (A) box 1, (B) box 2. Time series of 10 m surface wind anomaly (black, m s−1) and mean sea-level pressure anomaly (blue, hPa) for (C) box 1 (D) box 2 for the duration of 26-April-2020 to 30-May-2020 with the red shading representing marine heatwave conditions and the vertical magenta lines representing cyclogenesis (left, 16-May-2020), cyclone intensification (middle, 18-May-2020) and landfall (right, 20-May-2020) for the tropical cyclone Amphan.


MHW conditions in both boxes occurred prior to cyclogenesis. During the MHW, the maximum SST anomaly averaged over box 1 on 11-May-2020 and in box 2 on 13-May-2020 reached close to 1.5 and 2°C (Figures 2A,B) above the climatological SST of 30.2 and 29.7°C, respectively, for the same period of the year (Figures 1B,C). The high SST was associated with an anomalously shallow MLD (Figures 2A,B). This shoaling of the MLD during MHW signified a reduction in mixing and therefore enhanced stratification with a concurrent positive mean sea level pressure (MSLP) anomaly over both boxes and anomalously low wind speeds (Figures 2C,D). The MSLP anomaly was high during the MHW started to drop prior to cyclogenesis, and reached a minimum value close to −65 hPa during the peak of the tropical cyclone. These pre-existing oceanic and atmospheric conditions of anomalously high SST with shallow MLD, and low wind speeds not only favored sustaining the MHW but may have played a role in the cyclogenesis as well.

Tropical cyclone Amphan started to develop from 16-May-2020, marked as the day of cyclogenesis in box 1, and made landfall in box 2 on 20-May-2020. The pre-existing MHW in box 1 coincided with the cyclogenesis whereas, the MHW in box 2 exists till the later stages of cyclone intensification (Figure 2). As the cyclone intensified, the SST anomaly decreased and the MHW eventually disappeared with negative SST and positive MLD anomalies in both boxes (Figures 2A,B). The demise of the MHW i.e., the negative SST anomaly after the passage of the cyclone, was due to the strong wind-induced churning that deepened the mixed layer and upwelled cold water from deeper depths resulting in the cooling of the surface ocean.

Further analysis (Figure 3) shows the ocean area covered by various categories of MHW in the BoB before (averaged over 11–15 May), during (averaged over 16–20 May), and after (averaged over 21–25 May) tropical cyclone Amphan. Prior to cyclogenesis, on 13-May-2020, around 300,000 km2 of the ocean surface area in the bay exhibited strong MHW conditions. However, with the intense forcing of the cyclone which resulted in surface ocean cooling, a rapid contraction was observed in the surface area covered by the strong MHW which reduced to ~160,000 km2 on 18-May-2020, and finally demised on 20-May-2020 (Figure 3A). Before tropical cyclone Amphan, all the regions of the bay were affected by moderate to strong MHW conditions, particularly box 1 and box 2 had patches of strong MHW conditions. The track of tropical cyclone Amphan coincided with a large region exhibiting strong MHW conditions which were present before and during the cyclone (Figure 3B) and resulted in the rapid intensification of the cyclone (Figure 3C).
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FIGURE 3. (A) Ocean surface area of the Bay of Bengal covered by strong marine heatwave conditions with vertical magenta lines representing cyclogenesis (left), cyclone intensification (middle) and landfall (right) for tropical cyclone Amphan, (B–D) categories of marine heatwave over the Bay of Bengal before the tropical cyclone Amphan (averaged over 11–15 May 2020), during the cyclone (averaged over 16–20 May 2020) and after the cyclone (averaged over 21–25 May 2020) overlaid by the track of the cyclone which is shaded by the mean daily intensity of the cyclone (m s−1) with the date of cyclogenesis (CS, 16-May-2020), date of super cyclonic storm (SuCS, 18-May-2020) and landfall as extremely severe cyclonic storm (ESCS 20-May-2020).


Table 1 shows the progression of the intensity of the MHW and tropical cyclone in the BoB in box 1 and box 2. As the MHW in box 1 coincided with cyclogenesis, the intensity of the MHW decreased, and as the cyclone intensified into a super cyclone, eventually the MHW in box 1 disappeared (negative MHW intensity) due to wind-induced SST cooling from the cyclone intensification. After the cyclogenesis in box 1, as the cyclone moved into box 2, it coincided with the presence of strong MHW conditions which provided additional energy for its rapid intensification to a super cyclone. When the cyclone reached its peak intensity (62.05 m s−1) on 18-May-2020, the intensity of the MHW was 1.54°C which was sufficiently high to sustain the intensification of the cyclone. This shows a widespread exposure of the ocean surface to extreme temperature conditions which can potentially alter the dynamics and thermodynamics of a tropical cyclone.


Table 1. Daily mean Intensity of the marine heatwave (°C) and cyclone (m s−1) averaged over box 1 and box 2 from 10 to 25 May 2020.
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These analyses show a dynamic link between the MHW and tropical cyclone and provide an understanding of their interactions. The pre-conditioning from the warm ocean surface due to the MHW helped intensification of the cyclone to a super cyclonic storm in just 24 h. The ensuing analysis of the mixed layer heat budget will show the thermodynamic linkages between the MHW and tropical cyclone.



Physical Mechanism

To investigate the physical mechanism of the interaction between the tropical cyclone and MHW, we conducted a mixed layer heat budget analysis. It shows that the mixed layer temperature tendency during the MHW was weakly influenced by the advection in both boxes (Figures 4A,B). Most of the temperature tendency can be explained by changes in the net surface heat flux (QNet). During the MHW, the positive QNet anomaly warmed the surface layer that resulted in stratification as the QNet was directed toward the ocean (positive downwards).
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FIGURE 4. Time series of the mixed layer depth temperature tendency (red, °C day−1), net surface heat flux (blue, °C day−1), advection (green, °C day−1), and residual (gray dash, °C day−1) for (A) box 1, (B) box 2. Time series of net surface shortwave radiation (red, °C day−1), net surface longwave radiation (green, °C day−1), surface sensible heat flux (blue, °C day−1), surface latent heat flux (yellow, °C day−1) for (C) box 1 (D) box 2. The gray shading represents the duration of the tropical cyclone Amphan.


Despite the dominance of the net surface heat flux in the growth of SST anomalies, Alexander and Penland (1996) previously showed that vertical entrainment of water from the base of the mixed layer strongly influences SST anomalies and the upper ocean heat budget by controlling the MLD. However, the changes in the surface heat fluxes from MLD variability during the MHW require a detailed mixed layer heat budget analysis with the resolution of vertical advection, vertical mixing, and entrainment from the base of the mixed layer (Vijith et al., 2020; Sen et al., 2021). We also note the magnitude of the residuals, likely due to biases in surface fluxes in the reanalysis products (Wijesekera et al., 2022) and, in parts, related to changes in horizontal and vertical mixing and entrainment (Sen Gupta et al., 2020; Vijith et al., 2020).

The positive contribution from the QNet toward the mixed layer temperature tendency during the MHW turned negative during the passage of the tropical cyclone. The temperature tendency dropped to −0.4°C day−1 during the cyclone, primarily due to a net heat flux loss. This strong drop (~0.4°C day−1) in the temperature tendency during the intensification of the cyclone shows the cooling of the surface ocean with intense heat loss from the ocean to the atmosphere (negative QNet).

Further analysis of the component of the QNet i.e., Qswf, Qlwf, Qshf, and Qlhf is shown in Figures 4C,D. Fluxes were converted into temperature tendency i.e., dividing by ρCph where h is the MLD. The net surface heat flux was primarily driven by the increased net surface shortwave flux (Qswf) followed by the surface latent heat flux (Qlhf) and net surface longwave flux (Qlwf); and surface sensible heat flux (Qshf) is least.

During the MHW event (since 1-May-2020, in both boxes), the major contribution in the QNet was from Qswfwhich showed a positive change of ~0.1°C day−1 prior to cyclogenesis. This condition of Qswf suggests a clear-sky condition with increased net solar radiation, which warmed the ocean surface to generate a MHW event in the region. This increased positive Qswf during the MHW event is also related to anomalously high MSLP (Figures 2C,D) which results in reduced cloud cover (Holbrook et al., 2019; Sen Gupta et al., 2020). The large positive value of Qswf and the large negative values of Qlhf followed by the Qlwf effectively resulted in a positive QNet into the ocean. The negative value of Qlhf in the BoB shows that the ocean loses heat to the atmosphere in response to the increased SST in the region and this phenomenon will maintain the SST (Zhang and McPhaden, 1995). Zhang and McPhaden (1995) also showed that for low SST conditions Qlhf increases with SST but decreases for the high SST conditions. The later condition is reflected in our analysis that shows a drop in Qlhf during the MHW (from 1-May-2020) i.e., a high SST condition prior to the cyclone.

However, during the cyclogenesis and the intensification phase of the cyclone, the Qswf and Qlhf showed a large drop in magnitude amounting to 0.2°C day−1 from 0.3 to 0.1°C day−1 and 0.1°C day−1 from −0.1 to −0.2°C day−1, respectively in both boxes. This anomalous dip in Qswf suggests the overcast conditions during the cyclone which obstructed incoming solar radiation due to increased cloud cover because of the cyclone, whereas the drop in Qlhf shows a significant heat loss from the ocean to the atmosphere during the cyclone.



Role of Ocean Stratification

Given the surface warming with the shoaling of the MLD, it is worth investigating the role of upper-ocean stratification in the interaction of the MHW and tropical cyclone. To understand the role of stratification cross-track analysis around the cyclone track was conducted for MLD, SST anomaly, sea surface salinity (SSS) anomaly, and freshwater content (FW).

In order to perform this analysis, the location (latitude and longitude) corresponding to the track of the cyclone were selected. Conditions along the track were averaged for 3 degree (~300 km) on either side of the cyclone track (Figure 5). On the Y-axis, zero hence represents the location/center of the cyclone. The analysis was conducted for various parameters for the time starting 10-days prior to the cyclone until 15-days after the cyclone, i.e., for a total of 25 days for the same location (latitude, longitude). This time period is shown in the X-axis where zero represents the day of the cyclone and it shows the variations of the parameters over the 25-days. Similarly, we repeat this procedure for all the latitude points along the cyclone track and then average all these latitudes to generate the composite maps of the parameters in longitudinal distance from the center of the cyclone and their time evolution as shown in Figure 5.
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FIGURE 5. Time evolution of cross cyclone track distribution of (A) sea surface temperature anomaly (°C), (B) mixed layer depth (m), (C) sea surface salinity anomaly (psu), and (D) freshwater content (m). Here negative (positive) y-axis represents left (right) side of the cyclone track, and negative (positive) x-axis represents days before (after) the cyclogenesis.


The SST anomaly (Figure 5A) corroborates the findings from the previous sections and shows the presence of strong MHW conditions before the cyclone and strong cooling after the passage of the cyclone. Figure 5B shows that the MLD was shallow just before the cyclone and deepened after the passage of the cyclone. The SSS anomaly (Figure 5C) was negative before the cyclone but shifted to an anomalously positive value after the cyclone.

This phenomenon is consistent with Reul et al. (2021) where weak storms caused freshening on average, but a strong storm increased the SSS on the right side of the track which is opposite to the SST anomaly that is always negative with muted surface cooling. The formation of a vertical salinity gradient in the upper ocean from a fresher surface and saltier subsurface along with the presence of barrier layers lead to saltier and warmer storm wakes compared to wakes produced over barrier layer free areas (Reul et al., 2021). Interestingly the freshwater content (Figure 5D) was not the primary driver for the MHW event prior to the cyclone. The freshwater content was relatively low during the MHW and prior to the cyclone but increased during the cyclone due to heavy precipitation.

Further analysis of stratification was carried out by computing the Brunt–Väisälä frequency (N2) for the upper 100 m of the ocean for box 1 and box 2 from 26-Apr-2020 to 30-May-2020 (Figure 6). This analysis showed that during the MHW, an anomalously strong stratification was present in the upper 30 m of the ocean in box 1, whereas in box 2 the complete water column (i.e., up to a depth of 100 m) was highly stratified. Box 1 exhibited high stratification with shallow MLD in the presence of the MHW, whereas the stratification with shallow MLD in box 2 with the presence of MHW continued until the intensification of the cyclone (Figures 6A,B). As the cyclone intensified and approached landfall, it disrupted the MHW and broke down the stratification with the deepening of the MLD due to churning from the strong winds.
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FIGURE 6. Brunt–Väisälä frequency anomaly (N2, s−2) for the upper 100 m of the ocean for (A) box 1, (B) box 2, N2 contributed from the temperature (N2-Temperature) for (C) box 1 and (D) box 2, N2 contributed from the salinity (N2-Salinity) for (E) box 1 and (F) box 2 for the duration of 26-April-2020 to 30-May-2020 with mixed layer depth (black), vertical blue lines represent marine heatwave duration and vertical magenta lines representing cyclogenesis (left, 16-May-2020), cyclone intensification (middle, 18-May-2020) and landfall (right, 20-May-2020) for the tropical cyclone Amphan.


An important aspect of the MHW in the BoB during 2020 was that it was generated by temperature stratification rather than salinity stratification, as freshwater content was anomalously low during the MHW prior to the cyclone (Figures 6C–F). The stratification of the water column was primarily governed by temperature (Figures 6C,D) as compared to salinity (Figures 6E,F). This suggests that the lower freshwater content due to low river discharge and less precipitation in the BoB during the pre-monsoon period (March-April-May), had little effect on the generation of the MHW, whereas the ocean temperature was found to play an important role.



Role of Subsurface Warming

Apart from the surface ocean, the subsurface ocean also contributed to the interaction between the MHW and tropical cyclone. The role of subsurface warming in terms of TCHP is shown in Figure 7. The build-up of TCHP since March 2020 can be seen for both boxes and this increased TCHP (also considered as ocean heat content) acts as preconditioning to sustain the MHW and tropical cyclone. Previous studies showed that subsurface ocean warming can play a key role in the generation of MHWs (Elzahaby and Schaeffer, 2019; Scannell et al., 2020) as well as tropical cyclones (Jangir et al., 2020, 2021).
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Figure 7. (A,B) Time series of sea surface temperature anomaly (black, °C), (C,D) tropical cyclone heat potential (red, kJ cm−2) for box 1 (left column) and box 2 (right column), for the duration of 26-April-2020 to 31-July-2020 with the red shading representing marine heatwave conditions, daily climatology for (C) sea surface temperature and (D) tropical cyclone heat potential (black), and vertical gray shading representing the duration of tropical cyclone Amphan.


During the cyclogenesis and intensification of the cyclone, the ocean supplies the energy, i.e., the TCHP of the ocean decreases with the evolution of the tropical cyclone. The warm subsurface of high TCHP limits the cyclone's self-induced negative feedback from ocean cooling to favor intensification (Lin et al., 2013; Jangir et al., 2021). This decrease in TCHP is clearly shown in Figures 7C,D with a large drop in Box 1 which encompasses the cyclogenesis and intensification of the cyclone as compared to Box 2 which includes landfall.

TCHP of Box 1 started to drop from the point of cyclogenesis, with a maximum drop of ~20 kJ cm−2 during the intensification till the landfall of the cyclone, and thereafter the TCHP was maintained at a fixed level (Figure 7C). In contrast, the TCHP of Box 2 shows a weak initial drop, recovered quickly afterward, and gained ~25 kJ cm−2, but dropped again by the same amount and was maintained thereafter at a fixed level.

The subsequent period of subsurface warming coincided with the re-emergence of the MHW. This suggests that the energy accumulated by the subsurface ocean not only facilitates and sustains the MHW but also played an important role in the cyclogenesis and intensification of the cyclone. However, the exact mechanism for the re-emergence of the MHW after the tropical cyclone warrants a detailed investigation, and is beyond the scope of this study.

Our analyses show that reduced mixing, increased net heat flux into the ocean, temperature-driven stratification and subsurface warming were all important factors in the generation of this compound extreme event of a MHW and tropical cyclone in the BoB during 2020. Further, as the cyclone intensified, the cyclone-induced cooling in the BoB resulted in the dissipation of the MHW.




DISCUSSION

MHWs are of growing concern for the global community because of their serious implications for marine ecosystems (Holbrook et al., 2020), and their interactions with other extreme events (Dzwonkowski et al., 2020). In this study, we documented MHW conditions in the BoB during the year 2020 that coincided with the tropical super cyclone “Amphan”. We further explored the interaction between the tropical cyclone and the MHW event.


Interaction

MHW generation before the onset of the tropical cyclone was due to anomalously high SST with an anomalous shoaling of the MLD and increased solar insolation onto the ocean surface (Figures 2, 4, 5A,B). The shoaling of the MLD was associated with reduced wind-driven mixing due to reduced wind speed, resulting in an anomalously high thermal stratification in the bay (Figures 2C,D, 5B, 6).

The mixed layer heat budget analysis (Figures 4A,B) showed that the temperature tendency during the MHW event was primarily governed by net surface heat flux (Qnet). Further, the increased net surface shortwave flux (Qswf) was the primary driver of the positive Qnet. The rise in TCHP (Figures 7C,D) suggests that the warming of the subsurface ocean also played an important role in sustaining the MHW and provided the heat potential for cyclogenesis as well as intensification.

As the cyclone intensified, the MHW started to fade due to intense surface cooling and the break-down of the stratification resulted in a deepened MLD (Figures 2A,B, 5B, 6). During the passage of the cyclone, the intense mixing with reduced solar insolation due to increased cloud cover and increased heat loss from the ocean to the atmosphere (Qswf and Qlhf) cooled the SST and resulted in the demise of the MHW (Figure 2). Our study also showed that the compound event of the MHW and tropical cyclone is primarily governed by temperature stratification rather than salinity stratification (Figures 5D, 6).

The daily mean intensity of the MHW and tropical cyclone Amphan (Table 1) shows that the intensity of the MHW was initially very high, but started to decrease when approaching cyclogenesis. However, in the northern bay (box 2), strong MHW conditions were present during the first 3 days of the cyclone that provided the additional energy to the cyclone and helped it intensify quickly and attain its maximum intensity (62.05 ms−1) of a super cyclone. This suggests that the presence of the MHW had a profound impact on the intensification of the cyclone.

The pre-existing strong MHW conditions prior to the genesis of tropical cyclone Amphan and its coincidence with the cyclone track are strong evidence for the interaction between two extreme events (Figure 3). Figure 3 shows a large part of the BoB (~300,000 km2) was covered by the MHW and some parts of the BoB especially the ocean area close to the track of the cyclone, exhibited strong MHW conditions. Also, the intensification stage of the cyclone coincided closely with the region of strong MHW in box 2. Further discussion is focused on the rapid intensification of the tropical cyclone Amphan.



Rapid Intensification of Amphan Compared to Fani

Tropical cyclone Amphan was the first cyclone that intensified to a super cyclone in the pre-monsoon season (MAM) in the twenty-first century (Sil et al., 2021) in the BoB. This study investigates why tropical cyclone Amphan rapidly intensified to a super cyclone (category 5) from a cyclonic storm (category 1) over such a short period of time. Such rapid intensification is unusual for short-lived cyclone Amphan as compared to a long-lived cyclone e.g., tropical cyclone Fani which formed during the same season in 2019 and traveled along the same region in the BoB. Tropical cyclone Fani intensified to an extremely severe cyclonic storm (category 4) with the wind speed increasing from 55 to 90 knots in 24h, whereas Amphan rapidly intensified to a super cyclone (category 5) with the wind speed increasing from 55 to 120 knots in 24 h (Sil et al., 2021).

In comparison to Amphan (life span of 5 days over the ocean, 16–20 May 2020), the extremely severe tropical cyclone Fani which formed during the same season in 2019 (April 26 to May 5) remained for 7 days after its formation. This longer time span of tropical cyclone Fani over the ocean provided potentially more moisture input along its longer trajectory (Kumar et al., 2020). Despite remaining over the ocean for longer time, Fani did not turn into a super cyclone as Amphan did in a very short span of time.

We compared the background vertical wind shear during both cyclones. We note that the background vertical wind shear is not the only important factor impacting cyclogenesis and intensification, but it exhibits favorable atmospheric conditions for the cyclogenesis as well as intensification. Prior to the cyclogenesis of Amphan (Figure 8A), vertical wind shear was relatively lower than for Fani (Figure 8D) at the genesis location. However, with the intensification of Amphan (Figure 8B) the wind shear also increased as compared to Fani (Figure 8E). During cyclone Fani, the background vertical wind shear was relatively low as compared to Amphan (Figure 8B), which may have helped in providing conditions conducive for the intensification of cyclone Fani (Figure 8E). In contrast, despite, relatively high vertical wind shear, cyclone Amphan intensified to a super cyclone in a very short time span. This suggests that factors other than vertical wind shear played a substantial role in the intensification of the super cyclone Amphan.
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FIGURE 8. Five days averaged vertical wind shear (m s−1) (A) before Amphan (B) during Amphan (C) after Amphan. (D–F) same as (A–C) but for the cyclone fani. Dates in (A–C) representing cyclogenesis (16-May-2020), intensification (18-May-2020) and landfall (20-May-2020) during Amphan, and dates in (E-F) representing cyclogenesis (26-Apr-2019), intensification (30-Apr-2019), and landfall (3-May-2019) during Fani.


To understand the reasons behind the rapid intensification of cyclone Amphan, we detected the presence of strong MHW before and during the development of the phase of the cyclone as shown in Figure 3, which was not present during cyclone Fani (Figure 9). We found the presence of only a moderate MHW all over the bay before (13-17 April 2019) the genesis of Fani but no strong MHW was found before and during tropical cyclone Fani (Figure 9). In contrast, a strong MHW persisted in the bay during tropical cyclone Amphan (Figure 3). This strong MHW (1120 May 2020) coincided with tropical cyclone Amphan and helped in its rapid intensification into a super cyclone. After the landfall of the cyclone Amphan and Fani the vertical wind shear shows near similar pattern (Figures 8C,F).
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FIGURE 9. (A) Ocean surface area of the Bay of Bengal covered by strong marine heatwave conditions with vertical magenta lines representing cyclogenesis (left, 26-Apr-2019), cyclone intensification (middle, 30-Apr-2019) and landfall (right, 3-May-2019) for the tropical cyclone Fani, (B–D) categories of marine heatwave over the Bay of Bengal before the tropical cyclone Fani (averaged over 22–25 Apr 2019), during the cyclone (averaged over 26 Apr-3 May 2019) and after the cyclone (averaged over 4–8 May 2019) overlaid by the track of the cyclone which is shaded by its mean daily intensity (m s−1) with the date of genesis (26-Apr-2019), date of extremely severe cyclonic storm (30-Apr-2019) and landfall (3-May-2019) as extremely severe.




Basin-Wide Features

The basin-wide effects of the compound event of MHW and tropical cyclone are seen in Figure 10 with the presence of strong MHW conditions in the BoB prior to cyclogenesis with SST anomalies of > 2.5°C and at some locations in the BoB acted as a guiding path for the movement of the cyclone later. After the cyclogenesis, the cyclone moved in the direction of the strong MHW and intensified along the way. During the passage of the cyclone, the SST in the BoB started to cool due to wind-induced intense mixing (Figure 10B), which resulted in the disappearance of the MHW (Figure 10C).
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FIGURE 10. Five days averaged basin-wide features of (A–C) Sea surface temperature anomaly (°C), (D–F) mixed layer depth (M), (G–I) tropical cyclone heat potential (kJ cm−2), (J–L) sea-level anomaly (m) overlaid by the geostrophic current vectors (m s−1) before cyclone (first column), during cyclone (second column), and after cyclone (third column). The black line represents the track of the tropical cyclone Amphan. Dates representing cyclogenesis (16-May-2020), intensification (18-May-2020) and landfall (20-May-2020).


During this whole process, the presence of a shallow MLD prior to the cyclogenesis (Figure 10D) helped in sustaining the MHW through reduced mixing and enhanced stratification. However, as the cyclone intensified the MLD deepened on the right-hand side of the cyclone (Figure 10E) and continued to deepen further as the cyclone approached landfall (Figure 10F). This deepening of the MLD facilitated the dissipation of heat from the surface by increased mixing and upwelling of the relatively cold subsurface water to the ocean surface.

Apart from the surface ocean, the subsurface ocean also played an important role in the generation of the MHW and tropical cyclone. The warm subsurface is shown by high TCHP (135–150 kJ cm−2) prior to the cyclone (Figure 10G). The warm subsurface conditions can also intensify the tropical cyclone by inhibiting the cyclone-induced SST cooling (negative tropical cyclone intensity feedback). Due to the warm subsurface, there is more air-sea enthalpy flux available for the rapid intensification of the tropical cyclone, as suggested by the case study of cyclone Nargis (Lin et al., 2009, 2013; Yu and McPhaden, 2011). However, with the intensification of the cyclone, the subsurface warming reduced along the track of the cyclone (45–105 kJ cm−2) which suggests the breakdown of the stratification with the cyclone-induced churning of the ocean (Figures 10H,I).

We have shown that the intensification of the cyclone was primarily due to the MHW, but anomalously high SLA and anticyclonic eddies (Figures 10J–L) along the track may also have partly contributed to the intensification of the cyclone via the convergence of warm SST anomalies. Jangir et al. (2021) showed that the anticyclonic (warm core) eddies are mostly present in the bay during the pre-monsoon season (March-May) and can play an important role in the cyclone intensification in cases where they coincide with the cyclone track.

Apart from this, Elzahaby and Schaeffer (2019) show that the high SLA and anticyclonic eddies also generate high subsurface temperature anomalies by carrying warm waters and resulting in a deeper MHW. The detailed investigation of the role of SLA and mesoscale eddies on the characteristics of the MHW and tropical cyclone is, however, beyond the scope of the present study.



Re-emergence of the MHW

We also noticed the re-emergence of MHW conditions after 15 days post-landfall of the cyclone (from 5-June-2020) in box 1 and after 35 days (from 25-June-2020) in box 2 (Figure 7). After the first interaction of the MHW with the tropical cyclone, both SST and TCHP dropped (refer to Figures 2, 3, 5A, 7). However, several days after the tropical cyclone, SST started to rise rapidly in both boxes and crossed the threshold to resume MHW conditions (Figures 7A,B), whereas the rise in TCHP is more pronounced in Box 2 (Figure 7D) than in Box 1 (Figure 7C). After a drop of ~20 kJ cm−2 in TCHP of Box 1 during the intensification till the landfall of the cyclone, TCHP was maintained at a fixed level till the re-emergence of the MHW conditions (Figure 7C). In contrast, after a moderate drop in the TCHP of Box 2, it recovered quickly by ~25 kJ cm−2, dropped again by the same amount, and thereafter was maintained at a fixed level. This sustained TCHP between the landfall of the cyclone and the re-emergence of the MHW shows the redistribution of heat within the water column.

This re-emergence of the MHW conditions might be also due to the intense mixing from the cyclone that broke the stratification and homogenized the temperature in the water column (Dzwonkowski et al., 2020). This well-mixed condition quickly re-stratified the ocean and resulted in MHW conditions with a rapid rise in surface temperature. However, this re-emergence of the MHW warrants a detailed investigation of the ocean and atmospheric conditions, e.g., the post-cyclone changes in the air-sea heat flux.

In our study, we did not consider factors of large-scale variability, but previous studies have shown the role of the Madden Julian Oscillation, coupled with a downwelling Kelvin wave in the genesis of tropical cyclone Amphan (Roman-Stork and Subrahmanyam, 2020; Vissa et al., 2021). However, they did not focus on the importance of these large-scale features for the MHW observed during Amphan. Such a study may be a topic for future research to understand the role of large-scale variability in the generation of compound extreme events.




CONCLUSION

In conclusion, various parameters that link tropical cyclone Amphan with the MHW are shown in Figure 10. The anomalously high SST with a magnitude >2°C before the tropical cyclone represents strong MHW conditions in the bay (Figures 10A–C). This strong MHW also coincided with the cyclone track but dissipated afterward due to cyclone-induced intense mixing and the resulting SST cooling in the bay. The presence of a shallow MLD with QNet into the ocean and high TCHP before cyclogenesis favored a strong MHW event in a highly stratified surface ocean (Figures 2A,B, 4, 6, 10D,G–I). However, the MHW eventually dissipated as the MLD deepened continuously on the right-hand side of the cyclone track as expected during cyclone events (Mao et al., 2000; Reul et al., 2021) with the reduction of TCHP as the cyclone approached intensification and eventually landfall (Figures 2A,B, 7C,D, 10E–I). Our study shows that the extreme events in the ocean and atmosphere can mutually interact (e.g., the MHW intensifies the tropical cyclone and the tropical cyclone dissipates the MHW) and together can generate a compound extreme event.

Hence, this study provides an opportunity to understand the interactions between compound extreme events, such as a tropical cyclone and MHW. Several studies have shown that in future warming scenarios, both MHWs and tropical cyclones are projected to increase in frequency and intensity (Knutson et al., 2015; Frölicher et al., 2018; Holbrook et al., 2020; Zhang et al., 2020) which might have implications for the co-occurrence of such compound events. Our study acknowledges that a detailed analysis of the mixed layer heat budget is required by resolving the vertical advection, vertical mixing, and entrainment, and the role of SLA and mesoscale eddies in the MHW and tropical cyclone (Elzahaby and Schaeffer, 2019; Sen Gupta et al., 2020; Jangir et al., 2021). In summary, this study brings a new perspective of understanding the connections between co-occurring events that could potentially improve their forecast and can aid disaster mitigation and planning for socio-economic benefits.
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Marine Heatwaves (MHWs) are ocean extreme events, characterized by anomalously high temperatures, which can have significant ecological impacts. The Northeast U.S. continental shelf is of great economical importance as it is home to a highly productive ecosystem. Local warming rates exceed the global average and the region experienced multiple MHWs in the last decade with severe consequences for regional fisheries. Due to the lack of subsurface observations, the depth-extent of MHWs is not well-known, which hampers the assessment of impacts on pelagic and benthic ecosystems. This study utilizes a global ocean circulation model with a high-resolution (1/20°) nest in the Atlantic to investigate the depth structure of MHWs and associated drivers on the Northeast U.S. continental shelf. It is shown that MHWs exhibit varying spatial extents, with some only occurring at depth. The highest intensities are found around 100 m depth with temperatures exceeding the climatological mean by up to 7°C, while surface intensities are typically smaller (around 3°C). Distinct vertical structures are associated with different spatial MHW patterns and drivers. Investigation of the co-variability of temperature and salinity reveals that over 80% of MHWs at depth (>50 m) coincide with extreme salinity anomalies. Two case studies provide insight into opposing MHW patterns at the surface and at depth, being forced by anomalous air-sea heat fluxes and Gulf Stream warm core ring interaction, respectively. The results highlight the importance of local ocean dynamics and the need to realistically represent them in climate models.

Keywords: marine heatwaves, Northeast U.S. continental shelf, ecosystem impacts, subsurface marine heatwaves, Gulf Stream warm core rings


1. INTRODUCTION

Marine Heatwaves (MHWs) are characterized by extreme ocean temperatures, defined as discrete, prolonged and anomalously warm events (Hobday et al., 2016). MHWs can have extensive impacts on marine ecosystems and ultimately socio-economics, by causing mass mortality of marine species and even sea-birds (Mills et al., 2013; Short et al., 2015; Jones et al., 2018) or species redistribution (Smale et al., 2019; Wernberg, 2020), which can influence fisheries and local economics (Mills et al., 2013). These impacts are likely to become worse with ongoing global warming: an increase of MHW frequency (34%) and duration (17%) over the last century (1925–2016) was shown (Oliver et al., 2018, 2021), a trend that is projected to continue during the twenty-first century (Oliver et al., 2019). In order to improve our predictive skills and adaptation management, it is crucial to understand the physical characteristics and drivers of MHWs, as well as their potential impacts.

The Northwest Atlantic, in particular the Northeast U.S. continental shelf, is among the fastest warming regions in the world (Figure 1; Wu et al., 2012; Forsyth et al., 2015; Saba et al., 2016). This exposes the region to an increased risk of occurrence of MHWs and accumulative thermal stress on the marine ecosystem. MHWs in the recent decade have already provided us with a taste of their impacts, even leading to international tensions as observed in 2012, when a record MHW in spring lead to early and intense landings of American lobster (Homarus americanus), causing an oversupply on the market and a breakdown of the supply chain (Mills et al., 2013). Lobster is the region's highest value fishery, however other fisheries were also impacted such as Atlantic Cod (Gardus morhua), longfin squid [Doryteuthis (Amerigo) pealeii] and blue crabs (Callinectes sapidus), in particular in the Gulf of Main (Mills et al., 2013; Pershing et al., 2015, 2018). After another strong MHW in 2016 (Perez et al., 2021) that lead to similar landings, there is evidence that the lobster industry was able to make successful adaptions to the supply chain based on their previous experience (Pershing et al., 2018).


[image: Figure 1]
FIGURE 1. Map of the study region and observed surface temperature trends; (A) Magenta contours indicate shelf ecoboxes defined by Chen et al. (2020); red dashed line indicates mean track of the CMV Oleander; shaded is the mean absolute dynamic topography from CMEMS altimeter data for 1993 to 2019 with the 0.25 m level indicated by the black line; red arrow indicates the Gulf Stream, blue the Shelfbreak Jet and black the recirculation gyre; (B) linearly regressed surface temperature trends from NOAA OISST annual values for 1982–2019; stippling indicates non-significant values below the 99% level; red box marks region of (A); 0.25 m absolute dynamic topography contour is shown for reference; dashed black lines in (A,B) show isobaths of 200, 1,000, 2,000, and 4,000 m depth.


It has been shown that globally the mean increase in temperatures drives MHW trends, however in western boundary regions, changes in variance also plays an important role due to highly complex ocean dynamics (Oliver et al., 2021). The warm and salty Gulf Stream flows poleward as the western boundary current of the North Atlantic subtropical gyre (Figure 1). After separating at Cape Hatteras at approximately 30°N, the Gulf Stream turns into a free flowing current and begins to meander, which leads to the formation of Warm Core Rings (WCRs) along its northern edge. WCRs are anticyclonic mesoscale eddies that propagate westward toward the U.S. coast and the adjacent continental shelf, advecting warm and salty waters into this region (Fratantoni and Pickart, 2007). This process leads to interactions with the cooler and fresher shelf waters as well as mid-depth salinity intrusions onto the shelf (Gawarkiewicz et al., 2018). A significant regime shift to a higher WCR formation rate occurred around 2000 (Gangopadhyay et al., 2019), along with a recent westward movement of the Gulf Stream destabilization point (Andres, 2016). This denotes that the Gulf Stream starts meandering further west which leads to increased open-ocean/shelf interaction.

The Shelfbreak Jet flows equatorward above the shelfbreak as an extension of the Labrador Current, transporting cooler and fresher water from the Labrador Sea toward Cape Hatteras (Flagg et al., 2006; Fratantoni and Pickart, 2007; Gawarkiewicz et al., 2008; Forsyth et al., 2020; New et al., 2021). The boundary between cold and fresh shelf waters and warm and salty offshore waters in the Slope Sea denotes the Shelfbreak Front (Gawarkiewicz et al., 2018). The Shelfbreak Jet and associated front can act as a dynamical barrier between the two water masses. However, mid-depth and bottom intrusions can occur due to, for example, density compensating effects of temperature and salinity or the formation of local pressure gradients that drive on-shore geostrophic flow (Lentz, 2003; Gawarkiewicz et al., 2018; Chen et al., 2022). A cyclonic recirculation gyre is maintained by the westward flowing water over the continental slope and the eastward flowing warm water in the Slope Sea and the Gulf Stream (see Figure 1; Csanady and Hamilton, 1988; Andres et al., 2020). The mixture of the northern and southern source waters in the Slope Sea is referred to as slope water (Csanady and Hamilton, 1988). Its composition, i.e., fractions of source water masses, is impacted by changes in the large-scale circulation such as latitudinal shifts of the Gulf Stream (Neto et al., 2021). The complexity of the region's circulation system poses a challenge for understanding the large observed and projected warming trends and associated increase in extreme events in the region.

MHW formation can occur as an effect of atmosphere-ocean interactions as well as of advective processes (Oliver et al., 2021). It has been shown that the record MHW in this region in 2012 was primarily driven by atmospheric jet stream variability in 2012, where an anomalously northward position lead to an increased heatflux into the ocean (Chen et al., 2014a, 2015). On the other hand in 2017, in-situ observations revealed an advective MHW, which was initiated by cross-shelf advection in the presence of a WCR, with temperature anomalies up to 6°C (Gawarkiewicz et al., 2019; Chen et al., 2022). Furthermore, Perez et al. (2021) showed that both processes play an important role for the spatio-temporal sea surface temperature (SST) patterns associated with MHWs on the Northwest Atlantic continental shelf and slope. Most MHW studies have focused on SST due to the lack of continuous subsurface observations. However, recent studies investigated the depth extent of MHWs and associated drivers; in coastal waters off eastern Australia MHWs were observed using mooring data, spanning across 100 m depth, driven by downwelling favorable winds (Schaeffer and Roughan, 2017). Argo data revealed that MHWs in the region can occur down to a depth of 1,000 m withoug having a surface expression, driven by mesoscale eddies spinning off the East Australian Current, the local western boundary current (Elzahaby and Schaeffer, 2019). Ryan et al. (2021) used a global ocean model to investigate the depth structure of Ningaloo Niño and Niña events off Western Australia and found that temperature anomalies extended to a depth of 300 m or more and have a seasonally dependent subsurface peak driven by thermocline variability, which in turn is associated with seasonally reversing Monsoon winds that generate a downwelling coastal wave. Similarly, Hu et al. (2021) observed seasonally dependent subsurface MHWs in the upper thermocline layer in the western Pacific driven by anomalous Ekman downwelling. While many MHW studies have a global scope, these examples show that understanding the respective regional ocean circulation and variability is a key to investigate MHW drivers, in particular for subsurface events.

The current study utilizes a high resolution (1/20° nest), eddy-resolving global ocean model to investigate the depth structure of MHWs on the southern northeast U.S. continental shelf, comprising Georges Bank and the Middle Atlantic Bight (Figure 1). The model's skill in resolving the regional circulation is investigated for two simulations with different resolutions, one eddy-permitting (1/4°) and one eddy-resolving (nest of 1/20°) (Section 3.1). The hydrography of the shelf region in the eddy-resolving simulation is briefly described (Section 3.2). MHW events are detected throughout the whole water column and then examined for their depth structure (Section 3.3). MHW metrics (duration and intensities), are analyzed across depth and salinity extremes are detected as well to investigate connected processes and potential drivers followed by the seasonal distribution of MHW metrics (Section 3.4). Finally, two case studies of different types of MHWs are presented for a more detailed investigation regarding the depth structures of temperature and salinity anomalies as well as their spatio-temporal distribution (Section 3.5) followed by a discussion (Section 4).



2. DATA AND METHODS


2.1. Model Description

This study analyzes two hindcast simulations from the NEMO (Nucleus for European Modeling of the Ocean, v3.6, Madec, 2016) ocean and sea-ice model, performed by GEOMAR, Helmholtz Center for Ocean Research Kiel, Germany. It runs on a global tripolar ORCA025 grid with an eddy-permitting horizontal resolution of 1/4° and 46 geopotential z-levels of varying thickness from 6 m at the surface to 250 m at depth. Bottom topography is interpolated from 1-min Gridded Global Relief Data ETOPO1 (Amante and Eakins, 2009) and represented by partial steps (Barnier et al., 2006). The ocean model is coupled to the Louvain-la-Neuve Sea Ice Model version 2 (LIM2-VP; Fichefet and Maqueda, 1997). The model is forced at the surface by the JRA55-do (v1.4) dataset, which is an atmospheric reanalysis product based on the full observing system starting in 1958 until present. It includes components for wind, thermal and haline forcings (the latter including river runoff), with adjustments to match observational datasets (Kobayashi et al., 2015; Tsujino et al., 2018). The data are applied through Bulk formulae from Large and Yeager (2009) to calculate fluxes and wind stress. Initialization is performed from a state of rest with the Levitus World Ocean Atlas (WOA; Levitus et al., 1998) with modifications in the polar regions from PHC (Polar Science Center Hydrographic Climatology), which represents a global ocean hydrography with a high-quality Arctic Ocean (Steele et al., 2001). A relaxation of sea surface salinity (SSS) toward observed climatological conditions from WOA is applied, a method commonly required in global ocean models to prevent spurious model drift (Griffies et al., 2009). Here, a piston velocity of 50 m per year (corresponding to a damping timescale of 44 days for the 6-m surface level) was used. A set of two model simulations is used and described briefly below. More details on the model set up and performance can be found in Biastoch et al. (2021).


2.1.1. ORCA025 and VIKINGX20

The global ORCA025 simulation serves as a standalone model and reference case to demonstrate the importance of explicitly resolving mesoscale dynamics in the region of interest. The latter is achieved by embedding a regional high-resolution (1/20°) nest, VIKING20X, covering the Atlantic from 33.5°S to 65°N. Two-way nesting ensures live updates between global host and nest models during runtime. The nest receives boundary conditions from the lower resolution global host model, while the latter receives updates from the nested model prior to every time step. While horizontal grid resolution differs, vertical z-levels are maintained. VIKING20X is an updated configuration of VIKING20, which has been shown to reproduce dynamics like the North Atlantic Current or the Deep Western Boundary Current in the North Atlantic well (Mertens et al., 2014; Breckenfelder et al., 2017; Handmann et al., 2018). Previous studies have shown that VIKING20X successfully resolves mesoscale eddies (Rieck et al., 2019; Biastoch et al., 2021) although continental shelves ideally require even higher resolution to explicitly resolve eddies (Hallberg, 2013), that is two grid points within the Rossby radius.

Specifically, the experiments ORCA025-JRA-OMIP and VIKING20X-JRA-OMIP (both cycle 1) of Biastoch et al. (2021) were used. Both simulations were integrated from 1958 to 2019 starting from a resting ocean. Therefore, the first decades have to be analyzed with caution and this will be referred to throughout the manuscript. The Mixed Layer Depth (MLD) as provided by the model output is defined as the depth, where the density is 0.01 g kg−1 lower than at the surface.




2.2. Observations

Daily Optimum Interpolation Sea Surface Temperature (OISST, version 2.1) data, provided by the U.S. National Oceanic and Atmospheric Administration (NOAA), is used for model validation and detection of surface MHWs. It is based on numerous types of observations which are then combined and interpolated on a regular global grid with a resolution of 1/4°. Measurement platforms are satellites, ships, buoys and Argo floats. Bias adjustments of satellites and ships is performed with reference to buoys (Reynolds et al., 2007; Banzon et al., 2016; Huang et al., 2021).

Monthly mean absolute dynamic topography [Sea Surface Height (SSH) above geoid], available from January 1993 through May 2019, is used for validation of the large-scale ocean circulation in the model. The product is produced on a global grid of 1/4° by the Copernicus Marine Environment Monitoring Service (CMEMS), which uses a data unification and altimeter combination system to create daily sea level products based on satellite measurements (Rosmorduc et al., 2015).

Sea Surface Salinity (SSS) from the Soil Moisture and Ocean Salinity (SMOS) satellite mission is used for the large scale validation as well. The data spans from January 2010 to December 2019 in 4-day time steps. It is available on a 1/4° global grid by the Centre Aval de Traitement des Données SMOS (CATDS) (downstream SMOS data processing center) which corrected the data for systematic biases (Boutin et al., 2018, 2020).

For validation of the cross-shelf temperature and velocity depth structure this study utilizes a unique long-term dataset along a transect between Port Elizabeth, New Jersey and Bermuda. The Container Motored Vessel CMV Oleander operates on a weekly basis since 1977, where temperature profiles are recorded with an expendable bathythermographs (XBTs) along the way. A vessel mounted ADCP was added to the CMV in late 1992, generating velocity profiles. This study uses a gridded dataset (Forsyth, 2020), consisting of continuous monthly temperature sections from 1977 to 2018 on a 10 km horizontal and 5m vertical resolution as well as 1,362 velocity transects from 1994 to 2018 on a 4 km horizontal and 8 m vertical grid. Velocities are rotated according to the bathymetry of the slope and the prevailing currents. This results in a northeast along shelf and a northwest cross shelf component with 45 and 315°T, respectively.



2.3. Marine Heatwave Detection

The original definition by Hobday et al. (2016) is applied to detect MHWs as periods where temperatures exceed the 90th percentile for five consecutive days. As baseline the mean climatology from 1980 to 2019 is chosen [note that a slightly different baseline (1982–2019) is used for the comparison with observed surface MHWs in Figure 4]. This intentionally limits the impact of the recent strong and gradual warming in the region and instead emphasizes the role of multidecadal variability. The python package XMHW created by Petrelli (2021) (based on Hobday et al., 2016) has been utilized for detecting MHWs, including the derivation of MHW metrics such as duration and intensity, and the baseline climatology. MHW intensity is defined as the difference between the absolute temperature and the climatological value. Seasons in this manuscript are defined as follows: winter [December, January, February (DJF)], spring [March, April, May (MAM)], summer [June, July, August (JJA)], and fall [September, October, November (SON)].

MHW detection is performed over three ecoboxes defined by Chen et al. (2020) (adapted from Ecosystem Assessment Program, 2012): two regions splitting the Middle Atlantic Bight (MAB) into northern and southern parts and one covering Georges Bank (see Figure 1). For the shelf wide MHW analysis as a function of depth, the data is averaged horizontally over all three ecoboxes yielding a mean profile extending to 200 m depth; the 200 m-isobath typically marks the shelf to slope transition. It should be noted that a large portion of the shelf is shallower than 50 m, hence the deeper part of the profile will mostly represent the outer edge of the shelf. This will be accounted for in the interpretation of the results throughout the manuscript. Salinity extremes are detected using the same method and baseline as for MHWs. Marine cold-spells (and extreme fresh anomalies) are identified by using the 10th percentile of the temperature (salinity) distribution as a threshold. For the analysis of spatial distributions of MHWs, a new metric is introduced: the vertical MHW fraction at each horizontal grid point throughout an event. It describes how much of the water column is in MHW state and is therefore an indicator of the vertical structure. Spatial patterns for individual events are derived by applying the detection to the full, time varying 3D data.




3. RESULTS


3.1. Validation

The mean structure of surface temperature, salinity and SSH in ORCA025, VIKING20X compared to satellite observations reflects the models good skill in representing the large-scale circulation robustly (Figure 2). However, important differences appear along the shelfbreak and especially around Cape Hatteras (separation point) and the Grand Banks. The strongest gradients of sea surface height and more specifically the 25 cm isoline mark the Gulf Stream position (Andres, 2016). Strong temperature and salinity gradients are found along the northern Gulf Stream wall, indicative of the separation of warm subtropical waters and colder subpolar waters, which are transported southward along the shelf by the Labrador Current and the Shelfbreak Jet (Fratantoni and Pickart, 2007). In ORCA025 (Figures 2A,D,G), the separation point of the Gulf Stream is located too far north around 40°N, which leads to warmer temperatures of up to 7°C and higher salinities of around 2 psu over the slope and shelf in the MAB region. This is much improved in VIKING20X (Figures 2B,E,H) where the separation occurs near Cape Hatteras (35°N) in agreement with the observations. Furthermore, the Gulf Stream extension runs almost zonally in ORCA025, while it is better aligned with observations in VIKING20X. It is shown in Biastoch et al. (2021) that the SSH variance, in particular in the Gulf Stream extension region, is significantly improved in VIKING20X, which is important in terms of the generation of WCRs and their impact on the continental shelf.
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FIGURE 2. Surface Validation; differences between SST (A,B), SSS (D,E), and SSH (G,H) of ORCA025 (A,D,G) and VIKING20X (B,E,H) to the Observations and absolute mean Observations [OISST (C), SMOS (F), and CMEMS (I)] for the overlapping data periods from 1982 to 2019, 2010 to 2019, and 1993 to 2019, respectively; dashed lines indicate isobaths at 100, 500, and 2,000 m depth, each panel shows the CMEMS 0.25m SSH contour line for reference.


Some caveats in VIKING20X to mention are a weaker and slightly more southerly located SSH gradient across the Gulf Stream when compared to observations (Figure 2H), likely associated with a slightly smaller volume transport. The recirculation gyre in the Slope Sea off the MAB and south of Georges Bank seems to be less pronounced in the modeled SSH field. Furthermore, there is a negative surface salinity bias in VIKING20X compared to observations (Figure 2E); this is particularly pronounced along the coast, indicating that these differences may arise from differences in river runoff. Temperatures in VIKING20X depict a cold bias in the Slope Sea and on the shelf (Figure 2B). While these caveats exist, they should not have a great impact on our analysis in terms of variability. Furthermore, the improved location, in particular the separation point, of the Gulf Stream in VIKING20X compared to ORCA025 is they key for our analysis, as it greatly impacts the hydrographic representation of our focus region, the southern shelf as we will show next.

The unique long-term dataset along the Oleander line allows a cross-section validation (Figure 3). In ORCA025, warm Gulf Stream waters dominate the shelf and slope region, due to the too northerly separation point; also reflected in the broad northeastward flow over the shelfbreak and slope. Furthermore, no cold pool is found on the shelf in ORCA025 (Figure 3A). The cold water pool, characterized by temperatures below 10°C, consists of remnants of winter water being mixed downward due to surface cooling (Forsyth et al., 2015) and is an important hydrographic feature on the shelf. The mean observational Gulf Stream path intersects the Oleander line at its offshore edge (see Figure 1, 0.25 m contour line). It is visible in the cross-shelf sections of VIKING20X and the observations (Figures 3E,F). Further inshore, the slope current and surface intensified shelfbreak jet are found. Both are reproduced in VIKING20X, although slightly too strong and merged rather than separated. The former could be due to the fresh shelf bias, which likely creates a stronger cross-shelf density gradient. The sectional temperature structure including the presence of the cold pool are again much improved in VIKING20X over ORCA025.
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FIGURE 3. Subsurface validation; mean temperatures (A–C) and along shelf velocities (D–F) for ORCA025 (A,D), VIKING20X (B,E), and Observations from the Oleander Line (C,F) for the overlapping data periods from 1982–2016 to 1994–2018, respectively; velocities are positive in the north-east-direction, distance starts at Ambrose Lighthouse in New York Bay.


For further validation with respect to MHWs, surface events were detected in the temperature field of the shelf region (see ecoboxes 1–3 in Figure 1) and the total number of MHW days and the average mean intensity per year are compared between the two simulations and OISST for the overlapping time period (Figures 4A,B). As expected the higher resolution model produces much more realistic results in particular in the last decade, where the record years of 2012 (Chen et al., 2014a, 2016) and 2015/2016 (Pershing et al., 2018; Perez et al., 2021) are captured. Higher differences between all three datasets appear during the early years. ORCA025 experiences more MHWs and the intensities for both models exceed OISST. The time series of SST anomalies (Figure 4C) shows a generally good correlation of 0.8 between VIKING20X and OISST, while it is significantly lower for ORCA025 at 0.47, both significant at the 99% level. Thus, discrepancies in the number of MHW days between OISST and VIKING20X can partly be explained by the nature of defining a threshold, where the modeled SST might just pass the threshold and the observed SST is slightly below the threshold even though both show a positive SST anomaly. The differences in the SST timeseries, despite the models being forced by observations at the surface demonstrates the importance of ocean dynamics in modulating surface temperatures in this region.
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FIGURE 4. MHW metrics in simulations and observations; total MHW days per year (A), average mean intensity per year (B) and SST anomalies (30 day rolling window) based on the whole period for ORCA025, VIKING20X and OISST in gray, black and red, respectively for the overlapping data period from 1982-2019 (timeperiod also used as baseline for MHW detection); correlation values of the simulations to the observations are shown in (C). All metrics are based on spatially averaged temperatures over the three ecoboxes.


Overall, VIKING20X has proven to successfully reproduce key oceanographic features in the region, highlighting the importance of spatial resolution in order to resolve mesoscale ocean dynamics. Despite small differences in detected MHWs, the overall temperature structure and variability agrees well with observations, making the model suitable for our analyses.



3.2. Mean Shelf Hydrography and Trends

Considering the VIKING20X model's skillful performance in our study region, we now focus solely on this model to investigate MHWs across the entire water column on the continental shelf (<200 m). First, spatial mean seasonal profiles of modeled temperature, salinity and density over the shelf region and associated standard deviations (Figures 5A–C) are briefly analyzed to provide information on the hydrographic setting of the shelf. Note that due to the bathymetry of the shelf, upper layers (<75 m) include more data points and are more representative of shallower shoreward waters while deeper layers represent water at the shelfbreak. Although temperature generally decreases with depth, it reveals a distinct multi-layer structure with maximum temperatures at the surface, a local minimum at the bottom of the thermocline between 50 and 70 m and a subsurface maximum around 125 m depth. Salinity increases by 3.5 psu from the surface to 200 m depth with a thick halocline between approximately 50–125 m. Standard deviations for both temperature and salinity are highest at the surface and decrease with depth. Temperature and salinity profiles reflect a stable density structure. While the vertical structure is very similar between the individual ecoboxes (not shown), a distinct warming and salinification from Georges Bank to the southern MAB is in agreement with the large scale conditions and is not relevant as our analysis focuses on anomalies. The mean profiles highlight the subsurface influence of warm and saline slope/Gulf Stream water over the shelfbreak.


[image: Figure 5]
FIGURE 5. Shelf hydrography; seasonal and horizontal averages and standard deviations for temperature (A), salinity (B), and density (C) and mixed layer depth (A–C) plus spatial mean seasonal temperature (D), salinity (E), and density (F) trends over the shelf region (ecoboxes, see Figure 1) for the time period from 1982 to 2019; crosses in (D) mark the observed surface temperature trends, thick lines indicate significance on the 95% level.


There are pronounced seasonal differences in the shelf profiles of all three properties. Temperature (Figure 5A) is most stratified in summer and least in winter. Weak stratification throughout winter leads to the overall coldest temperatures during spring. The remnants of the cold temperatures that remain at depth while the surface warms and becomes more stratified in the following summer, are known as cold pool, which plays an important role in the seasonal variation of physical properties on the shelf (Sha et al., 2015; Chen et al., 2018) as well as, for example, species distributions (e.g., Narváez et al., 2015). Destratification of the water column occurs during fall due to surface cooling and the onset of the storm season, supplying mechanical energy for mixing. Salinity (Figure 5B) shows a freshening of around 1 psu at the surface in summer, likely associated with increased river run-off (Richaud et al., 2016). The seasonal stratification (Figure 5C) is dominated by temperature changes with a well mixed shallower shelf in winter/spring and a buoyant upper layer in summer. The modeled mean MLD is found around 25 m and its variability is mostly dominated by the seasonal cycle in temperature and salinity. It should be noted that both variables have competing and often compensating effects on density (particularly at depth) in this water mass space, which becomes very important for dynamical interpretations.

Temperature, salinity and density trends over the period from 1982 to 2019 vary over depth (Figures 5D–F). Temperature shows a linear warming of around 0.3°C per decade at the surface, which increases with depth to a trend of up to 0.9°C per decade below 120 m. These trends also change per season, especially at the surface where they are largest in fall. The significance of these trends varies depending on depth and season; winter temperature trends are significant throughout the water column, while the larger fall trend is significant in the upper layer, likely representing the shallower shelf. The seasonality of the simulated trends at the surface agrees with the satellite observations, however, there are biases of around +0.05°C in summer and fall and around –0.1°C in winter and spring. Salinity shows a similar depth structure with a salinification of around 0.03 psu per decade at the surface and up to 0.2 psu per decade at depth. These trends at depth and especially salinity are consistent with recent studies showing a northward shift of the Gulf Stream and increase of WCR interacting with the shelf (Saba et al., 2016; Gawarkiewicz et al., 2018; Gangopadhyay et al., 2019). A significant negative trend in surface density during summer indicates a temperature-driven increase in stratification. Density trends at depth are mostly insignificant, largely due to the compensation of warmer but more saline conditions at depth. What role multidecadal variability is playing in these observed trends, based on relatively short instrumental records, is an active ongoing area of research and will further be discussed throughout the manuscript.



3.3. Temporal Variability and Depth Structure of MHWs

Horizontal mean temperature and salinity anomalies across the shelf region are used to investigate MHWs, their temporal variability throughout the water column and associated salinity deviations (Figure 6). Varying depth structures are found with some MHWs being surface trapped, some occurring entirely subsurface and others extending over the full depth of the shelf. It should be noted that MHW thresholds are varying for each depth, as climatologies are derived for each z-level separately. Anomalies at depth, both positive and negative, are significantly larger than at the surface with up to ±7°C and 2 psu for temperature and salinity respectively and are centered around 100m depth. These temperature anomalies are in agreement with values observed during an advective MHW in the MAB in 2017 (Gawarkiewicz et al., 2019).
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FIGURE 6. MHW Detection with depth; spatial mean temperature (A) and salinity anomalies (B) over depth and time for the shelf region (ecoboxes, see Figure 1); black contour lines indicate MHW state.


Salinity shows generally the same structure as temperature, in particular at depth. This covariance is consistent with the subsurface intrusions of slope water, while surface events show lower coherence with salinity (will be demonstrated more clearly in sections 3.4 and 3.5). This indicates different drivers of MHWs at different depth levels. For example air-sea interaction is more likely to impact the surface layers, as was shown for the record MHW on the shelf in 2012 (Chen et al., 2016). In contrast, oceanic processes, such as the WCR interaction with the shelf, can drive anomalies at depth (e.g., Gawarkiewicz et al., 2019). While these mechanisms have been proposed as MHW drivers based on single events, our model analysis can provide further insight as to the interannual variability of these processes and their connection to large-scale modes of variability.

Both temperature and salinity show coherent multidecadal variability of warm and saline vs. cold and fresh periods. MHW occurrence seems to follow this variability, in particular below the surface layer, meaning that long and intense MHWs mostly appear in the warm periods. Marine cold-spells (MCS) occur more frequently in the cold periods though they exhibit similar depth structures (Supplementary Figure S1). This suggests that decadal to multidecadal variability may play an important role in modulating the region's background hydrography through, for example, the diversion of fresh and cold Labrador Sea water (Holliday et al., 2020) or a shifting Gulf Stream (Neto et al., 2021) and can potentially act on top of a long term warming trend.



3.4. Statistical MHW Analysis

As a more quantitative approach we examine statistics of typical MHW metrics (duration, mean and maximum intensity) and their vertical distributions (Figure 7). This analysis provides relevant new information as to the drivers at depth, as well as for the assessment of ecosystem and fisheries impacts. The largest number of MHWs is found at the surface, however these events are also on average shorter than events at depth (Figures 7A,G) and have intensities (mean and maximum) around 2°C. The longest event in the surface layer lasts around 200 days. The number of events decreases within the upper 30 m, remains roughly constant up to 150 m depth, but increases again below. While the majority of subsurface events lasts less than 100 days, there are multiple events with a duration between 200 to 400 days. The distribution of MCSs is very similar with the highest intensities of down to –7°C at around 150 m depth (Supplementary Figure S2). Most events again occur at the surface, but only show durations of more than 100 days beneath. One difference worth mentioning is that the number of MCS events does not increase again below 150 m.
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FIGURE 7. MHW metrics with depth; distribution of MHW duration (D), mean intensity (E) and maximum intensity (F) with depth for each detected MHW during 1960–2019, averaged across the shelf (ecoboxes, see Figure 1); (A–C) show the distribution for each metric in the color for each depth as in (D–F); (G) shows the total count of MHWs for each depth.


These distributions do not account for vertical coherence of MHWs. However, the long events seem to span across the majority of the water column and are limited to the prolonged warm phases (Figure 6). This indicates a modulation of the region's background state on longer time scales which becomes more or less favorable for MHW generation. The surface layer is generally more influenced by air-sea forcing varying on a shorter synoptic timescale, explaining the shorter duration but higher frequency of events. A synoptic event passing through may decrease the SST for more than two consecutive days (interrupting the MHW), while subsurface anomalies remain above the threshold. Hence multiple surface MHWs may occur during a prolonged subsurface MHW. Alternatively, in the presence of strong stratification during summer, short-term increases in surface heat flux can induce a MHW, which is then terminated by a change in air-sea forcing.

For ecological purposes surface events may not be as relevant as temperature anomalies at depth. Mean and maximum intensities mostly vary around 1–3°C in the upper layers (Figures 7E,F), while a maximum at 100 m depth is associated with anomalies ranging between 3.5 and 7.0 °C. Below 100m depth, intensities decrease again, but remain higher than the surface values. Thus, the thermal stress associated with a MHW at depth can be substantially higher. The number of detected events increases in the two lower levels, which can be explained by the mechanism that drives these subsurface anomalies (as shown in the results and discussion). Ultimately, it will be important to assess the relevance of short (order of days) vs. long (order of months) MHWs, also in relation to their frequency. It may not just be the long MHWs that are most devastating but also multiple consecutive short events, where the temperature drops just below the threshold in between can still exert considerable thermal stress on the ecosystem over an extended period of time. However, this is rather speculative and warrants further investigation in future studies.

Investigating the co-variability of temperature and salinity can give further insight into MHW drivers and water masses involved (Figure 8A). Both, temperature and salinity have competing effects on density and thus on the shelf stratification as well as lateral density gradients, which are dynamically important. Salinity extremes are detected using the 90th (10th) percentile to be consistent with the MHW (MCS) definition. More than 80% of MHWs below roughly 75 m depth co-occurred with a positive salinity extreme, again supporting the influence of warm and salty slope/Gulf stream waters at depth. The percentage of co-occurrence decreases gradually toward the surface to about 40%, where additional processes become relevant. The overall distribution of temperature and salinity anomalies (Figure 8B) shows a connection between warm and salty vs. cold and fresh anomalies, especially in the extreme values associated. At the surface, MHWs also occur in conjunction with fresh anomalies, which might be attributed to a shoaling of the mixed layer due to anomalous surface freshwater input. The symmetry at depth suggests once more the strong influence of off-shelf waters at mid-depth; shelf processes alone are unable to produce such strong anomalies and, as noted already, the conditions at depth are representative of the outer shelf. The cold and fresh extremes, which co-occur at depth up to 80% of the time as well, may be generated by a period of anomalously reduced WCR interaction or internal variations of the shelf advection and associated water mass properties. However, the quantification of WCR impact on the shelf and connectivity to large-scale climate variability is ongoing research (Gangopadhyay et al., 2019; Silver et al., 2021).
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FIGURE 8. Co-variability of heat and salinity extremes and general anomalies; percentage of MHW (MCS) days coinciding with a saline (fresh) extreme for each depth level (A) [salinity extreme detection with the same mechanism as for MHWs (MCSs)]; temperature-salinity-plot for anomalies (B) for all the data; MHW (positive temperature anomalies) and MCS (negative temperature anomalies) points are colored by their depth; note that MHW and MCS points can overlay gray points with large anomalies, though they are not detected as extremes given the season and/or depth.


To assess seasonal differences in MHW occurrence, the average number of MHW days throughout the simulation are derived for each season (Figure 9). Besides providing more information on forcing mechanisms, seasonality can be of particular importance for the ecosystem. For example, at what life stages organisms experience temperature anomalies or where migrating species reside/spawn during a specific time of year can determine an MHW's ecological impact. Note that the seasonally varying climatology is used for MHW detection. Therefore, the warmer summer temperatures themselves do not favor MHW occurrence. The largest variability is seen in the upper layers (<75 m), which is likely driven by seasonal changes in stratification and halocline depth (cf. Figure 5C). Most surface layer (<30 m) MHW days occur during summer. The local maximum is located right beneath the shallow mixed layer, which could be due to wind events mixing the warm surface waters deeper into the thermocline. MHW days during the shoulder seasons in March-May and September-October are likely connected to changes in timing of the stratification build-up after winter or the destratification process in fall. Furthermore, the maximum number of MHW days is found just below the surface, which, as mentioned earlier, is likely due to the increased SST variability driven by surface fluxes. The deeper layers seem to experience less seasonal variations in terms of MHW days. However, intensities at depth are largest in the fall (SON) agreeing with previous findings of increased WCR births in summer (Zhai et al., 2008; Gangopadhyay et al., 2019). Once formed, the WCRs then have to travel for some time before reaching the investigated shelf regions to intrude their warm waters on the shelf at depth, forcing a MHW in SON. The seasonal distribution of the mean intensity for salinity extremes has its maximum at 100 m in SON as well, underlining this theory. Furthermore the largest number of mid-depth salinity intrusions is observed during August and September (Lentz, 2003). MCS events show the opposite structure on the surface with most days in winter and spring, while the signal at depth is similar (Supplementary Figure S3). Highest intensities can be found at around 100 m depth during summer.
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FIGURE 9. Seasonal distribution of total MHW days (A) and mean intensity per season (B) with depth (averaged over ecoboxes, see Figure 1); markers on the right indicate depth levels of the model. Acronyms for seasons are: December, January, and February (DJF), March, April, and May (MAM), June, July, and August (JJA), and September, October, and November (SON).




3.5. Case Studies: Different MHW Types

Our analysis suggests that different drivers may be responsible for MHWs at different depth levels. As explained above, we distinguish the upper layer extending from the surface to about 30 m depth (representing the average MLD) from the lower layer from below 75 m downward, associated with the geometry of the shelf. In order to gain a more mechanistic understanding of the drivers of the different types of MHWs, i.e., the surface and subsurface, we now present two case studies and will also investigate the spatial structure over the shelf by introducing a new metric.

In 2002, multiple MHW events confined to the upper layers (<50 m) were detected between February and October. In contrast, January to October 2014 was characterized by a prolonged and almost entirely subsurface MHW. A new metric is introduced to visualize the 3D spatial extent of a MHW: the percentage of the water column in MHW state throughout the analyzed period (Figure 10). Note, this does not provide information as to which parts of the water column are in MHW state. Furthermore, one has to keep in mind, that the shelf deepens offshore, hence a surface MHW may occupy the whole water column in the shallower part of the shelf but will be associated with a smaller fraction over the deeper part. Nevertheless, this new metric provides a novel way to analyze the 3D structure of MHWs and together with Hovmoeller plots of the box-averaged temperature, salinity and density anomalies (Figures 11, 12), this is informative for the overall spatio-temporal structure and evolution of a MHW.
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FIGURE 10. Vertical MHW fraction of events in 2002 (A) and 2014 (B); temporal and depth-weighted mean of MHW occurrence; dashed lines indicate isobaths for 50, 200, and 2,000 m depth. Note that only data within the red outline (ecoboxes) is used here.
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FIGURE 11. 2002 MHW characteristics; time series of net downward surface heat flux (A) and hovmoeller plots for temperature (B), salinity (C), and density (D) anomalies with depth over time for 2002; (A) contains the heat flux from the current year and the heat flux climatological values; light and dark blue line (B–D) show mixed layer depth from climatology and in 2002; labeled contour lines in (D) show absolute densities, stippling indicates MHW state; 10 day rolling window for heatflux and mixed layer depth time series. Values displayed represent an average over the shelf (ecoboxes, see Figure 1).
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FIGURE 12. 2014 MHW characteristics; time series of net downward surface heat flux (A) and hovmoeller plots for temperature (B), salinity (C), and density (D) anomalies with depth over time for 2014; (A) contains the heat flux from the current year and the heat flux climatological values; light and dark blue line (B–D) show mixed layer depth from climatology and in 2014; labeled contour lines in (D) show absolute densities, stippling indicates MHW state; 10 day rolling window for heatflux and mixed layer depth time series. Values displayed represent an average over the shelf (ecoboxes, see Figure 1).


Both events have distinctly different spatial structures. The MHW in 2002 mostly affects the central MAB as well as the eastern Georges Bank (Figure 10A). Furthermore, it is focused on the shallower shelf (inshore of the 70 m isobath) without a signature along the shelfbreak. In some shallow regions, the whole water column experiences MHW conditions. The temporal evolution of the distribution (Supplementary Figure S4 and Video S1) shows that the MHW started on the coast, then extends offshore, but never reached the shelfbreak. The Hovmoeller plot and downward heat flux timeseries suggest that the onset of the MHW was driven by a prolonged period of anomalously positive heat flux into the ocean (reduced heat loss), with a stronger peak between December 2001 and January 2002. As reference, the heat flux anomaly is almost double compared to the onset of the 2012 event. Positive anomalies last until April 2002 intensifying surface temperatures anomalies (up to 2°C) and likely maintaining the MHW. Salinity anomalies are slightly positive around 0.5 psu and the upper 70 m of the water column generally depicts a negative density anomaly, while the lower layer shows a positive density anomaly, indicative of an overall increased stratification. The MLD does not show a shoaling signal, though this can be attributed to the spatial averaging. Monthly maps of MLD anomalies (not shown) reflect a shoaling over the shallower shelf region where the MHW is formed. From roughly March to June the surface layer drops in and out of MHW state multiple times while the subsurface layer remains in MHW state. As mentioned earlier, the shallow mixed layer in summer is likely more modulated by air sea heat fluxes, which fluctuate around the climatological mean during that time. The second half of the summer (June onward) is still characterized by positive temperature anomalies, however MHW state is only entered sporadically. In Mid-November, the anomalies start decaying at the surface and slightly deepen in conjunction with the onset of negative heat fluxes, which also drives a gradual destratification. While being beyond the scope of this study, the process and timing of seasonal destratification and associated drivers, such as an increase in storm frequency, likely play an important role for the decay of MHWs, in particular for those confined to the surface layer.

The year 2014 experienced a MHW with a very different spacial structure, compared to 2002. The entire shelfbreak and outer shelf are impacted while the shallower, shoreward region is mostly unaffected, in particular in the southern MAB (Figure 10B). Furthermore, not the entire water column is in MHW state, which also stands out in the Hovmoeller plot. Temperature anomalies are highest around 100 m depth with magnitudes as high as 6°C, and anomalies around 5°C persisting throughout the entire time between Dec 2013 and Oct 2014. Positive anomalies are found in the whole water column throughout the period, however the upper layer is not in MHW state until June when the MHW extends to the base of the shallow mixed layer. Typically the summer surface warming begins and climatological heat fluxes are at their maximum. Surface heat fluxes in the preceding winter season mostly stay below or close to the climatological mean, suggesting that this MHW is of oceanic origin. Salinity has a very similar structure with anomalies reaching up to 2 psu at depth, again indicating the influence of warm and saline Slope/Gulf Stream waters. The monthly evolution of the velocity field and vertical MHW fraction for the upper 500 m show a WCR forming in Oct 2013. The WCR impinges on the shelfbreak in Jan/Feb 2014 creating a warm anomaly that is advected southwestward along the shelfbreak (Supplementary Figures S5 and Video S2). From July onward, new positive anomalies appear upstream at Georges Bank which again propagate southward but also intrude further onto the shelf, which could drive the observed expansion into shallower depth of the MHW during that time. In October, the MHW state in the upper layer ends, associated with anomalous surface heat loss, likely driven by the seasonal changes; that is, a cooling atmosphere and increased surface wind stress during fall. At depth (~ 100 m) the MHW ends in October. Indeed looking at the spatial distribution (Supplementary Figure S5) the WCR reached the southern MAB at that time and has diminished visibly.

The two presented MHW types are summarized in a schematic (Figure 13), highlighting the relative roles of air-sea heat fluxes and the WCR interaction with the shelf, driving surface and subsurface MHWs, respectively. While the case-studies highlight “pure” forms of these different MHW types, there are likely many events where both processes contribute, which should be a subject of future research.
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FIGURE 13. Schematic of the two dominating MHW structures and related drivers in the region; shown are 3D fields of temperature and salinity anomalies with shaded MHW state, surface arrows indicate velocities.





4. DISCUSSION AND CONCLUSIONS

The Northeast U.S. continental shelf is among the fastest warming regions in the global ocean (Saba et al., 2016). Consequently, it experienced multiple MHWs over the last decade (e.g., Chen et al., 2014a; Gawarkiewicz et al., 2019), affecting the rich regional ecosystem and ultimately commercial fisheries (Pershing et al., 2015). Previous studies identified ocean warming as the major cause of distribution changes of marine species (e.g., Pinsky et al., 2013; Hare et al., 2016), however it has also been suggested that relying on temperature only can significantly mask species' climate vulnerability (McHenry et al., 2019). While distribution shifts are likely driven by a mean change in climate velocity, defined by the mean direction and speed of changes in the physical habitat (Pinsky et al., 2013), extreme events like MHWs may have irreversible consequences on individual species and, as shown in 2012, severe economic impacts. Furthermore, MHWs can serve as a “real life” sensitivity experiment in order to investigate local ecosystem responses to a potentially permanent stage in the future.

Limited subsurface observations hinder a full 3D assessment of MHWs and their evolution temporally and spatially over the slope and shelf region. Yet, that is crucial in order to address their potential consequences, in particular for pelagic and benthic fish species and organisms. Here, climate and ocean models can serve as a valuable tool, however the complexity of the region's circulation and bathymetry requires high spatial and vertical resolution. As a result, typical climate models are too coarse and show large biases in the Northwest Atlantic, largely associated with a Gulf Stream separation too far north (Wang et al., 2014; Saba et al., 2016). Our model comparison confirms this and highlights the need of high-resolution simulations. The presented state-of-the-art high resolution ocean model at 1/20° spatial and daily temporal resolution has proven successful in resolving the region's circulation and hydrography accurately.

This study is by no means aiming to provide detailed insights into shelfbreak dynamics, which likely requires spatial resolutions on the order of 1 km and more dedicated regional modeling approaches (e.g., Chen et al., 2022). However, our validation shows that VIKING20X reproduces the key regional oceanographic features and this study can therefore serve as a proof-of-concept and provides a baseline for future MHW studies in the region, highlighting how important regional and full-depth MHW studies are in particular in such complex regions. It is of great importance to understand the specifics of the regional circulation and it's connection to large-scale ocean circulation, climate variability and trends.

We present a first comprehensive picture of traditional MHW metrics across depths in the MAB and Georges Bank region and provide a novel metric to combine the spatial and vertical extent of a MHW. We find that intensities are considerably greater at depth, typically ranging between 4 and 6°C and maximum intensities of up to 7°C, while surface intensities range between 1 and 3°C. The majority of events lasts shorter than 30 days. Particularly at the surface, events tend to be shorter but also more frequent, which is likely because of the direct influence of air-sea forcing which varies on a shorter synoptic timescale. Across all depths, we find events lasting longer than 100 days with maximum duration of 400 days. To be able to fully assess impacts on the ecosystem and the role of, for example, short and intense versus long and less intense events (but potentially high cumulative heat flux), one has to understand species' sensitivities to thermal stress. While it has been shown that the mean warming on the shelf has caused a northward or offshore shift of many marine species (e.g., Nye et al., 2009; Pinsky et al., 2013), the impacts of temperature extreme events may be more complex to assess. Most species have an upper (and lower) thermal tolerance threshold for example the American Lobster (Homarus americanus) prefers temperatures below 18°C and shows signs of biological stress above 20°C (Dove et al., 2005). Hence the absolute temperatures associated with MHWs can be more important than anomalies; furthermore, in regions with a large seasonal cycle in temperature these thresholds will be exceeded more easily in some seasons compared to others.

The seasonal analysis presented here (Figure 9) shows that the upper layer (<30 m) experiences more MHW days in summer and fall, with the fewest MHW days in winter. This is likely associated with the mean temperature trend being largest in fall, while trends in other seasons are not significant (see Figure 5D and Kleisner et al., 2017; Friedland et al., 2020). Considering the season in which MHWs occur can be important because of impacts on phenology, that is different life stages of species. For example, reproduction of most temperate species begins in spring and summer, yet is strongly temperature driven (Thorson, 1950; Olive, 1995). Therefore, anomalous warming earlier in the year can lead to an early onset of spawning, as observed recently (Philippart et al., 2003; Asch, 2015), which in turn can cause “wrong-way” migrations because larvae are exposed to different ocean transports on the shelf (Fuchs et al., 2020). At depth (>80 m) we find less seasonal variability in MHW days, although intensities are largest in fall and occur slightly shallower. In this study, we establish that these anomalies at depth are somewhat decoupled from surface processes and are instead mainly driven by shelf break exchange, i.e., intrusions of warm and saline Gulf Stream originating slope water. This apparent 2-layer system may be an artifact due to the spatial averaging of conditions over the whole shelf up to the shelf break at the 200 m isobath. A large part of the shelf, in particular in the southern MAB is shallower than 70 m.

Two presented case-studies elaborate further on different types of MHWs found on the Northeast U.S. continental shelf which are associated with the geometry of the shelf and different forcing mechanisms. Even though SST is generally a good proxy for thermal conditions in shallow waters, seasonal stratification and lateral differences in current flow can drive a decoupling of surface and bottom temperatures, in particular in deeper parts of the shelf. Thus, it is important to distinguish different types of MHWs and understand drivers across depth to fully assess impacts on pelagic and benthic organisms. A series of surface intensified MHWs in 2002 (Figure 11) was associated with anomalous surface heat flux into the ocean, the process that is suggested to be responsible for the onset of about 50% of observed surface MHWs (Schlegel et al., 2021) in this region. Our spatial analysis (Figure 10A) shows that the 2002 MHW occupied a large part of the water column on the inner shelf, shoreward of the 70 m isobath while the shelfbreak was not affected. In the deeper troughs the vertical MHW fraction is reduced, indicating that the deeper levels here are generally not in MHW state. In contrast in 2013–2014 a pure subsurface MHW is associated with temperature and salinity maxima at about 100 m depth and our results suggest that these are driven by intrusions of warm and saline slope water along the shelfbreak which are then advected southward via the shelfbreak jet; a WCR is found to impinge on the continental shelf during that time. Furthermore, we find that below approximately 75 m depth over 80% of MHW days coincide with positive salinity extremes. It has been shown previously that these interactions frequently impact the shelf's hydrography and can cause large cross-shelf heat and salt-fluxes and mid-depth intrusions (Gawarkiewicz et al., 2001; Lentz, 2003; Chen et al., 2014b; Zhang and Gawarkiewicz, 2015). Furthermore, these results are consistent with an observed advective MHW on the shelf in 2017, also induced by a WCR (Gawarkiewicz et al., 2019; Chen et al., 2022). It should be noted that the slope region was generally very warm during 2014 (and preceding years), in the model (not shown) as well as in observations (Chen et al., 2020; Seidov et al., 2021). This may be related to a number of interconnected processes: an increased number of WCRs (Gangopadhyay et al., 2019), a westward shift of the destabilization point of the Gulf Stream (Andres, 2016) and a northward shift of the Gulf Stream (Neto et al., 2021) associated with a slowdown of the meridional overturning circulation (Caesar et al., 2018). Hence, even if there is no direct contact of a WCR with the shelf break, a subsurface MHW could also be driven by enhanced cross-shelf transport of the anomalously warm slope water. However, cross-shelf intrusions are governed by complex shelf-break dynamics and generally require special conditions, such as the set-up of a along-shelf pressure gradient that can facilitate cross-shelf flow (Chen et al., 2022) as the mean flow is largely geostrophic along isobaths (e.g., Lentz, 2008).

Based on the time evolution of spatially averaged temperature and salinity anomalies in Figure 6, our results suggest that subsurface MHWs only occur during prolonged warm phases of the shelf. These are likely associated with multidecadal variability of the Northwest Atlantic. Based in SSH observations, it has been shown that a recent northward shift of the Gulf Stream in 2008 lead to an abrupt warming of the Northwest Atlantic Shelf due to a reduction of cold and fresh water supply via the Labrador Current near the Tail of Grand Banks (Neto et al., 2021). The temperature shift in the MAB occurred toward the end of 2011 (Figure 3 therein; Neto et al., 2021), which is in good agreement with the modeled variability and also marks the beginning of the onset of frequent and long subsurface MHWs, in conjunction with strong positive salinity anomalies, in the recent decade. Simultaneously, Holliday et al. (2020) describe a fresh anomaly propagating into the subpolar eastern Atlantic from the Tail of Grand Banks between 2012 and 2016. They propose that anomalously strong wind stress curl over the subpolar North Atlantic caused a re-routing of Arctic-originating freshwater. Furthermore, an EOF (Empirical Orthogonal Function) analysis of the upper 200 m annual mean salinity from 1945 to 2015 (Figure 6 therein; Holliday et al., 2020) reveals a characteristic dipole structure between the subpolar North Atlantic and the North Atlantic continental shelf and slope region, whose principal component timeseries compares well to our modeled variability. This strengthens our confidence in the model but more importantly underlines that interannual to multidecadal variability in the MAB is connected to basin-scale circulation changes. As mentioned earlier, the occurrence of subsurface MHWs (MCSs) seems to be linked to these warm (cold) phases. Hence, if a WCR interacts with the shelfbreak in a cold phase, it may drive an anomaly but not an extreme event. However, in a warm phase, it will act on top of a warm background state and can thus generate an extreme event. Furthermore, this long-term variability can impact the detection of MHWs depending on the chosen baseline. While we did not elaborate on this in our study, it is evident that if the baseline was chosen from 1983 to 2012 (used in many MHW studies), the MHWs detected in the recent warming phase would have been even more extreme. Generally the baseline should be chosen with respect to its context in particular for the assessment of ecosystem impacts, where one has to consider the adaptability of species to temperature changes.

Although the modeled variability agrees well with existing studies, it should be noted that the presented simulations started from a resting ocean (i.e., no spin-up). Therefore, the first 20–30 years should be treated with caution, in particular for absolute values or trends, while the general variability seems realistic as discussed above. The shallow shelf region can be expected to adjust within a few years which is why we chose to analyze the full time period, which allowed us to address the role of long-term variability but also provided us with more data points for the MHW statistics. All statistics were also performed with data only from 1980 onward, however we did not find any notable changes in the vertical distributions, which gives additional confidence in our results. Various studies have shown an accelerated warming on the Northeast U.S. continental shelf in the recent decade (e.g., Saba et al., 2016; Chen et al., 2020), which also was identified as a driver for the strong observed coastal warming in the Northeast U.S. (Karmalkar and Horton, 2021). The modeled anomalies in the two warm phases from roughly 1972 to 1985 and from 2012 onward are of the same magnitude, which may indicate a slight warm bias in the model during this time, likely connected to the ongoing spin-up of the large-scale circulation. Nevertheless, we are confident that the new insights provided in this study as to the different vertical types of MHWs and their drivers remain valid and that the overall results serve not only as an important baseline for studying extreme events, but also temperature variability in general in this region. Next steps could be a more quantitative approach on the role of WCRs vs. variability in shelf advection in driving MHWs either directly or via preconditioning. It will be important to decouple trend signals from long-term variability. Recent studies highlight that climate models currently do a poor job in western boundary regions (e.g., Hayashida et al., 2020), which can lead to substantial biases in climate projections for this region; thus dedicated regional studies are indispensable.
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With climate heating, Aotearoa New Zealand is expected to experience more marine heatwaves (MHW) in the coming decades. These extreme events are already impacting the island nation's marine and coastal environments and marine industries at a variety of scales. There will potentially be substantial benefits in developing an early warning system–specifically ocean seasonal forecast tools. This near-term 2,030 horizon scan reviews studies supporting the development of this capability and notes work needed to enable stakeholders to benefit from this knowledge. Review findings congregate around six themes; (1) MHW impacts, (2) mechanistic understanding, (3) observational basis, (4) seasonal forecast tools, (5) supporting Te Tiriti (The Treaty of Waitangi) and Māori aspirations, and (6) end-user engagement. The primary recommendation is a cross-institutional, cross-sector MHW Taskforce that would address, in a coordinated and effective fashion, the real, multi-faceted challenges associated with the committed pathway of warming. A range of sub-recommendations follow that connect with the United Nations Ocean Decade initiative.
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INTRODUCTION

The oceans around Aotearoa New Zealand (AoNZ) are, in some regions, warming at a rate well in excess of the global average (Sutton and Bowen, 2019; Figure 1). In addition to increased background warming, the most recent IPCC report on impacts provides high confidence that this region will become increasingly vulnerable to extreme ocean temperature events–marine heatwaves (MHWs), at a range of spatio-temporal scales (IPCC, 2022). A high-emission scenario earth system model (ESM) shows an increase between 80 and 100% of median MHW intensities, as well as MHW conditions becoming permanent year-round, in the AoNZ region by 2100 (Figure 1; Behrens et al., 2022). AoNZ regularly experiences MHWs, with recent events (e.g., 2014/15, 2017/18; Salinger et al., 2020) exhibiting ocean temperatures several degrees above normal conditions (Behrens et al., 2019). These extreme events impact AoNZ marine environments and industries (e.g., aquaculture–IPCC, 2022) and are projected to become more frequent and severe (Behrens et al., 2022).


[image: Figure 1]
FIGURE 1. (A) Recent past observations: the Aotearoa New Zealand region showing the measured decadal rate of warming since 1981 (after Sutton and Bowen, 2019) and main oceanographic features (Fiordland Current FC, Westland Current, East Auckland Current EAuC, Southland Current SC). (B) Future projections: NZESM (New Zealand Earth System Model) ensemble projected changes of median MHW intensity relative to 1995–2014 NOAA OI-SST observations for SSP (Shared Socioeconomic Pathways) 4.5 in 2080–2099 (see Behrens et al., 2022).


One adaptation strategy comprises reliable forewarning of these events. Ocean seasonal forecasting (OSF) can provide advance warning of MHWs and inform management responses to help mitigate impacts (Spillman et al., 2021). These forecasts provide information on key oceanic parameters up to 9 months into the future, bridging the gap between weather forecasts and climate projections. Forecasts on this timescale have been demonstrated to aid decision-making for marine managers in a variety of industries (e.g., Tommasi et al., 2017; Spillman and Smith, 2021).

While many regions globally are facing these challenges (Jacox et al., 2022), there are a number of special issues for AoNZ that warrant a horizon scan of OSF targeted at MHW prediction out to 2030. This short time frame is both in response to the rapidly warming oceans around AoNZ (Sutton and Bowen, 2019), as well as alignment with United Nations Ocean Decade (UNOD) goals and framing (Ryabinin et al., 2019). When assessing the potential for benefits of OSF in AoNZ it is important to do so in the context of its unique geographic and socioeconomic setting. AoNZ is an isolated, relatively small landmass in a large ocean. It is a small-economy science system with minimal present investment in in-situ ocean data and capacity (Stevens and O'Callaghan, 2015). While the economic focus is on primary production, including marine, there is a high degree of social license required for marine industries to operate. In particular, the needs to take into account the principles of the Treaty of Waitangi (Te Tiriti o Waitangi), and kaitiakitanga (Waitangi Tribunal, 2011). In addition, this scan was motivated by a sector-wide review of the nation's science system–the Te Ara Paerangi–Future Pathways Programme (Main, 2021).

The AoNZ “blue economy” which includes fisheries, aquaculture, minerals, fossil fuels, and transport, was estimated in 2019 to be worth 3% of GDP (Yeoman et al., 2019) with expectations for growth in some areas. For example, the government aquaculture strategy (MPI, 2019) seeks to raise aquaculture production five-fold by 2035. Arguably, given the scale of the marine environment, other marine sectors could also increase their range and value, with a knowledge-driven engagement across multiple sectors being a starting point for that expansion (Smith et al., 2021). However, continued viability will be challenged significantly by climate change impacts on biodiversity which, in AoNZ, are primarily manifested in the marine environment (Keegan et al., 2022).

This horizon scan considers OSF in relation to six themes and associated recommendations: (1) MHW impacts, (2) mechanistic MHW understanding, (3) ocean observations, (4) current and future OSF tools, (5) Te Tiriti and supporting Māori aspirations, and (6) end-user engagement. Recommendations are aligned where possible with the UN Decade of the Ocean – Societal Outcomes and Research Priorities (UNOD, Ryabinin et al., 2019).



THEMES


Theme 1: MHW Impacts

MHWs in the AoNZ region have been clearly identified in recent years (e.g., 2017/18 and 2018/19–Salinger et al., 2019, 2020). MHWs can lead to altered species distributions (e.g., Thomsen et al., 2019), reductions in growth rates and fish production (e.g., Cheung and Frölicher, 2020), mortality events (e.g., Babcock et al., 2019), and harmful algal blooms (e.g., Oliver et al., 2017). Temperature is one of the strongest determinants of organism distribution (Kearney and Porter, 2009). While incremental changes in mean temperatures can force poleward range shifts in species, strong warming events such as MHWs can result in mass mortality and local extinctions of vulnerable species, which can have a cascade of effects on the marine ecosystem (e.g., Weatherdon et al., 2016; Wernberg et al., 2016; Tait et al., 2021). MHWs have also caused the collapse and/or closure of wild fisheries in recent years (e.g., Caputi et al., 2019). Caged fish farm production may be reduced if fish are stressed by unfavorable conditions (Islam et al., 2021; IPCC, 2022) and unusually warm waters have been implicated in shellfish crop failure (Keeling et al., 2014; Broekhuizen et al., 2021; King et al., 2021). While there may also be some positive impacts, in all these cases there are a range of complexities and uncertainties requiring more data and process understanding (Smith et al., 2021; Tait et al., 2021).

MHWs also have the capacity to influence terrestrial conditions and impact agricultural production, especially on an island nation such as AoNZ (e.g., Zheng and Frederiksen, 2006). The combined impacts of warming oceans and MHWs are affecting the human communities that use, value, and have stewardship over the marine environment in AoNZ. In addition, these impacts will be experienced disproportionately across society as disadvantaged groups of people have a greater degree of vulnerability to stresses on health and living conditions (Smith et al., 2021; Lawrence and Mackay, 2022). The resulting reductions in wellbeing will exacerbate poverty and widen the gap between wealthy and non-wealthy (IPCC, 2022).

Recommendation:

1. Implementation of a major shelf seas biophysical survey to improve understanding of biophysical connections and better account for future shifts in marine populations in response to evolving temperatures (UNOD Priority Area 3: A Quantitative Understanding of Ocean Ecosystems).



Theme 2: Mechanistic MHW Understanding

A sound mechanistic understanding of MHW, their drivers and outstanding challenges, and how they interact with largescale dynamics like El Niño and the Pacific Decadal Oscillation, is required to both produce skillful forecast tools at seasonal timescales (weeks to months), and identify which ocean observations are needed for forecast verification (Behrens et al., 2019; Chiswell, 2021). Critically, this will require improved understanding of coupling between offshore and nearshore extreme temperature events (“downscaling mechanics”); more specifically, assessments of the along- and across-shelf de-correlation scales of MHWs in shelf and offshore waters, and the factors that control these (de Souza et al., 2021).

Oceanic heat content in the Tasman Sea acts as a preconditioner of MHWs and is predictable at longer timescales than the atmospheric state (e.g., surface heat fluxes), making it a useful indicator and measure of the likelihood of MHWs. Fluctuations in ocean heat content in the Tasman Sea are predominantly controlled by oceanic meridional heat transport from the subtropics, which in turn is mainly characterized by the interplay of the East Australian Current and the Tasman Front (Sutton and Bowen, 2019). Shorter-term variability in these currents is impacted by wind anomalies north of the Tasman Sea region (Behrens et al., 2019). Deeper hydrography and heat content are also important as these combine to influence both biological production and sea surface temperature estimates (Behrens et al., 2019, 2022; Elzahaby et al., 2021).

Recommendation:

2. Increased support for multi-scale studies to identify and address knowledge gaps.



Theme 3: Ocean Observational Resources

While the satellite and Argo eras have significantly improved understanding of “bluewater” oceanography (Chiswell et al., 2015), the same cannot be said for coastal and shelf seas around AoNZ where marine industries typically operate (O'Callaghan et al., 2019). With limited surface satellite data due to cloud cover and few subsurface observations shallower than 1000 m, neither the baseline observations nor event-based variability of MHWs exists for AoNZ. Data paucity for AoNZ's oceans is a major challenge. For example, there is nothing to compare with the Australian Integrated Marine Observing System (PCE, 2019) yet primary industry sectors recommend a connected, data platform that enables environmental decision making (PMCSA, 2021).

The benefits of observing MHWs provide in situ mechanistic knowledge of MHWs and improve parameterisation of upper ocean processes to increase model skill, and ultimately seasonal forecasts of MHWs. As these do not presently exist, sustained observations are critical to gain a dynamical understanding of MHWs (Lo Bue et al., 2021). With both surface and subsurface MHW signals evident in the Tasman Sea (Youstina and Schaeffer, 2019), robotic sampling is proving valuable for event-based sampling (Testor et al., 2019). A regionally distributed suite of process-focused studies would connect shallower dynamics to measurement of changes in ocean heat content gained from Argo around AoNZ (Sutton and Bowen, 2019).

Recommendations:

3. Improved ability to respond to observing MHW events to provide data both for improved understanding as well as for assimilation into forecasts. (UNOD Societal Outcome A predicted ocean).

4. Sustained and expanded ocean observational networks including deep ocean heat content through a suite of regional-focused studies (UNOD Priority Area 2: A Comprehensive Ocean Observing System).



Theme 4: Future Seasonal Forecast Tools

Seasonal dynamic forecast systems provide increasingly skillful predictions, both as individual prediction systems such as Australian Community Climate Earth System Simulator–Seasonal (ACCESS-S; de Burgh-Day et al., 2022), and multi-model ensemble syntheses such as Copernicus Climate Change Service Seasonal Forecasts (C3S; Hemri et al., 2019). Forecast accuracy will vary regionally and with season and lead time. Single-model, regionally focused forecast assessments can improve mechanistic understanding and potentially enhanced regional certainty (de Burgh-Day et al., 2019, 2022) whereas multi-model forecast ensembles provide a greater spread of projections and statistical evidence (Hobday et al., 2018a). Stakeholders tend to have a local and immediate view, so the viability of downscaling approaches (dynamical nesting, statistical, machine learning) is critical and a rapidly evolving complementary field of research (e.g., Ping et al., 2021; Taylor and Feng, 2022).

There is increasing demand for seasonal MHW forecasts (Spillman et al., 2021), especially those that are tailored to unique regional/local situations. It is important to also evaluate the added value of dynamic and statistical downscaling methods for improving the impact of seasonal MHW forecasts (e.g., Zheng and Frederiksen, 2006). Both points are motivated by there being a range of local oceanographic and atmospheric processes that can decouple the duration and intensity of local- from broad-scale MHWs (e.g., Schlegel et al., 2017). This decoupling may limit forecast skill and uptake of forecasts by end-users, if it is not accounted for in some manner.

Recommendations:

5. Strengthen international linkages to both provide improved access to multi-model forecast ensemble forecast data and open pathways to contribute local ocean data into international projects (UNOD Societal Outcome - a transparent and accessible ocean).

6. Ensure computational infrastructure, capability and capacity to keep pace with growing volumes of data and model demands (UNOD Societal Outcome A predicted ocean).

7. Improve downscaling capability to connect large-scale forecasts to local scales through a systematic sequence of regional analyses (UNOD Societal Outcome A predicted ocean).



Theme 5: Upholding Te Tiriti

Given the 8-year timeline proposed here there is an expectation that established pathways for mātauranga Māori and Māori interest groups to inform and benefit from science will develop and grow. The clearest way to achieve this is to ensure a strong and early contribution to decision-making and governance from Māori scholars and advisors (e.g., Hudson et al., 2020). Te Tiriti-led governance and pathways for involvement include input from, and advice for, iwi/hapu resource managers, Māori-owned marine industries, Māori coastal communities, to generate mātauranga Māori-based mitigation responses as well as Māori-led science (e.g., Awatere et al., 2021).

The nation-scale climate research initiative The Deep South National Science Challenge supported a number of Māori-led climate-related projects which, to a large extent, focused on sea level rise and extreme weather issues (e.g., Stephenson et al., 2018) and so marine heatwaves remain an area of future emphasis. While the need for targeted research, capacity, and capability developments for the benefit of Māori are clear, it is not a straightforward pathway to achieve, given the heavy demands on the time of Māori researchers and the paucity of Te Tiriti-led marine and coastal governance and management.

Investment needs to be made to support and build capacity, both new and established, as well as improved approaches for mutually beneficial effective connections between mātauranga Māori and ocean science (Stevens et al., 2021), and their respective practitioners. In addition, work on Māori-focused climate-related topics is typically in the form of local case studies, reflecting the sense and value of place and community (e.g., McCarthy et al., 2014; Davies et al., 2018). Approaches to connect past and present understandings, as well as impacts on cultural values and Māori rights and interests, to the scales and content of future ocean forecasting delivery methods will need to be co-developed.

Recommendations:

8. Ensure Te Tiriti o Waitangi-driven governance and co-management is a central pillar of development (UNOD Societal Outcome - a healthy and resilient ocean).

9. Support growth in capacity for M ā ori researchers and M ā ori communities (UNOD Societal Outcome - a transparent and accessible ocean).



Theme 6: Enduser Engagement

To benefit society, forecast metrics must be presented in a way that are useful, with end users able to understand and interpret the results, as well as provide feedback into their design (Hobday et al., 2016; Holbrook et al., 2020; Smith et al., 2021). The connectedness and scale of AoNZ suggests there is an opportunity to take a coordinated approach to working with coastal and marine-focused communities. In the coming decade it is anticipated that seasonal marine forecasts are relied on for decision support in a similar way to weather forecasts (Stevens and O'Callaghan, 2015).

Taking the example of aquaculture as a leading marine activity in terms of how MHW impacts will be manifested, in AoNZ. Most aquaculture operations are conducted at a regional scale. There are opportunities for regional seasonal forecasts to drive operational changes based on those forecasts (e.g., re-seeding density, timing and seed-sources, harvest times). An exception to this is mussel farming which relies heavily on juvenile spat from one region alone so that it would require operators to keep an eye on MHW projections for two regions in sequence.

In addition, industry-specific models could improve operational decision support (Hobday et al., 2018a,b). Better understanding of the link between MHW and storm frequency at a regional scale will also improve aquaculture operations, particularly for open ocean farms through identification of good operational conditions, harvest closures, and improved farm design (Heasman et al., 2020). These ideas extend to wild fisheries through improved stock assessment and fishery zoning (Hobday et al., 2011). Effective communication, particularly around forecasted risk of an event and model skill, is key for both forecast uptake by end users and mitigation of MHW impacts. Marine industries and management agencies could benefit from employing MHW forecast tools, combined with tailored communication via apps and interactive visualization and feedback.

Recommendations:

10. Co-develop with non-technical users forecast delivery mechanisms that enable the tailoring and delivery of highly technical information (UNOD Societal Outcome - a transparent and accessible ocean).

11. Develop evidence for the benefits of OSF by initiating a longitudinal case study which identifies sectors and communities that benefit from, and inform, future forecast delivery pathways (UNOD Priority Area 4: Data and Information Systems and UNOD Societal Outcome - a healthy and resilient ocean).




DISCUSSION

Each of the recommendations listed align with foci of the UN Decade of the Ocean (Ryabinin et al., 2019). The Future Pathways (Main, 2021) restructuring of the national science system is a significant opportunity for change in how actors interact through the formation of a taskforce to lead preparations, forecasting, and response for increasingly frequent MHW. This “MHW Taskforce” (Figure 2) would need to be able to unilaterally develop opportunities for users (communities, governance etc.) and industries to take action to serve themselves and their communities. Unlike the initially diffuse goals of the N.Z. National Science Challenge process, the MHW Taskforce approach would need to maintain focus on the operational goals and benefits. The choice of actions will depend on agility and risk appetite of the sectors. This will increase resilience in the short term to cope with longer term climate change, which in turn supports coastal communities. The overarching recommendation is a “taskforce” to champion and coordinate the response.

Recommendation:

12. Development of a MHW Taskforce to have strategic oversight and coordination of science and societal outcomes (UNOD Societal Outcome A - Healthy and resilient ocean).


[image: Figure 2]
FIGURE 2. Ocean Seasonal Forecasting (OSF) for 2030+ centered view of the research-delivery ecosystem showing interest-clusters. These are classed as (top) oversight interests, (lower left) end-user needs/impacts and (lower right) research/forecast/knowledge community.


There would be synergies with terrestrial heatwave applications and working groups, especially in the AoNZ setting. Such tools would nevertheless be central to bringing together decision-makers and stakeholders as well as act as a catalyst for inter-agency collaboration. It would provide a focal point for information for stakeholder and Māori groups.

Investment should focus on development of technical and operational capability and infrastructure for aspects like sustaining observational networks (Theme 3), computational capability in terms of serving forecast information. In addition, investment will be required for workshops, pilot projects, social scientists, and environmental economists to collect information about impacts on coastal communities and quantify the value of forecasts to industry and communities. Capacity building will be vital because the increasing risk of damaging outcomes from MHWs will be such that we will need a strong cohort of people with skills and training in the interface between research, delivery, communications and emergency response. This capacity building is especially relevant for Māori communities, researchers and practitioners as they will be a key vector to support Māori interests (Theme 5). It is emerging that ocean warming and associated extreme events will have a serious and escalating impact on living near, and working in, AoNZ's ocean environment. Maintaining societal systems into the Anthropocene will require development ahead of time of tools that can aid in the response and increase resilience to this challenge. This will save livelihoods and lives (IPCC, 2022).
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A systematic analysis of historical and modeled marine heatwaves (MHWs) off eastern Tasmania has been performed based on satellite observations and a high–resolution regional ocean model simulation, over the period from 1994–2016. Our analysis suggests that the distribution of large and intense mesoscale warm core eddies off northeast Tasmania contribute to the development of MHWs further south associated with changes in the circulation and transports. Importantly, we find that eddy distributions in the Tasman Sea can act as predictors of MHWs off eastern Tasmania. We used self-organizing maps to distinguish sea surface height anomalies (SSHA) and MHWs into different, but connected, patterns. We found the statistical model performs best (precision ~ 0.75) in the southern domain off eastern Tasmania. Oceanic mean states and heat budget analysis for true positive and false negative marine heatwave events revealed that the model generally captures ocean advection dominated MHWs. Using SSHA as predictor variable, we find that our statistical model can forecast MHWs off southeast Tasmania up to 7 days in advance above random chance. This study provides improved understanding of the role of circulation anomalies associated with oceanic mesoscale eddies on MHWs off eastern Tasmania and highlights that individual MHWs in this region are potentially predictable up to 7 days in advance using mesoscale eddy-tracking methods.
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Introduction

Historically, ocean temperature extremes have received less attention compared to other extreme events, such as sea-level extremes. However, with the increased frequency, intensity and ecological impacts from marine heatwaves (MHWs), these discrete and prolonged warm ocean temperature extremes are now gaining considerable attention (Pearce and Feng, 2013; Wernberg et al., 2013; Di Lorenzo and Mantua, 2016; Holbrook et al., 2019, 2020; Smale et al., 2019). MHWs can have substantial and even devastating impacts on ecosystems (Smale et al., 2019), including the redistribution of marine species, mass mortality and increased disease occurrences (Perry et al., 2005; Garrabou et al., 2009; Mills et al., 2013; Wernberg et al., 2013; Oliver et al., 2017). At the front line of climate change, marine waters off eastern Tasmania have been warming much more rapidly than the global average rate (Hobday and Pecl, 2014), largely due to increased transports in the East Australian Current (EAC) Extension (Ridgway, 2007). Further, marine ecosystems have been impacted, including through changes in their range, by increases in sea surface temperature (SST) under the influence of climate change (Johnson et al., 2011; Last et al., 2011; Oliver, 2019). Research has shown that the dominant drivers of surface MHWs are either anomalous warm-water advection or increased net downward heat flux – in particular, associated with atmospheric high-pressure systems, clear sky conditions, reduced wind speed and associated low evaporation –, or a combination (Pearce and Feng, 2013; Benthuysen et al., 2014; Oliver et al., 2017; Holbrook et al., 2019; Sen Gupta et al., 2020). However, it is important to also note that mixing and diffusion may also play a role. The importance of the individual processes to MHWs can be usefully analyzed using temperature or heat budget analyses (Benthuysen et al., 2014; Oliver et al., 2017; Holbrook et al., 2019).

The EAC – the western boundary current of the South Pacific Gyre (e.g., Ganachaud et al., 2014) – and its Extension provide the key warming source (through ocean advection) for Tasman Sea waters off eastern Tasmania. When the southward flowing EAC and its Extension intensifies, in the mean (Ridgway, 2007; Ridgway and Hill, 2009; Oliver and Holbrook, 2014) and eddy transports (Matear et al., 2013; Oliver et al., 2015), the waters off eastern Tasmania can become anomalously warm. For example, an intensification of the EAC Extension induced an unprecedented MHW in the Tasman Sea during the summer of 2015/16, which lasted more than 8 months and had a peak intensity ~3°C above climatology (Oliver et al., 2017). This MHW resulted in blacklip abalone mortality off southeast Tasmania, reports of Pacific Oyster Mortality Syndrome, and poor performance in salmon aquaculture (Oliver et al., 2017), with significant economic losses in the region. These impacts have motivated us to improve physical understanding of the mechanisms that underpin MHWs in this region, their predictability, and to develop a statistical model that can potentially predict them.

Although a large proportion of the EAC separates from the coast just north of Sydney (Godfrey et al., 1980), some of the flow is also transported southward as the EAC Extension, along the east side of Bass Strait, reaching the east coast of Tasmania (e.g., Ridgway and Dunn, 2003). Further, it becomes the dominant oceanic input off northeast Tasmania during the summer season (Cresswell and Legeckis, 1986). The EAC sheds large anticyclonic and cyclonic eddies at the separation points, forming a typical counter–rotating eddy dipole structure (Malan et al., 2020). The EAC–induced eddy distributions are characterized by strong eddy kinetic energy (Li et al., 2021), making the EAC Extension an unsteady flow, dominated by mesoscale eddies due to its separation from the coast (Nilsson and Cresswell, 1980; Everett et al., 2012; Van Sebille et al., 2012), and positions the Tasman Sea as an eddy-rich region globally (Chelton et al., 2011). The EAC transport has increased significantly in recent decades, characterized by strong positive ocean heat content trends in the southern extension zone, which is linked to the formation of anticyclonic eddies (Li et al., 2022). These eddies modify the water properties by transporting warm or cold water anomalies southward, and thus influence the biological and chemical characteristics of the water masses off eastern Tasmania. In the context of the focus of this study, it is valuable to explore how the eddy activity contributes to the occurrences of MHWs in this region and how predictable they might be. The importance of the eddy pathway that heads poleward along Australia's southeast coast, where sea surface height anomalies are larger due to the more intense eddy circulation, has been explicitly recognized by Everett et al. (2012) who identified an 'Eddy Avenue' with a high abundance of eddies between 32°S and 39°S. Respectively, the present study further acknowledges the importance of eddy distributions further south in the Extension within the Tasman Sea as a potential source of predictability for MHWs off eastern Tasmania.

In the present study, we examine the connection between MHWs and dynamic sea surface height anomaly patterns in the Tasman Sea as a source of MHW potential predictability. Specifically, we developed a statistical model to predict MHW likelihoods off eastern Tasmania based on self-organizing maps. We demonstrate that the model is skilful, with lead times of up to 7 days. The paper is structured as follows: Section Materials and methods describes materials and methods used in this study, including oceanic data, algorithms for the detection and tracking or eddies, self–organizing maps, the detection of MHWs, and descriptions of heat budget analysis. In Section Results, results derived from this study are presented. A discussion is presented in Section Discussion and conclusions, followed by major conclusions in Section Discussion and conclusions.



Materials and methods


Oceanic data

The daily ocean temperature records used to detect MHWs are extracted from a simulation of the high-resolution Eastern Tasmania (ETAS) coastal ocean model covering the period 1994–2016 (Oliver et al., 2016). ETAS is a three-dimensional regional dynamic ocean model (average grid cells ~2 km; Figure 1A) for the eastern Tasmanian region and is based on the Sparse Hydrodynamic Ocean Code (SHOC) developed at the CSIRO Marine Laboratories in Hobart, Tasmania (Herzfeld, 2006). The model is based on a curvilinear 200 × 120 grid, with 43 layers in the vertical. ETAS has been previously used to analyse the mean circulation (Oliver et al., 2016) and MHWs off eastern Tasmania, including trends and patterns of variability (Oliver et al., 2018; OL18 hereafter). The ETAS domain is climatologically dominated by two important transport sources, the southward flowing EAC Extension from the north, and the northward Zeehan Current impinging from the south (Oliver and Holbrook, 2018). Atmospheric forcings, including surface winds and air temperature, are extracted from the National Center for Environmental Prediction (NCEP) Climate Forecast System (CFS) Reanalysis (CFSR, 1994–2010; Saha et al., 2010) and CFS Version 2 analysis (CFSV2, 2011–2015; Saha et al., 2014). CFSR and CFSV2 are global reanalysis systems that provide temporally high-resolution (6-h) forecasts from a coupled atmosphere-ocean climate model, and includes sea ice and river run-off (Wang et al., 2011).
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FIGURE 1
 (A) Topography of the domain in this study, where ETAS region is surrounded by black solid line. (B) Mean ocean currents in ETAS region during austral summer (Dec–Feb).


The daily sea surface heights and oceanic currents in the southern Tasman Sea are extracted from the Bluelink ReANalysis version 3 (BRAN3; Oke et al., 2013), which is an eddy-resolving ocean reanalysis including ocean currents. BRAN3 is used in addition to ETAS to provide the larger–scale and offshore information, including daily sea surface height (SSH) maps at 0.1° × 0.1° horizontal spatial resolution. The advantage of using the BRAN3 data is that they provide an optimal eddy simulation for the circulation around Australia and surrounding regions (Oke et al., 2013) – representing a strong indicator of the dynamic state, including mesoscale eddies. In this study, we define the domain of the southern Tasman Sea as the region bounded by 145°E−156°E, 38.5°S−46°S.



Detecting and tracking mesoscale eddies

Several eddy detection and tracking algorithms have been previously proposed. Early methods tended to use image processing combined with other statistical techniques, such as neural networks, to isolate the eddy fields based on SST or ocean color imagery (Holyer and Peckinpaugh, 1989; Castellani, 2006; Fernandes and Nascimento, 2006; D'Alimonte, 2009; Dong et al., 2011). However, these methods can be influenced by factors other than the eddies being targeted for detection, and so alternative methods based on satellite observations of SSH have also been identified (Fang and Morrow, 2003; Isern-Fontanet et al., 2003; Chaigneau et al., 2008; Faghmous et al., 2012a). A largely accepted method, the eddy tracking algorithm proposed by Chelton et al. (2011); hereafter, CH11, identifies eddies using a multi–step algorithm. CH11 is executed by firstly finding regions where the SSH anomalies are larger than a particular threshold and where there is a local minimum/maximum of SSH for the cyclonic/anticyclonic eddy. Once the eddy is detected, the eddy tracking is subsequently executed by identifying eddies whose centroids are located within a defined region centered on the eddy at the following time step. This method is widely used due to its efficient detection and tracking, as well as its applicability to a range of datasets (Faghmous et al., 2012a). However, CH11 is a method characterized by various parameters and it uses filters to retain signals in a particular spatiotemporal scale, which may filter out realistic features that occur on specific scales.

A recently developed algorithm, EddyScan (Faghmous et al., 2012b), assigns binary data based on whether or not the SSH in a particular location exceeds a corresponding threshold, and then finds connected features at each iterative step. For the connected features, five criteria were applied to identify whether the detected component is an eddy: (1) limitation for minimum and (2) maximum size of eddy; (3) existence of local minimum or maximum; (4) threshold of minimum amplitude (1 cm for default); and (5) a predefined convex hull ratio as a function of latitude of the center of the eddy. Distinct from CH11, this method requires a convexity criterion (the convex hull ratio) to avoid the potential mistake of grouping multiple eddies together. This alternative method to CH11 has been previously evaluated (Faghmous et al., 2012b, 2013; Faghmous and Kumar, 2014) and found to be advantageous because: (i) no filter is required in this method and it can reveal characteristics in raw data, as opposed to modified data; and (ii) the compactness of eddies is ensured by the convexity criterion, thus there is no multiple detection problem. Given these qualities of the technique, we use EddyScan to detect and track eddies based on sea surface height anomalies (SSHA) in the domain of the BRAN3 data from 1994 to 2016.



Self–organizing maps

Developed in the 1990s, the self-organizing map (SOM) is a competitive-learning artificial neural network used for cluster analysis to create a spatial representation, and reduction, of data (Kohonen, 1990, 1995). The key objective of SOM analysis is to reduce high-dimensional data into relatively low-dimensional (typically two-dimensional) maps following typological ordering (Vesanto et al., 2000). The algorithm self-organizes similar data into close grids in low-dimensional maps, and places dissimilar data into relatively distant grids. The popularity of SOM analysis in oceanography has increased significantly and it has been used, for example, to detect the flavors of El Niño–Southern Oscillation (ENSO) (Johnson, 2013), analyse coastal model outputs (Williams et al., 2014; OL18), investigate extreme climate events (Cavazos, 2000), and obtain patterns of ocean current variability (Liu and Weisberg, 2005).

Here we use SOMs to identify the important precursor link between SSHA in southward transporting eddies and downstream MHWs. As an advanced clustering algorithm, the SOM approach can generate distinct nodes of particular climate properties, which enables us to develop it as a statistical method for teleconnecting particular MHW events to anomalous ocean circulation patterns, in real time or forecast leading time scale. Details of the SOM technique and the individual nodes are provided in the Appendix.



Marine heatwaves

A MHW has been defined as a “discrete prolonged anomalously warm water event at a particular location” (Hobday et al., 2016). “Discrete” implies that a MHW exists for a finite time-period, with a start and end date. “Prolonged” is quantified in the Hobday et al. (2016) definition as a duration of at least five days. “Anomalously warm” is here relative to a percentage threshold value (the 90th percentile) above the background mean climatology. The climatology and percentile are calculated based on an 11-day moving average window centered on each Julian day, where the data on Feb 29th in each non-leap year is filled by the mean of that on Feb 28th and Mar 1st. For a particular day in a MHW event, intensity is defined as the difference between the daily temperature value and the seasonally varying climatology. Two successive events with a gap of no more than 2 days are considered a single continuous event.

Once events are detected, a set of MHW metrics can be calculated to quantify the characteristics of each MHW: mean and maximum intensity (°C), duration (days), variance of intensity, onset rate and decline rate (°C/day). We detected MHWs using SST in ETAS from 1994 to 2016, relative to a climatological baseline from 1994 to 2009. Subsequently, we could determine a binary variable ζ(x, y, t) to indicate if a particular time t is in a MHW event at position (x, y), which could be expressed as ζ(x, y, t) = 1 when t is in a MHW and 0 otherwise.



Heat budget

Here we use an upper ocean temperature budget to determine the contribution from ocean current transport and surface heat flux (Benthuysen et al., 2014; Oliver et al., 2017) to the surface mixed layer temperature tendency, following the expression:

[image: image]

where h is the depth of the surface mixed layer, T is temperature, uH is the horizontal current velocity, w is the vertical current velocity, Q is the net surface heat flux, and [image: image]. Here we choose h equal to 100 m as an average estimate for the mixed layer depth through which the temperature budget operates in the upper ocean. We also use ρ as the reference density (1,035 kg/m3). Cp is the specific heat capacity of sea water (3,990 Jkg−1K−1).

The terms in the equation reveal the role of different mechanisms to warm the upper ocean (Benthuysen et al., 2014). [image: image] is the time rate of change of the depth-averaged temperature in the upper ocean, AdvV = −{uH∇HT} is the time rate of change of the depth-averaged temperature due to ocean current advection, [image: image] is the time rate of change of depth-averaged temperature due to the net surface heat flux, and the Residual is the time-rate of change of other factors (lateral diffusion, vertical temperature advection, and entrainment), unaccounted for by the leading terms of the surface heat flux and advection.

In the present study, the temperature budget analysis is used to identify the dominant terms that contribute to temperature change during MHW events, based on oceanic data from the BRAN3 data and heat flux data from NCEP [CFSR (1994–2010); Saha et al., 2010] and CFS Version 2 analysis (CFSV2, 2011–2016; Saha et al., 2014), bounded within the ETAS domain. The residual term is calculated as RateV minimized by the sum of AdvV and QV.




Results


Connections between eddies and MHWs

Mesoscale eddies from 1 January 1994–31 August 2016 were detected and tracked in the southern Tasman Sea (145°E−154°E, 38.5°S−46°S) in the BRAN3 data. The percentage of eddy-occupied days, which is the percentage of total time an eddy exists in a grid cell, and the percentage of anticyclonic eddies in all detected eddies were subsequently calculated (Figure 2). Eddies with lifetimes of at least 4 weeks are typical in the interior (offshore) southern Tasman Sea, but tend to be absent across the shelf off Tasmania where depths <200 m (Figure 2A) where the detection algorithm is not satisfied (Chaigneau et al., 2011; Chelton et al., 2011). Other factors influencing the absence of eddies on the shelf may be the shelf acting to smear out the eddy structure as eddies flow onshore, or the inability of BRAN3 to resolve eddies on the shelf. With increasing minimum eddy lifetimes, the eddy fields tend to be inhomogeneous in their distribution and types. Long-lived eddies, with lifetimes >16 weeks, are most prevalent in a corridor that tracks southward alongside Tasmania's continental slope, and are dominated by anticyclonic eddies (Figures 2B,D). This anticyclonic eddy pathway is a robust average feature of the circulation, shown by the large percentage of eddy–occupied days along this corridor (Figure 2C). It is also notable that cyclonic eddies occupy a narrower corridor against the Tasmanian shelf. Further, the dominance of anticyclonic eddies along this path is not only limited to long-lived eddies, but also those that are shorter-lived (Figure 2D).
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FIGURE 2
 Eddy field in the southern Tasman Sea based on BRAN3 data from 1994 to 2016. Detected eddy tracks are shown with lifetimes (A) > 4 weeks, and (B) >16 weeks. In (A,B) the red (blue) dot stands for the end point of an anticyclonic (cyclonic) eddy and the line indicates the track of this eddy. (C) Proportion of eddy-occupied days during 1994 to 2016 in the southern Tasman Sea. (D) Proportion of anticyclonic eddies in all tracked eddies.


To analyse the influence of different eddy distributions on MHWs off eastern Tasmania in further detail, we performed a SOM analysis to divide tracked eddies into different typologies. After removing the seasonally varying climatology, we calculated temporal averages of the ocean temperatures and currents within the ETAS domain for eddy lifetimes >8 weeks (i.e., corresponding to 415 detected eddies, including 257 anticyclonic eddies and 158 cyclonic eddies). These time–mean states were then used as variables in the SOM, with map size (3, 3) justified below. Instead of using eddy metrics (e.g., duration, central location, vorticity) as covariates to force the SOM, we obtained the oceanic patterns of SSHA and circulation off eastern Tasmania under the existence of different types of eddies. Before the SOM was executed, each variable was scaled by removing its mean and dividing by its standard deviation. The resultant composites for each SOM node were then rescaled based on the output nodes to obtain explainable patterns.

To choose a suitable size for the SOM, we first calculated the within sum of squares with respect to the total sum of squares (WSS/TSS) for different map sizes (Figure 3). We detected that the curve indicating the change of WSS/TSS tended to be gentle (Figure 3A) and the difference between WSS/TSS in different map sizes (Figure 3B) tended to be constant when the number of clusters reached (3, 3), corresponding to 9 cluster groups. A simple t-test was performed for all couples of cluster groups to assess their similarity, with all significant at p < 0.05, which confirms that using the SOM with a (3, 3) map size provided representative (eddy) circulation types off eastern Tasmania.


[image: Figure 3]
FIGURE 3
 (A) WSS/TSS varying with map size and (B) corresponding first difference. The determined map size is indicated by dashed line.


Figure 4 shows the mean SSTs and surface circulation anomalies across all eddies for each node. Generally, the oceanic states off eastern Tasmania, when eddies exist in the southern Tasman Sea, show a large range of variability in both SST anomalies (SSTA) and the dominant ocean currents. The typology of the SOM nodes was organized based on the dominant oceanic mean state present. For a particular node (i, j), along the i direction, it was found that the dominant ocean current off eastern Tasmania tends to change from the northward Zeehan Current to the southward EAC Extension, and the temperature anomalies tend to increase; along the j direction, the ocean circulation reveals a tendency for stronger (weaker) northward (southward) currents and the temperature anomalies tend to increase too. Nodes located in the four corners represent the most extreme oceanic patterns.


[image: Figure 4]
FIGURE 4
 The mean oceanic states in each node. Colors (arrows) indicate the temporally averaged temperature (current) anomalies across all eddies in this node.


The SOM typology of the proportion of MHW days off eastern Tasmania is well organized with some clear features (Figure 5). As i increases, the percentage of MHW days in Node (i, j) tends to increase strongly; as j increases, the percentage of MHW days also tends to increase, though much weaker and some exceptions are observed [e.g., Node (3, 1) to Node (3, 2)]. It should be noted that only three percentage patterns [Nodes (3, j), where j ranges from 1 to 3] are generally larger than the climatological proportion of MHW days, which is approximately 10 percent due to the statistical definition, while the proportional distributions in other nodes were either generally lower than the climatological proportion [Nodes (1, j) where j ranges from 1 to 3] or only show large proportions in coastal regions off southeast Tasmania [Node (2, 3)]. These node patterns, exhibiting a relatively low proportion of MHW days, were accompanied by the dominance of the northward Zeehan Current, the exception being Node (2, 1) (Figure 4). Some nodes [e.g., Node (3, 1) and Node (3, 2)] have a relatively low proportion of MHW days nearer to the coast across the southern portion of Tasmania's eastern shelf and a relatively high proportion of MHW days in the remaining parts of the domain, while other nodes [e.g., Node (2, 3) and Node (3, 3)] demonstrate opposite patterns. It is notable that the southeast coastal region off Tasmania shows generally opposite proportion patterns to the rest of the domain [obvious in Node (2, 3), nodes (i = 3, j = 1, 2, 3)], demonstrating distinct regional responses to eddy activity in the southern Tasman Sea compared with rest of the domain.
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FIGURE 5
 The proportion of MHW days in each node. Colours indicate the proportion of MHW days across all eddies in this node.


Figure 6 shows the distribution of tracked eddies for each node. Here, eddies in each node are expressed as dots with dot size indicating the mean size of each eddy during its lifetime, color intensity indicating their mean amplitude (cm) during the lifetime of each eddy, and the basic color indicating the type of eddy (red for anticyclonic eddy and blue for cyclonic eddy). The eddies are identifiable based on their mean locations during their lifetimes. In this typology, the structure of the nodes is generally organized following the change of i. In nodes (i = 1, j = 1, 2, 3), a large number of small eddies with relatively low amplitude, consisting of both anticyclonic and cyclonic eddies with similar numbers and spatial distributions, cover large proportions of the southern Tasman Sea. In nodes (i = 2, j = 1, 2, 3), the sea surface of the southern Tasman Sea is characterized by rare eddies with inhomogeneous metrics, elucidated by eddies with relatively large amplitude and large size located off northeast Tasmania and relatively weak eddies observed in other locations. In nodes (i = 3, j = 1, 2, 3), the southern Tasman Sea is covered by a modest number of eddies, consisting of both anticyclonic and cyclonic eddies, with strong anticyclonic eddies occurring off northeast Tasmania. It should be noted that nearly all (6 in 7) extreme anticyclonic eddies, whose amplitudes and sizes are larger than the 95 th percentile of all tracked anticyclonic eddies, are located in nodes (i = 3, j = 1, 2, 3) off northeast Tasmania. The details of each node in the SOM are summarized in Appendix. It is notable that the strong anticyclonic eddies off northeast Tasmania and relatively high proportion of MHW days in the southern domain reveal that the geographical locations of strong anticyclonic eddies and high MHW exposures do not crucially match each other in Node (3, 3). This may be because local drivers of MHWs include not only advection, which are related with eddies here, but also atmospheric forcings (Holbrook et al., 2019). Eddy-induced advection, as one potential source of advective heat transfers, can only generate parts of MHWs off eastern Tasmania (e.g., Behrens et al., 2019), which could be an explanation for the mismatch. In spite of this, the 3 × 3 SOM typology provides a visualization of the links between MHWs off eastern Tasmania and eddies in the Tasman Sea, and demonstrates that the distribution of strong anticyclonic eddies off northeast Tasmania can influence MHW generation in the ETAS domain.


[image: Figure 6]
FIGURE 6
 Eddy distribution in each node. Each eddy is indicated as a dot with colour intensity revealing its mean amplitude (cm) during its lifetime, the size of each dot is proportional to the mean eddy size during the lifetime, and the basic color of each number indicates the intensity of this eddy, where red (blue) stands for anticyclonic (cyclonic) eddies.


We applied a heat budget analysis to quantify the contribution to temperature increases associated with eddies in Node (3, 1) and Node (3, 3), since an anomalously high proportion of MHW days was found in the corresponding nodes [Nodes (3, 1) and (3, 3) in Figure 5]. We calculated RateV, AdvV and QV at each time step, and then averaged them across all tracked eddies in these two nodes, after removing the seasonal climate variability. Following this, the total temperature tendency (RateV) and substantive contributing terms (AdvV and QV) were quantified; these are shown in Figure 7. When strong and large eddies exist in the southern Tasman Sea [conditions in Nodes (3, 1) and (3, 3)], the horizontal advection generally represents a dominant proportion of the contribution to depth-averaged temperature change of the upper ocean. In the two nodes, the positive part of the upper ocean temperature tendency is mostly attributed to the horizontal advection, especially in the southern part of the ETAS domain. Considering significant southward current anomalies and the anomalously high proportion of MHW days in the two nodes, it reveals that strong eddies with large size and intensity tend to contribute to the horizontal advection, contributing to the heat transfer during the development of MHW events. This could also be revealed by the strong negative effects of QV over the ETAS domain in Node (3, 3) that is compensated by highly positive AdvV there.
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FIGURE 7
 Outputs from the heat budget analysis. Averaged total change rate anomaly (°C/day) in (A) Node (3, 1) and (E) Node (3, 3). Averaged change rate anomaly (°C/day) due to surface heat flux in (B) Node (3, 1) and (F) Node (3, 3). Averaged change rate anomaly (°C/day) due to advection in (C) Node (3, 1) and (G) Node (3, 3). Averaged change rate anomaly (°C/day) due to residuals in (D) Node (3, 1) and (H) Node (3, 3).


The oceanic states (Figure 4), MHW states (Figure 5) and eddy distributions (Figure 6) in each node are tightly connected. In nodes (i = 3, j = 1, 2, 3), the region off eastern Tasmania is characterized by positive temperature anomalies and southward current anomalies, corresponding to the influence of the EAC Extension. In these nodes, the strong anticyclonic eddies off northeast Tasmania are seen as intensified southward transports into the ETAS region by the EAC Extension. We next endeavor to model this eddy-MHW relationship as a mechanistic source of potential predictability for MHWs off Tasmania.



Predictive model

In the previous section, we have shown that the surface circulation patterns, especially the eddy distribution in the Tasman Sea, could be a significant contributor to the occurrences of MHWs off southeast Tasmania. Here, we identify the lead-lag relationship between SSHA in the southern Tasman Sea (associated with the mesoscale eddy field) and MHWs off eastern Tasmania with a view to develop a statistical forecast model of MHWs for this region. Specifically, we propose a statistical model to predict MHWs off eastern Tasmania based on the SOMs and classification methods. The architecture of the model is shown in Figure 8. The model uses SSHA to train the SOMs, which subsequently cluster each time point into multiple nodes. With a lag time of k days, proportions of MHW exposures in a particular season are determined in each node, as a proxy for MHW probabilities. A classifier is trained using the clustered SSHA, to label new input data into a particular SOM node, and subsequently determines its corresponding MHW probability; the existence of a MHW in a particular spatiotemporal grid is determined if the MHW probability is larger than a specific threshold, which is determined by the F-test. The details of this model are presented in the Appendix.


[image: Figure 8]
FIGURE 8
 The architecture of the model. (1) SSHA are used to train the SOM, clustering each time point into a particular node. With a lag k days, the probability of MHW existence in a particular spatiotemporal grid is determined using the proportion of MHW exposures in each season for a particular SOM node. (2) A classifier (SOM/Naïve Bayes/Linear Support Vector Machine) is trained taking SSHA as inputs to (3) label new input SSHA into a particular SOM node, and the existence of MHW is determined if its corresponding probability is above the threshold determined by F – measure.




Model implementation

Our model implementation uses the following protocol:

We present two case studies to evaluate the model. For each case, the spatial training data Dtr and spatial validation (test) data Dte were determined. In Case 1, we use SSHA and ζ(x, y, t) from 1994–2011 as training data and use the same properties from 2012–2014 as testing data. In Case 2, we randomly chose data with a length of three leap years (3 × 366 = 1098 days) as testing data and use the remaining data as training data. It should be noted that data during 2015–2016 are not included in either training or testing to avoid the potential overfitting caused by the unprecedented long–lasting MHW during this period (Oliver et al., 2017). Case 1 is presented to show the feasibility of this model under the condition that training and testing data are temporally consecutive and includes an upward trend. Case 2 demonstrates the general prediction of this model under the assumption that training and testing data follow similar distributions. This is confirmed by the annual mean MHW days in each case presented in Figure 9. In Case 1, the annual mean MHW days in the south of the domain increase significantly in the testing data compared to the training data, while the difference between training and testing data is relatively insignificant in Case 2. This result is consistent with previous results evaluating the MHW simulation in the ETAS model (Oliver et al., 2018), which shows the total MHW days in the southern domain increasing to ~120 days/year after 2011, while the mean remains below 40 days/year (Figure 2 in Oliver et al., 2018). It should be noted we use MHWs detected from raw SST data rather than detrended SST to show the overall predictability of MHWs including for nonstationary data. Hence, comparing results from Case 1 and Case 2 show that the predictive model is suitable for both conditions.
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FIGURE 9
 The MHW days/year in training and testing data in each case. (A–C) separately indicate the MHW days/year in training data (1994–2011), MHW days/year in testing data (2012–2014), and the difference between training and testing data (A,B) in Case1. (D–F) separately indicate the MHW days/year in training data, MHW days/year in testing data (randomly selected time points equal to 3 leap years, 1098 days), and the difference between training and testing data (D,E) in Case 2.


For each case, a Leave-One-Out Cross-Validation (LOOCV) approach (Wong, 2015) is applied to the training data Dtr to determine the skill of this model. To achieve this, we randomly split Dtr into 10 subsets, while every subset has approximately the same size. We use 9 subsets as training data and predict the 10th. We select each of the subsets in turn as the predictand and train with the other 9. For each case we get 10 model outputs, while each corresponds to a particular subset of testing data. Then, for each case, these 10 model outputs are collected to form a full output with the same length as the training data. This process is repeated with a different lag, k, ranging from 1 to 240 days, and the predicted outputs are evaluated against observations through the cross-validation.

To estimate the skilful prediction range of this model, we compute the maximum lag k for which the model meets a suitable forecast skill score evaluation. In this case, the maximum acceptable lag k is determined as the lag corresponding to the condition that the generated model outputs have a 50 percent chance of correctly predicting a MHW day, indicating that lags longer than k do not provide superior prediction skill than a true – or - false guess (Chen et al., 2021; Silini et al., 2021). The true positive rate (TPR), also known as recall or sensitivity, is utilized to determine the prediction range in this instance. The TPR is expressed as: [image: image], where TP and FN indicate the number of True Positive and False Negative predictions respectively. The TPR has been applied previously to examine the subseasonal forecast skill of MHWs in a climate model (Benthuysen et al., 2021).

The prediction range is determined by finding the maximum lead k that satisfies the TPR corresponding to the condition that our model has 50% probability of providing a correct positive forecast. Figure 10 depicts the estimated range for model prediction. As expected, the TPR for the two cases tends to decrease with increasing lead k, indicating that the model prediction skill of MHWs declines as the lead time increases. The TPR reaches 50% between 7 and 14 days after initiation. Therefore, we conclude that the MHW prediction range of this model is potentially useful at lead times of up to 7 days (1 week). The local peak indicates that the model recovers a portion of its forecasting skill on a monthly time scale, which corresponds to the general eddy lifetime (10–100 days; Faghmous et al., 2015). It is notable that the 50% TPR is still much better than a random guess (TPR ~ 10%) for MHWs, which occur on average 10% of the time.
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FIGURE 10
 Spatially averaged TPR with different combinations of cases and cluster algorithms. The 50% threshold is indicated by the dashed grey line at 0.5.




Model hindcasts

Figure 11 shows the predicted annual number of MHW days for each experiment. The model predictions generally capture the proportion of MHWs, with biases varying across the different experiments. In experiments implemented in Case 1, the model forecast shows a general underestimation in regions to the south of the Tasman Peninsula, ranging from 0–80 days/year, and an overestimation in regions to the north of the Tasman Peninsula, ranging from 0–80 days/year. In experiments implemented in Case 2, the model prediction shows general underestimations in all domains off eastern Tasmania, ranging from 0–20 days/year. Model predictions show similar results in experiments with different cluster algorithms, implying that this model adapts well to various cluster methods.
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FIGURE 11. (A–N) Model predicted annual MHW days and their difference between test data in each experiment. Test data are labelled as “Test”, predicted annual MHW days are labelled by corresponding cluster method (“SOM”, “NB”, “SVM”), and the differences between test data and prediction are labelled as “Test-cluster method” (“Test-SOM”, “Test-NB”, “Test-SVM”).


In Figure 10, we demonstrated that the model had a 50% chance of accurately predicting MHW events in 7 leading days. However, it is also important to determine how many positive predictions correspond to actual MHW events in the given forecast scale. The precision (fraction of true positive cases among all positive predictions) of each experimental forecast of the number of MHW days is shown in Figure 12. We find that the model has high precision for forecasts of the number of MHW days that occur south of the Tasman Peninsula and low precision for forecasts of MHW days north of the Tasman Peninsula, when they are combined with different cluster methods. In experiments associated with Case1, the spatial mean precision over the whole domain is ~ 0.5, with greatest precision located off southeast Tasmania, and in particular closer to the coast. To the south of the Tasman Peninsula, the spatial mean precision is ~ 0.75, while in the north part of the domain, it is only ~ 0.35. In experiments associated with Case 2, the spatial mean precision over the whole domain is ~ 0.6, with greatest precision near to the coast off southeast Tasmania. In the southern region of the domain, the spatial mean precision is ~ 0.75, while in the north it is ~ 0.5. Compared to experiments associated with Case 1, the Case 2 experiments show smaller spatial standard deviation (indicated by ‘std' labeled in the title of each panel in Figure 12). It is somewhat surprising that the model performs better in the southern domain, whereas large and intense eddies are distributed further north in the Tasman Sea. Eventually, the MHW predictability associated with the distribution of eddies is established through eddy–induced advection. As a result, the high/low precision off southeast/northeast Tasmania reflects eddy-induced advection shifts, which may or may not match the nearby eddy placements. Climatologically, the waters off eastern Tasmania are dominated by the influence of two boundary circulation systems – the EAC Extension from the north and the Zeehan Current from the south. In summer, the EAC Extension pushes further south, whereas in winter, the Zeehan Current plays a stronger role (Oliver et al., 2016). More MHWs can be observed when the ETAS domain is dominated by the influence of an anomalously strong southward flow, indicating an enhancement of the EAC Extension and its associated eddy field.
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FIGURE 12
 Spatial precision in each experiment. Each panel is labelled as “CaseN+cluster method”, in which N corresponds to 1 or 2, and cluster method corresponds to SOM, NB, or SVM. The spatial mean and standard deviation are also labelled in the title of each panel.




Potential mechanisms

After verifying that the model has acceptable prediction skill with lead times of up to 7 days, forecast results from the six experiments were collected and the oceanic properties (SSTA, horizontal current anomaly, SSHA) were averaged across all true positive and false negative observations (Figure 13). Generally, when the model correctly predicts a MHW day, the SST off eastern Tasmania is anomalously high and the oceanic circulation in this region is dominated by a southward current anomaly, corresponding to an intensified EAC Extension. At the same time, the eddy feature in the southern Tasman Sea is relatively significant, especially off northeast Tasmania, which is generally characterized by anticyclonic eddies (Figure 13B). When this model incorrectly predicts a MHW day, the ocean surface off eastern Tasmania is dominated by relatively weak warming, accompanied by noisy, less organized oceanic circulation (Figure 13C). In this condition, there is no clear characteristic spatial pattern in the Tasman Sea that explains sufficient variance of MHWs. It should be noted that the SSTA and SSHA associated with the MHWs shown here are typically lower than those shown in OL18, which could be due to the different time periods examined (1994–2016 for OL18 and 1994–2014 here). In particular, the present study excludes the extreme and unprecedented Tasman Sea MHW of 2015/16 (Oliver et al., 2017).
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FIGURE 13
 Mean states off eastern Tasmania and in the southern Tasman Sea across true positive and false negative predictions collected from all six experiments. (A) The SSTA (°C) and horizontal current anomaly (m/s) off eastern Tasmania averaged across all true positive forecasts. (B) The SSHA (m) and horizontal current anomaly (m/s) in the southern Tasman Sea averaged across all true positive forecasts. (C) The SSTA (°C) and horizontal current anomaly (m/s) off eastern Tasmania averaged across all false negative forecasts. (D) The SSHA (m) and horizontal current anomaly (m/s) in the southern Tasman Sea averaged across all false negative forecasts.


To determine the mechanism causing the MHW temperature tendency in true positive and false negative forecasts, a heat budget analysis was performed on the BRAN3 data from 1 January 1994–31 August 2016, with RateV, AdvV and QV estimated in days during this period. After removing the seasonally varying climatology, these three spatial change rate anomalies were separately averaged across all true positive and false negative forecasts collected from all six experiments (Figure 14). Generally, when this model tends to correctly predict a MHW day with a lead time of 7 days, the positive part of the change rate of the upper ocean temperature in the southern domain, where this model has relatively good performance (Figure 14), is mostly contributed by advection, while the northern domain shows the opposite pattern. On the other hand, when the model tends to fail to predict a MHW day with lead time of 7 days, the positive part of the change rate in the northern domain is dominated by the surface heat flux, but the role of advection in the southern domain is not as obvious as that shown in Figure 8C. Generally, when the model tends to correctly predict a MHW day, the southward current anomaly in the ETAS domain is clear and significant, accompanied by anticyclonic eddies located in the regions off northeast Tasmania. These MHWs are generally dominated by oceanic current advection revealed by the heat budget analysis. Overall, the model tends to show good skill in correctly predicting MHWs caused by intense southward advection. It should be noted that the heat budget does not converge well in the True Positive (TP) experiments, shown by negative anomaly residuals over the ETAS domain (Figure 14D). However, considering the residual patterns are clearly lower than others (RateV, AdvV and QV), this bias should not affect the main conclusion addressed in this study.
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FIGURE 14
 Results from the heat budget analysis. (A) Total change rate anomaly (°C/day) averaged across all true positive forecasts. (B) Change rate anomaly (°C/day) due to surface heat flux averaged all true positive forecasts. (C) Change rate anomaly (°C/day) due to advection averaged across all true positive forecasts. (D) Change rate anomaly (°C/day) due to residuals across all true positive forecasts. (E) Total change rate anomaly (°C/day) averaged across all false negative forecasts. (F) Change rate (°C/day) due to surface heat flux averaged all false negative forecasts. (G) Change rate anomaly (°C/day) due to advection averaged across all false negative forecasts. (H) Change rate anomaly (°C/day) due to residuals across all false negative forecasts.





Discussion and conclusions


Eddy contributions to MHWs off eastern Tasmania

This study has demonstrated that the southern Tasman Sea eddy distribution can be a useful predictor of ocean advective-type MHW occurrence off eastern Tasmania up to 7 days in advance. Our findings indicate that the distribution of eddies with greater amplitude and larger size off northeast Tasmania can influence the generation of substantive MHWs off eastern and southeast Tasmania associated with anomalous southward current anomalies. Specifically, we contend that the physical connection between MHWs in the southern region and eddies coming from the north is due to the imprint of the warm water transport by the mesoscale eddy distribution, including around and between the eddies, as they track into and influence the zone. These advective-type MHWs account for about 50% of all MHWs recorded in this region (Li et al., 2020). As a region of significant eddy activity associated with the western boundary current extension (EAC Extension), the western Tasman Sea region off eastern Tasmania is characterized by a high proportion of anticyclonic eddies (Figure 2) that transport positive temperature anomalies southward (e.g., Oliver et al., 2015) proximal to the Eastern Tasmania (ETAS) model domain. A self-organizing map (SOM) of size (3, 3) was applied to the oceanic states (anomalies of SST and ocean currents) during each tracked eddy, and the resulting oceanic mean states (Figure 4), percent of MHW days (Figure 5), and eddy distribution (Figure 6) were generated in each SOM node. Our findings indicate that relatively high positive temperature anomalies combined with southward current anomalies off eastern Tasmania tend to be accompanied by SOM nodes corresponding to a higher proportion of MHW days compared to climatology, and by extremely strong (intense and wide) eddies off northeast Tasmania. A heat budget analysis revealed that increased southward ocean advection, which corresponds to a more intense EAC Extension, significantly contributes to the average temperature increase in these nodes, and that this is the primary contributor to these advective-type MHWs captured in these nodes – which is consistent with previous research using other techniques. However, the present study additionally demonstrates that the co-occurrence of a high proportion of MHW days and the distribution of intense and substantive mesoscale eddies off northeast Tasmania that are associated with an overall enhancement of the southward flow can act as a source for the development of MHWs along Tasmania's eastern shelf within the subsequent 7 days.

MHWs contributed by anomalously strong southward transports in the EAC Extension have been recognized in previous studies (Oliver et al., 2017, 2018; Li et al., 2020), and our results suggest that intense and wide eddies could be potential contributors. Given that recent dynamically downscaled climate change projections indicate that eddy activity may increase in the Tasman Sea (Matear et al., 2013), it is reasonable to deduce that MHWs induced by eddies are likely to be more frequent in the future. The development of eddy–resolving ocean models provides greater potential to better model and predict eddy activity in both climatology and variability, and as such resulting in better representation of MHWs at the regional scales (Pilo et al., 2019), which is likely to benefit MHW prediction in this eastern Tasmania region.



Statistical model to predict MHWs off eastern Tasmania

Motivated by the eddies' influence on the generation of MHWs, we have developed a statistical model using a combination of self-organizing maps (SOMs) and other classification methods. The model uses cluster and classification methods to find the non-linear connection between SSH in the southern Tasman Sea and MHWs off eastern Tasmania. We found that not all domains of ETAS have a tight connection with sea surface heights in the southern Tasman Sea; only advective-type MHWs in the southern domain are likely to be skilfully forecasted using these statistical approaches based on sea surface heights in the southern Tasman Sea. When the model skilfully predicts a MHW occurrence (on a particular day), the ETAS domain tends to be dominated by a southward current anomaly, accompanied by a configuration of eddies distributed off northeast Tasmania. The rate of change of the mixed layer temperature (temperature tendency) during these predicted MHW days in the southern ETAS domain, where the MHW events can be accurately predicted, is positively contributed by advection, corresponding to the southward current anomalies in the EAC Extension. This indicates that the model has practical skill in capturing MHWs due to increased southward transports from a more intense EAC Extension and that these MHWs are effectively predictable from SSHA in the Tasman Sea.

How the gradients of sea surface heights in the southern Tasman Sea dynamically induce MHWs off eastern Tasmania is currently being explored. We have determined that eddies in the southern Tasman Sea influence the patterns of MHWs in the ETAS domain and strong anticyclonic eddies can potentially develop MHWs in this region. Further, strong eddies off northeast Tasmania can transport warm water southward into the ETAS domain, with the potential to develop MHWs there. This complements previous research on the importance of upper ocean heat content and westward propagating oceanic Rossby waves on Tasman Sea MHWs (Behrens et al., 2019; Li et al., 2020, 2022). Collectively, these studies show that MHWs off eastern Tasmania are potentially predictable, from oceanic processes, on multiple time scales ranging from multi–year (shown in previous studies) to several days (as shown here).

The varying performance of the model in the southern (good) and northern (weak) domains reveal spatial variability of MHW responses to sea surface height distributions in the Tasman Sea. The boundary current confluence is influenced most strongly by the EAC Extension pushing south in summer and the Zeehan Current pushing north in winter (Figure 1B; Oliver et al., 2016). When MHWs occur due to advection, the intensified EAC Extension dominates (Oliver and Holbrook, 2018; Li et al., 2020), inducing the shift of the dominant circulation (from northward Zeehan Current to southward EAC). This feature makes the southern ETAS domain more responsive to the enhanced southward current anomaly in the EAC Extension, and better prediction skill.

Limitations of this model are as follows. First, this model is only useful to predict MHWs caused by anomalous oceanic advection and is not designed to predict MHWs associated with anomalous surface heat fluxes. Second, the model is configured for Tasmania's eastern shelf, where anomalous oceanic advection explains about 50% of all MHW events in the region (under the influence of poleward western boundary current transport variations; Li et al., 2020) – the model design may well be much less successfully applied elsewhere if other factors are more important. Finally, the spatial resolution of the data used may be important since it can affect the number of covariates in the model and subsequently influence the prediction results.

Two modifications may contribute to model improvement in the future:

• Adding atmospheric “forcing” considerations – including air-sea heat fluxes within the domain and/or possibly tracking atmospheric temperature anomalies from elsewhere into the domain; and/or

• Individually choosing covariates besides sea surface height for each grid cell across the domain which could be done by testing the statistical significance of the coherence between MHW time series at each grid point (or cell) and the particular covariates.
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Appendix

The self-organizing map (SOM) approach can be described as a two-layer neural network, which is a combination of an n dimensional input layer (corresponding to data with n variables) and an m dimensional output layer. The size m of the output layer is typically set by researchers, and the means to choose a suitable m is then described in the following contents. In the SOM algorithm, every output node i is connected to each input node by a particular weighting vector ωi. When the training of the SOM starts, every output node is randomly assigned an initial weighting vector. Some statistical procedure could contribute to choose a suitable initial guess, such as principal component analysis (Williams et al., 2014; Oliver et al., 2018). A brief introduction to the SOM algorithm is provided in Appendix Section The SOM training algorithm.

The primary step in executing the SOM is to determine the size of the SOM (Gibson et al., 2016). Importantly, it is not only necessary to reduce the dimension of the data, but also to retain the spatiotemporal variability of the raw data as completely as possible. Several potential methods have been used in previous research, such as determining the significantly distinct groups (Williams et al., 2014; Oliver et al., 2018) and obtaining large amounts of clusters based on the length of the dataset (Vesanto et al., 2000). Here, we use the proportion of the within sum of squares (WSS) with respect to the total sum of squares (TSS), i.e., WSS/TSS, which is the sum of WSS and the between sum of squares (BSS), to determine the size of the SOM. WSS, BSS and TSS are determined as follows:
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where NC is the number of clusters, Ci is the ith cluster, ∥Ci∥ is the number of objects in the ith cluster, x is the object, [image: image] is the sample mean and [image: image] is the sample mean located in the ith cluster. Generally, WSS is a measure of compactness, while BSS is a measure of separation. Therefore, a good cluster algorithm should have a relatively small WSS/TSS. However, as the number of cluster groups (map size) increases, WSS/TSS should tend to decrease (Hartigan and Wong, 1979). Therefore, a selection of the number of cluster groups which induce WSS/TSS to start to decrease slowly is required (Martin and Maes, 1979). But this approach may not ensure dissimilarity between different groups. An acceptable way to account for this is to use an analysis of similarity, such as a simple t-test, to ensure that different groups are significantly distinct (Schlegel et al., 2017). Consequently, determining the number of cluster groups is achieved by firstly obtaining the number of clusters based on the change of the WSS/TSS ratio, and then executing an analysis of similarity to ensure distinction between the different groups.


The SOM training algorithm

The most computationally efficient algorithm to train the SOM is the batch algorithm (Vesanto et al., 2000). To execute the algorithm, each observation xk (k ranges from 1 to n) in some input data x is compared with every weighting vector ωi (i ranges from 1 to m) and the output node with least Euclidean distance is chosen as the Best Matching Unit (BMU; Liu et al., 2006). The choice of the BMU for observation k in the input data x could be expressed as:

[image: image]

where ck is the BMU for observation k in input data x. After that, every observation in the input data is connected to a corresponding output node, so input data x is summarized into m groups, corresponding to m output nodes. Then, the weighting vector ωi is updated following the rule:
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where [image: image] is the mean of the nj observations located in output node j, and hij(t) is the value of the neighborhood function for output node j when the function is centered in the output node i. The generally used neighborhood function is a Gaussian function which can be described as:
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where dij is the Euclidean distance between the output node i and output node j, and σt is the neighborhood radius which should decrease linearly with the increase of time t.

During every step of the iterative process, the weighting vector ωi is updated following the algorithm described above until ωi(t+1) = ωi(t). The final weighting vector [image: image] for each output node is defined as a codebook vector, which could be used to summarize the general pattern and variability of the input data. The cluster result for observation xk in the input data x is determined by:
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where Ck ranges from 1 to M.

The algorithm described above is the batch algorithm, which is recognized as the most efficient algorithm to train the SOM (Vesanto et al., 2000). Other algorithms are available, such as the sequential version of the SOM algorithm. However, this algorithm is relatively inefficient due to the fact that weighting vectors are updated separately during every iterative process. Typically, the batch algorithm is the most acceptable algorithm to train the SOM.



Model details
 
Obtaining the seasonal probability patterns

A particular dataset of historical SSHA(x, y, t), where x, y and t separately indicate horizontal locations and time, is transferred to a data frame SSHA(t, v), where v indicates the location in the domain (that is, x and y have been flattened into a single spatial variable). Then, a SOM with map size (m, n), where m × n = K, is applied to this data frame, dividing the data frame into multiple groups along the t direction based on the variable v. The map size (m, n) is determined by finding the corresponding map size where the first difference of WSS/TSS becomes smaller than 0.01. For a particular node p, the SSHA located in that node is determined as SSHAp (tp, v), where tp indicates the time points located in node p. After that, for a particular grid (x, y) in the domain of ETAS, the binary time series ζ (x, y, t) is firstly transformed to ζk (x, y, t) by a suitable lag k, and then separated into K ζkp (x, y, tp) corresponding to SSHAp (tp, v) in each node. Subsequently, the seasonal probability patterns, i.e. the proportion of ζkp(x, y, tp) = 1 at each grid point (x, y), is calculated for each node. Seasons here are determined as austral Spring = SON, Summer = DJF, Autumn = MAM, Winter = JJA (following the definition given by the Australian Bureau of Meteorology http://www.bom.gov.au/climate/glossary/seasons.shtml). Finally, we obtained 4 (number of seasons) × K (number of nodes) lagged probability patterns of MHWs in the ETAS domain. Here, we consider the seasonal variability of MHWs, hence the probability pattern is calculated seasonally for each node, since monthly (corresponding to 12 × K probability patterns) or daily (corresponding to 366 × K probability patterns) variability may cause overfitting due to the relatively short length of our records (about 20 years; Tetko et al., 1995; Zhang, 2003).



Training the classifier

Through the processing described in the previous section, every time point of the SSHA in the southern Tasman Sea is labeled into a particular node. These labeled data are collected and used to train a classifier following a particular algorithm (see below) to label new input data. It should be noted that the SOM could be treated as a classification algorithm, due to the fact that it can label new input data into different nodes directly based on its Euclidean distance to each codebook vector. Here, we use a fitted SOM as one of our classification methods. Additionally, we also try two other classification which are Naive Bayes (NB; Webb et al., 2010) and linear Support Vector Machine (SVM; Suthaharan, 2016) to test the adaptation of this model to various classification methods.



Predicting input data

After training the classifier, we used it to label new input data into a particular SOM node. Then, based on the determined node and its located season, we could determine the corresponding lagged probability pattern of these input data.



Transferring probability patterns to binary patterns

Considering a general predictive problem in the binary classification algorithm, the following statements could be determined. For input vector (mi, ni) [mi is a vector and niis the class (0 or 1)], a binary (true or false) classification algorithm would return a probability ϕ revealing the certainty that the input is determined as a true class. Based on a threshold μ, ϕμ could be used to determine the class of the input data mi following the rule ϕμ(mi) = 1 if ϕ(mi) > μ and ϕμ(mi) = 0 otherwise. Based on this process, there are four possible conditions for any input data (mi, ni): true positive (TP), indicating the condition that ni = 1 and ϕμ(mi) = 1; false positive (FP), indicating the condition that ni = 0 and ϕμ(mi) = 1; true negative (TN), indicating the condition that ni = 0 and ϕμ(mi) = 0; and false negative (FN), indicating the condition that ni = 1 and ϕμ(mi) = 0. Based on these four conditions, a set of statistics could be calculated: True Positive Rate, [image: image], which is also known as Recall or Sensitivity; False Positive Rate, [image: image]; Precision, [image: image]; and Specificity, [image: image].

The probability patterns determined in the previous section cannot be used directly in binary predicting problems unless they are transferred into binary patterns based on a particular threshold μ, as shown above. In transferring each probability pattern to a binary pattern, the primary step is to set the threshold for a probability time series in each grid of the probability pattern. There are various criteria to set the threshold, such as the F-measure . The traditional F-measure (F1 score) is the harmonic mean of Precision and Recall, which could be expressed as:

[image: image]

F1 ranges from 0 to 1 and a larger F1 indicates a better performance of the algorithm under the chosen threshold. F1 is used here to determine the threshold since it could provide the optimal prediction in the current study compared to other methods, including Youden's J statistics (Youden, 1950) and its developed versions (Fawcett, 2006; Perkins and Schisterman, 2006; Robin et al., 2011).




The details of the (3,3) SOM nodes

The details of each node in the SOM (Section Connections between eddies and MHWs) are summarized here.

Node (1, 1): Taking a relatively large proportion (17.83 %) of all tracked long-lived eddies, Node (1, 1) identifies 42 anticyclonic eddies and 32 cyclonic eddies. In this node, the ocean off eastern Tasmania is generally dominated by negative SSTA and relatively weak northward current anomalies. There are less MHW days in the domain of ETAS, which is dramatically lower than climatology (~10%). Eddies in this node are homogeneously distributed in the southern Tasman Sea, surrounding the east coast of Tasmania. Despite several strong (high amplitude and large size) anticyclonic eddies off northeast Tasmania, this node is generally characterized by eddies with relatively low amplitude and small size.

Node (2, 1): takes a relatively low proportion (6.02%) of all tracked long-lived eddies, consisting of 16 anticyclonic eddies and 9 cyclonic eddies. The oceanic states are generally dominated by weakly negative temperature anomalies, accompanied by southward current anomalies. The proportion of MHW days is significantly larger than shown in Node (1, 1), but still lower than climatology. The distribution of eddies in this node is relatively sparse, characterized by eddies with small size and weak amplitude.

Node (3, 1): contains the largest proportion (18.80%) of all tracked long-lived eddies, consisting of 45 anticyclonic eddies and 33 cyclonic eddies. The oceanic state off eastern Tasmania is generally characterized by positive temperature anomalies, accompanied by the dominance of southward current anomalies. The proportion of MHW days is generally larger than climatology, but there is spatial variability shown by the opposite patterns separately existing along the southeast coast of Tasmania. Eddies surround the east coast of Tasmania, including several significant strong anticyclonic eddies off northeast Tasmania and a strong anticyclonic eddy off southeast Tasmania.

Node (1, 2): takes a relatively low percentage (11.08%) of all tracked long-lived eddies, consisting of 28 anticyclonic eddies and 18 cyclonic eddies. In this node, the dominance of strong southward current anomalies exists in the ETAS domain, accompanied by negative SSTA off eastern Tasmania. There are also less MHW days in the ETAS domain with respect to climatology. In this node, eddies surround the east coast of Tasmania, and most anticyclonic eddies are located off northeast Tasmania. This node is generally characterized by eddies with relatively low amplitude and small size, with several exceptions off northeast Tasmania.

Node (2, 2): takes the least proportion (4.82%) of all tracked long-lived eddies, including 11 anticyclonic eddies and 9 cyclonic eddies. The oceanic states are generally dominated by weakly positive temperature anomalies and northward current anomalies. The proportion of MHW days is ~0.05, with higher proportions off northeast Tasmania and relatively lower proportions in the region around the southeast of the ETAS domain. Several strong anticyclonic eddies exist off northeast Tasmania, characterized by large size and strong amplitude.

Node (3, 2): takes a small proportion (7.47%) of all tracked long-lived eddies, including 22 anticyclonic eddies and 9 cyclonic eddies. The oceanic states are generally dominated by positive temperature anomalies and southward current anomalies. The proportion of MHW days is generally larger than climatology, except regions on the southeast coast of Tasmania show opposite patterns. Extremely strong anticyclonic eddies are located off northeast Tasmania, accompanied by other eddies evenly distributed across the southern Tasman Sea.

Node (1, 3): takes a relatively large proportion (15.42%) of all tracked long-lived eddies, containing 42 anticyclonic eddies and 22 cyclonic eddies. The oceanic state is dominated by negative temperature anomalies and southward current anomalies. The proportion of MHW days is generally lower than climatology. Eddies are mostly located in the open sea or off southeast Tasmania, consisting of relatively weak eddies.

Node (2, 3): takes a small proportion (5.30%) of all tracked long-lived eddies and consists of 12 anticyclonic eddies and 10 cyclonic eddies. Oceanic states are generally dominated by positive temperature anomalies, accompanied with northward current anomalies. The proportion of MHW days in this region is generally lower than climatology, except on the southeast coast of Tasmania. A strong anticyclonic eddy is located off northeast Tasmania in this node.

Node (3, 3): takes a relatively large proportion (13.25%) of tracked eddies and contains 39 anticyclonic eddies and 16 cyclonic eddies. The oceanic states are generally dominated by strong positive temperature anomalies, accompanied by general southward current anomalies. The proportion of MHW days is significantly larger than climatology, especially off the southeast coast of Tasmania. The distribution of eddies is characterized by several extremely strong anticyclonic eddies off northeast Tasmania, accompanied by many small eddies surrounding the east coast of Tasmania
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The recent large-scale intensification of marine heatwaves, and other climate-related stressors, has dramatically impacted biogenic habitats around the globe, including marine ecosystems such as coral reefs, seagrasses, and kelp forests. While the impacts to foundation species may be of particular concern, these ecological catastrophes underscore the need to examine how whole systems respond to a suite of stressors. The recent climate-driven collapse of the bull kelp forest and recreational red abalone fishery in northern California provides an example of unanticipated ripple and lagged effects in the system, intensifying vulnerabilities and accelerating population and fishery collapse. For this case study, we examined 15 years (2003–2018) of biological survey data on the bull kelp forest ecosystem—before, during, and after an extreme climate event. We document the interactions and complexity of impacts over time, as well as the resulting increased vulnerability of red abalone to additional anthropogenic, biological, and environmental stressors. We observed progressively stronger population-level responses of the red abalone to the marine heatwave and the regional loss of kelp, driving the movement of adults and juveniles in search of food. As food remained scarce, we documented the loss of productivity with diminished gonad and body condition, the absence of larval or newly-settled abalone, mass mortalities, and shoreward shifts in depth distributions. With 40% of the population dead or dying, juvenile and trophy-sized abalone abandoning cryptic habitats, the shift in the distribution to shallower depths increased the vulnerability of red abalone to the fishery. Other anthropogenic, biological, and climate-related stressors that disproportionately impact shallow habitats are now a growing concern for the survivors. For red abalone, previously unanticipated cascading risks include increased wave energy, warming air temperatures, freshwater flooding, landslides, as well as possible oil spills and harmful algal blooms. Climate-driven changes in vulnerability to fishing and environmental stressors present significant challenges for sustainable natural resource management in dynamic stressed systems, and underscore the need for continued system-focused monitoring. We present a conceptual framework supporting similar ecosystem investigations of recent and future climate impacts to inform adaptive ecosystem-based management strategies.
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Introduction

Climate change is dramatically shifting terrestrial and aquatic ecosystems (Scheffer et al., 2001), and these shifts are intensifying and creating novel stressors for populations. Many biological ecosystems are changing rapidly in dynamic, non-linear ways in response to stochastic environmental fluctuations with devastating consequences (Hsieh et al., 2005). Major perturbations of routine stochastic fluctuations are leading to trophic cascades, regime shifts/transitions (Biggs et al., 2015), ecological transformations (Schuurman et al., 2021), or even ecosystem collapse (Newbold et al., 2020), which can occur without warning (Hastings and Wysham, 2010), and may be difficult or infeasible to reverse (May, 1977; Scheffer et al., 2001). Examples of climate change driving major ecosystem disruptions or collapse have been documented in terrestrial forests (Ellison et al., 2005; Jönsson and Bärring, 2011; Mitton and Ferrenberg, 2012) as well as marine systems (Mumby et al., 2007), including nearshore kelp forests (Ling et al., 2015; Rogers-Bennett and Catton, 2019), and pelagic ecosystems (Kirby et al., 2009). Geographic shifts in the distribution of fisheries have also been documented (Perry et al., 2005). In warm years, the walleye Pollock and Pacific cod moved north, biasing stock assessment surveys from southern regions (Stevenson and Lauth, 2019), and necessitating the addition of environmental covariates to improve estimates of biomass (O'Leary et al., 2020). Such range shifts may result in altered ecosystem dynamics, fishery interactions and vulnerabilities, and fluctuations in environmental conditions.

When foundation species collapse (Dayton, 1972), there are broad ramifications for biodiversity (Hawkins et al., 2009; Hooper et al., 2012; Fraser et al., 2014), productivity, and ecosystem services (Parmesan et al., 2000). However, critical thresholds, vulnerabilities, synergies and novel stressors created by climate-driven impacts to populations and ecosystems are still poorly understood (Graham et al., 2003; Newbold et al., 2020). Predicting and managing transitions toward novel ecosystems in an area, and the potential biodiversity and productivity loss, is a particular challenge for natural resource managers (Keith, 2015).

There is a need to improve our understanding of both the impacts of climate change and what management actions may be beneficial for complex social-ecological systems (Pinsky and Mantua, 2014). Climate-ready or -resilient strategies will need to be developed to effectively prepare for and adapt to changing conditions. However, the challenge has been to understand interactions, which impacts to anticipate, on what timeframes, and over which spatial scales (Cassotta et al., 2022). These goals are further complicated by the effects of concurrent and interacting stressors, including anthropogenic, biological, and climate stressors. Cascading impacts and risks to ecosystems (Rocha et al., 2018) may accelerate the collapse of natural resources that are the foundations of societal cultures and economies.

In this paper, we present a conceptual framework (Figure 1A) for investigating and developing adaptive management strategies, to address these cascading risks of climate-driven ecosystem impacts. Investigating case studies of ecosystems that are sensitive to climate change will be the key to developing ecosystem-based conceptual models to inform management (Biggs et al., 2015). To illustrate an approach, we develop a model for the red abalone fishery in northern California following the 2014–2016 Marine Heatwave (MHW) (Primary Climate Stressor), and the resulting transition of the kelp forest ecosystem to an urchin barren (System Response). We assess multiple impacts to the abalone population (Resource Impacts), including abalone health and reproduction, shifts in habitat utilization patterns, population density, and mortality. Additional Stressors are identified that may interact with the impact to the abalone, and accelerate population and fishery collapse. The ramifications of mass mortalities, reductions in productivity and increased vulnerability to fishing and other stressors are discussed as an example of the challenges of fishery management in a warming ocean (Figure 1B). Additional potential Adaptive Management approaches are discussed, as outlined in the conceptual framework.


[image: Figure 1]
FIGURE 1
 (A) Conceptual Framework for investigating cascading risks of climate change. (B) Conceptual Framework: Abalone case study (with details of “Resource Impact” and “Additional Stressors” explored in the manuscript).



Red abalone case study

Ocean warming is disproportionately impacting nearshore ecosystems (Barry et al., 1995; Thompson et al., 2002; Frölicher and Laufkötter, 2018), and MHW are increasing in both frequency and intensity now and into the future (Meehl and Tebaldi, 2004; Oliver, 2019). Gradual ocean warming (Hoegh-Guldberg et al., 2014) and episodic MHW impacts (Hobday et al., 2016) are leading to declines in the organisms that structure coral reefs (Hughes et al., 2017), seagrass meadows (Orth et al., 2006; Marbà and Duarte, 2010; Fraser et al., 2014), and kelp forest communities (Wernberg et al., 2013; Miller et al., 2018; Thomsen et al., 2019; Smale, 2020). These declines have resulted in dramatic decreases in biodiversity, population declines, and unprecedented decreases in ecosystem productivity, obfuscating resource management (Mills et al., 2013; Pershing et al., 2015). Further complicating management are interactions (synergies) between ocean warming and other stressors in complex and unexpected ways (Harley and Rogers-Bennett, 2004; Harley et al., 2006). These interactions are creating an intensification of climate-driven ecosystem declines, such as declines in salt marshes due to crab overgrazing exacerbated by sea level rise, which further softens the marshes and increases the vulnerability to crab overgrazing (Crotty et al., 2017). Ocean warming may unexpectedly magnify fishing pressures, heightening vulnerabilities and confounding management strategies (Bennett et al., 2004; Harley and Rogers-Bennett, 2004; Caputi et al., 2016). Therefore, it is imperative that we understand how climate change impacts resources directly and indirectly, interacts to magnify stressors, or creates novel stressors so that we can anticipate outcomes and craft adaptive climate-resilient management strategies.

Nearshore kelp forest ecosystems, and the fishery resources they support, are particularly vulnerable to ocean warming (Smale and Wernberg, 2013; Wernberg et al., 2016; Arafeh-Dalmau et al., 2019; Smale et al., 2019), making them model systems for examining non-linearity and unexpected consequences of climate change. Kelps are foundation or engineering species (Jones et al., 1994, 1997) that structure nearshore temperate kelp forests, and their loss (Coleman and Williams, 2002) can result in devastating ecosystem/regime shifts. Bull kelp, Nereocystis luetkeana, is an annual species requiring cool (<13C) nitrate-rich waters (Gerard, 1982; García-Reyes and Largier, 2010) growing >20m in the spring, and forming the lush species-rich kelp forest canopies in northern California. Cool water is also required for abalone (Haliotis spp.) health, growth, and reproduction (Vilchis et al., 2005; Rogers-Bennett et al., 2010), while warm water plus infection can trigger disease symptoms (Friedman et al., 1997; Moore et al., 2000), reproductive failure (Helmuth et al., 2006), cessation of growth (Rogers-Bennett et al., 2007), and mass mortality (Rogers-Bennett et al., 2019). As such, kelp forest ecosystems, and the abalone fisheries they support, have been particularly hard hit during MHWs around the world, leading to ecosystem shifts from kelp forests to sea urchin barrens (Johnson et al., 2011; Ling et al., 2015).

The historically-productive kelp forests in northern California (San Francisco to the Oregon border) were impacted by a series of MHWs from 2014 to 2016, including the NE Pacific MHW originating in the Bering Sea, Alaska (2014–2015) (Di Lorenzo and Mantua, 2016) and El Niño conditions (2015–2016) (Sanford et al., 2019). Thermal stress and nutrient limitation suppressed growth and spore production of the bull kelp during the summer of 2014 throughout the region (Rogers-Bennett and Catton, 2019; McPherson et al., 2021). Persistent warm-water conditions, combined with increases in sea urchin populations, led to the long-term collapse of the kelp forest ecosystem and the recreational red abalone fishery.

The recreational red abalone fishery had been the largest in the world averaging >300 MT per year (2002–2013), worth $44M (Reid et al., 2016) until its closure in 2018. Abalone landings, estimates of density and management measures were largely stable over time prior to the ecosystem transition/shift (Kashiwada and Taniguchi, 2007). The fishery was closely-managed using density surveys to guide management, which included a combination of strategies; size limits, protected areas, seasons, bag limits, as well as breath-hold diving only. The prohibition of scuba protected ~30% of the population in a deep water (<9 m) de facto reserve (Karpov et al., 1998). An estimated additional 7% of the stock was in abalone no-take marine protected areas. Reductions in the fishery take regulations were initiated in 2014 at the onset of the MHW due to prior impacts of a harmful algal bloom in the southern half of the fishery (Rogers-Bennett et al., 2012, 2019). Additional regulatory reductions were implemented in 2017 and the fishery was closed in 2018, due to ongoing severe starvation conditions and increased abalone mortalities.




Materials and methods


Bull kelp forest ecosystem monitoring

Kelp communities in northern California (San Francisco to the Oregon border) are on rocky reefs dominated by bull kelp, Nereocystis luetkeana. The understory is composed of short fleshy red and crustose coralline algae as well as subcanopy kelps, such as Pterygophora and Laminaria. These subtidal rocky reefs in northern California support a diverse assemblage of macroalgae and marine invertebrates. We investigated the changes to the red abalone population in northern California from 2003 to 2007 (baseline time period), 2014 to 2016 (early years of kelp forest collapse), and 2017 to 2018 (mass abalone mortality).

The bull kelp forest monitoring program, jointly led by the California Department of Fish and Wildlife and the University of California, Davis, has conducted subtidal nearshore surveys in northern California since 1999 (Rogers-Bennett and Catton, 2019). These surveys focus primarily on key abalone fishery sites, as well as Marine Protected Areas (MPA), in Sonoma and Mendocino counties in northern California. The coastline of these two counties was historically dominated by dense species-rich bull kelp (Nereocystis luetkeana) forests which supplied 96% of the historic catch in the recreational abalone fishery in northern California. Four sites in Sonoma County were surveyed regularly, including (from south to north): Fort Ross, Ocean Cove, Timber Cove, and Salt Point. In Mendocino County, five sites were surveyed regularly: Point Arena, Van Damme, Point Cabrillo (no-take reserve), Caspar Cove, and Todds Point (Figure 2). Surveys were conducted on subtidal rocky reefs by teams of scuba divers.
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FIGURE 2
 Scuba fishery index sites and *Marine Protected Area in northern California. The thick black coastline in the California inset map indicates the area dominated by bull kelp (San Francisco to the Oregon border).


A total of 25–55 transects were surveyed at each site, in areas with >50% rocky reef habitat. Each of the survey sites represented 2.4–3.2 km of coastline, extending to 18.2 m depth. Surveys were stratified by four depth zones. Depths included two shallow depth strata from 0 to 4.6 m (A) and from 4.7 to 9.1 m (B) as well as two deeper depths from 9.2 to 13.7 m (C) and 13.8 to 18.2 m (D). At each depth stratum, transects were randomly distributed, and divers enumerated abalone, and their size was recorded along the longest axis of the shell to the nearest mm using calipers. The surveys were non-invasive such that large boulders were not turned over to look for organisms.

Red abalone density estimates were made by averaging the densities of abalone counted in 30 × 2 m transects within each of the four depth strata and then calculating the average density across sites for a given depth stratum. The error bars represent standard error of the means. In 2017 and 2018, divers counted abalone as live, freshly dead (detached from the reef, and unresponsive), dying (detached from the reef, but somewhat responsive), and empty red abalone shells. In 2017, all nine sites were re-surveyed to record mortalities, and to assess the overall density decline from baseline. In 2018, six fishery sites were re-surveyed in order to assess continued mortality impacts.



Depth distribution analysis

Previous research has shown that red abalone are more abundant in the shallower depth strata, and that a minimum density of 0.2 abalone m−2 is an important reference point (MSD—minimum spawning density) for abalone population productivity (Karpov et al., 2000; Button, 2008). Because the red abalone fishery regulations were designed to protect a productive population beyond typical freediving depths (>9 m), a logistic regression was used to investigate shifts in the depth distribution of the red abalone with respect to the MSD reference point. Inputs to the generalized linear model in R were median transect Depth (D), Time period (T), and Site (S). A binomial MSD score (1 = transect density above MSD; 0 = below MSD) was input as the dependent variable. The Akaike Information Criterion (AIC) values of seven candidate models with increasing complexity were compared and weights calculated for each (Burnham and Anderson, 2002, 2004) (Supplementary Table S1). For each site and time period, the probability of transect densities greater than MSD was calculated for 9 m depth (shallowest depth of the intended depth refuge for the fishery).



Red abalone fishery trophies

An elite group of recreational abalone fishers is the trophy hunters, with expertise in catching the largest abalone. These divers and rock pickers measure their catch and keep meticulous records of size and date captured. Data for these record large abalone include: rank by size, abalone size, county where the abalone was taken, fisher's name, and capture date. Data from the largest red abalone are maintained on the California Department of Fish and Wildlife website of fishing records. The 20 largest abalone ever taken in the fishery are ranked on this unofficial list of record-breaking abalone. The largest red abalone ever taken in the fishery (313.4 mm) is recorded on this list and this is also the largest abalone in the world. These records have been collected for 34 years beginning in 1984. However, no abalone shells larger than these records have come forward from prior years. The length of the abalone is measured along the longest dimension of the shell and all of the record breaking red abalone are >288 mm. The procedure for submitting and verifying abalone for this list is shown here https://www.wildlife.ca.gov/fishing/records.

Note: in some cases there are more than one abalone of the same rank and size.

https://wildlife.ca.gov/Conservation/Marine/Invertebrates/Abalone#321561191-abalone-and-general-invertebrate-information.



Abalone health and reproduction

Abalone surveys were conducted at multiple sites throughout the fishery in Sonoma and Mendocino counties during spring low tides. Sites included (from south to north) in Sonoma County: Fort Ross, Salt Point, Sea Ranch; in Mendocino County: Moat Creek, Point Arena, Van Damme, South Coast Trail, Glass Beach, MacKerricher; and Hardy Creek. Van Damme was the most important fishery site and had the highest catches in the last years of the fishery (2014–2017). Data collected included the counts and lengths of abalone caught per fisher (rock-pickers and freedivers), as well as notes on any observations of abalone with a shrunken foot muscle (a symptom of starvation). In 2016 and 2017, samplers recorded a shrinkage score for all observed abalone at 10 sites in Sonoma and Mendocino counties due to strong concern over the potential impacts of starvation on the health of the abalone stock. The shrinkage score ranged from 0 (no shrinkage) to 3 (severe shrinkage), using a photographic guide to the visual scoring that is also used to assess shrinkage due to Withering Syndrome in abalone (Figure 3) (ranking developed by J. Moore). The disease agent for Withering Syndrome, which starves the abalone of nutrients due to a microbial infection in the gut, was not detected in any abalone in the study region (J. Moore pers. comm.). The abalone taken in the fishery were typically the largest and highest quality that the divers encountered, since the daily limit was three abalone.
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FIGURE 3
 Abalone body shrinkage scores (0–3; increasing in shrinkage from no shrinkage 0 on the left to right severe shrinkage).


The relationships between the visual shrinkage score and other indices of abalone body condition and gonad development were assessed for legal-sized (>178 mm length) wild abalone samples from Van Damme State Park (2000–2009, 2016–2017) (see Methods in (Rogers-Bennett et al., 2021). All abalone sampled prior to 2016 were assigned a shrinkage score of zero because only visually healthy individuals were encountered in the surveys. By 2016–2017, some shrunken individuals were showing up in the fishery and so all sampled abalone were assigned a visual shrinkage score. Rogers-Bennett et al. (2021) reported gender-specific median body condition and gonad index values for abalone during the baseline period, and during 2016–2017. The median baseline body condition index was 0.136 for females and 0.153 for males. The median baseline gonad index was 292 for females and 194 for males. In 2016–2017, the gender difference was not significant, so the analysis of the body condition and gonad indices relative to the shrinkage score used all available data. A Kruskal-Wallis test was used to test for differences in body condition and gonad index across shrinkage scores recorded in 2016–2017.

The growing edges of the shells were also examined in a subset of the catch. In normal years at the growing margin of the shell there is a distinct band of red shell where new shell is deposited.



Larval and newly-settled abalone

To assess the recent evidence of abalone productivity in the area, larval and newly-settled abalone surveys were conducted from 2007 to 2018. Surveys were a snapshot in time conducted once per year (Rogers-Bennett et al., 2016). Plankton tows for abalone larvae were conducted in shallow 10–15 m (n = 3) and deep water 33–40 m (n = 3) habitats at Van Damme State Park in August. All abalone larvae observed in the plankton samples were of the size indicating that they were spawned within the previous 2 weeks. Samples were sorted under the microscope looking for larval abalone which were roughly 280 μm in length (see Section Methods in Rogers-Bennett et al., 2016). To quantify the number of newly settled abalone (<1 mm) on crustose coralline cobbles, cobbles (n = 80) were collected also at Van Damme State Park in August each year. Cobbles were collected by divers from a range of depths, rinsed, and the contents of the samples were sorted under a microscope looking for newly settled abalone (see Section Methods in Rogers-Bennett et al., 2016). All newly settled abalone <1 mm in shell length were enumerated.




Results

The impacts of the kelp forest collapse on the red abalone population following the onset of the MHW in 2014 progressively increased over time. We describe the results of the abalone surveys and abalone sampling efforts according to the sequence of observed impacts to the population.


Emergence of small and trophy size abalone (2014–2016)

The lengths of 3,348 red abalone were measured during subtidal scuba surveys during the early years of the kelp forest collapse (2014–2016) at six of the fishery index sites (Supplementary Table S2). A total of 6,496 red abalone were measured at those same sites during the baseline time period (2003–2007). A two-sample Kolmogorov Smirnov test showed that the two distributions were significantly different (D = 0.15954; p < <0.0001) (Figure 4). During the early years of the kelp forest collapse (2014–2016), a higher proportion of sub-legal abalone (<150 mm length), and three of the largest abalone ever observed (277, 285, and 296 mm length) during the surveys were recorded. Sub-legal abalone usually hide under rocks and in crevices in the rocky reef so they are typically less detectable than larger individuals. Likewise, trophy-sized abalone (>250 mm) were historically very rare to observe during the surveys. The red abalone that were observed during the kelp forest collapse were actively out of crevices searching for food and moving on rocky reef surfaces (personal observation). This unusual behavior could be contributing to the broader distribution of abalone lengths recorded during starvation and kelp forest collapse.


[image: Figure 4]
FIGURE 4
 Size frequency distribution comparing abalone sizes in baseline years (2003–2007) with abundant kelp forest with abalone sizes after the kelp forest collapsed (2014–2016).




Fishery trophy records (2014–2016)

During the MHW (from 2014 to 2016), in just 3 out of a total of 34 years, 30% of the largest 20 record breaking red abalone (ranging in size from 295.0 to 289.0 mm) were captured in the fishery. One abalone was taken in 2014, two abalone in 2015 and then three record size red abalone were taken in 2016. The fishery was closed in 2018. In contrast, no record size abalone were taken in the previous decade in the fishery from 1998 to 2010. This large number of record size abalone were taken even though both catch and effort were lower in the MHW years (CDFW unpublished data). The largest abalone ever taken in the fishery was 313.4 mm and it was taken the year following a strong warm water El Niño event in 1993.



Body condition and gonad index (2016–2017)

Shrinkage scores were recorded for 11,818 red abalone at 9 fishery sites in 2016 (n = 5,108) and 10 fishery sites in 2017 (n = 6,710) (Supplementary Table S3). Visible body shrinkage was extensive across all of the fishery sites sampled. Shrunken abalone comprised 8–54% of the observations at a site (Figures 5A,B; Supplementary Table S3), with an average of 30 and 26% shrunken across all of the sites in 2016 and 2017, respectively. The highest percentage of shrunken abalone was observed at Fort Ross in 2017. Most of the shrunken abalone were scored with the first level of shrinkage (1: 17–21% average). One percent of the observed abalone were scored as severely shrunken (3). By the 2017 fishing season, fishers often shared how they looked for healthy abalone and avoided obviously shrunken abalone before selecting it for harvest. Divers observed abalone shells resting directly on the rocky reef where they resembled empty shells rather than being able to see the shell above the surface of the rock raised up by the thick mass of the abalone's healthy body. Divers noted that the shrunken abalone were weak as they were easily able to pick up by hand rather than prying the animal off the rock with an abalone iron. Further, healthy red abalone that are growing in size have a bright red shell margin which was absent in the vast majority of abalone examined during the body condition sampling in 2016–2017.


[image: Figure 5]
FIGURE 5
 (A) Red abalone shrinkage score distribution at 9 creel survey sites in 2016. See Supplementary Table S2 for summary results. (B) Red abalone shrinkage score distribution at 11 creel survey sites in 2017. See Supplementary Table S2 for summary results.


Abalone sampled at Van Damme State Park in 2016 (n = 57) and 2017 (n = 64) were unevenly distributed across shrinkage scores (n0 = 34; n1 = 60; n2 = 21; n3 = 6). Median body condition index (BCI) and gonad index (GI) values decreased as the shrinkage score increased in severity (Figure 6). Kruskal-Wallis tests of the BCI (Chi2 = 38.997, df = 3, p < <0.0001) and the GI (Chi2 = 20.65, df = 3, p = 0.0001) both indicated significant differences across shrinkage score categories. The median BCI and GI was lower in 2016–2017 than the baseline index values (BCIbaseline = 0.136–0.153; GIbaseline = 194–394), regardless of shrinkage score (BCI0 = 0.121; BCI1 = 0.103; BCI2 = 0.086; BCI3 = 0.064; GI0 = 50.8; GI1 = 25.1; GI2 = 15.1; GI3 = 0). The low gonad index scores were associated with low numbers of eggs and few gonad with mature sperm present in histological samples of the gonad tissue (Rogers-Bennett et al., 2021).


[image: Figure 6]
FIGURE 6
 Boxplots of body condition index (left) and gonad index (right) by shrinkage score in 2016 and 2017 from Van Damme State Park (males and females combined). Baseline Body Index (2000–2009) = 0.144 (se = 0.001) Baseline Gonad Index (2000–2009) = 507 (se = 80.8).




Larval and newly-settled abalone (2014–2018)

Abalone productivity as seen by the production of abalone larvae and newly settled abalone was low during and after the MHW years (Figure 7). Prior to the warm water years larval abundance was patchy but in half the years larvae were seen in plankton tows conducted at Van Damme State Park in August from 2007 to 2012 (Rogers-Bennett et al., 2016). In 2013 and 2016, red abalone larvae were present in the plankton tows, but during the years encompassing the MHW (2014–2016) and the years that followed 2017–2019, no abalone larvae were encountered. Newly settled abalone were found on crustose coralline covered rocks from 2007 to 2013 (with the exception of 2012) (Rogers-Bennett et al., 2016). In 2014–2019, no newly-settled abalone were encountered on any of the rocks, although Hart et al. (2020) encountered some further south in kelp forests in the Monterey area during those years.


[image: Figure 7]
FIGURE 7
 (Top) Number of larval abalone found in 6 plankton tows in August of each year at sites in northern California. (Bottom) The number of newly settled abalone found on crustose coralline covered rocks (N = 80) in August of each year at sites in northern California.




Mass mortality (2017–2018)

In 2017 and 2018, 36,240 m2 of subtidal rocky reef habitat were surveyed, and 5,493 live red abalone and 3,597 dead abalone (dead, dying, or empty shells) were quantified across all sites in both years (Table 1). The percentage of observed abalone that were dead at a site ranged from 22 to 84%, with the highest percentage reported at Caspar Cove in both 2017 (67%) and 2018 (84%). The percentage dead increased in 2018 at nearly all re-surveyed sites, with Fort Ross jumping from 23% in 2017 to 73% in 2018. The mortalities were also observed at the Point Cabrillo State Marine Reserve in 2017 (22%).


TABLE 1 Summary of red abalone mortality observations on subtidal surveys in 2017 and 2018.

[image: Table 1]



Depth distribution shift (2017)

Red abalone densities declined dramatically by 2017 due to mass mortalities (see Mass Mortality above) in all depths. Historically, subtidal abalone population densities were high (0.24–1.01 abalone m−2) during the years before the MHW and subsequent mass mortalities (Rogers-Bennett and Catton, 2019). Abalone population densities were also differentially impacted by depth, such that the three shallowest strata [A-C (<13.8 m depth)] experienced > 70% declines in density, and the deepest stratum experienced ~40% density decline overall (Figure 8). Although the historical pattern of higher densities in shallower habitats remained, the average density in the shallowest depth stratum [A (<4.9 m depth): 0.30 abalone m−2] was the only one above the MSD reference point of 0.20 abalone m−2.


[image: Figure 8]
FIGURE 8
 Comparison of average transect density across time periods, by depth stratum (shallow to deep) at the eight fishery index sites. Depth strata: (A) 0–4.6 m, (B) 4.7–9.1 m, (C) 9.2–13.7 m, (D) 13.8–18.2 m. Black dashed line represents the minimum spawning density (MSD) reference point used in the depth distribution analysis. “MME” is Mass Mortality Event.


The best fit models for estimating the probability of transect densities greater than MSD include all three factors (Depth, Time Period, and Site) and an interaction term (Table 2), indicating that the relationship between depth and the MSD probability differed across site and time period. During the baseline time period, the probability of densities >MSD was high (0.98 average) in the shallow depths, gradually decreasing from 0.9 probability in depths >3.5–7.0 m toward <0.1 in depths >15 m, depending on the site. The probability of densities >MSD at 9 m depth (the fishery refuge depth) ranged between 0.56 and 0.83 across the sites (average 0.71).


TABLE 2 Summary results of logistic regression model results.

[image: Table 2]

In 2017, the probability of densities >MSD in the shallowest depths were substantially reduced from baseline, and were highly variable across the sites (0.45–0.91; 0.72 average). The probabilities further declined with increased depth, such that the average probability of densities >MSD at 9 m depth averaged 0.14 (range: 0.05–0.29). Those estimated probabilities in 2017 are 0.51–0.67 lower than baseline estimates.




Discussion


Red abalone impacts

The progressive impacts on the abalone population (Resource Impacts) of the MHW (Primary Climate Stressor) and the kelp forest collapse (System Response) are outlined in the Conceptual Model case study detail in Figure 9. As a result of the Resource Impacts, a series of unanticipated anthropogenic, biological, and environmental stressors are identified that the population may be more vulnerable to in the impacted state (Table 3).


[image: Figure 9]
FIGURE 9
 Conceptual Model (details of “resource impact” and “additional stressors” explored)—Abalone Example Interaction of additional stressors with consequences of MHW bold outline = unanticipated impacts.



TABLE 3 Conceptual model—detail of red abalone vulnerability to additional stressors.

[image: Table 3]

In this red abalone case study, the impacts were cumulative and became increasingly more severe over time. Three of the impacts were expected, once food became extremely limited for abalone, and proceeded to occur in a predictable order based on previous research—low productivity, poor body condition, and mortality (Vilchis et al., 2005; Rogers-Bennett et al., 2010). Low quality or insufficient food availability reduces available energy for producing gametes. If low food conditions persist for an extended period, the abalone will cease to add new shell, which was observed in this case study as the absence of a bright red growing lip on the anterior margin of the shell. Prolonged starvation leads to poor body condition, and results in the weakening and shrinking of the foot muscle. The foot muscle is critical for adhesion, protecting the abalone from being dislodged by predators or large waves, and is used to capture drift algae for feeding. By the spring of 2016, visibly shrunken abalone were widely observed throughout the region (Figure 5), which corresponded to significantly reduced gonad and body condition (Figure 6). In the fall of 2016, freshly dead or dying abalone began to wash onto the shore in large numbers. Mortalities substantially increased in 2017 and 2018, as 40% of the abalone observed succumbed to the starvation conditions. Many abalone were seen upside down on the reef, having failed to adhere to the rock, and were vulnerable to predators and scavengers (Table 1).

The duration, geographic scale, and severity of these impacts were devastating to the productivity and recovery potential of the red abalone population in the region. The high mortality rates resulted in substantial declines in population densities throughout the depth ranges, across all of the sites (including inside a Marine Protected Area). Because abalone are broadcast-spawning and sedentary species, population densities need to be sufficiently high for successful fertilization to occur (Babcock and Keesing, 1999; Button, 2008). However, gamete production had also been severely impacted after 2015, and laboratory studies have shown that recovery from starvation may require more than a year for gamete production to resume, even with constant access to food (S. Boles, personal communication). Population recovery through natural reproduction and growth will take many years to decades to achieve even after the kelp forest may be restored, due to the ongoing declines in population densities below Minimum Spawning Density, and the recovery time needed for gamete production, and growth through early life history to maturity ~12 years (Rogers-Bennett et al., 2007).

Two additional impacts to the red abalone population were unanticipated—the emergence of size classes and the shift in the depth distribution to shallow habitats—both of which made the population more vulnerable to fishing (Table 3). These impacts were both driven, in part, by changes in abalone behavior in response to prolonged food limitation. Divers often noted that the abalone observed during the transect surveys were actively moving along the reef, presumably in search of food. This behavior is extremely unusual for abalone during the day, as they are usually sedentary or hidden in crevices. The emergence of sublegal and trophy-sized abalone increased the vulnerability of those size classes to predation and fishing. Thirty percent of the 34-year record of trophy-fished abalone were recorded since the onset of the MHW in 2014, suggesting that the MHW and kelp forest collapse increased the vulnerability of trophy-sized abalone to fishing.

This increased abalone mobility resulted in a shift in the depth distribution toward the intertidal, where a narrow band of fleshy algae persisted. Recreational abalone fishers frequently remarked on how many abalone they encountered high in the intertidal, and that the abalone were sometimes stacked on top of each other. These observations created a misleading impression that the abalone population was more abundant than in the past because they were in such high numbers where they were tidally-accessible. Many fishers did not believe the red abalone population was undergoing a mass mortality event since they saw more abalone in the shallowest habitats, further impeding fishery management efforts to protect the surviving stock.



Cascading risks and vulnerabilities

With each new impact to the abalone, the number and types of additional stressor vulnerabilities also increased. Many of the stressors listed in Table 3 had not been previously identified as high risks to red abalone population viability. Oil spills and increased flooding were considered to have only localized and infrequent impacts to the population, because abalone were previously distributed beyond (deeper than) the areas at risk. Severe wildfires in the region, such as the Tubbs Fire (2017) and the Glass Fire (2020) intensified stressors associated with flooding, such as high sediment loads from landslides and toxic pollutants from burned structures. Following a major freshwater flooding event in February 2019, abalone near river mouths were observed dead and washed up on the beaches.

Increased storm wave energy (Young et al., 2011), harmful algal blooms (Rogers-Bennett et al., 2012), and warming air temperatures have also been a growing concern as climate stressors that would have previously not had major impacts on subtidal abalone populations (Table 3). The wave energy from winter storms dislodged weakened abalone from the shallow rocky reefs and washed them onto local beaches in large numbers. Wave height data from the Coastal Data Information Program from the buoy at Cape Mendocino (station 094) for the years 1999–2021 showed that wave heights infrequently exceeded 9 m prior to 2015. During the MHW, and in subsequent years of the ongoing kelp forest collapse and mass abalone mortalities, anomalously large winter waves continued to impact the northern California shores. In November 2019, wave heights exceeded 12 m, the largest recorded waves in the record. These observations are consistent with the prediction that climate stressors are increasing in intensity and frequency, even as the fishery resources may be becoming more vulnerable to those and other stressors. As the depth distribution of the abalone population shifted dramatically up the shore, and the deep water population became scarce, these climate-related stressors pose greater risks to the overall population viability.



Adaptive management

As illustrated in the conceptual framework (Figure 1A), the goal of adaptive management will be to detect and respond to the Primary Climate Stressor(s), the System Response, and/or the Additional Stressors. For the abalone case study, the initial management response was focused solely on reducing the additional stressor associated with fishing pressure. In 2017 the fishing limits were reduced, and the following year the fishery was closed in 2018, due to ongoing mass mortalities and severe declines in population density (Rogers-Bennett et al., 2019) (Figure 1B). These decisions were informed by increased research efforts of the abalone and the ecosystem, starting in 2015. There was resistance from a small portion of the fishers who observed increased numbers of abalone in the very shallow waters, however most divers saw the massive large-scale mortality impacts. Given that major population-level impacts can arise in a short amount of time, the challenge to natural resource management will be to monitor the resource, and quickly impose restraints to extraction on environmentally-stressed populations. Adaptive management to the Primary Climate Stressor(s) must include both mitigation and adaptation strategies, to dampen or reverse the increasing trend in global temperature. Protecting existing kelp forests, and many other vulnerable foundational species (e.g., seagrasses and terrestrial forests), is critically important to maintain biodiversity and carbon sequestration.

Despite precautionary management, a fishery management plan in action, and management regulations in place to protect a portion of the stock (e.g., minimum legal size limit, breath-hold diving, and MPAs), large-scale starvation conditions undermined those productivity protection and management measures. Gonad index values <30% of baseline, and the absence of larval and newly-settled abalone in surveys, signaled a potential problem with fishery recruitment in the future. The shift in the depth distribution, and high mortalities even in Marine Protected Areas, signaled the loss of the reserve populations as sources of productivity for the fishery. With ongoing population declines, and multiple indicators of long-term reproductive failure, any level of fishing was determined to be unsustainable. The fishery management strategies were designed for regular recruitment with constant natural mortality, which this case study shows is not consistent with climate change impacts to populations. Instead, fishery management plans will need to be redesigned to improve detection capabilities, responsiveness, and resilience to large-scale climate impacts and cascading risks. Without climate-ready management, fishing the survivors of unfavorable environmental conditions could greatly reduce the pace of future population recovery, or drive the stock to local extinction. A Draft Red Abalone Fishery Management Plan is being written in 2022, in response to the lessons learned from the kelp forest collapse, that expands the indicators guiding fishery management decisions to include environmental and biological indicators of ecosystem and abalone productivity (Fish and Game Commission March 2022; fgc.ca.gov).

Along with management efforts to stop fishing mortality, there is an urgent need to restore the kelp forest. Again, the urgency of the situation was misunderstood as many fishers, managers, and scientists thought the system would naturally rebound as it had in the past. With the wide-scale transition to sea urchin barrens (System Response), a quick recovery was not possible without intervention. In 2016, research was initiated to explore opportunities to support kelp forest recovery (System Response), through coordinated urchin harvest and kelp forest restoration approaches. Given that most kelp restoration projects are small in scale (<1 ha) and short in duration, the recommendation is for larger projects to enhance success. A collaborative kelp recovery plan for northern California was developed in 2019 to guide collective efforts by agencies, tribes, industry groups, universities, and non-profits (Hohman et al., 2019) yet the response has taken 8 years since the MHW and KFC for the state agencies to produce an action plan for restoring California's Kelp Forests (California Ocean Protection Council 2021). A review of possible policy responses suggest that resisting the decline and promoting kelp forest restoration will be key for the future of this ecosystem (Rogers-Bennett et al., 2022).

Climate change, and the resulting ecosystem impacts, are arguably some of the biggest challenges for natural resource science and management today. This work demonstrates the importance of tracking multiple metrics to develop an ecosystem-based conceptual model to inform management. The red abalone case study highlights the challenges with fixed management strategies, or strategies that do not explicitly incorporate environmental or ecosystem indicators. While adaptive management approaches are often designed to be reactive to changes in stock conditions, proactive management of additional potential stressor vulnerabilities may improve climate resilience of the ecosystem and the stock. Ecosystem-based management of critical habitats, as an adaptation strategy, may be improved by implementing environmental forecasting models, to inform understanding of climate drivers of ecosystem dynamics (McPherson et al., 2021). Identifying the likely resource responses to potential major ecosystem disruptions, and interactions with additional stressors, is the first step toward developing adaptive management strategies to protect resources in the face of climate-driven reductions in productivity and biodiversity. Continuing to examine outcomes from additional case studies will be critical to improving our understanding of the cascading impacts and risks of climate change.
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Sea surface temperature (SST) variability plays a key role in the global weather and climate system, with phenomena such as El Niño-Southern Oscillation (ENSO) regarded as a major source of interannual climate variability at the global scale. The ability to make long-range forecasts of SST variations and extreme marine heatwave events have potentially significant economic and societal benefits, especially in a warming climate. We have developed a deep learning time series prediction model (Unet-LSTM), based on more than 70 years (1950–2021) of ECMWF ERA5 monthly mean SST and 2-m air temperature data, to predict global 2-dimensional SSTs up to a 24-month lead. Model prediction skills are high in the equatorial and subtropical Pacific. We have assessed the ability of the model to predict SST anomalies in the Niño3.4 region, an ENSO index in the equatorial Pacific, and the Blob marine heatwave events in the northeast Pacific in detail. An assessment of the predictions of the 2019–2020 El Niño and the 2016–2017 and 2017–2018 La Niña show that the model has skill up to 18 months in advance. The prediction of the 2015–2016 extreme El Niño is less satisfactory, which suggests that subsurface ocean information may be crucial for the evolution of this event. Note that the model makes predictions of the 2-d monthly SST field and Nino 3.4 is just one region embedded in the global field. The model also shows long lead prediction skills for the northeast Pacific marine heatwave, the Blob. However, the prediction of the marine heatwaves in the southeast Indian Ocean, the Ningaloo Niño, shows a short lead prediction. These results indicate the significant potential of data-driven methods to yield long-range predictions of SST anomalies.
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1. Introduction

Modes of inter-annual climate variability, such as El Niño-Southern Oscillation (ENSO) and Indian Ocean Dipole (IOD), are known to modulate the global sea surface temperature (SST) variability and the marine heatwave frequency, duration, and intensity (Saji and Yamagata, 2003; McPhaden et al., 2006; Holbrook et al., 2019). The climate modes influence SST variability locally and remotely, mostly through atmospheric teleconnection. Ocean circulation and large-scale oceanic waves also transmit climate signals to remote regions. SST variability and marine heatwave characteristics are also influenced by regional atmospheric and oceanic dynamics and coupled processes. The Blob marine heatwaves in the northeast Pacific during 2013–2015 and 2019 have been attributed to anomalous atmospheric pressure systems (Bond et al., 2015; Amaya et al., 2020). The teleconnection between the equatorial and northeast Pacific may be one of the key drivers to sustain the Blob warming over a multi-year period (Di Lorenzo and Mantua, 2016). Marine heatwaves off the west coast of Australia, the Ningaloo Niño, are due to both oceanic and atmospheric teleconnection from the equatorial Pacific (Feng et al., 2013) and the local air-sea coupling (Kataoka et al., 2014; Tozuka et al., 2021).

A timely forecast of global SST anomalies helps marine and terrestrial resource managers to mitigate potential risks from extreme climatic events. The prediction of ENSO and IOD events, indexed with equatorial SST anomalies in the equatorial regions, is important for forecasting rainfall, drought, and bushfire variability around the globe. Coupled ocean-atmosphere models have been used to forecast global SST variability. Most of the skill assessment has been for the inter-annual climate modes, with 3–4 season forecasting skills for ENSO and 1-2 seasons for IOD (Stockdale et al., 2011). Regional SST variability forecast has limited skills and is highly regionally dependent (e.g., Spillman and Smith, 2021), which is to some extent due to coupled ocean-atmosphere models not properly capturing important regional coupled processes driving the SST anomalies (e.g., Doi et al., 2013).

Coupled model outputs have also been used to train machine learning (ML) models to assess the predictability of climate modes. A convolutional neural network (CNN) model has been proven to have a long-lead prediction skill (up to 18-month) for December-February Niño3.4 SST—an index for ENSO variability, trained by SST, and upper ocean heat content anomalies from coupled models (Ham et al., 2019). Similarly, an artificial neural network model has been trained to forecast the SST variations at the peak season of the IOD events (Ratnam et al., 2020). Rojo Hernández et al. (2020) used a nonhomogeneous hidden Markov model to achieve superior prediction skills of Nino3.4 SST variability compared to dynamic forecasting models at up to a 9-month lead time. Given the phase-locking characteristics of the climate modes, these models aim to make single-season predictions, and for a single climate index. SST variability outside the ENSO and IOD regions also show some seasonal phase-locking, such as the Ningaloo Niño marine heatwaves are phase-locked to austral summer (Kataoka et al., 2014; Feng et al., 2015).

Complex spatio-temporal variations of the climate modes have been recognized, such as the complexity in ENSO dynamics and predictability (Timmermann et al., 2018). During the 2009-2010 El Niño, the peak SST warming occurred in the central Pacific so that the event is being classified as a central Pacific El Niño, as compared with the more traditional 2015–2016 El Niño when the extreme warming was more located in the eastern equatorial Pacific. Marine heatwaves across the global ocean have diverse spatial variability and are to some extent not tightly phase-locked with seasons (Gupta et al., 2020). For example, the Blob marine heatwave can occur in different seasons (Amaya et al., 2020), whereas the Ningaloo Niño has substantial spatial variations among different events (Feng et al., 2015). An all-season CNN model has been proposed, arguing that it would overcome some arbitrary fluctuations in the predictions at different lead times. Still, the prediction aims for a single index, the Niño3.4 (Ham et al., 2021). Thus, it is important to explore ML models which can predict the full seasonal cycle and the spatial patterns of SST anomalies. It is also crucial for the model to take into account the steady SST increase under the influence of anthropogenic global warming.

In this study, we propose a new deep learning modeling framework to forecast monthly global SST, using an Unet-LSTM convolutional encoder-decoder neural network (Taylor et al., 2021), which has been proven to have better prediction skills while using fewer parameters, compared with other deep learning architectures (Larraondo et al., 2019). We train the model with observed (reanalysis) SST and surface air temperature data over the past 7 decades to demonstrate potential long lead predictions for SST variability in the tropical-subtropical oceans. We present the methodology and examine the predictability of SST anomalies in the equatorial Pacific and the Blob region in detail, whereas a full exploration of the machine learning model and SST predictability will be presented in the future work.



2. Materials and methods


2.1. Dataset

The ERA5 reanalysis data set (Hersbach et al., 2020) provides monthly estimates, currently commencing in 1979, of many atmospheric, land, and oceanic variables at global scale with a spatial resolution of 0.25°, ≈ 30 km. An ERA5 preliminary analysis commencing in 1950 and covering the period up to December 1978 is also available. The ERA5 data set includes surface variables, including SST, and atmospheric variables computed on 137 levels to a height of 80 km. ERA5 dataset was created by combining a comprehensive set of historical meteorological observations with a sophisticated data assimilation and modeling workflow developed by ECMWF. Most reanalysis products use gridded SST observations as their lower boundary forcing. Based on an assessment of the ERA5 surface data, it is suggested that the reanalysis skill for surface temperature is compatible with other reanalysis products (Simmons et al., 2021). We use a replica of the ERA5 data set available at the National Computational Infrastructure (NCI) (NCI, 2020). ERA5 data can also be obtained on request from ECMWF's meteorological data archive and retrieval system (MARS).

Our experiments use SST (ERA5 label “sst”) and 2-m atmospheric temperature (ERA5 label “t2m”) variables drawn from the ERA5 data set. 2-D convolutions require a full 2-D grid when modeling the oceans at the global scale. The 2-meter atmospheric temperature data was used only over the land surface in order to complete a global grid of data for use with the 2-D convolutional model layers. As both the SST and 2-metre atmospheric temperature data are from the same ERA5 reanalysis data set they are physically consistent within the limits of the reanalysis system. We selected the t2m data in order to minimize the impact of the transition between the ocean and continents. The t2m values are driven by different processes over the continent; however, we are using an ML model that is predicting SSTs by adjusting the weights in the model layers. The t2m data over the continents contributes no information to the prediction of SSTs will have weights that are zero, or close to zero, and where the t2m data contributes information the weights will be set above zero. The approach we have adopted leads to improved prediction of SSTs at the continental margins compared, for example, to setting all values over the continents to a constant in our earlier experiments. Other approaches to solving this problem could be investigated, especially where the focus is on SSTs near the coastal margins; however, it does not have a significant impact on the predicted SSTs beyond the coastal margins.

Figure 1 provides an example of the ERA5 monthly mean SST, 2-meter air temperatures and the combined temperatures for March 2010. We start with the full global data set with latitude and longitude dimensions of [720,1440]. The temporal domain data span January 1950 until May 2021, with a temporal resolution of 1 month, a total of 857 months.
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FIGURE 1
 An illustration of the ERA5 monthly mean sea surface temperature (SST), 2-meter air temperatures, and the combined temperatures where the 2-meter air temperature is used only over the land surface during March 2010. The correlation coefficient between the SST and 2-meter air temperatures, computed over the ocean only, is 0.92 in this example.


The convolutional layers used in our model require complete grids of data, ideally in dimensions that are powers of 2 to avoid the need for padding at the boundaries. To satisfy this requirement, we combine the SST data over the ocean grid points with 2-meter atmospheric temperature over the land surface grid points to yield a global grid without masked regions over the land surface. Using the Climate Data Operators (CDO) software package (Schulzweida, 2019), we first averaged the [720,1440] data set to a 1 x 1° grid [180,360] and then used bilinear interpolation to a [64,128] latitude (–64°S to 62°N in 2° increments) and longitude (–180°S to 180°N in 2.8125° increments) grids. Finally, we normalized the data, as we found that using the normalized data significantly improved the model training performance. The resulting surface temperature data are represented as a three-dimensional numerical array with shapes [857, 64, and 128] corresponding to dimensions [time, latitude, and longitude]. Input data used for training the model were selected as a moving window using 12 time steps (1 year), which capture the seasonal cycle in SST, as this was found to yield the best model predictions of SST.



2.2. Models

We apply a similar deep learning modeling architecture, referred to as Unet-LSTM (Taylor, 2021), as applied in previous modeling studies (Taylor et al., 2021), except we do not include the batch normalization layers after each convolution layer as adding this layer did not improve the model fit. We also modify the hyperparameters, as detailed in the Methodology section, in order to obtain the model with the best fit. The Unet-LSTM convolutional encoder-decoder neural network delivers pixel-wise semantic segmentation that enables us to generate quantitative estimates of meteorological variables of interest such as SST at each latitude-longitude grid-point [64,128]. In order to make forecasts of 2-D fields the Unet-LSTM includes 2-D convolutional long short-term memory (LSTM) layers (Hochreiter and Schmidhuber, 1997). Examples of the application of convolutional encoder-decoder neural networks approaches include SegNet (Badrinarayanan et al., 2017), VGG16 (Simonyan and Zisserman, 2015), and U-net (Ronneberger et al., 2015). Previous work by Larraondo et al. (2019) investigated the application of SegNet, VGG16, and U-net to the prediction of precipitation fields and concluded that U-net delivered the best estimates of precipitation while employing significantly fewer model parameters. Based on these advantages and our successful application of our U-net-based model in previous studies (Taylor et al., 2021)to the prediction of surface precipitation and forecasting 500 hPa geopotential height, we have adopted the Unet-LSTM model (Taylor et al., 2021), as the underlying model architecture for our study. The Unet-LSTM model code is available here (Taylor, 2021).

Developing ML models can be very challenging and ML models do have limitations including (i) they require large amounts of high quality data for training purposes, with the assumption that the precursors of the model predictions reside in the training data, (ii) they are not deterministic models based on the laws of physics so do not readily reveal the physical relationship between variables, and (iii) they require significant computational resources in order to explore the wide range of possible model architectures and hyperparameter settings used to train the model. By adopting the ERA5 data set and the Unet-LSTM model for our study we have sought to minimize the impact of these limitations.



2.3. Methodology

The Unet-LSTM model described in Figure 2 was written in Python using TensorFlow (Abadi et al., 2015) and Keras APIs (Chollet, 2015). We used Horovod (Sergeev and Balso, 2018) to implement a data-parallel model. We selected the Adam optimizer (Kingma and Ba, 2014) with a learning rate of 0.003 and a learning rate warmup over the first 5 epochs. The higher learning rate and the warmup improved model fitting on the larger batch sizes when using multiple GPUs. We chose a batch size of 4 that yields the best model fit for forecasting SST. The total batch size when using Horovod on multiple GPUs was the number of GPUs multiplied by the batch size on each GPU. The total batch size was therefore a function of the number of GPUs used in model training. For this problem, we used 4 Nvidia V100 GPUs each with 32 GB of memory making up one node on the NCI Gadi computer.
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FIGURE 2
 A summary of the architecture of the convolutional neural network (CNN) model, referred to as the Unet-LSTM, that we have trained to forecast 2-D SST fields. The model shown was implemented in Python using the TensorFlow and Keras 2.4 API.


We used 760 of the available time steps from January 1950 to April 2013 for training and the remaining 97 time steps for validation and testing. We have attempted to best balance the need to train the model while testing the model performance to ensure that it is not overfitting and can predict unseen data. Although the validation period is short, it contains several El Nino and La Nina events, which provide a certain degree of freedom to validate the model performance. The Unet-LSTM model uses the prior 12 months of SST data in order to predict the following 2 months of SST data. Note that selecting a longer prediction time period results in errors accumulating over a longer prediction window. We used the tanh activation function, set the kernel, bias and recurrent L2 regularization value at 10-8, and run the model training for 200 epochs saving only the model with the minimum mean square error (MSE) value, then output the final model and report the resulting MSE values. The MSE value is defined as
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where y is the target ECMWF ERA5 SST value, ŷ is the model estimated SST value, and n is the total number of SST values in the training data set. MSE is a standard loss function for regression problems. Mean square log error (MSLE) was also considered but did not lead to significantly improved fit so MSE was preferred. Mean absolute error as a loss function results in a poorer model fit. Land areas were included in the loss function as leaving land areas unconstrained did not lead to an improved fit over the oceans. When we included the land areas, the improvement was small, mostly due to an improvement in the model fit to SSTs at the continental margins.

We found that 200 epochs ensured that the MSE value always reached a minimum without overfitting. Figure 3 shows the MSE error calculated from a comparison of the model predictions with all the training (train) and all the validation (test) data sets converging over a 200 epoch training period. This graph clearly shows that the model is not overfitting and that we can have high confidence in the model as the MSE error for the whole test data is nearly identical to that of the training data. Using the saved model, we then make model predictions (inference) using an autoregressive approach for up to 24 months.
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FIGURE 3
 The mean square error (MSE) error calculated from a comparison of the model predictions with the training (train) and the validation (test) data sets over a 200 epoch training period. We see a rapid convergence of the model on the minimum MSE value. The upper panel shows the MSE values over the full 200 epochs. In order to show greater detail of the model fitting process, the lower panel shows the same MSE values at higher resolution and focused on the tail of the model training. Note the different y-axis scales between the two panels.


We applied a standard formula for normalization as is commonly used in deep learning. The minimum (xmin) and maximum SST (xmax) over all the data were calculated and the following formula was applied
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where xi is the raw ECMWF ERA5 SST value and zi is the normalized ECMWF ERA5 SST value, Normalization primarily aids in numerical stability, thus making a solution possible, and speeding up the rate of convergence to a solution.

In order to efficiently load the model training data using a data-parallel approach, we distribute the model data required by each GPU onto the CPU memory of the corresponding node, as we have done in prior studies (Taylor et al., 2021). The data required on each GPU is read once from a single NetCDF file containing the preprocessed data as described above. This approach facilitates the rapid loading of each batch of data to GPU memory and makes possible the highly scalable data-parallel training by preventing a filesystem IO bottleneck from occurring during training. This is particularly important when training the forecast Unet-LSTM model as we construct a batch using a rolling window from the 12 past time steps and the future 2 time steps, so each sample in a batch consists of a total of 14 time steps. In order to further reduce memory usage for the Unet-LSTM model, we define a data loader so we load from memory only the data that each batch requires at each time step. We divide the training and test data sets equally by time onto each GPU. It is essential that each GPU has exactly the same number of time steps to avoid problems with load balancing and the timely communication of model parameters at the end of each epoch.




3. Results

Having trained the Unet-LSTM model, we can then make forecasts (inferences) of the temporal evolution of the 2-D SST fields. The model inference step takes the preceding 12 months of SST data and makes predictions of the following 2 months. By using an autoregressive approach, where we feed model predictions back in as input to the model, we can make an unlimited number of predictions. For the results reported here, we limit the predictions to a 24-month window. Model predictions span the data used both for model training and validation, noting that the MSE between all the training and all the test data are nearly identical. As the MSE values are nearly identical, looking at results drawn from either the training and or validation periods primarily reflects the response of the model to a particular set of input data. This is the first presentation of the Unet-LSTM model applied to the prediction of global scale SST fields. Future work with longer training and validation periods will provide a more thorough analysis of the model approach.

In this section, we first present results showing the predictions of the global scale SST fields. We also use the global scale SST fields to extract the SST values that correspond with well-known climate indices. As we are making predictions of the global scale fields, we can extract any index of interest from our model predictions without the need to develop and train a new model.


3.1. Global scale 2-D SST predictions

We first show an example set of SST model hindcasts at t=1, 6, 12, and 18 months initiated in the December 2015 El Niño. We are using only the test data set to perform the SST model hindcasts. Figure 4 presents the model predicted SST field at t=1 (January 2016), the corresponding target ECMWF ERA5 SST field, the difference between the model predicted and ERA5 SST, and the model predicted SST anomaly which is the difference between the model predicted SST values and an ERA5 climatology computed over the 30 year period 1981–2010. The model predicted SST values accurately capture the main features of the target ERA5 SST values with the majority of differences in SST values falling within the range ±1°C. There does appear to be evidence that the model is systematically slightly warmer above 20°N and slightly cooler in the eastern pacific below 20°S in Figure 4. The model captures the SST warming in the eastern equatorial Pacific during the 2015–2016 El Niño, though with a small cool bias, or underestimation of the warming. Interestingly, the model is also able to capture the warming SST off the northwest Australian coast. Model predictions of warm SST anomalies in the eastern Mediterranean Sea and northwest Atlantic coast appear also being supported by observations (Figure 4).
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FIGURE 4
 The model predicted SST at +1 month (January 16), from a model forecast initiated in December 2015, the corresponding target ERA5 SST data set, the difference between the model predictions and the target, and the model predicted SST anomaly. Note the different, much higher resolution temperature scale used to plot model differences and SST anomalies.


Figures 5–7 compare Unet-LSTM model predictions at t = 6, 12, and 18 months into the future, respectively. We can see that the model captures the temporal evolution of SST field well over the full 18-month prediction period. The differences between model predicted SST values grow slowly over the 18-month prediction period with the majority of differences in SST values, as shown in Figure 7, falling within the range ±2°C with a small overall bias toward cooler temperatures. The root mean square error (RMSE) value increases steadily over the 18-month prediction period from 0.48°C in January 2016 to 0.63°C in June 2017. At 12 months lead (Figure 6), the Unet-LSTM model predicts the near maximum cooling in the equatorial eastern Pacific as El Niño ends and La Nina conditions develop. At 18 months (Figure 7), the ocean temperatures are predicted to have warmed slightly again, as is seen in the ERA SST data. Thus, there appears to be good skill predicting the cooling at the 12-month lead and warming of SSTs at the 18-month lead time. The model predicted SSTs at mid-to high-latitudes in the southern hemisphere at 18-month lead are biased to cooler temperatures than are seen in the ERA5 data (Figure 7). Nevertheless, the Unet-LSTM model captures the underlying seasonal, and to some extent interannual, variations of the global SST quite accurately.
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FIGURE 5
 The model predicted SST at +6 months (June 2016), from a model forecast initiated in December 2015, the corresponding target ERA5 SST data set, the difference between the model predictions and the target, and the model predicted SST anomaly. Note the different, much higher resolution temperature scale used to plot model differences and SST anomalies.
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FIGURE 6
 The model predicted SST at +12 months (December 2016), from a model forecast initiated in December 2015, the corresponding target ERA5 SST data set, the difference between the model predictions and the target, and the model predicted SST anomaly. Note the different, much higher resolution temperature scale used to plot model differences and SST anomalies.
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FIGURE 7
 Model predicted SST at +18 months (June 2017), from a model forecast initiated in December 2015, the corresponding target ERA5 SST data set, the difference between the model predictions and the target, and the model predicted SST anomaly. Note the different, much higher resolution temperature scale used to plot model differences and SST anomalies.


Figure 8 presents histograms of the Unet-LSTM model predicting SST values in comparison with the ERA5 SST values for June 2017, corresponding to the results presented in Figure 7, at the end of the 18 month prediction period. Figure 8 clearly demonstrates that the model is able to accurately maintain the correct distribution of SST values with no smearing of the distribution even at the end of the 18 month prediction window. This can be attributed to the use of the Conv2DLSTM layers in the Unet-LSTM model which correctly captures both the spatial and temporal evolution of the 2D SST field. The second panel in Figure 8 shows a histogram of the differences between the model and the ERA5 SST values in comparison with errors produced by assuming persistence from December 2015. The histogram of the model differences is centered close to 0°C with the majority of errors falling within the range ±2°C, as previously shown in Figure 7.
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FIGURE 8
 Histograms of the model predicted SST values in comparison with the ERA5 SST values for June 2017 at the end of the 18-month prediction period. The second panel shows a histogram of the differences between the model and the ERA5 SST values in comparison with errors produced by assuming persistence.


Figure 9 shows the estimates of the Pearson correlation index for our predicted SST against the ERA5 SST data based on the 10 24-month predictions starting in July 2006 from months t+1 to t+6. Figure 10 shows a corresponding plot to Figure 9 except for the months t+7 to t+12. In order to be able to compute the Pearson correlation index over 10 years part of the data for the correlation analysis is from the training period. As illustrated in Figure 3, the MSE errors for the training and test periods are nearly identical indicating that data from the training period will not overly influence the results. The case studies in the model validation period of the study also tend to support the correlation analysis. Future studies will further address this issue.
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FIGURE 9
 The Pearson correlation coefficient (R) calculated using the 10 24-month forecasts commencing each July from July 2006 until July 2015 for months t+1 to t+6 showing large regions of significant correlation between the model predicted and ERA5 SST values out to t+6. In order to use a 10-year period, part of the data for the correlation analysis is from the training period, however, the case studies in the model validation period of the study tend to support the correlation analysis.
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FIGURE 10
 The Pearson correlation coefficient (R) calculated using the 10 24-month forecasts commencing each July from July 2006 to July 2015 for months t+7 to t+12 showing the presence of a significant correlation between the model predicted and ERA5 SST values out to t+12. In order to use a 10-year period, part of the data for the correlation analysis is from the training period, however, the case studies in the model validation period of the study tend to support the correlation analysis.


Figures 9, 10 illustrate that the Unet-LSTM model is able to maintain a good correlation with the target ERA5 SST anomalies for predictions out to t+12 months. Not shown are plots of the Pearson correlation index for t+13 to t+24 which continue to show regions of significant correlation. In general, long-lead high prediction skills are mostly located in the tropical, northeast, and south Pacific. There are also high prediction skills for the high latitude North Atlantic. There are good skills for the Indian Ocean Dipole regions up to 3-month lead, and the skills decay rapidly, likely due to a winter prediction barrier of the IOD (e.g., Luo et al., 2007). The high predictability regions from the Unet-LSTM model are consistent with a statistical predictability analysis of monthly SST anomalies in the global ocean (Li and Ding, 2013), with high predictability in the tropical eastern Pacific, tropical western Indian Ocean, and tropical Atlantic, and mid-latitude Pacific (their Figure 2).



3.2. Long-lead predictions of the El Niño 3.4 and El Niño 4 indices

Most dynamic models' correlation prediction skills drop to around 0.5 at a 12-month lead for Nino3.4, as presented recently (Ham et al., 2019). The CNN model developed by Ham et al. (2019) can achieve a longer lead prediction for Nino3.4, however, that is only for a single climate index, whereas in our model we make predictions of the 2-d monthly SST field and Nino3.4 is just one region embedded in the global field. So far, there has not been much study on the prediction skills of global SST.

Using the Unet-LSTM predicted SST values, we can calculate the Niño 3.4 index computed over the region 5°S-5°N, 170°W-120°W. We compared the model predictions with the Niño 3.4 index derived from the ERA5 SST data. The ERA5 Niño 3.4 index is defined as the difference between the monthly mean ERA5 SST values and an ERA5 climatology computed over the 30 year period 1981–2010.

We evaluated the Unet-LSTM model predictions of the Nino 3.4 index during 2015–2020 at various lead times and compared with the consolidated predictions archived at the National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center (CPC) website (https://iri.columbia.edu/~forecast/ensofcst/Data/) (Figure 11). The CPC consolidated predictions are 3-month averages for up to a 9-month lead. Note that the consolidated prediction data are for 1–9 months leads and are only available after 2015. Rojo Hernández et al. (2020) provided a comprehensive analysis of the forecasting skills of various models archived on the CPC website.
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FIGURE 11
 Comparison between the Unet-LSTM model predictions of the Nino3.4 index during 2015-2020 and the consolidated predictions of the National Oceanic and Atmospheric Administration (NOAA) archived at the Climate Prediction Center (CPC) website (https://iri.columbia.edu/~forecast/ensofcst/Data/archive/), with lead times of 1, 3, 6, 9, 12, and 18 months. The correlation and RMSE numbers are denoted for each lead time. The NOAA consolidated predictions are 3-month averages for up to a 9-month lead. In 2016, there are no NOAA consolidated predictions during the first 6 months. The ERA5 monthly Nino3.4 SST anomalies are plotted as references.


Compared with the CPC consolidated prediction, the Unet-LSTM model tends to underestimate the 2015–2016 El Nino SST warming peak at 3–6 month lead; however, the Unet-LSTM model tends to behave better at long leads and can predict a moderate warming in the Nino3.4 region during the 2015–2016 event at up to 18-month lead (Figure 11). Note that the Unet-LSTM model overestimates the amplitude of the weak 2014-15 El Nino event. The Unet-LSTM model predicts the 2018–2019 El Nino event rather accurately at all lead times, up to 18 months, having better skills than the CPC consolidated prediction at long lead times. The Unet-LSTM model may also have long-lead prediction skills for the 2020–2021 La Nina event. In general, the RMSE and correlation skills of the Unet-LSTM model only decrease slightly between 6 and 18 month lead times.

As the 2009-10 El Niño is generally regarded as a central Pacific El Niño (Timmermann et al., 2018), we also assess the prediction of Niño 4 SST variability, an index for the central Pacific warming. The Niño 4 index is computed over the region 5°S-5°N and 160°E-150°W. In Figure 12, the upper panel shows the ERA5 Niño 4 index over the 24 months covering the 2009–2010 warm event. The lower panel in Figure 12 presents the spatial pattern of the model predicted SST anomalies in November 2009 taken from the corresponding Niño 4 index predictions in the panel above. It is shown that the model can predict the Niño 4 index variability well, though, with an early peak in the predicted SST anomalies in October 2009 (Figure 12), the warming pattern is similar to a central El Niño event (Figure 12). Note that data from 2009–2010 are from the end of the model training period, as there is no good example for a central Pacific El Nino during the model validation period.
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FIGURE 12
 Model predictions of the El Niño 4 index for the 2009-10 and 2015-16 warm periods are presented in the upper panels. In each graph, we compare the model results with the El Niño 4 index, defined as the monthly average SST computed over the region 5°N-5°S and 160°E-150°W, calculated from the monthly mean ERA5 SST data. The dotted lines define warm (> 0.8°C) and cold (< −0.8°C) periods. Model predictions and ERA5 estimates of the El Niño 4 index > 0.8°C have been shaded red, and values < −0.8°C have been shaded blue, for emphasis. The lower panels present the spatial pattern of the model predicted SST anomalies in November 2009 and October 2015 taken from the corresponding 24-month predictions shown in the upper panels. The 2009-10 El Nino is from the model training period, as there is no good example for a central Pacific El Nino during the model validation period.


Figure 13 shows model predictions of the El Niño 3.4 index for a 24-month prediction starting in July 2014 (rather than in January) and ending in June 2016 which spans the entire 2 year warm period. Figure 13 illustrates that the model is able to capture this unusual event with two consecutive El Niños with model predictions tracking the ERA5 El Niño 3.4 index within 1°C, throughout the full 2-year period, though it still does not match the full intensity of the 2015–2016 El Niño. As demonstrated in the correlation maps, we note that most of the ENSO events can be well captured by the Unet-LSTM model.
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FIGURE 13
 Model predictions of the El Niño 3.4 index for a 24-month prediction starting in July 2014 and ending in June 2016. We compare the model results with the El Niño 3.4 index, defined as the monthly average SST computed over the region 5°N-5°S and 120°W-170°W, calculated from the monthly mean ERA5 SST data. The dotted lines define warm (> 0.8°C) and cold (< −0.8°C) periods. Model predictions and ERA5 estimates of the El Niño 3.4 index > 0.8°C have been shaded red, and values < −0.8°C have been shaded blue, for emphasis.




3.3. Long-lead predictions of the “Blob” index

We have computed the Blob index using the ERA5 SST data for the period January 1950-May 2021. The Blob index is defined as the difference between the monthly average SST climatology (1981–2010) and the monthly average SST computed over the region 34°N-47°N, 147°W-128°W (Amaya et al., 2020). Figure 14 presents the blob index over this time period, along with a two-sided 95% confidence interval and a one-sided 90% confidence interval. In the lower panel of Figure 14, we focus on the period January 2014-May 2021. During this time period, we see multiple exceptional ocean warming events in the Blob region where ocean temperatures exceed the 95% confidence interval by up to 1°C. It is also worth noting during the January 2014-May 2021 period the Blob index only dropped below 0°C during the boreal winter of 2016–2017.
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FIGURE 14
 The Blob index defined as the difference between the monthly average SST climatology (1981–2010) and the monthly average SST computed over the region 34°N-47°N and 147°W-128°W. We compute the Blob index from the monthly mean ERA5 SST data for the period January 1950-May 2021. We include the two-sided 95% confidence interval and the one-sided 90th percentile. The lower panel is the same Blob index with a focus on the period January 2014-May 2021 with the significant ocean warming events in 2014, 2015, 2019, and 2020 highlighted.


In order to demonstrate the ability of the Unet-LSTM model to predict the Blob index, Figure 15 presents multiple 24 month predictions of the Blob index focusing on the period 2014–2021. The Unet-LSTM model Blob index is computed from the corresponding model predicted SST values, e.g., as presented in Figures 4–7 and monthly average SST climatology (1981–2010). We include 24-month predictions that capture the warm events in 2014 and 2015, the cooling during the winter of 2016–2017, and the two warm events in 2019 and 2020. Figure 15 illustrates the ability of the model to accurately predict the evolution of the Blob index during both warming and cooling events over the full 24-month prediction period.
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FIGURE 15
 Model predictions of the Blob index over a 24 month period commencing in July 2013, 2014, 2015, and January 2019 compared with the Blob index, defined as the monthly average SST computed over the region 34°N-47°N and 147°W-128°W, calculated from the monthly mean ERA5 SST data. We include the two-sided 95% confidence interval. We focus on the period January 2014-May 2021 with the significant ocean warming events in 2014 and 2015 captured in the top two panels. The winter cooling in 2016–2017 and the warming events in 2019 and 2020 are presented in the lower panels.





4. Summary and discussion

In this study, we use monthly reanalysis of global surface temperature (SST and 2-m air temperature) data to train a Unet-LSTM data-driven model and demonstrate its ability to predict SST variability at various lead times. We used a 12-month window to train the Unet-LSTM model, with the seasonal cycles retained in the training data, which effectively captured the seasonal SST variation in the global ocean. For the SST anomaly prediction, there are high long-lead skills in the equatorial Pacific and northeast Pacific. In the following, we discuss a few aspects of the model predictions and outline our plans for future work.


4.1. Comparison with other ML ENSO prediction architectures

Ham et al. (2019) developed a CNN deep learning model, trained with coupled climate model outputs, to achieve 18-month-lead prediction skills for Nino3.4. Their model was initialized with both monthly SST and upper ocean heat content anomalies, claiming that the upper ocean heat content memory actually helped the model to achieve the long-lead model skills. Most of the recent development in deep learning ENSO forecasting models are based on this framework (Ham et al., 2021 among others). The Unet-LSTM based CNN model trained and initialized with global surface temperature fields can achieve similar prediction skills, not only for Nino3.4 but also in the northeast Pacific, which is demonstrated in the prediction assessment of the recent Blob marine heatwave events.

We have used a 12-month window to train the Unet-LSTM model, while most other CNN models used 3-month temporal window. The model achieves long-lead prediction mostly in the Pacific, which suggests that the precursors of the long-lead prediction likely reside in the Pacific.

By using a 12-month time window to train the Unet-LSTM model, we can use the full temperature field, instead of only using the anomaly field. In this way, both the annual cycle of temperature variations and the interannual anomalies are considered simultaneously. This may have two benefits: one is to be able to train the model to assimilate the dynamics of the seasonally phase-locked variability; the other is that the model can carry the memory over the past years, so that it is not necessary to remove the steady warming trend at the surface ocean from the reanalysis (observation) data prior to the model training.

Note that there is an attempt to capture the seasonal cycle by introducing additional labels in a CNN model (Ham et al., 2021); however, it may only be achievable for a single index prediction. However, we do need to assess the stability of the model prediction starting from different months, especially when there are known prediction barriers for various climate indices (e.g., Timmermann et al., 2018). While the Unet-LSTM model is able to predict most ENSO events well, it is noted that the model prediction starting in January fails to predict the 2015–2016 peak during the rare occurrence of two consecutive El Ninos, likely due to a lack of similar cases in the training data based on existing observations. ENSO diversity may still pose a challenge for data-driven ML models. Nevertheless, the current version of Unet-LSTM shows great promise in leading the way to more sophisticated 2-dimensional SST predictions for the global ocean.



4.2. Future work

The success of the Unet-LSTM model at capturing key features of the global scale temperature field clearly demonstrates that data-driven approaches to modeling the spatio-temporal evolution of complex physical systems such as SSTs are a promising avenue for further research. As a next step, we plan to retrain our model using the twentieth-century reanalysis products with a more extended validation period in future studies. We also plan to increase the model spatial resolution to the full resolution of the ERA5 data set, currently 0.25°, which will allow us to investigate the impact of model resolution on SST predictions and to study the variations in SST at the regional scale in more detail. Incorporating upper ocean variability as model input is also a priority. It appears that some upper ocean memory may reside in the surface temperature records. Surface SST and land surface temperatures drive global surface wind anomalies and then subsequently drive the planetary ocean waves to store the upper ocean heat content anomalies. This is a problem for further exploration. We will also investigate better quantifying the uncertainty associated with model forecasts using an ensemble forecasting approach and the prediction of other key ocean indices, such as the Indian Ocean Dipole (IOD), using both the existing model and at higher model resolutions.

Given the results presented here and the successful application of the Unet-LSTM model in previous studies (Taylor et al., 2021), we have increased confidence that the Unet-LSTM model can be applied to the general problem of the spatial and temporal evolution of other 2D geophysical fields. As of TensorFlow 2.6, a ConvLSTM3D layer is now available. By replacing the ConvLSTM2D layer with the ConvLSTM3D layer, the Unet-LSTM can be used to predict the spatio-temporal evolution of 3D fields. The ability to model 3D fields will allow us to investigate improving SST predictions by incorporating additional input variables, such as surface wind fields, into the Unet-LSTM model. The primary barrier to working with large 3D fields is the availability of GPU memory which on current devices is limited to 16-32GB. Next, generation GPU devices will have significantly larger memory, which combined with model parallelism, will allow much larger more complex models to be developed.

Training the Unet-LSTM model only with the reanalyzed temperature field (which incorporates existing observations) over the seven decades appears to have constrained the model to capture the ENSO dynamics and its teleconnection in the Indian Ocean and mid-latitude oceans (e.g., the Blob region). On the other hand, the CNN ML models are trained using coupled atmosphere-ocean models, which have inherent biases in the coupled models, as well as unrealistic ENSO simulations in some of the coupled models, such as the ENSO frequencies. Transfer learning, which has been proposed in some studies (Ham et al., 2019), may not be enough to correct these model biases (Timmermann et al., 2018). A knowledge-based strategy is needed to combine the coupled model results with observations to provide a well-sampled dataset, for the ML models to capture the diverse SST variability in the global and regional oceans, in order to better predict rare climate events.

A new and rapidly evolving area of research is physics-informed ML (Karniadakis et al., 2021) that combines ML with physical constraints, derived for example, from ordinary differential equations (ODEs) and partial differential equations (PDEs) that describe the system under study. The implementation of physics-informed ML is mesh-less which allows model regression to take place using an available set of imperfect observations that define the initial and boundary conditions without the need to interpolate the data to an appropriate grid. Physics-informed ML could yield new, more flexible, potentially transformative, approaches to ocean modeling; however much work needs to be done to realize this goal.
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Marine heatwaves can have devastating ecological and economic impacts and understanding what drives their onset is crucial to achieving improved prediction. A key knowledge gap exists around the subsurface structure and temporal evolution of MHW events in continental shelf regions, where impacts are most significant. Here, we use a realistic, high-resolution ocean model to identify marine heatwaves using upper ocean heat content (UOHC) as a diagnostic metric. We show that, embedded in the inter-annual variability of UOHC across the Tasman Sea, regional UOHC around New Zealand varies at short temporal and spatial scales associated with local circulation which drives the onset of extreme events with median duration of 5–20 days. Then, using a novel application of Adjoint Sensitivity Analysis, we diagnose the regional drivers of extreme UOHC events and their 3-dimensional structure. We compute the sensitivity of UOHC to changes in the ocean state and atmospheric forcing over the onset of MHW events using ensembles of between 34 and 64 MHW events across 4 contrasting regions over a 25-year period. The results reveal that changes in regional UOHC on short (5-day) timescales are largely driven by local ocean circulation rather than surface heat fluxes. Where the circulation is dominated by boundary currents, advection of temperature in the mixed layer dominates the onset of extreme UOHC events. Higher magnitude MHW events are typically associated with shallower mixed layer and thermocline depths, with higher sensitivity to temperature changes in the upper 50–80 m. On the west coast, where boundary currents are weak, UOHC extremes are sensitive to density changes in the upper 1,000 m and likely caused by downwelling winds. Our results highlight the importance of understanding the different temporal and spatial scales of UOHC variability. Understanding the local circulation associated with heat content extremes is an important step toward accurate MHW predictability in economically significant shelf seas.

KEYWORDS
 marine heatwaves, Tasman Sea, New Zealand, regional, upper ocean heat content, Adjoint Sensitivity Analysis, East Australian Current eastern extension


1. Introduction


1.1. Marine heatwaves

Marine heatwaves (MHWs) refer to extended periods of anomalously warm ocean temperatures and can have devastating impacts on marine biodiversity and ecosystems and major economic impacts on regional fisheries. MHWs have already become more frequent, more intense and longer-lasting in the past few decades, and this trend is expected to accelerate under further global warming (Frölicher et al., 2018; Oliver et al., 2018a,b; Darmaraki et al., 2019b). It is clear that MHWs can be driven by a number of processes occurring over various temporal and spatial scales which determine their predictability (e.g., Jacox et al., 2019). Understanding the physical processes that give rise to MHWs is key to predicting the likelihood, severity and timing of these events. Ocean heat content varies across temporal and spatial scales, driven by climate variations and local processes (Holbrook et al., 2019). In coastal regions, understanding this variability and the influence of both climate- and local-scale processes in driving ocean heat content extremes is key to predicting MHWs.

Enhanced oceanic heat content on regional- and basin-scales can act as a preconditioner to increased likelihood of MHWs (e.g., Behrens et al., 2019). A global assessment of MHWs found coherent relationships between MHWs and dominant climate modes, except in Western Boundary Current regions where the energetic and non-linear nature of these current regions make ocean-climate relationships complex (Holbrook et al., 2019). In the southwest Pacific, Bowen et al. (2017) find that SST around New Zealand (NZ) is connected to regional processes over a wide area of the South Pacific. They show that the temperature and upper ocean heat content are highly correlated on the west and east coasts of NZ on interannual timescales despite marked differences in current regions. Sutton and Bowen (2019) show that significant interannual variability in upper ocean temperature is coherent over a large area of the Tasman Sea north of the Subtropical Front. MHWs off Western Australia have been associated with large-scale subsurface temperature anomalies extending from the western Pacific into the tropical eastern Indian Ocean (Ryan et al., 2021). SW Pacific SST anomalies due to El Niño events contribute to triggering MHWs off southeast Queensland (Heidemann and Ribbe, 2019), and NE Pacific MHWs have been associated with widespread warm SST anomalies (Scannell et al., 2020). How these large scale temperature anomalies influence shelf and coastal MHWs is complex and likely region- and case-specific.

Embedded in the large-scale variations in ocean heat content, regional and coastal MHWs at smaller spatial scales have been shown to be driven by shifts in warm ocean currents and eddy activity. UOHC anomalies in the East Australian Current (EAC) southern extension have been shown to be associated with the poleward penetration of the EAC, modulated by both a weaker, more stable EAC and incoming westward-propagating Rossby waves (Li et al., 2020, 2022). Indeed, increased poleward transport in the EAC southern extension is found to be the dominant driver of MHWs off eastern Tasmania (Oliver et al., 2017, 2018b). MHWs over the Northwest Atlantic continental shelf and slope were shown to be driven by a combination of atmospheric and oceanic drivers, specifically warm core rings shed by the Gulf Stream (Perez et al., 2021). Analysis of coastal MHW events around southern Africa found that MHWs were predominantly caused by warm Agulhas Current water forced onto the continental shelf and warm atmospheric temperatures combined with onshore winds (Schlegel et al., 2017). They found that fine-scale warm core eddies were commonly associated with MHW events. Kerry et al. (2022) show that oceanic eddies are the dominant drivers of UOHC variability at intra-annual scales around NZ. On the northeast US continental shelf, both large scale atmospheric forcing, and local along- and cross-shelf ocean advection cause extreme warm ocean temperatures (Chen et al., 2015). For coastal MHWs on the southeast Australian continental shelf, Schaeffer and Roughan (2017) show that anomalously warm temperatures at depth are driven by local downwelling favorable winds that mix the water column and reduce the stratification. Clearly an understanding of the local processes at play is key to predicting regional and coastal MHWs.

While MHWs are typically characterized by SST anomalies (due to data availability), clearly an understanding of subsurface temperature and ocean heat content is crucial to understanding MHWs and their ecological impacts. Schaeffer and Roughan (2017) show that SST is insufficient to fully understand MHWs which (in 100 m water depth off southeastern Australia) often extend the full depth of the water column, with a maximum intensity and duration below the surface. Elzahaby and Schaeffer (2019) showed that MHWs in the Tasman Sea can extend to depths of more than 1,200 m, with greater temperature anomalies at depth than their surface signal. They show that these events occur predominantly within warm-core mesoscale eddies, which typically extend below 1,000 m (Rykova et al., 2017; Kerry and Roughan, 2020). Off Western Australia, MHWs driven by the poleward advection of warm water in the Leeuwin Current are distinctively deeper than atmospherically-driven events (Benthuysen et al., 2014; Ryan et al., 2021). In the Mediterranean Sea, subsurface MHWs are typically of higher intensity and severity relative to surface MHWs, probably due to their longer durations (Darmaraki et al., 2019a). Perez et al. (2021) show that meanders of the Gulf Stream onto the Northwest Atlantic continental shelf and slope resulted in large temperature anomalies that extend below 300 m depth and can persist on the shelf for several months. Penetration of subsurface temperature anomalies through the mixed layer depth can occur through a variety of processes and it is possible for these anomalous temperatures to remain from one season to the next, even after the signal of a MHW has dissipated from the surface (Scannell et al., 2020; Jackson et al., 2021). While mixed layer heat budgets are often used to diagnose MHW drivers (e.g., Elzahaby et al., 2021, 2022), it is clear that MHWs often extend below the mixed layer and the influence of salinity and subsurface water mass properties are important (e.g., Ryan et al., 2021) but often overlooked (Holbrook et al., 2020). For these reasons a more thorough understanding of the sub-surface structure of MHWs and UOHC anomalies as well as the temporal evolution of their onset and decay is required.



1.2. The New Zealand oceanic region

Here, we use the NZ region as a case study to reveal the dominate drivers of regional MHWs. NZ is located in the southwest Pacific, a known ocean warming hotspot and a region of large-scale coherent ocean heat content and thermocline variability (Bowen et al., 2017). Embedded in the large scale context, NZ experiences complex boundary current circulation (Figure 1a, Stevens et al., 2021) likely to influence how the large scale temperature extremes are experienced in its shelf and coastal waters.
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FIGURE 1
 Depth-integrated currents from 0 to 200 m with schematic of New Zealand's major currents (a), mean UOHC with 90th percentile thermocline depth contours (b), standard deviation of UOHC (c), standard deviation of UOHC low-pass filtered at inter-annual periods (d) and standard deviation of UOHC band-pass filtered from 60 to 250 days (e), computed from the MOANA Ocean Hindcast. The four regions chosen for MHW analysis are labeled on (b), 1. Bay of Plenty, 2. Kaikoura, 3. Stewart Plateau and Snares Shelf 4. Hokitika. The 100, 400, and 1,000 m depth contours are shown on (c–e). EAUC, East Auckland Current; NCE, North Cape Eddy; ECC, East Cape Current; ECE, East Cape Eddy; WE, Wairarapa Eddy; WCC, Wairarapa Coastal Current; SC, Southland Current; FC, Fiordland Current; WC, Westland Current.


In the north, the eddy-dominated East Australian Current (EAC) eastern extension (Oke et al., 2019a,b) feeds the inflow of the East Auckland Current (EAUC) at the northern tip of NZ (Tilburg et al., 2001; Oke et al., 2019b) (Figure 1a). The EAUC continues down the east coast of the North Island and, off the East Cape, continues south along the shelf break and becomes known as the East Cape Current (ECC) (Chiswell and Roemmich, 1998). Associated with the EAUC and the ECC is a sequence of semi-permanent warm-core eddies along the east coast of the NZ's North Island, (e.g., Roemmich and Sutton, 1998; Tilburg et al., 2001; Fernandez et al., 2018; Stevens et al., 2021) the North Cape Eddy (NCE), the East Cape Eddy (ECE), the Wairarapa Eddy (WE). This region displays high mesoscale eddy variability, with a ratio of eddy kinetic energy (EKE) to mean kinetic energy (MKE) that exceeds one (Kerry et al., 2022).

Along the southwest coast of NZ, the Subtropical Front in the southern Tasman Sea feeds both a northward- flowing current (the Westland Current, WC) and a southward-flowing current (the Fiordland Current, FC) along the west coast of the South Island (Heath, 1982; Ridgway and Dunn, 2003; Chiswell et al., 2015) (Figure 1a). The FC provides a pathway for the flow of subtropical water out of the Tasman Sea, while the WC is believed to be primarily driven by the prevailing southwest winds (Stanton, 1976; Heath, 1982). The Subtropical Front follows a convoluted path south of NZ before turning to flow adjacent to the east coast of the South Island (Chandler et al., 2021) as the northward-flowing Southland Current (SC) (Sutton, 2003; Hopkins et al., 2010). Flow on the west coast (associated with the FC, the WC and the largely quiescent flows on the west coast of the North Island) and on the southeast coast (associated with the SC) are largely coherent with MKE exceeding EKE (Kerry et al., 2022).

The spatial structures of variability of UOHC around NZ at both inter-annual and intra-annual timescales revealed by Kerry et al. (2022) provide invaluable context for understanding the drivers of ocean heat content variability. They show that, at inter-annual periods, ocean heat content displays large scale correlations over the NZ oceanic region (consistent with other studies), while at intra-annual periods, local boundary currents and mesoscale eddies drive UOHC changes. While the background oceanic heat content in the Tasman Sea is a useful indicator and measure of the likelihood of MHWs on interannual to decadal timescales (Behrens et al., 2019), the onset of MHW events in shelf waters on timescales of days to weeks is likely driven by local processes.



1.3. Study approach

To investigate the onset of MHW events around NZ we use the adjoint of a realistic ocean model to directly diagnose the dynamical drivers of UOHC extremes. Defining a single quantity of interest (which may be an integral over some chosen region and time period), the adjoint model allows us to perform sensitivity analysis by simultaneously calculating the sensitivities to every model variable and forcing at locations and times (backwards in time over the length of the adjoint simulation period). Adjoint Sensitivity Analysis uses the (linearized) model dynamics to reveal causal relationships between model state variables and forcings, and has been used to diagnose the drivers of shelf and boundary current circulation (Moore et al., 2009; Veneziani et al., 2009; Zhang et al., 2009, 2012), the intensity and evolution of eddies (Zhan et al., 2018), ocean heat content (Jones et al., 2018; Hahn-Woernle et al., 2020), internal tide generation (Powell et al., 2012), and acoustic ray travel-times in the context of synoptic integrals of the ocean state (Powell et al., 2013). In this work, we reveal sensitivities of UOHC to changes in the ocean state and atmospheric forcing over the 5 days leading up to extreme UOHC events, allowing us to quantify the relative dominance of MHW drivers. This is a novel approach to understanding MHWs that addresses key knowledge gaps around the temporal evolution and depth structure of the onset of extreme UOHC events.

First we use a realistic, 25-year forward simulation of the ocean circulation around NZ to characterize MHW events in 4 contrasting coastal regions (Section 3). Our results highlight the importance of understanding the different temporal and spatial scales of UOHC variability. We show that, embedded in the inter-annual variability of UOHC across the Tasman Sea, ocean heat content varies at short temporal and spatial scales associated with the local ocean circulation which drives the onset of extreme events with median durations of 5–20 days. Then, using Adjoint Sensitivity Analysis, we show that local circulation drives on the onset of MHW events (Section 4). In Section 5, we present ensembles of between 34 and 64 MHW events in 4 contrasting regions that reveal common flow structures associated with the onset of MHW events in each region. Our results highlight that understanding the prevailing 4-dimensional flow structure associated with heat content extremes is an important step toward accurate MHW predictability on intra-annual scales. A discussion is provided in Section 6 and conclusions are presented in Section 7.




2. Methods


2.1. Hydrodynamic model

The hydrodynamic model is configured using the Regional Ocean Modeling System (ROMS) version 3.9 to simulate the atmospherically-forced eddying ocean circulation around NZ. ROMS is a free-surface, hydrostatic, primitive equation ocean model solved on a curvilinear grid with a terrain-following vertical coordinate system (Shchepetkin and McWilliams, 2005). The Moana Ocean Hindcast configuration (Azevedo Correia de Souza et al., 2022) has a 5 km horizontal resolution and 50 vertical s-layers. Initial and boundary conditions are from the “Mercator Ocean Global Reanalysis” (GLORYS) 12v1 ocean reanalysis (Jean-Michel et al., 2021), developed by the Copernicus Marine Environment Monitoring Service (CMEMS). Atmospheric forcing fields from the Climate Forecast System Reanalysis (CFSR) provided by National Center for Atmospheric Research (NCAR) (https://climatedataguide.ucar.edu/climate-data/climate-forecast-system-reanalysis-cfsr) are used to compute the surface wind stress and surface net heat and freshwater fluxes using the bulk flux parameterization of Fairall et al. (1996). The model provides a realistic representation of the surface and subsurface variability around NZ, and represents NZ's major boundary currents (Kerry et al., 2022). A thorough description of the model configuration and validation is presented in Azevedo Correia de Souza et al. (2022).



2.2. Defining marine heatwaves

In general a MHW is described as a prolonged, discrete, anomalously warm water event. The most thorough and commonly adopted specific definition of a MHW is described by Hobday et al. (2016) who describe a MHW to be an anomalously warm event, with temperatures warmer than the 90th percentile based on a 30-year historical baseline period, that lasts for five or more days. The climatology is defined relative to the time of year, using all data within an 11-day window centered on the time of year. Gaps between events of 2 days or less with subsequent 5 day or more events are considered as a continuous event.

While MHW events have typically been characterized based on satellite derived sea surface temperature (SST) data (due to data coverage and availability), we know their sub-surface impact is important. Hence, given that we make use of 3-dimensional numerical model, we use upper ocean heat content (UOHC) to characterize MHW events. UOHC is a critical metric to understand heat transfer in and out of the upper ocean, and is particularly useful for studying the subsurface expression of MHWs.

The UOHC quantifies the heat carried in the upper ocean, and is given by
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where −zT is the depth of the upper layer and Cp is the specific heat of sea water in J(kgK)−1. To define upper ocean heat content we must first define the depth of the upper layer. For this work we choose to define the upper layer as the 90th percentile thermocline depth. Bowen et al. (2017) gives some justification for integrating over top 250 m for heat budgets in the NZ region (being the maximum mixed layer depth over the region). However, heat is transported below the mixed layer and we believe thermocline depth is a more appropriate metric. Given that we have 25 years of 3-dimensional temperature fields from the ocean hindcast, we are able to determine a more appropriate depth limit for the “upper ocean”.

From the 25-year hindcast, we compute the daily varying thermocline depth following the variable representative isotherm method, which was shown to be robust and is described in Fiedler (2010). The isotherm representing the thermocline is defined as thermocline temperature TT = TMLD−0.25[TMLD−T400m], where the temperature at the base of the mixed layer is estimated as TMLD = SST−0.8. As such, the thermocline is defined as the layer from the base of the mixed layer to the depth at which temperature has dropped halfway toward the temperature at 400 m, and the thermocline depth is the midpoint of that layer. The 90th percentile thermocline depth is less than 200 m for the coastal NZ region north of 43oS and between 200 and 300 m over the south-western coastal region. In the south, full depth mixing in winter means the 90th percentile thermocline depth extends to 400 m. Contours of the 90th percentile thermocline depth are shown in Figure 1b, and a full analysis of the thermocline depth and its variability over the region is presented in Kerry et al. (2022). Note that by definition thermocline depth is not computed for depths less than 400 m, and for these depths UOHC is computed for the full water-column.

We compared the heat content in the upper 250 m and the heat content above the 90th percentile thermocline depth. This comparison reveals that using a depth of 250 m means that the mean and variability in UOHC are biased by the latitudinal gradient, while the 90th percentile thermocline depth gives a truer representation of the spatially varying “Upper” OHC and is more appropriate as a circulation metric for marine heatwave work.

We choose four regions in which we investigate MHWs and their drivers (shown on Figures 1b–e). The regions are (clockwise from the top) 1. Bay of Plenty, 2. Kaikoura, 3. Stewart Plateau and Snares Shelf 4. Hokitika. These regions were chosen as they all experience different circulation regimes, provide representation across the spatial extent of NZ, and are of sites of commercial fishing. Characterization of MHW events across the region is presented in Section 3 below.



2.3. Adjoint sensitivity analysis
 
2.3.1. Method overview

For Adjoint Sensitivity Analysis, one defines a single measure of the circulation (hereafter referred to as a metric) that is a scalar function of the model state variables, J = Q(xf), where xf represents the background modeled state. This metric may be an integral over some chosen region and time period. Then, by forcing the adjoint model with the derivatives of J with respect to the model state, ∂J/∂xf, the adjoint moves backwards in time and simultaneously calculates the sensitivity of J to all of the model state variables and forcings over the time window of interest. This information quantifies how the circulation metric changes with changes to the ocean state and surface forcings at previous times.

This method is in contrast to typical “forward” perturbation experiments, in which a pair of forward model runs with and without the perturbation, will show the effect of the perturbation on all later model states. For example, the model input (e.g., net heat flux, temperature initial conditions) can be perturbed by a chosen finite amount at a particular set of locations and times, and the effects observed in various output fields (e.g., sea surface temperature, UOHC). With Adjoint Sensitivity Analysis, the impact on a chosen quantity of interest (circulation metric) can be directly diagnosed, rather than being inferred from a set of “forward” perturbation experiments. A single integration of the adjoint model will show how that circulation metric is affected by all earlier model states and all forcing. A very large ensemble of “forward” perturbation experiments would be required to quantify the sensitivity of a chosen metric to changes in the ocean state and surface forcings, and their relative dominance. Adjoint Sensitivity Analysis uses the linearized model equations, while “forward” perturbation experiments can use the non-linear model.

As the adjoint model linearizes about a trajectory generated by the forward model, the time window over which Adjoint Sensitivity Analysis is performed is limited to a length over which the linear assumption remains reasonable. In order to determine the limit of linearity, one must examine the growth of perturbations in both the tangent-linear and non-linear models. Typically the time interval over which the linear assumption remains valid depends both on model resolution and the circulation dynamics to be resolved, with increasing model resolution resulting in smaller time intervals over which the tangent-linear assumption is valid as smaller-scale, non-linear circulation features emerge (Moore et al., 2009). In a model of similar spatial resolution (4–8 km) and a region of similar dynamical regimes (the Philippine and South China Seas) to that of this study, Kerry (2014) generate an ensemble of realistic perturbations and compare the evolution of these perturbations in the non-linear model with the integration of the perturbations through the tangent-linear model. They determine that the tangent-linear assumption remains reasonably valid for realistic perturbations over 7 days for their model configuration. Based on this, Kerry (2014) and Kerry and Powell (2022) use windows of 7 days for 4-dimensional variational data assimilation experiments and Powell et al. (2013) perform adjoint sensitivity analysis in the region using 5-day windows to be well within the limit of linearity. Matthews et al. (2012) show that 4 days is the limit of linearity for a 4-km resolution model of the Hawaiian Islands, which Powell et al. (2012) use to perform Adjoint Sensitivity Analysis over 4-day windows. Zhang et al. (2009) provide a detailed description of the methodology employed to determine the appropriate time window over which the tangent-linear assumption remains valid (refer to their Section 3) and they determine 3 days to be reasonable for a 1-km resolution model to study circulation on the New Jersey Inner Shelf. In this study, we choose a time interval of 5 days over which to perform Adjoint Sensitivity Analysis. Given the model resolution and the dynamics of interest, we are confident that the linear assumption remains reasonably valid over this time window, and 5 days is a useful and appropriate time period over which to investigate the onset of MHW events (refer to Section 3).

For a more detailed account of Adjoint Sensitivity Analysis and examples of other studies, the reader is referred to Errico and Vukicevic (1991), Moore et al. (2009), Powell et al. (2012), Powell et al. (2013), and Hahn-Woernle et al. (2020). The adjoint model of ROMS (ADROMS) that we use is described in Moore et al. (2004). It should be noted that Adjoint Sensitivity Analysis is dependent only on the ocean model itself and does not require observations or data assimilation.



2.3.2. Circulation metrics

In this study we define the MHW events in each of four regions (Figures 1b–e) over the 25-year period, and use Adjoint Sensitivity Analysis to study the onset of each MHW event over the 5-days prior to the event. Because we are focussed on the MHW onset, we define the circulation metric, J, to be the spatially-integrated UOHC over the region over the first day of the MHW event. For each MHW event, a simulation is then run for 5 days with the last day corresponding to the first day of the MHW.
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where −zT is the depth of the upper layer and Cp (J(kgK)−1) is the specific heat of sea water. The forward model output was saved 3-hourly, and used to compute J and the adjoint forcing described below.



2.3.3. Adjoint forcing

The adjoint model is forced with the derivative of J with respect to the state variables. In each depth layer, J is a function of temperature and salinity. Using the product rule, the derivatives can be written as,
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and
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Density is a function of temperature, salinity and pressure given by the Equation of State of seawater. Here, we use the simple polynomial equation of state proposed by Roquet et al. (2015) as the simplest, yet realistic, equation of state for seawater that was shown to simulate a reasonably realistic global circulation. The equation has a quadratic term in temperature (for cabbeling), a temperature-pressure product term (for thermobaricity), and a linear term in salinity, such that,
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where [image: image], and [image: image] depends only on depth. The dependent variables are temperature, T, absolute salinity, SA and depth, Z (negative down), and the constants are the sensitivity of thermal expansion to temperature, [image: image], the temperature at which surface thermal expansion is zero, [image: image], the sensitivity of thermal expansion to depth, [image: image] and the haline contraction constant, [image: image]. It follows that Equations (3) and (4) can be written as,
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and
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In Equation (6), the first term is small and negative, while the second term dominates and is positive.





3. Marine Heatwaves around New Zealand defined as UOHC extremes


3.1. Temporal and spatial scales of UOHC variability

UOHC variability at intra-annual scales is high over the north and east coasts of the North Island (Figure 1e) and is driven by mesoscale eddies (Kerry et al., 2022). UOHC varies predominantly at inter-annual periods along the west and south-east coasts (Figure 1d). Frequency spectra of the UOHC (not shown) shows that in Regions 1–3 there is significant energy at intra-annual periods, while in Region 4, UOHC varies predominantly at inter-annual periods.

At inter-annual periods, UOHC at a single point within each region shows large scale correlations with UOHC across the NZ region (Figures 2a–d), consistent with previous studies (Bowen et al., 2017; Behrens et al., 2019; Sutton and Bowen, 2019; de Burgh-Day et al., 2022). Correlations are significant (p < 0.05) over most of the model domain. UOHC at the 4 points, low-pass filtered at inter-annual periods, show temporal decorrelation scales of 3–5 years (not shown).


[image: Figure 2]
FIGURE 2
 Correlation of UOHC at a given point (shown by turquoise diamond) to UOHC across domain for inter-annual periods at zero-lag (a–d) and intra-annual periods at 30 day lead (e–h), 10 day lead (i–l), zero-lag (m–p), 10 day lag (q–t), and 30 day lag (u–x). The points are in regions (from left to right) 1. Bay of Plenty, 2. Kaikoura, 3. Stewart Plateau and Snares Shelf 4. Hokitika. The 400 m bathymetry contour is shown.


At intra-annual periods the spatial correlations of UOHC reveal the local circulation patterns (Figures 2m–p). In Region 1 (Bay of Plenty), significant correlations (p < 0.05) show an eddy type structure that moves into the region from the north (Figures 2e,i), with heat leaving the bay to the east (Figures 2q,u). In Region 2 (Kaikoura), significant correlations (p < 0.05) imply that heat enters from the east with a lead time of 30 days (Figures 2f,j) and then moves northward along the southeast coast of the North Island (Figures 2r,v). In Region 3 (Stewart Plateau and Snares Shelf region) significant correlations (p < 0.05) exist over a wider region of the southern and western continental shelf with a lead time of 10 days (Figure 2k), with heat then flowing into the Southland Current (Figures 2s,w). Similarly, at Hokitika significant correlations (p < 0.05) with a lead time of 10 days are seen over the continental shelf region on the west coast of NZ (Figure 2l). Positive correlations over this region persist for 10 days, but not for 30 days (Figure 2x).



3.2. Characterizing marine heatwave events

Based on UOHC computed daily from the 25-year hindcast, we define MHW events within each model grid cell over the 25-year period using the definition of Hobday et al. (2016), as described in Section 2.2. The total percentage time in a MHW, the number of MHWs and the median MHW duration are shown in Figures 3a–c. While the spatial variability across the region is similar when defining MHWs based on UOHC or SST, using UOHC gives more MHW events with longer durations (not shown). For this study we focus on the four regions and MHW events are characterized for a central point within each region (Figure 3b).


[image: Figure 3]
FIGURE 3
 Characterization of MHWs based on UOHC (a–c). Regions for adjoint sensitivity analysis metrics are shown by the black lines: 1. Bay of Plenty, 2. Kaikoura, 3. Stewart Plateau and Snares Shelf 4. Hokitika. Violin plots showing distribution of MHW duration (d) and MHW magnitude (e). Minimum and maximum values are shown by the black diamonds and on (e) error bars showing one standard deviation either side of the median are shown in black. UOHC above the 90th percentile thermocline at central point inside regions 1–4 (f–i) (gray line) and the 90th percentile daily climatological UOHC computed with an 11-day window (black line). The red lines indicate where the UOHC exceeds the 90th percentile daily climatology and the orange regions represent MHW events based on the definition of Hobday et al. (2016), using UOHC rather than SST (that is when the red lines have duration of 5 or more days). The dark gray line shows the heat content low-passed filtered at inter-annual periods.


Over the four regions, we identify 64, 64, 52, and 34 MHWs, respectively, over the 25 years. The median (minimum/maximum) duration of MHWs in days is 8 (5/60), 10 (5/35), 9 (5/62), and 17.5 (5/148) days for regions 1–4, respectively (Figure 3d). MHW magnitude, as defined by the maximum UOHC anomaly (volume-integrated over the defined region, Figure 3e) is greatest in the Region 1 (Bay of Plenty), and similar in the other 3 regions, with considerably lower magnitude variability in Region 4 (Hokitika).

The time series of UOHC display variability at short time-scales (days to weeks) through to inter-annual time scales (Figures 3f–i). For the most part, MHW events often occur during periods when the heat content low-passed filtered at inter-annual periods exceeds the mean, but it is evident from the time series that this is not always the case, and that the short timescale variability is key to tipping the UOHC over the 90th percentile daily climatological value (shown by the red in Figures 3f–i). As such, this study now focuses on identifying and quantifying the processes at play over the onset of the MHW events, focusing on the short timescale processes.




4. Short-term drivers of UOHC extremes

We have shown that the evolution of UOHC on short timescales (days to weeks) appears to be key to initiating MHW events. This variability is embedded in the inter-annual variability, which can be a preconditioner to increasing the likelihood of MHW events, however it is also noted that MHW events can occur outside of these anomalously warm multi-year periods. It is therefore clear that understanding the processes occurring at short temporal and spatial scales is a key to predicting the occurrence of MHW events in regional seas. We now use Adjoint Sensitivity Analysis to focus on the short timescale processes at play over the onset of the MHW events.

We assess the relative sensitivity of UOHC to the prior ocean state and atmospheric forcing over the onset of MHW events. Employing Adjoint Sensitivity Analysis over 5 day periods with the last full day being the first day of the MHW, we investigate the drivers that initialize the MHW. There are 64, 64, 52, and 34 MHWs in Regions 1–4, respectively, so we run a total of 214 5-day adjoint simulations. We perform Adjoint Sensitivity Analysis on UOHC averaged over the given region and over the last day of the 5 day cycle. The cycles are limited to 5 days due to requirement of the linear assumption remaining valid over this length of time, and allow us to investigate the onset of each MHW event over the 5 days prior to the event.


4.1. Quantifying sensitivities to reveal the dominant drivers

The adjoint sensitivity results are able to reveal the magnitude and the spatial and temporal evolution of the influence that each state variable and forcing field has on the UOHC on the last day of the simulation window. To interpret the adjoint model results, we normalize the sensitivities by an estimate of the typical variability of the corresponding state variable or forcing field value over a 5-day period. The scaled sensitivity is then given by,
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where [image: image] is the output of the adjoint model, Δxi is a perturbation to a model state variable or forcing variable (e.g., temperature, surface wind stress), Nt is the total number of modeled time steps and i is the index of the grid cell of interest. Presenting the scaled sensitivity is useful as the impact of the perturbation of different ocean state variables can be directly compared in units of Joules, and the impact different areas and times can be quantified by summing only over the sensitivities of certain grid cells and times. For example, in Figure 4 we present the scaled sensitivity to temperature over the 5-day window separated by depth (above the mixed layer depth, between the mixed layer and the thermocline, and below the thermocline). We use perturbations, Δxi, based on typical variability of each variable over 5-day periods; we compute the 5-day standard deviations for the 5 days leading up to each MHW event and average them in quadrature.
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FIGURE 4
 Domain-integrated scaled sensitivities to temperature (left column; a–d) and surface forcings (right column; e–h) over the 5-day adjoint simulations. Temperature sensitivities are for temperature outside of the region and separated by depth and surface heat flux sensitivities are separated into inside and outside of the region. The sensitivities are scaled by the 5-day standard deviations. The magnitudes indicate the amount by which J changes if variable is changed by 1 standard deviation everywhere in the domain for 4 days leading up to the MHW. The magnitudes of J can be compared to those in Figure 3e.


To investigate the dominant drivers of changes to UOHC at the beginning of each MHW event, we present the scaled sensitivities over the 5 day simulation period, with the last day being the first day of each MHW event. Figure 4 shows the mean and standard deviations for all MHW events in each of the four regions. Here, the magnitudes indicate the amount by which J changes if the variable is changed (increased) by one standard deviation everywhere in the summed region. The magnitudes of J can be compared to those in Figure 3e, where the value represents the anomaly above the daily climatology (0.7–2 × 1019 J), and the total volume integrated heat content values range from 2.6 to 5.4 × 1020 J (Figures 6a–d). It should be noted that temperature sensitivities (Figure 4, left panels) are always positive, meaning that positive perturbations in temperature result in an overall positive change (increase) in UOHC. Likewise, increases in surface heat flux always results in overall increases in UOHC, while positive perturbations to wind stress forcing can result in increases or decreases in overall UOHC (Figure 4, right panels).

For the model variables we compute the sensitivity to changes outside the chosen region, therefore representing how these changes influence UOHC inside the region (for example advection of temperature into the region). As we are interested in the full depth structure of heat transport the temperature sensitivities are computed separately for temperature in the mixed layer, between the mixed layer and the thermocline, and below the thermocline (Figures 4a–d). Scaled sensitivities to other state variables (salt, u, and v) are 1–2 orders of magnitudes smaller than those for temperature and are not shown. Sensitivities to surface heat fluxes are also separated into fluxes directly over the region, and fluxes outside the region (Figures 4e–h).

Changes to temperature in the mixed layer dominates for Region 1 (Bay of Plenty), Region 2 (Kaikoura) and Region 3 (Stewart Plateau/Snares shelf). In the mixed layer, sensitivities increase steadily over the 5 days indicating advection of heat, while below the thermocline the sensitivities remain fairly constant over the 4 days leading up to the first day of the MHW, indicating adjustments at depth on longer timescales. In Region 4 (Hokitika), where currents are typically weak, changes in temperature below the thermocline result in UOHC changes of similar magnitude to advection in the mixed layer. In each case the mixed layer depth and thermocline depth used is averaged over the 5 day adjoint simulation. Mean mixed layer depths (mixed layer depth standard deviation) over all MHW events for Regions 1–4 are 70 m (39 m), 88 m (70 m), 97 m (82 m), 58 m (39 m). Mean thermocline depths (thermocline depth standard deviation) for Regions 1–4 are 106 m (42 m), 115 m (61 m), 192 m (120 m), 104 m (64 m). The perturbations to temperature are shown in Figure 5e.
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FIGURE 5
 Sensitivity to temperature and salinity outside of the region scaled by the 5-day standard deviations for all MHWs for days 5, 3 and 1 prior to the first day of the MHW event for regions 1. Bay of Plenty (a), 2. Kaikoura (b), 3. Stewart Plateau and Snares Shelf (c), and 4. Hokitika (d). The perturbations used for scaling the sensitivities are shown in (e) for temperature and (f) for salinity.


Surface heat flux perturbations directly over the region have an increasing effect from days −5 to −1 on UOHC on the last day of the simulation window (day −1 to 0), while surface heat flux sensitivities outside of the region gradually decrease (similar to temperature advection in the mixed layer). Indeed the spatial structure of surface heat flux sensitivities follows that of temperature in the mixed layer, representing the advective flow structure. Likewise, for Regions 1–3 the spatial structure of the wind stress sensitivities are consistent with the near-surface advective flow structure indicating that the winds are mostly influencing the surface currents in these regions. In contrast, in Region 4 the wind stress sensitivities show are more widespread spatial influence, described in Section 5.4. Perturbations to net surface heat flux are of the order of 180–200 Wm−2 and perturbations to surface wind stress correspond to changes in wind speed of 6–8 ms−1.

The results show that changes in UOHC are most sensitive to temperature changes outside of the four regions rather than surface fluxes or wind forcing. Advection is described by the sensitivity to changes in advected water mass properties outside of the region over which UOHC is averaged. Sensitivity to advected temperature in the mixed layer is 2–3 orders of magnitude greater than sensitivity to surface heat flux (Figure 4). Since we use an ocean-only model, sensitivities to atmospheric forcing are relative to the imposed surface forcing, as opposed to a dynamic air-sea coupling. Our results show that changes in temperature (typical of 5-day variability) result in greater UOHC changes than changes to surface heat flux (given typical 5-day variability). Temperature changes in the ocean on 5-day timescales are driven by a variety of processes including advection by ocean currents and subduction due to density changes or wind forcing, while surface heat flux changes over 5-days do relatively little to influence UOHC. This result is given that the UOHC is computed for the 90th percentile thermocline depth; the spatial mean depths in Regions 1–4 are 170, 210, 400, and 200 m, respectively. If the depths were shallower, or SST was used as a metric, surface fluxes may be more impactful, e.g., (Elzahaby et al., 2022). Furthermore, the dominance of advection over surface forcings is given that this study focusses on processes that occur over short time scales (5 days). Indeed, surface heat flux and wind forcing changes are likely drivers of UOHC variability over large spatial and temporal scales, causing the inter-annual variability (Figures 2a–d) that acts as a preconditioner to the onset of MHW events (Figures 3f–i).



4.2. Subsurface structure of UOHC sensitivities

The subsurface structure of UOHC scaled sensitivities is further investigated in this section. Profiles of sensitivity to temperature and salinity outside of the region for day 5, 3, and 1 prior to the first day of the MHW event reveal the subsurface structure of the sensitivities (Figure 5). Across all regions, sensitivities to temperature outside of the region are positive over the depth range over which UOHC in computed (170– 400 m), while below this depth temperature and salinity have opposing influences representing sensitivities to density changes below the thermocline. As discussed above, this demonstrates two separate mechanisms that influence UOHC; (1) advection of temperature, which occurs predominantly in the upper ocean, and (2) adjustments due to changes in density structure, driving deeper convection. The perturbations to temperature and salinity are shown in Figures 5e,f, respectively.

In Region 1, sensitivities to temperature in the upper 200 m dominate with increases in temperature at these depths resulting in increased UOHC. Below the thermocline, cooler temperature and higher salinity results in increases in UOHC resulting from changes in the density structure below the thermocline. Increased density below 200 m, 5 and 3 days prior to the MHW event results increased UOHC. In Region 2, positive sensitivities to temperature exist in the upper 500 m with highest sensitivities in the upper 200 m (above the thermocline). Reduced density between 200 and 500 m results in higher UOHC, in contrast to Region 1. In Region 3, positive sensitivities to temperature exist over the upper 500 m, with increased in density at depth (below ~700 m) resulting in increased UOHC. In Region 4, the sensitivity profile to temperature is bimodal with positive sensitivities to temperature above 200 m and between 200 and 1,000 m for 5 and 3 days prior to the event, and salinity playing a small role down to 1,000 m. In each region, on day 1 (the first day of the MHW event), sensitivities to temperature exists in the upper 200 m and density changes at depth can have little influence.

The maximum volume-integrated heat content associated with each MHW event (describing the event's magnitude), is inversely related to the thermocline depth (Figures 6a–d). Composites of the high (red) and low (blue) magnitude MHW events show that high magnitude events in regions 1–3 are typically associated with higher sensitivities to temperature in the upper 50–80 m, while lower magnitude events have sensitivities spread over the upper ~150 m corresponding to the deeper mixed layer and thermocline (Figure 6). In Region 4, the high magnitude events also have greater sensitivities to temperature below the thermocline to 1,000 m depth, indicating the influence of density changes at depth on MHWs in this region.
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FIGURE 6
 MHW magnitude versus mean thermocline depth over each of the regions and over the 5 days (a–d). MHWs are clustered into mag>65th %tile and TD < 35th %tile (red) and mag <35th %tile and TD>65th %tile (blue). These clusters are used for the composite profiles (e–h). Profiles show the sensitivity to temperature outside of the region scaled by the 5-day standard deviations for composites of high and low magnitude MHWs down to 1500 m (top) and zoomed in to the upper 200 m (bottom), for days 5, 3 and 1 prior to the first day of the MHW event.





5. Flow structures associated with MHW onset

Given the dominant influence of changes in temperature in the mixed layer, and changes in temperature and salinity below 200 m, outside of the regions elucidated from the adjoint sensitivity results, we examine the flow structures associated with the onset of MHW events. As each of the four regions experience MHWs at different times and present different circulation dynamics, we consider each region separately. We consider ensembles of the background flow (Figures 7, 9, 11, 13) and adjoint sensitivities (Figures 8, 10, 12, 14) averaged over the 4 days leading up to all MHW events.
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FIGURE 7
 (Top): Ensemble means of SSH anomaly, SSH and SST anomaly averaged over the 4 days leading up to all 64 MHW events in the Bay of Plenty. (Middle): Ensemble means of depth-integrated heat transport averaged over the 4 days leading up to MHW events from 0 to 200, 200 to 500, and 500 to 1,000 m (Wm−1). (Bottom): Ensemble means of depth-integrated heat transport anomalies (Wm−1). Gray lines show the 100 and 1,000 m bathymetry contours.
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FIGURE 8
 Ensemble sensitivities for days 5, 3, and 1 leading up to all 64 MHW events in the Bay of Plenty. (Top to bottom): Mean scaled sensitivity to SSH, mean scaled sensitivity to temperature from 0 to 200 m, standard deviation of scaled sensitivity to temperature from 0 to 200 m, mean scaled sensitivity to temperature from 200 to 500 m and mean scaled sensitivity to temperature from 500 to 1,000 m. Sensitivities are scaled by the 5-day standard deviations for the days leading up to the MHWs, averaged in quadrature. Gray lines show the 100 and 1,000 m bathymetry contours.
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FIGURE 9
 (Top): Ensemble means of SSH anomaly, SSH and SST anomaly averaged over the 4 days leading up to all 64 MHW events in the Kaikoura region. (Middle): Ensemble means of depth-integrated heat transport averaged over the 4 days leading up to MHW events from 0 to 200, 200 to 500, and 500 to 1,000 m (Wm−1). (Bottom): Ensemble means of depth-integrated heat transport anomalies (Wm−1). Gray lines show the 100 and 1,000 m bathymetry contours.
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FIGURE 10
 Ensemble sensitivities for days 5, 3, and 1 leading up to all 64 MHW events in the Kaikoura region. (Top to bottom): Mean scaled sensitivity to SSH, mean scaled sensitivity to temperature from 0 to 200 m, standard deviation of scaled sensitivity to temperature from 0 to 200 m, mean scaled sensitivity to temperature from 200 to 500 m and mean scaled sensitivity to temperature from 500 to 1,000 m. Sensitivities are scaled by the 5-day standard deviations for the days leading up to the MHWs, averaged in quadrature. Gray lines show the 100 and 1,000 m bathymetry contours.
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FIGURE 11
 (Top): Ensemble means of SSH anomaly, SSH and SST anomaly averaged over the 4 days leading up to all 52 MHW events in the Stewart Plateau and Snares Shelf region. (Middle): Ensemble means of depth-integrated heat transport averaged over the 4 days leading up to MHW events from 0 to 200, 200 to 500, and 500 to 1,000 m (Wm−1). (Bottom): Ensemble means of depth-integrated heat transport anomalies (Wm−1). Gray lines show the 100 and 1,000 m bathymetry contours.
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FIGURE 12
 Ensemble sensitivities for days 5, 3, and 1 leading up to all 52 MHW events in the Stewart Plateau and Snares Shelf region. (Top to bottom): Mean scaled sensitivity to SSH, mean scaled sensitivity to temperature from 0 to 200 m, standard deviation of scaled sensitivity to temperature from 0 to 200 m, mean scaled sensitivity to temperature from 200 to 500 m and mean scaled sensitivity to temperature from 500 to 1,000 m. Sensitivities are scaled by the 5-day standard deviations for the days leading up to the MHWs, averaged in quadrature. Gray lines show the 100 and 1,000 m bathymetry contours.
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FIGURE 13
 (Top): Ensemble means of SSH anomaly, SSH and SST anomaly averaged over the 4 days leading up to all 34 MHW events in the Hokitika region. (Middle): Ensemble means of depth-integrated heat transport averaged over the 4 days leading up to MHW events from 0 to 200, 200 to 500, and 500 to 1,000 m (Wm−1). (Bottom): Ensemble means of depth-integrated heat transport anomalies (Wm−1). Gray lines show the 100 and 1,000 m bathymetry contours.
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FIGURE 14
 Ensemble sensitivities for days 5, 3, and 1 leading up to all 34 MHW events in the Hokitika region. (Top to bottom) Mean scaled sensitivity to SSH, mean scaled sensitivity to temperature from 0 to 200 m, standard deviation of scaled sensitivity to temperature from 0 to 200 m, mean scaled sensitivity to temperature from 200 to 500 m, mean scaled sensitivity to temperature from 500 to 1,000 m, and mean scaled sensitivity to surface meridional wind stress. Sensitivities are scaled by the 5-day standard deviations for the days leading up to the MHWs, averaged in quadrature. Gray lines show the 100 and 1,000 m bathymetry contours.


We show ensemble means of SSH anomaly, SSH, and SST anomaly (Figures 7, 9, 11, 13 top panels). To understand how the flow structures relate to the onset of MHW events, we compute the vertically-integrated heat transport for the 4 days leading up to each MHW event (for depths 0–200, 200–500, 500–1,000 m). Depth-integrated heat transport from a depth −z1 to −z2 is a vector given by
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where Cp is the specific heat of sea water (J(kgK)−1). The ensemble means of vertically-integrated heat transport (Figures 7, 9, 11, 13 middle panels) and vertically-integrated heat transport anomalies relative to the 25-year mean (Figures 7, 9, 11, 13 bottom panels), averaged, averaged over the 4 days leading up the MHW events, reveal the subsurface structure of the heat advection. For the adjoint sensitivities, we present the mean scaled sensitivity (Equation 8) to SSH, mean scaled sensitivity to temperature from 0 to 200 m, standard deviation of scaled sensitivity to temperature from 0 to 200 m, mean scaled sensitivity to temperature from 200 to 500 m and mean scaled sensitivity to temperature from 500 to 1,000 m for days 5, 3, 1 leading up to all MHW events. These are shown in Figures 8, 10, 12, 14 for each of the four regions. As previously the sensitivities are scaled by the 5-day standard deviations for the days leading up to the MHWs, averaged in quadrature, and then summed across the relevant depth-integral.


5.1. Region 1: Bay of plenty

For the Bay of Plenty, we see a negative SSH anomaly off the northern tip of the North Island, associated with less separation of the EAUC at North Cape, and an eddy dipole directly to the north of the Bay of Plenty, which pumps warm water into the Bay of Plenty region (Figure 7). The SSH sensitivities are consistent with the existence of this eddy dipole to the north of the region and the temperature sensitivities in the upper 200 m reveal that heat is advected into the Bay of Plenty from the north (Figure 8). This reinforces the idea that, rather than separating into the North Cape Eddy, the EAUC pumps warm water from the north into the Bay of Plenty. SST is higher than normal across the entire northern region when MHW events occur in the Bay of Plenty, consistent with Figure 3f where we see that the majority of MHWs occur over multi-year periods when UOHC is anomalously high. Importantly, our results show the importance of the EAUC flow and its associated eddies on initiation of MHWs within these multi-year periods. These results reveal the causal mechanism behind what was suggested by the correlation plots in Figure 2 and described in Section 3.1.

Warmer temperatures at depth (below 200 m) to the east of the Bay of Plenty region up to 5 days prior to the MHW result in increased UOHC in the Bay of Plenty, while cooler temperatures below 200 m to the west and north of the region result in higher UOHC. As salinity shows the opposite pattern (not shown), this is related to the influence of the density structure below the thermocline. The spatial structure of SSH sensitivities is also consistent with this inferred circulation pattern that drives the onset of UOHC extremes in the region.



5.2. Region 2: Kaikoura

For Kaikoura, MHW events are associated with a weaker than normal eastward flow as the East Cape Current (ECC) separates and flows eastward, and a stronger westward countercurrent along the Chatham Rise [also resulting in stronger heat transport in the Wairarapa Coastal Current (WCC)]. This flow scenario likely results in heat convergence in the Kaikoura region, causing UOHC extremes. SST is cooler than normal in the ECC and warmer than normal off the east coast of central NZ. Heat is advected into the region from the east in the upper 500 m and from the south, associated with the Southland Current (SC), in the upper 200 m (Figure 9). This advection of temperature from the east and south is demonstrated by the temperature sensitivities in the upper 200 m (Figure 10).

Between 200 and 500 m, and to a lesser extent below 500 m, cooler temperatures against the continental shelf, and warmer temperatures along the Chatham Rise over the 5 days prior to the MHW event result in higher UOHC in the region (Figure 10). As in Region 1, similar spatial structures of the SSH sensitivities and the sensitivities to temperature below 200 m emphasize the importance of the ocean density structure in driving increased heat transport from the east along the northern edge of the Chatham Rise.



5.3. Region 3: Stewart plateau and snares shelf

The current structure around the Stewart Plateau and Snares Shelf region is particularly complex. In the flow ensemble means (Figure 11), heat transport in the Fiordland Current is reinforced by a low sea level anomaly off the southwestern tip of NZ's South Island. This anomalously warm water hugs the continental shelf around the southern tip of NZ over the upper 200 m feeding warm water into Region 3. SST is broadly higher than normal across the southern region when MHW events occur in the Stewart Plateau and Snares Shelf region, consistent with Figure 3h where we see that the majority of MHWs occur over multi-year periods when UOHC is anomalously high.

The complexities in the current structure are revealed by the SSH sensitivities (Figure 12). Advection into the region from the north is revealed by the temperature sensitivities in the upper 200 m (Figure 12) which also reveal some heat is entering from the south of the region (via the Subantarctic Front). Sensitivities to temperature below 200 m relate to the influence of the density structure on UOHC (Figure 12), with salinity sensitivities at depth having the opposite sign (not shown). Temperature sensitivities below 200 m and sensitivities to SSH extend along the continental shelf on the west coast of the South Island, indicating the wide-spread influence of density structure below 200 m on UOHC in Region 3. This influence in more pronounced in Region 4 and is discussed in the following section.

The correlations with 30-, 10- and 0-day lead times for Region 3 (Figure 2) show no clear flow structure, indicating that the heating occurs due to large scale adjustments at depth on the west coast. The adjoint sensitivity results (Figures 4c, 12) and ensemble mean heat transports (Figure 11) reveal that advection in the Fiordland Current (FC) is important for UOHC in Region 3, and the lagged spatial correlations for UOHC (Figures 2s,w) reveal that heat from Region 3 is then advected in the Southland Current (SC).



5.4. Region 4: Hokitika

MHW events at Hokitika are associated with a broad onshore flow associated with the Subtropical Front that impinges on the west coast of the South Island and warmer than normal SST across the oceanic region west of the South Island (Figure 13). This broad scale SST anomaly when MHW events occur in the Hokitika region is consistent with Figure 3i where we see that almost all of MHWs occur over multi-year periods when UOHC is anomalously high. Anomalously high heat transport occurs over the (5-day) onset of MHW events from the west down to 1,000 m and from the north along the shelf above 500 m (Figure 13).

Temperature sensitivities above 200 m reveal very little advective flow structure, consistent with Figure 4d where advection in the mixed layer was relatively small (compared to the other regions, Figures 4a–c). Some advection is seen into the southwest of the region in the upper 200 m (Figure 14), while the temperature sensitivities below 200 m relate to sensitivities to density changes. Five days prior to the MHW events, Figure 5 shows sensitivity to temperature with depth (outside of the region) is bimodal with a peak in the upper 200 m and a peak at ~500 m. This peak at depth disappears 1 day before the events when sensitivities in the upper 200 m dominate. Temperature sensitivities between 200 and 500 m (Figure 14) reveal that leading up to MHW events cooler (denser) water offshore of the shelf and warmer (less dense) water on the shelf slope leads to an increase in UOHC in the region, suggesting a downwelling process. Indeed in Figure 2 there is no clear flow structure evident in the spatial plots of UOHC correlations at Region 4 (Hokitika), in contrast to Regions 1 and 2, consistent with the downwelling mechanism rather than horizontally dominated flows.

The spatial structure of the surface wind stress sensitivities in Region 4 show wide-spread wind stress sensitivities (Figure 14) indicating that the winds over the west coast of NZ are setting up a downwelling circulation pattern that drives extreme UOHC events in the region. This is consistent with the sensitivities of UOHC to density changes at depth. This is in contrast to the spatial structure of the surface wind stress sensitivities Regions 1–3 (not shown) which simply reveal the local advective flow structure.




6. Discussion

We have shown that, embedded in the large scale inter-annual variability of ocean heat content, extremes in upper ocean heat content around NZ are largely driven by processes that occur on short timescales (days to weeks) associated with the local circulation, rather than surface heat fluxes. Regions 1–3 show high sensitivities to temperature in the mixed layer that gradually decrease with time over the onset of the MHW (Figures 4a–c), indicating that advection of temperature in the mixed layer is the dominant driver of the extreme UOHC events. In contrast, in Region 4 where currents are typically weak (Figure 1a), changes in temperature below the thermocline and those in the mixed layer influence UOHC by a similar magnitude (Figure 4d). Regions 1–3 are characterized by having many, short duration MHWs, while Region 4 has fewer, longer duration MHWs (Figures 3d,e). These two regimes correspond to MHWs driven by advection in the mixed layer (Regions 1–3) and MHWs influenced by temperature perturbations above and below the ML in a region characterized by weaker currents (Region 4).

Across all regions, the effects of changes to temperature and salinty below the thermocline on UOHC relate to density changes, indicated by the opposing affects of temperature and salinity (Figure 5), which influence heat convergence into the regions. Using an adjoint model to study sensitivities of ocean heat content in the Labrador Sea, Jones et al. (2018) separate the effects of changes in potential temperature at constant density and changes in density. Similar to our results in the mixed layer for Regions 1–3, they show that sensitivities of heat content to potential temperature reveal the circulation patterns (or advective flow structure). Sensitivities to changes in density were able to reveal regions in which density changes can alter circulation and ultimately influence heat convergence.

Analyzing the four-dimensional structure of the adjoint sensitivities reveals the significance of changes to subsurface temperature (and to a lesser extent, salinity) to UOHC extremes. Mixed layer heat budgets are frequently used to diagnose the drivers of surface warming associated with MHWs (e.g., Elzahaby et al., 2021, 2022); however, the influence of salinity and subsurface water mass properties are often overlooked (Holbrook et al., 2020) yet have been shown to be significant for MHW evolution and persistence (Scannell et al., 2020; Hu et al., 2021). We show that adjustments relating to changes in density structure (well below the mixed layer) are particularly important for MHWs in regions where surface currents (and therefore heat advection) are weak (such as the west coast of NZ). While this study focused on the short-term drivers of UOHC extremes, inter-annual variability and long-term trends in UOHC would also benefit from analysis of the role of subsurface temperature and salinity to better understand the ocean's role in the persistence and evolution of long-lived events.

We show that higher magnitude MHW events are typically associated with shallower mixed layer and thermocline depths, with higher sensitivity to temperature changes in the upper 50–80 m. These results show that, for the same change in temperature, shallower mixed layers result in greater changes in UOHC due to advection of temperature into the region. As noted by Holbrook et al. (2020), when mixed layers are shallower than normal they will warm more quickly for a given input of heat. The influence of density changes at depth were also illuminated by Scannell et al. (2020) who describe the onset of a MHW event during which an increase in stratification likely contributed to the confinement of warm anomalies to the near-surface, enhancing the MHW's intensity.

The flow structures associated with MHW event onset are revealed by the spatial plots of sensitivity to temperature in the upper 200 m, for Regions 1–3, with the sensitivities of the ensembles (Figures 8, 10, 12) revealing the source of advected temperature consistent with the ensemble mean flow structures (Figures 7, 9, 11). The spatial structure of the surface wind stress sensitivities in Regions 1–3 reveal the local advective flow structure, while the wide-spread wind stress sensitivities in Region 4 (Figure 14) indicate a downwelling mechanism over the west coast of NZ driving extreme UOHC events. This is consistent with findings by Jones et al. (2018) who show significant positive alongshore wind stress sensitivity patterns that largely reinforce the adjustment pathways for heat content in a region of deep convection. The spatial correlation of UOHC at intra-annual periods (Figure 2) reveal these large scale adjustments over the west coast, in contrast to the correlations in Regions 1 and 2 revealing the advective flow structure.

MHW predictability will be more or less challenging depending on the regions and drivers (Jacox et al., 2019; Holbrook et al., 2020) and an understanding of the temporal and spatial scales of variability and the associated physical drivers of heat content extremes is key to developing effective prediction systems. Here, we emphasize the different timescales associated with UOHC variability (Figures 1c,d, 2, 3f–i). On short timescales (days to weeks), the local circulation drives changes either through mesoscale eddy and boundary current driven transport (Region 1 and 2), large scale density adjustments driving deep circulation changes (Region 4), or a combination of the two (Region 3) (Figures 2, 7–14). Understanding the prevailing short-term drivers associated with heat content extremes is an important step toward accurate MHW predictability on intra-annual time scales, allowing the prediction of short-lived MHW events within the longer term (inter-annual) heat content variability.

The use of the adjoint model provides direct connections to the dynamical drivers of UOHC extremes, therefore explaining the fundamental dynamics of back-trajectory teleconnections. This is in contrast to other studies that use concurrent correlations which are unable to imply causation. In addition, the adjoint sensitivity fields may also be used to inform the design of future observational networks (e.g., Heimbach et al., 2011; Loose et al., 2020). For instance, on the north and east coasts of NZ focus should be given to observations that will improve predictions of the boundary current circulation and associated eddies, while on the west coast, monitoring of temperature and salinity changes along the continental slope to 1,000 m would be useful in improving model predictions of MHWs. Future changes to UOHC under climate change can also be implied from the adjoint model results given the knowledge of the processes that control UOHC on both regional and local scales, as discussed in Hahn-Woernle et al. (2020).



7. Conclusions

Our results show a clear temporal scale separation in UOHC variability in oceanic regions around NZ. UOHC at the four near-coast locations shows large scale positive correlation with UOHC over the entire NZ region at inter-annual scales with temporal decorrelation scales of 3–5 years. At intra-annual (60–250 days) scales, spatial correlations relate to local processes and have temporal decorrelation scales of 30 days. While MHW events occur most often during the multi-year periods where UOHC is anomalously high over a broad region, the onset of MHW events in the near-coast regions is driven by local processes on timescales of days to weeks.

Using Adjoint Sensitivity Analysis we revealed that advection of temperature in the mixed layer is the dominant driver of UOHC extremes along the north and east coasts of NZ. Here, changes in UOHC were most sensitive to changes in temperature in the mixed layer outside of the chosen regions, rather than changes in surface forcings. On the west coast, advection is less important and UOHC changes are driven by changes in the density structure in the upper 1,000 m set up by downwelling winds. The spatial structure of the adjoint sensitivities revealed the origins of the adjective heat fluxes above 200 m and the importance of density structure below the thermocline (~200 m). We find common flow structures associated with the onset of MHW events which show heat transport anomalies consistent with the structure of temperature advection revealed by the adjoint sensitivity results. Understanding the local circulation dynamics associated with MHW onset is key to prediction of MHW events on short time scales (days to weeks).
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Marine heatwaves (MHWs) are extreme ocean temperature events that can have wide-ranging and pervasive effects on marine species and ecosystems. However, studies of MHW characteristics and drivers primarily focus on open-ocean environments, rather than the nearshore coastal ocean (<10 km from coast, <50 m depth). This is despite coastal waters sustaining significant commercial, recreational, and customary fisheries and aquaculture activities that are highly susceptible to the impacts of MHWs. The two longest (>50 year) daily in situ ocean temperature records in the Southern Hemisphere are used to investigate the variability, drivers, and trends of MHWs in shallow water marine ecosystems (SWMEs). Located at the northern and southern limits of New Zealand, both locations experience an average of two to three MHWs annually, with MHWs at the exposed coastline site generally being of longer duration but less intense than those observed within the semi-enclosed harbor site. Observed MHWs have timescales similar to synoptic weather systems (9–13 days) and are most intense during Austral summer with little seasonality in frequency or duration. An investigation of MHWs co-occurring in nearshore coastal and offshore waters suggests that MHWs in semi-enclosed waters (e.g., harbors, estuaries) are more closely coupled with local atmospheric conditions and less likely to have a co-occurring offshore MHW than those occurring on exposed coastlines. Composite analysis using a reanalysis product elucidates specific atmospheric drivers and suggests that atmospheric pressure systems, wind speed and latent heat fluxes are important contributing factors to the generation and decline of MHWs in SWMEs. Investigation of long-term trends in MHW properties revealed an increase in MHW duration and annual MHW days at the southern site and decrease in maximum intensity at the northern site. This is consistent with broad-scale warming trends previously documented at these coastal stations, with differences related to changes in large-scale circulation patterns around New Zealand. Our results highlight the importance of in situ data for the analysis of MHW events in the nearshore coastal ocean, and the role of local atmospheric forcing in modulating the occurrence of MHWs in SWMEs, which can cause decoupling of temperature dynamics with the surrounding shelf sea.
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 marine heatwave, extreme event, shallow water marine ecosystem, coastal oceanography, New Zealand, estuary, harbor, ocean warming


1. Introduction

Marine heatwaves (MHWs) are a “prolonged discrete anomalously warm water event,” where ocean temperatures are well above normal for an extended period of time (Hobday et al., 2016). The extreme ocean temperatures during these events can have many negative ecological effects including declines in marine species abundance and diversity, interruption of trophic flows, disease outbreak, and species displacement (Morton, 2018; Salinger et al., 2019, 2020; Thomsen et al., 2019). At a global scale, MHWs have increased in frequency, duration, and intensity over the past century (Oliver et al., 2018a,b), with these changes projected to continue over the twenty-first century (Oliver et al., 2019). As a consequence, there is potential for ecosystem impacts from individual MHW events to become more frequent, far reaching and pervasive, which would have a direct impact on ecosystem services (Smale et al., 2019) and the blue economy (Techera and Winter, 2019). For countries that already have, or plan to develop, a substantial coastal marine aquaculture industry, there is strong motivation to understand the mechanisms that generate MHWs and modulate their properties in order to support seasonal MHW forecasts (Jacox et al., 2022).

There is now an established global body of literature focused on the drivers and dynamics of MHWs (Oliver et al., 2018a; Elzahaby and Schaeffer, 2019; Holbrook et al., 2019; Jacox et al., 2019; Amaya et al., 2020; Gupta et al., 2020; Elzahaby et al., 2021; Perez et al., 2021). These studies document a diverse range of local and large-scale ocean-atmosphere processes, as well as geographic factors, that contribute to the generation and evolution of MHWs (Holbrook et al., 2019). Key local processes that can generate and control MHWs include advection of heat by ocean currents and changes in air-sea heat fluxes, while rates of vertical mixing of the upper ocean, which can be suppressed by a reduction in local winds, can also play a role. Large-scale drivers include the major modes of climate variability (e.g., ENSO, SAM, PDO; Holbrook et al., 2019), along with teleconnections through internal processes such as Rossby waves that can lead to adjustment of the thermocline and heat transport in ocean boundary currents (Li et al., 2020, 2022). However, many recent studies of MHW drivers and trends focus on the “open-ocean” (reviewed in Holbrook et al., 2019) and utilize the OISSTv2 satellite product that, despite having a spatial resolution of ~28 km (0.25° lat-lon), has a coarser effective spatial resolution due to the 100–200 km error in the correlation scales used in the optimal interpolation scheme (Banzon et al., 2016). These factors limit the applicability of the widely used OISSTv2 products for studying the drivers and dynamics of MHWs in coastal waters, as local variability in temperature across features of the inner continental shelf, including embayments, harbors, and estuaries, is likely to be poorly resolved or may be aliased from variability over the wider shelf (Schlegel et al., 2017b). This also highlights the need for long-term in situ temperature data for assessing the drivers and dynamics of MHWs in coastal waters (Schlegel et al., 2017b).

Local atmospheric forcing is known to play an important role in the generation and evolution of MHWs in coastal waters. For example, Schaeffer and Roughan (2017) demonstrate local downwelling favorable winds can lead to extreme subsurface temperature anomalies in coastal regions through mixing of the water column and reducing local stratification. Work by Schlegel et al. (2017a) using in situ coastal data records found that the coastal MHWs detected were typically associated with onshore or alongshore winds and anomalously high air temperature, with direct atmospheric forcing of coastal MHWs singled out as a driver that requires further investigation. Local wind relaxation events in upwelling zones have also recently been found to establish short-lived MHWs in coastal regions (Pietri et al., 2021). Further, it is apparent that the drivers of MHW occurrence can vary considerably with distance from the coastline. For example, Schlegel et al. (2017b) demonstrated that along the South African coast there is often a decoupling of MHW occurrence between the coastal and shelf waters, and that controls other than mesoscale forcing were likely contributing to the coastal MHWs. This highlights the need for closer consideration of the complex local-scale processes that can modulate MHW properties and event occurrence.

Research to date on MHWs in coastal waters has tended to focus on the characteristics and dynamics of these events on the mid- to inner-shelf (100–15 m depth; e.g., Pearce and Feng, 2013; Schaeffer and Roughan, 2017; Manta et al., 2018; Schlegel et al., 2021; Reyes et al., 2022) rather than shallow water marine ecosystems (SWMEs, <15 m depth), such as rocky reefs, harbors, and estuarine environments. SWMEs are important ecologically, economically, and culturally (Costanza et al., 1997; Bennett et al., 2015; Martin et al., 2020) and act as important feeding and breeding grounds for sessile and mobile marine species (Thrush et al., 2013; Araújo et al., 2016). Despite the ecological and societal importance of these nearshore systems, the nature of MHWs in SWMEs remain poorly understood, and we are aware of only one recent study (Mazzini and Pianca, 2022) that investigated MHWs in a large (11,601 km2) mid-latitude estuary bordering the North Atlantic. In part, this gap exists due to the lack of sufficient long-term coastal temperature data sets (Schlegel et al., 2017b; Mazzini and Pianca, 2022; Tassone et al., 2022). A consequence of this knowledge gap is that it also remains poorly understood whether key drivers of MHWs identified in the open-ocean (e.g., Holbrook et al., 2019) are equally important for generating and controlling the evolution of MHWs in SWMEs. SWMEs have the added complexity, compared to the open-ocean, of typically being vertically mixed by wind, wave and tidal energy (Simpson and Sharples, 2012) and having increased sensitivity to changes in local atmospheric conditions due to their limited water depth (Schlegel et al., 2017b; Hu, 2021). Indeed, a recent study has emphasized large-scale atmospheric forcing, through air-sea heat fluxes, as likely being an important factor in generating estuarine MHWs (Mazzini and Pianca, 2022). These factors may also contribute toward a decoupling of extreme temperature events in the nearshore from the offshore (Schlegel et al., 2017b). With MHWs being the target of several theorized (Jacox et al., 2019), experimental (Boschetti et al., 2021) and operational forecast systems (Moana Project, 2021), an improved understanding of the drivers and physical processes influencing MHWs in SWMEs is timely and has important implications for the continued improvement of these predictive tools (de Burgh-Day et al., 2022).

To help fill these knowledge gaps, here we utilize two of the longest (>50 year) daily in situ ocean temperature (T) records from the Southern Hemisphere, to investigate the characteristics of MHWs in SWMEs and to understand the drivers and physical processes that control their evolution. The data comes from two coastal stations, Leigh Marine Laboratory (Leigh) and Portobello Marine Laboratory (PML), located near the northern and southern extremes of New Zealand (Figure 1). At these locations in situ T measurements have been collected at 9 a.m. daily since 1967 (Leigh) and 1953 (PML) (Shears and Bowen, 2017). The MHWs detected in the coastal in situ T records are compared to meteorological conditions from an atmospheric reanalysis and to MHWs detected in the surrounding shelf seas in a remotely sensed SST product, to determine the extent to which their evolution is forced by, and coupled with, local atmospheric and oceanic conditions. Key questions that we wish to answer are:

• What are the mean, seasonal, and inter-annual characteristics of MHWs at these two contrasting shallow-water coastal stations?

• What contribution do local atmospheric and oceanic processes play in controlling the evolution of MHWs at these coastal stations?

• How have MHW characteristics at these coastal stations changed over the last half-century?


[image: Figure 1]
FIGURE 1
 Map of New Zealand (A) and the two study sites (B,C) with local bathymetry displayed. The two study sites around Leigh Marine Laboratory (Leigh) and Portobello Marine Laboratory (PML) are outlined in green in (A). Also displayed in red are the East Auckland Current (EAuC) and Southland Current (SC). The coastal station at Leigh (B) and PML (C) are identified by a blue and red diamond, respectively. Contours are displayed in (B,C) for the 100, 200, 500, and 1,000 m isobath.


The manuscript is structured as follows. Data sets and analysis techniques are outlined in Section 2, with the MHW characteristics and outcomes of our analyses presented in Section 3. Relationships between MHWs and local atmospheric and oceanic drivers, together with possible drivers of interannual variability and long-term trends in MHW characteristics are identified in Section 4. The Section 5 summarizes our main findings.



2. Methods


2.1. Coastal in situ sea surface temperature data

In this study, we use long-term daily sea surface temperature (T) records from two New Zealand coastal stations: Leigh Marine Laboratory (Leigh, 36°16.12'S 174°48.01'E) and Portobello Marine Laboratory (PML, 45°49.68'S 170°38.39'E). Sea temperature measurements at Leigh and PML have been recorded daily at 9 a.m. since 1967 and 1953 respectively in <2 m of water using manual thermometers and, in the case of Leigh since 2011, using an automatic data logger (Bowen et al., 2017; Shears and Bowen, 2017). The Leigh and PML stations are located near the northern and southern extremes of New Zealand, separated by 9° of latitude (Figure 1). Leigh is an open coastal station based on the edge of an inner shelf rocky reef located within the Hauraki Gulf on the northeast coast of the North Island, New Zealand with typical water depths between 10 and 25 m (Ballantine and Gordon, 1979). The surrounding continental shelf is relatively broad with the shelf break located 50–60 km offshore (Manighetti and Carter, 1999). Circulation on the shelf is largely wind-forced but can also experience occasional intrusions of subtropical water related to the East Auckland Current (EAuC), a poleward flowing western boundary current (WBC) that flows southward adjacent to the region (Zeldis et al., 2004). PML is a coastal station situated within the semi-enclosed Otago Harbor which has a mean depth of 4.5 m and is located on the southeast coastline of the South Island, New Zealand (Otago Regional Council and Dunedin City Council, 1991). PML is located 8 km from the entrance and 25 km inshore of the continental shelf break (Gorman et al., 2013). Circulation on the surrounding shelf is affected by an equatorward flowing WBC, known locally as the Southland Current (Sutton, 2003), which transports a combination of warmer subtropical shelf-water and cooler offshore subantarctic waters northeastward.



2.2. Satellite-derived sea surface temperature product

This study also uses a satellite-derived sea surface temperature (SST) product from the European Space Agency Climate Change Initiative (hereafter CCI SST). This product consists of daily 0.05° lat-lon SST fields spanning 1982–2020 from the ESA SST CCI and Copernicus Sentinel-3 (C3S) analyses (Good et al., 2019). This is a reprocessed temperature product that provides gap-free maps of daily average satellite derived SST through an optimal interpolation procedure with an effective spatial resolution of ~20 km (Merchant et al., 2019).



2.3. QA/QC and gap filling of in situ temperature datasets

Since 2011 the Leigh in situ temperature data has been sampled ~200 m from the original sampling site but still at 9 a.m. local time. The sampling also changed from manual thermometer readings to an automated data logger (Nick Shears, pers. comm, 2021). Comparisons were made at the time of the changeover (2011) to ensure consistency in observations but despite best efforts, these data have not been recoverable. Therefore, we have also compared three 9-year periods of satellite-derived SST (ESA CCI) and in situ T observations to see if there has been any bias introduced into the time series due to a change in observational method (Supplementary Figure 1). We found no significant change in the difference between in situ T and satellite-derived SST observed during the first two periods (1992–2000: mean = −0.29°C, σ = 0.521°C and 2002–2010: mean = −0.32°C, σ = 0.45°C) prior to the change in sampling, and a third period (2012–2020: mean = −0.30°C, σ = 0.38°C) after this change.

For the most part the two in situ timeseries are largely complete, with 2.51 and 1.91% of values in the Leigh and PML datasets missing, respectively. The gaps that do exist in both datasets are generally on the scale of ≤ 6 days; however, the largest gap is 159 days (Supplementary Figure 2). These gaps were filled using a combination of two methods. Firstly, linear interpolation was used to fill short gaps (≤10 days) in the record. Secondly, the CCI SST data were used to fill the longer gaps (3 at Leigh, 6 at PML, >10 days). CCI SST data were obtained for a 1.5° × 1.5° box around each site, then a spatial decorrelation was performed between the in situ T and remotely sensed CCI SST data for each grid cell. The grid cell that maximized R and was >15 km from the coast was selected at each site. When comparing the in situ and remotely sensed data, there is a seasonally-varying difference with the shallow study sites generally cooler (warmer) than the nearby coastal ocean during winter (summer). This difference likely arises due to differences in water column depth. To account for this difference, a seasonally-varying offset term was also used. This term was obtained by creating a climatology of the difference between the in situ and satellite SST estimates for each day of year (doy) over the period 1982–2010 and then smoothing this with a 31 day moving window. The following expression was then used for infilling the in situ data:

[image: image]

where Tin situ is the estimated missing in situ T-value, SSToffshore(t) is the offshore satellite SST value and OFFSETclim(doy) is the offset term to account for the difference between the coastal in situ T and satellite-derived SST estimates.



2.4. Detection and characterization of events

Here we define MHWs following Hobday et al. (2016), as a period when water temperatures are greater than the 90th percentile of a seasonally-varying climatology for a period of at least 5 days. The climatology is calculated over the 29-year period 1982–2010. Although WMO guidelines for climatological standard normals recommend a 30-year climatology (World Meteorological Organization, 2017), we elected to use 1982–2010 as it is one year short of the recommended record length and a number of recent studies have used similar or identical periods (Golubeva et al., 2021; Kajtar et al., 2021). MHWs were detected in the in situ T and CCI SST data using a MATLAB implementation of the Hobday et al. (2016) definition (Zhao and Marin, 2019). MHWs detected using in situ data uses a climatology based on the in situ data. Similarly, MHWs detected using remotely sensed data uses a climatology based on the remotely sensed data. From this we obtain several metrics to describe the characteristics, variability and trends of MHWs at the coastal stations (Figure 2). Event metrics include several intensities (mean, maximum, and cumulative) and duration. From these metrics, events have also been categorized according to their severity S defined by Hobday et al. (2018) as:
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where Tpeak is the maximum MHW intensity, [image: image] is the climatological T-value for doy and [image: image] is the 90th percentile climatological T-value for doy. There are four MHW categories: weak (1 ≤ S < 2), moderate (2 ≤ S < 3), strong (3 ≤ S < 4), and extreme (4 ≤ S; Hobday et al., 2018).


[image: Figure 2]
FIGURE 2
 A detected event from the PML record showing the sea temperature climatology (blue), threshold (green), and temperature (black). The event is highlighted in red with the three MHW phases (pre-conditioning, onset, and decline) illustrated in black.


Following Oliver et al. (2018a) and Behrens et al. (2022), time series of MHW metrics at the coastal stations were annualized by taking the mean value of the metric for each event in a calendar year. This step is necessary to meet the constraints of statistical tests used for trend analysis (see Section 2.7) and provides the annual frequency of MHWs and the total number of MHW days per year.



2.5. Assessing co-occurrence of MHWs at coastal stations and the surrounding shelf

An investigation into the co-occurrence of MHWs detected at the in situ coastal stations and those occurring in the surrounding shelf waters was performed following Schlegel et al. (2017b), in order to better understand the coupling between extreme temperature events in nearshore coastal waters (<15 m) compared to offshore waters. To do so, we compared the in situ data with CCI SST data over the continental shelf offshore of the Leigh and Portobello Marine Laboratories. MHWs were detected using the same methods described above over the period 1982–2020 within 0.05° oceanic grid cells over a 1.5° × 1.5° region surrounding each coastal station (Figure 1). Co-occurrence is defined as any overlap in time between events detected at a coastal station and at an offshore analysis grid cell. To find the proportion of co-occurring events, the number of coastal station MHWs with a co-occurring offshore MHW was divided by the total number of MHWs detected at the coastal station. For MHWs that were found to co-occur between the coastal station and offshore grid cells, the mean lag or lead in days between the start of the nearshore and offshore MHW at each CCI grid cell was determined. Lags were only calculated between nearshore events and the first co-occurring offshore MHW. For example, if a nearshore MHW co-occurred with two offshore MHWs, only the lag/lead between the nearshore and first of the two offshore MHWs was calculated. Likewise, if an offshore event co-occurred with two nearshore events, only the lag/lead between the offshore and first of the two nearshore MHWs was calculated. Here, a positive lag value indicates that the nearshore event lags the offshore event, whereas a negative lag indicates the nearshore event leads the offshore event. We calculated 95% confidence intervals on the lag/lead values at each CCI grid cell using a bias corrected and accelerated percentile method (DiCiccio and Efron, 1996) as implemented in MATLAB 2021a, with cases where the confidence intervals on the lag/lead overlapped with zero considered non-significant.



2.6. Local atmospheric drivers

To investigate the importance of local atmospheric forcing and mechanisms during the generation and decline of MHWs at the two coastal stations, we follow the approach of Gupta et al. (2020) and examine anomalies of wind speed (10 m), total cloud cover, air temperature (2 m), mean sea level pressure (MSLP), net short wave radiation (SWR), net long wave (LWR) radiation, sensible (SEN) and latent (LAT) heat fluxes. These sum to net air-sea heat flux, NET = SWR + LWR + SEN + LAT.

We use data from the ERA5 atmospheric reanalysis (Hersbach et al., 2020), which was chosen as it spans the duration of both the Leigh and PML records (1953–present), has relatively high spatio-temporal resolution (hourly outputs at 0.25°) compared to several other atmospheric reanalysis of similar temporal span such as NCEP/DOE reanalyses (Kalnay et al., 1996; Kanamitsu et al., 2002) or JRA-55 (Kobayashi et al., 2015), and has been used in other recent studies of MHW drivers in the coastal zone (Karnauskas, 2020; Schlegel et al., 2021). Data were extracted for the nearest ERA5 grid cell to each coastal station that did not intersect with land, which were Leigh: 174°45'E, 36°0'S and PML: 170°45'E, 45°30'S. Grid cells not intersecting with land were chosen as we are studying turbulent heat exchanges over water which are not meaningfully represented in land-based grid cells. Prior to analysis, six-hourly values [12 a.m., 6 a.m., 12 p.m., and 6 p.m. local standard time (NZST)] for each variable were obtained for the period spanning 1953–2020 then averaged to obtain daily time series. Daily anomaly time series were calculated by subtracting from the daily mean of each variable from the 30-year daily climatology spanning the period 1982–2010. Climatologies were computed from the mean value of each variable for each day of the year and then applying a 31 day moving window average to smooth the resulting climatology. It should be noted that the sign convention for fluxes is positive toward the ocean surface so an anomalously positive value corresponds to the flux being anomalously high in the downwards direction. The anomaly time series were averaged over the pre-conditioning (7 days pre-event), onset and decline phase (Figure 2) of MHWs at each coastal station and then normalized by dividing by the standard deviation of the relevant property (Gupta et al., 2020).



2.7. Quantification of MHW trends

Analysing long-term trends in MHW metrics presents several challenges due to their non-parametric nature. For example, the frequency of events can be highly sporadic with several events occurring in one given year and an absence of events in another, sometimes for several years at a time. There is also the challenge of the metrics studied not being normally distributed and MHW duration has, by definition, a lower bound of 5 days. All of the intensities (max, mean, and cumulative) are non-zero bounded as they are either bounded by the 90th percentile climatology values (max and mean) or a multiple of duration that is bounded at 5 days (cumulative). Therefore, standard approaches such as linear regression are not suitable, as assumptions of these tests are not satisfied (Poole and O'Farrell, 1971; Oliver et al., 2018a).

Long-term trends in MHW metrics were assessed using a two-sample Kolmogorov-Smirnov (K-S) test. This approach was selected as it makes few assumptions about the distribution of the data analyzed (Massey, 1951) and has been recently applied in global and regional analyses of trends in MHWs (e.g., Oliver et al., 2018a,b; Behrens et al., 2022). The two-sample K-S test evaluates the difference between the continuous distribution functions of two sample distributions and allows for data that is not normally distributed. In this study, samples from the two periods 1967–1986 and 2001–2020 were compared for six annualized MHW metrics: duration, MHW days, frequency and the maximum, mean, and cumulative intensity. These windows were chosen to capture the first and last 20 years of the concurrent in situ records from Leigh and PML. An α-value of <0.05 was used to identify significant differences in MHW metrics between the two time windows. This analysis was performed on the annualized time series of MHW metrics, as well as four seasonal subsets, representing Austral spring (SON), summer (DJF), autumn (MAM), and winter (JJA).




3. Results


3.1. Detected MHW events and their metrics

There were 132 MHW events detected at Leigh (1967–2020) and 152 at PML (1953–2020), with 134 of the PML events occurring during the same time period (1967–2020) as the Leigh T record (Figure 3). Summary statistics of all events at each location are provided in Table 1. Leigh experienced an average of 2.44 events annually, with 18 of the 54 years analyzed having zero events and 1999 alone experiencing 10 events. Events had a mean duration of 12.96 days, with the longest event spanning 65 days. On average, Leigh was in a MHW state for 32 days each year, with 1999 experiencing 197 MHW days. PML experienced a similar number of events annually, with an average of 2.24 events per year. Similar to Leigh, the most events experienced in 1 year was 10 events, which occurred in 2018. Over the 68 year timeseries at PML, 16 years had no MHW events. PML events had a mean duration of 8.65 days and the average number of annual MHW days was 22 days, with waters in 2018 experiencing 91 days in a MHW state.
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FIGURE 3
 Sea surface temperature (black) at Leigh and PML with climatology (blue), 90th percentile climatology (green) and detected MHW events (red highlight). Cumulative total of MHW events is displayed below both time-series with detected events illustrated as red vertical lines. Figures were produced using code modified from Zhao and Marin (2019).



TABLE 1 Summary MHW statistics for Leigh and PML including the duration, maximum intensity (imax), mean intensity (imean), cumulative intensity (icum), and severity.

[image: Table 1]

MHWs at Leigh are characterized as longer in duration but are generally of weaker intensity than those at PML (Section 2.4, Table 2). At Leigh, the average maximum intensity of events was 1.81°C and the strongest MHW detected had a maximum intensity of 3.45°C. The average mean intensity of events was 1.43°C and the average cumulative intensity was 19.62°C days. At PML the average maximum intensity of events was 2.49°C, with the strongest MHW detected having a maximum intensity of 5.63°C. The average mean intensity of events was 1.98°C and the average cumulative intensity was 17.41°C days. Leigh and PML experience a comparable number of moderate and strong MHWs and there are three severe MHWs detected, one at Leigh in early 1974 and two at PML during mid-1980 and late 2017. Neither site experienced an extreme MHW.


TABLE 2 Count of detected MHW events at Leigh and PML which are sorted by severity of event, where severity is defined by Hobday et al. (2018).
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There was some seasonality in occurrence (Figures 4a,g), with MHWs occurring slightly more frequently (28–32%) during the summer than winter (18–22%). There was clearer seasonality in both maximum and mean intensities of MHWs for both locations, with more intense MHWs occurring during Austral summer (Figures 4c,d,i,j). There was no clear seasonality in the duration, cumulative intensity or severity of events for either location (Figures 4b,e,f,h,k,l). Of interest, the longest MHW recorded at PML, which lasted 40-days, occurred in the middle of Austral winter 2013.
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FIGURE 4
 MHW metrics from detected events at Leigh (a–f) and PML (g–l) sorted by month. (a,g) Are histograms of event numbers for each month with box plots (b–f,h–l) of event duration, intensities (mean, maximum, and cumulative) and severity also displayed. Seasonality in mean (c,i) and maximum (d,j) intensity is observed but no clear patterns are observed for duration (b,h), cumulative intensity (e,k), and severity (f,l).




3.2. Interannual variability and trends

There is clear interannual variability in the occurrence and characteristics of MHWs at both coastal stations (Figure 5). Both locations experienced high MHW prevalence (≥7 events) during 1971, 1999, and 2019. Leigh also experienced a high number of MHWs in 1970, 1973, and 1978, whereas PML experienced a high number of MHWs in 2017. Both locations experienced only one MHW during the 4-year periods of 1964–1967 and 1991–1994. MHWs that occurred at Leigh during 1972, 1974, and 2016 stand out as having a much longer mean duration than over events observed at this location, as do events at PML during 1974 and 2013. At both coastal stations, the number of MHW days per year peaks in the early 1970's, 2000s, and late 2010's. It is also apparent that this interannual variability in MHW frequency and number of MHW days per year follows the interannual SST variability at both sites (Figures 5a,h), with years of a greater MHW frequency or days tending to coincide with the “warm” years (Figure 5, highlighted by gray bars).
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FIGURE 5
 Annual mean sea temperature at Leigh (a) and PML (h) along with annualized MHW metrics of event frequency, duration, number of MHW days, and intensities (maximum, mean, and cumulative) of MHW events at Leigh (b–g) and PML (i–n). Red lines highlight the two time slices used for Kolmogorov-Smirnov tests and the mean value for each of the two periods. Periods of increased MHW frequency and days which coincide with “warm” years are highlighted with gray bars. Significant results are in bold.


Our assessment also reveals contrasting trends in MHW metrics at the two coastal stations over the period 1967–1986 and 2001–2020 (Figure 5, Table 3). There has been a reduction in the frequency of MHWs at Leigh (Figure 5b) and an increase in frequency at PML (Figure 5h), although neither change is statistically significant (p < 0.05). A negative trend in MHW intensity is observed at both sites. Leigh had a significant decrease in maximum intensity (−0.40°C, Figure 5d) and a non-significant decrease in both mean intensity and cumulative intensity (Figures 5e,f). PML had significant increases in both the annual mean duration of events (+1.26 days) and number of MHW days (+19.54 days, Figures 5h,i). This coastal station also experienced a non-significant decrease in maximum and mean intensity (Figures 5j,k).


TABLE 3 Trends in annual MHW statistics at Leigh and PML (significant trends in bold).
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An examination of long-term trends computed from seasonal subsets of these data yielded two significant changes; a decrease in maximum intensity at Leigh during spring (−0.31°C) and decrease in the number of summer MHW days at PML (−4.57 days, Table 3). While not significant, both sites had almost exclusively negative trends in maximum and mean intensity as well as positive trends in frequency and duration of events across all seasons.



3.3. Co-occurrence of coastal and offshore MHWs

Recent work has highlighted that there can be a decoupling of events in the nearshore and offshore (Schlegel et al., 2017b), which motivated our investigation of co-occurrence at the two study sites and the shelf surrounding them. There is a relatively high co-occurrence ratio (0.65–0.73) over the coastal and shelf waters surrounding the relatively exposed coastal station at Leigh (Figure 6a). The co-occurrence ratio decreases to ~0.45–0.50 at a distance of 60 km northeast and offshore of Leigh, with this rate of decrease appearing to be stronger in the cross-shore compared to the along-shore direction. Across the whole study site, the mean lag between all co-occurring events was −0.34 days [95% CI: −0.39, −0.29]. On the shelf around Leigh there are mean lags of ±2 days between co-occurring events; however, at the majority (93%) of CCI SST grid cells the lags were not significant (Figure 6c), indicating that MHWs at this coastal station generally develop simultaneously with those over the inner- to mid-shelf.
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FIGURE 6
 Maps of MHW co-occurrence ratios (fraction of MHWs at study site that a co-occurring MHW at coastal grid cell) between MHWs detected at coastal stations and MHWs at grid cells in the coastal ocean for (A) Leigh and (B) PML. The significant mean lag between MHWs detected at the coastal stations and in the coastal ocean are shown in (C,D). Blue (red) indicates that for co-occurring events, MHWs in the harbor precede (follow) events in the coastal ocean. Also shown is the regional bathymetry with the coastal stations located at the blue (Leigh) and red (PML) diamonds on the maps.


At PML, co-occurrence ratios between MHWs at the harbor site and the surrounding shelf waters are considerably lower than at Leigh, with ratios falling from 0.55 to 0.65 in the coastal waters to well below 0.35 as distance offshore increases. There is a prominent difference in the decline in co-occurrence ratios in the along-shore and cross-shore directions. Co-occurrence ratios decrease rapidly in the cross-shore direction to 0.25–0.3 over a distance of ~30 km, whilst ratios in the along-shore remain at 0.4–0.5 over the same distance (Figure 6C). For all co-occurring events in the study area, the mean lag time was −0.52 days [95% CI: −0.56, −0.48]. The lag-lead between nearshore and offshore MHWs was found to be non-significant for 78% of the grid cells examined over the shelf surrounding PML (Figure 6D); however, some significant results are present in waters southwest of the Otago Peninsula (170.7 E, −45.8 S), with MHWs in the harbor at PML generally leading offshore events by 1–2 days.



3.4. Local atmospheric drivers

We examined the influence of local atmospheric drivers, including the impact of atmospheric pressure systems, wind speeds, air-sea heat fluxes, and atmospheric temperatures, on the evolution of MHWs detected at Leigh and PML (Figure 7), following the approach of Gupta et al. (2020). To assist with interpretation, mean monthly values of atmospheric variables have been presented in Supplementary Figure 3. Generally, Leigh experiences increased wind speeds during winter and both study sites show little seasonality in air pressure or long-wave radiation fluxes. Both locations experience greater insolation and higher air temperatures during summer months with PML having reduced latent and sensible heat loss during winter. It was found that the pre-conditioning phase of MHWs at Leigh and PML are associated with anomalously high mean sea level pressure (MSLP), reduced cloud cover, reduced wind speeds, enhanced downwards shortwave radiation, reduced upward longwave radiation, reduced sensible and latent heat loss and elevated air temperature (Figures 7a,d). Of these atmospheric variables, air temperatures, wind speed, and atmospheric pressure were the most anomalous during the pre-conditioning phase. During the onset phase of MHWs at both locations, there is a tendency for these anomalies to be sustained or intensify, with increases in air temperature and a reduction in latent heat loss being the most apparent (Figures 7b,e). During the decline phase, there was a marked change toward anomalously low MSLP at both stations (Figures 7c,f). Anomalies observed in other atmospheric variables generally decreased in magnitude relative to those observed during the onset phase, although at both Leigh and PML, wind speeds remained anomalously low and air temperatures anomalously high during the MHW decline phase. To assess the sensitivity of these results to variations in MHW duration and severity, the above analysis was repeated considering (i) MHWs that had a duration of 14 days or less (Supplementary Figure 4), (ii) events that had a duration longer than 14 days in duration (Supplementary Figure 5), and (iii) for the ten most severe MHWs at both sites (Supplementary Figure 6). The general pattern and magnitude of atmospheric anomalies for all MHW phases at both study sites were markedly similar when comparing between events grouped by duration and severity and all events at each site (Figure 7), with atmospheric anomalies showing some intensification when considering MHWs longer than 14 days and the most severe events.
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FIGURE 7
 Notched box and whisker plots of normalized atmospheric anomalies averaged over the specified phase for each MHW detected at Leigh and PML. The pre-conditioning phase (A,D) is 7 days before the start of a MHW, onset (B,E) is from the start of the event to the peak intensity date, and decline (C,F) is from the peak intensity date to end of event. Outliers are shown as red crosses.





4. Discussion

We have investigated MHWs detected in two SWMEs around New Zealand using multi-decadal (54 and 68 years) daily, in situ ocean temperature measurements, the longest of their kind in the Southern Hemisphere. We found that most MHWs in the SWMEs were associated with anomalously high atmospheric pressure and low wind speeds, together with increased shortwave heat flux and reduced turbulent heat loss. This is in agreement with the findings of Holbrook et al. (2019), Gupta et al. (2020), and Schlegel et al. (2021) based on MHWs detected in open-ocean and shelf-sea regions. However, we also show that MHWs in the SWMEs can occur in the absence of extreme events detected in satellite-derived SST products in the surrounding shelf-sea, emphasizing the importance of in situ temperature measurements for investigating MHWs in SWMEs.


4.1. Characteristics and seasonality of MHWs in SWMEs

We found that MHWs observed in the harbor environment (PML) generally have a higher mean and maximum intensity than those at the open coast site (Leigh; Table 1). Part of the reason for this difference is that the harbor site experiences considerably higher mean annual day-to-day temperature variability (σ = 0.568°C) than the open coast (σ = 0.361°C). A consequence of the enhanced magnitude of temperature variability is that a larger temperature anomaly will be required at the harbor site to exceed the 90th percentile of previous temperatures at the location and “trigger” a MHW event based on the Hobday et al. (2016) MHW definition. The elevated mean and maximum intensity of MHWs at the harbor site are also likely to be attributable to the relatively shallow nature of the surrounding water body that would facilitate a faster and stronger response to atmospheric conditions (Panin and Foken, 2005; Deser et al., 2010). The harbor that encloses the PML site has a mean depth of 4.5 m (Otago Regional Council and Dunedin City Council, 1991), whilst waters surrounding Leigh are typically between 15 and 25 m (Ballantine and Gordon, 1979). As a consequence, the shallower waters in the harbor at PML would be expected to warm and cool more strongly if subjected to the same amount of radiative heat gain/loss as those at the open-coast site at Leigh. An increased sensitivity of harbor T to the overlying atmosphere compared to the open coastal site may also help explain why MHWs are generally of shorter duration (8.65 days) in the harbor than those at the Leigh (12.96 days), with MHWs potentially being set up and shut down more rapidly by synoptic weather patterns (Rodrigues et al., 2019). The weekly to fortnightly MHW duration timescale observed here, together with the mean and maximum intensities observed in this study, provide realistic boundary conditions for laboratory experiments investigating the impact of MHWs on a range of coastal marine animals and plants (Pegado et al., 2020; He et al., 2021; Strano et al., 2022). However, it should be noted that although the mean duration of events is on the fortnightly timescale, back-to-back MHWs can occur and cause heat stress on organisms for longer than this timescale (for example, a 10 day MHW followed by a few days respite, then a 20 day MHW immediately after giving near-continuous 30 days of heat stress; Figure 3). This result could be considered in future experimental designs investigating effects of MHWs on organisms and could be done by simulating repeated MHWs with some respite periods over a month or more, similar to He et al. (2021) and Zhao et al. (2022).

Also of interest is the relatively low number of severe (3 ≤ S < 4) and lack of extreme (4 ≤ S) MHWs detected in the timeseries from both sites. Several studies have cataloged the most extreme MHW events detected (Holbrook et al., 2020) or performed case studies of individual events (Salinger et al., 2020; Wei et al., 2021) but few investigate the number of events by category on a broad scale. A recent cataloge of MHW events around Australia and the Tasman Sea found that a large portion of the Tasman Sea, isolated parts of the eastern Indian Ocean and, importantly, the coastal ocean along the Great Australian Bight experienced, on average, at least one severe MHW day per year and between zero to one extreme MHW days per year for 2001–2020 (Kajtar et al., 2021). Although no count of events by category at each location was provided, the results of Kajtar et al. (2021) show that some areas had upward of four years and as many as 10 years with at least one severe MHW day. This is in stark contrast to the present study, where we found only one severe event at Leigh and two severe events at PML in records that extend over more than 50 years. A possible explanation is that due to the shallow nature of the two sites studied they are less effective heat reservoirs than the open ocean and heat usually dissipates through evaporative heat transfer too quickly before the severe MHW threshold is met (Panin and Foken, 2005). This means that MHW “remergence” is not likely to occur (as has been observed in large scale, multi-season events, e.g., Di Lorenzo and Mantua, 2016) and that there is little hysteresis in the system e.g between discreet events, seasons, and years. Alternatively, the temperature anomaly required to categorize a MHW as extreme is relatively high for both sites. At no point is the temperature anomaly greater than the 5.6°C (Leigh) or 7.1°C (PML) anomaly which classifies extreme MHWs (Hobday et al., 2018) at these sites. The Gupta et al. (2020) global analysis of the most extreme events found that ~1% (6%) of the most extreme event detected at each grid cells globally achieved a SST anomaly of 7°C (5°C), helping to explain why both the harbor and open coast sites would experience few to no extreme MHWs.

MHWs detected at Leigh and PML both show marked seasonality in the mean and maximum intensity of MHWs, as well as the monthly frequency of events (Figure 4), whilst other MHW metrics (duration, cumulative intensity, and severity) show no clear seasonality. This is somewhat consistent with previous work that has strong seasonality in MHW properties in the open-ocean (Oliver et al., 2018b; Gupta et al., 2020). Recent work by Gupta et al. (2020) found that MHWs tended to have greater maximum intensity, and severity, during summer months, suggesting this was likely due to shallow mixed layer depths, which allows for greater temperature increases for a set amount of heat input (Elzahaby et al., 2022). A seasonally varying mixed layer depth may not necessarily explain the seasonality in MHW intensity observed in the present study, as both locations considered in this study are SWMEs (≤15 m), it seems reasonable to assume they are relatively well mixed across all seasons by tides, wind, and waves (Simpson and Sharples, 2012), with the mixed-layer depth set by the water column depth. An alternative explanation for this seasonality in MHW metrics is the seasonality in the magnitude of anomalies in atmospheric variables such as air-sea heat fluxes (Liu et al., 2011) and wind speed (Bell and Goring, 1998) that are discussed in Section 4.2. The longest MHW detected at PML occurred in the middle of Austral winter 2013. This is of interest as although winter MHW events generally have a lower absolute T-value than those in summer, winter events can still negatively affect SWMEs (Atkinson et al., 2020) and the impacts of long-duration events such as this during winter are not well understood.



4.2. Role of local atmospheric processes in generating MHWs in SWMEs

The large number of MHWs detected in daily T records from two SWMEs allowed us to explore the extent of their coupling with MHWs occurring in the surrounding shelf-sea, which is important for understanding both their drivers and the potential applicability of MHW monitoring and prediction systems (Jacox et al., 2019; Boschetti et al., 2021). Consistent with a previous analysis of coastal MHWs (Schlegel et al., 2017b), not all of the MHWs identified at the open-coast or harbor site were associated with MHW conditions in the surrounding shelf-sea.

We found MHWs at the exposed coastal site at Leigh (Figure 1) often co-occurred with MHWs in the surrounding Hauraki Gulf, which spans 4,000 km2, with co-occurrence rates of 65–73% depending on location over the shelf (Figure 6a). A recent study (Mazzini and Pianca, 2022) of MHWs in a large, mid-latitude estuary has reported similarly high rates of MHW co-occurrence across an area of 12,000 km2, suggesting that MHWs often develop simultaneously throughout semi-enclosed coastal water bodies. The fact MHWs were often not limited to the coastal site at Leigh also emphasizes the potential applicability of real-time MHW monitoring at this location for the wider Hauraki Gulf in general (O'Callaghan et al., 2019). Whilst we found the average lag-lead time (±2 days) between co-occurring events was relatively short, the majority (92%) of the lag-leads tested were not significant (Figure 6c). This is also consistent with the recent study of estuarine MHWs by Mazzini and Pianca (2022), with the high rate of co-occurrence and non-significant lags suggestive that MHWs across the Hauraki Gulf are more closely associated with local air-sea heat fluxes rather than local oceanic heat advection (Mazzini and Pianca, 2022). Indeed, advective MHWs would be anticipated to affect the mid-shelf of the Hauraki Gulf several days or more prior to impacting T at the coastal station, with 5–10 days being the observed transport timescale for subtropical water from the shelf edge to the inner-Hauraki Gulf (Sharples, 1997). On the other hand, MHWs more closely associated with local air-sea heat fluxes (Schlegel et al., 2021) and/or reduced wind-driven vertical mixing (Gao et al., 2020) would be expected to occur near-simultaneously over a broad (100s km) region, consistent with the patterns observed here, within part of a shelf sea, and as also recently highlighted in a large estuary by Mazzini and Pianca (2022).

In contrast to the exposed coast site (Leigh), MHWs detected in the semi-enclosed harbor (PML) appear to be more strongly decoupled from MHWs occurring in the surrounding shelf-sea, with rates of MHWs co-occurring in the harbor and mid- to inner-shelf (<100 m) lying between 55 and 65% (Figure 6b). The absence of an offshore MHW in ~40% of the MHWS detected at this location highlights a key role likely played by local atmospheric forcing in generating MHWs in semi-enclosed harbors. Also notable is that the remaining 55% of MHWs at this location, which occurred in the presence of an offshore MHW, led MHWs in the surrounding shelf sea by a significant margin of 1–2 days. The observation that the harbor environment typically responds first to the conditions generating the MHW provides further evidence that atmospheric forcing is an important contributing factor for MHW generation at this location. Indeed, a relatively shallow, well-mixed harbor would be expected to respond more rapidly to atmospheric conditions (air-sea heat flux, wind events, etc.; Jacobs et al., 1997; Deser et al., 2010) that are known to generate MHWs in coastal water (Schlegel et al., 2017b) compared to deeper, seasonally-stratified waters over the shelf. The relatively short average duration (9–13 days; Table 1) of MHWs at both the exposed coast and harbor sites is also notable, as it aligns more closely with the approximately weekly timescales associated with synoptic scale weather features (Wallace and Hobbs, 2006) rather than the 70–100 day timescales associated with mesoscale variability in boundary currents (Lee et al., 1996; Stanton and Sutton, 2003; Archer et al., 2017). Synoptic weather has a demonstrated effect on sea level pressure around New Zealand, with Sturman et al. (1999) noting that there is an approximately weekly cycle in prevailing synoptic weather systems and the associated atmospheric pressure (depressions and anticyclones) over New Zealand, which is consistent with the mean duration of MHWs at our two study sites (9–13 days; Table 1). Kidson (2000) also found that atmospheric pressure fields over New Zealand are often dominated by particular synoptic weather types (e.g., blocking highs) over periods of ~15 days, again consistent with the mean duration of MHWs observed in this study. These results therefore emphasize atmospheric forcing as a key factor in either generating, or tipping the system over into, MHWs in SWMEs.

Using a statistical assessment of local atmospheric conditions during the detected MHWs (Figure 7), we also considered the role of specific local atmospheric drivers and associated mechanisms, such as air-sea heat fluxes and wind speed, in controlling the generation and decay of these events in SWMEs. We found that during the pre-event and onset phase, MHWs in SWMEs were associated with anomalously high atmospheric pressure, consistent with previous studies on open-ocean MHWs (Holbrook et al., 2019; Gupta et al., 2020). The anomalies observed in other variables are consistent with that expected from an atmospheric high pressure system; increased air temperature as a result of sinking air and adiabatic warming and reduced wind speeds (Ahrens, 2014) that leads to reduced latent heat flux from the ocean (Fairall et al., 2003). In the open-ocean and stratified parts of shelf-seas, reduced wind speeds associated with high pressure systems would also be anticipated to reduce vertical entrainment of cooler subsurface waters toward the surface (Simpson and Sharples, 2012), which has been identified as being an important factor in the generation and evolution of some MHWs (Fewings and Brown, 2019; Salinger et al., 2019; Darmaraki et al., 2020; Chen et al., 2021); however, the two SWMEs studied here are relatively shallow (4.5–15 m) and are likely to be vertically well-mixed (Taylor, 1981; Hunter and Tyler, 1987) such that the impact of reduced entrainment is likely to be negligible. Of these factors, the latent heat flux seems to be of most importance due to it being the most anomalous component of the air-sea heat flux budget. Similar results were also apparent when repeating this analysis for MHWs grouped by event duration and severity (Supplementary Figures 4–6), suggesting that the atmospheric anomalies identified are a robust feature generally associated with MHWs in SWMEs.

The pattern of atmospheric anomalies observed during the decline phase was more complex. We found a shift from anomalously high to low atmospheric pressure, together with a reduction in wind speed, air temperature, and latent heat flux anomalies; however, the direction of the air-sea heat fluxes and wind speed anomalies remained conducive to warming. Therefore, it is not entirely clear what the primary drivers of the decline phase at these locations are. Vogt et al. (2022) found that the decline phase was associated with increased heat loss to the atmosphere due to increased latent heat loss and while we found a decrease in this property during the decline, there was still anomalous latent heat loss to the atmosphere. A case study of two Mediterranean MHWs also found increased latent heat loss to be associated with the decline phase, but also implicated anomalously high wind speed and sensible cooling with increased vertical diffusion (Darmaraki et al., 2020). This is in contrast to the persistent low wind speed and generally non-anomalous air-sea heat fluxes found in our results. The role of advection in dissipating MHWs in the two SWME investigated here was not directly considered in our analysis. That said, one could hypothesize that there is a role played by advection in dissipating these events as was found by Schlegel et al. (2021). The open-coast site will experience unrestricted advection from the greater shelf, while the harbor site has a residence time of 1.5–3 tidal cycles (Heath, 1976), so it seems reasonable to infer that cold-water intrusions could contribute to MHW decline at these locations as well.

Our results suggest that atmospheric high pressure systems, through their associated air-sea heat fluxes, are an important factor contributing to the generation of MHWs in SWMEs. However, as extreme events, several factors rather than one alone, often add together to cause MHWs (e.g., Holbrook et al., 2019; Elzahaby et al., 2021), with only the atmospheric mechanisms investigated here. Variability in regional ocean heat content on interannual to decadal timescales has been identified as an important pre-conditioner for MHWs in the New Zealand region (Behrens et al., 2019), and the role of blocking high pressure systems identified here may simply be in pushing SSTs in an ocean state “primed” for MHWs over a local threshold. Indeed, whilst this study has found MHWs in SWMEs typically co-occur with high atmospheric pressure systems, it remains unclear how successfully this atmospheric factor alone can predict MHW occurrence, even with the ability to reliably predict the arrival and position of high-pressure systems up to a week in advance (American Meteorological Society, 2021), which is a topic left for future research.



 Inter-annual variability in MHWs

A unique aspect of this study is the availability of daily in situ records that span over half a century at both sites, which facilitated an investigation of inter-annual variability and trends of MHWs in these two environments. Several years with increased MHW frequency, duration, and intensity have been identified at both sites in the early 1970s and 1980s, late 1990s and late (Figure 5). Analyses of the characteristics and drivers of recent extreme MHWs have been completed for events that occurred during austral summer 2017/2018 (Salinger et al., 2019) and 2018/2019 (Salinger et al., 2020), which overlaps with the recent peaks in frequency and MHW days reported in Section 3.2. Particularly strong MHWs that may merit further case-study investigation are those that occurred during 1974, 1999, and 2016, which are evident from peaks in at least 3 of the annualized MHW metrics considered in this study (e.g., frequency, duration, intensity; Figure 5). It is also apparent that MHWs at both sites tend to occur during the “warmer” years, when the interannual SST is elevated (Figures 5a,h). The magnitude of interannual variability in SST at these sites has been shown to be greater than the long-term trends (Shears and Bowen, 2017), and a similar pattern is evident in the MHW metrics documented here (Figure 5, Table 3). As a result, it seems likely that interannual changes in temperature and MHW occurrence will dominate over the long-term trend at these sites for some time.

There are several factors that may contribute to the observed interannual variability in SST and MHW metrics. Large-scale climate drivers including the El Niño-Southern Oscillation (ENSO) and Southern Annular Mode (SAM) have a demonstrated effect on SST anomalies around New Zealand (Sutton and Roemmich, 2001; Kidson and Renwick, 2002; Hopkins et al., 2010; Bowen et al., 2017; Shears and Bowen, 2017; Holbrook et al., 2019; Sutton and Bowen, 2019). A cursory evaluation of the annual Southern Oscillation Index (SOI) reveals that for both sites studied here, two thirds of MHWs (66 and 69%) occurred in years with a positive SOI, which correlates with La Niña conditions (Supplementary Figure 6). This is consistent with Holbrook et al. (2019) who also found La Niña conditions lead to an increase in SST anomalies around New Zealand and a ~30% increase in MHW days in the eastern Tasman Sea. ENSO may drive variability in MHW metrics through changes in air-sea heat fluxes (Fauchereau et al., 2003; Holbrook et al., 2019). Two record breaking MHWs around NZ during summer 2017/18 and 2018/19 have previously been attributed to the compound effect of anomalously low wind speed and vertical mixing associated with positive ENSO and SAM conditions (Salinger et al., 2019, 2020). However, ENSO variability in SSTs around New Zealand may also arise due to changes in vertical advection of heat into the upper ocean associated with adjustments in the depth of the thermocline forced by Rossby waves triggered by large-scale wind forcing in the South Pacific (Bowen et al., 2017). Recently, Behrens et al. (2019) and Li et al. (2020) have shown that such a Rossby wave mechanism is important for pre-conditioning the ocean by increasing the upper ocean heat content, making it easier for the ocean to be ‘tipped' into a MHW state through either atmospheric or advective forcing. This is important to note as there is likely to be some forecasting ability of years when MHWs will be more prevalent based on large-scale South Pacific wind forcing.

Whilst we have briefly considered relationships between interannual variability in MHWs metrics and the SOI, recent work by Chiswell (2021) highlights that other modes of atmospheric variability can also be important for generating MHW events around New Zealand. Chiswell (2021) found that MHWs occurring in the Tasman Sea, west of New Zealand, co-occur with events in the Atlantic, Indian, and Eastern-Pacific Oceans, due to stalling of a global wavenumber-4 atmospheric wave (Senapati et al., 2021) and argue that understanding this mode of variability is key to increasing MHW prediction skill. While an investigation into the contribution of a wavenumber-4 pattern to MHWs detected here is beyond the scope of this research, we expect an association given the dominance of atmospheric high pressure signal at both sites during the pre-event and onset phases of MHWs.



 Long-term trends in MHWs

There was considerable spatial and seasonal variability in the magnitude of long-term trends in the characteristics of MHWs at both coastal stations (Table 3). At the southern site (PML) we found a significant increase in the mean annual duration and number of MHW days per year. In contrast, we found no evidence of a long-term increase in MHW characteristics at the northern site (Leigh); rather, there was a significant decrease in the maximum intensity of MHWs. This spatial variability in the direction of the mean annual long-term trends in MHW characteristics between the two coastal stations, located at the northern and southern limits of New Zealand, is consistent with analyses of long-term change in SST at these locations over the last half century, which show an increase in temperature at PML and no evidence of annual warming at Leigh (Shears and Bowen, 2017). It is also apparent that seasonal variation in the magnitude and occurrence of warming at PML and Leigh (Shears and Bowen, 2017) is manifested in seasonality of the MHW trends. For example, at PML the largest changes in annual mean duration and number of MHW days per year are seen during austral winter (Table 3), when the SST warming trend at this coastal station is strongest (Shears and Bowen, 2017). Similarly, at Leigh, long-term decreases in the maximum intensity of MHWs are strongest during austral spring and summer, during which time the long-term SST trend at this location is negative or neutral (Shears and Bowen, 2017). The spatial variability in long-term MHW trends at the two coastal stations is consistent with regional-scale trends in warming over the satellite era (1982–present), which show warming in coastal waters around most of the South Island and very weak warming along the northeast coast of the North Island (Shears and Bowen, 2017; Sutton and Bowen, 2019). These differing spatial trends in coastal SST around New Zealand have previously been attributed to changes in circulation associated with the spin-up of the South Pacific subtropical gyre under increased wind stress curl (Shears and Bowen, 2017). If there is continued spin-up of the gyre as predicted by Oliver and Holbrook (2014) then it seems plausible that coastal waters of southern New Zealand will experience a continuation of the MHW trends reported here. While we have not found significant positive MHW trends in northeastern New Zealand, we may yet see greater impacts of MHWs here as warming may still occur via other mechanisms (Shears and Bowen, 2017).

Previous studies have reported globally-averaged increases in the frequency, duration and intensity of MHWs over the past century and satellite-era (Oliver et al., 2018a,b; Plecha and Soares, 2020; Qiu et al., 2021), with projections indicating that these trends will continue well into the twenty-first century (Plecha and Soares, 2020; Qiu et al., 2021). Positive globally-averaged annual and seasonal trends in MHW metrics have also recently been reported in studies of coastal MHWs (Hu, 2021; Kajtar et al., 2021; Marin et al., 2021; Thoral et al., 2022). However, considerable spatial variability in the magnitude and occurrence of trends in MHW properties is also apparent along the coastlines of many countries in these studies (e.g., Figures 1, 3 in Oliver et al., 2018a and Figure 4 in Marin et al., 2021. The contrasting trends in MHW characteristics reported here, from two in situ coastal stations in New Zealand, highlight that increases in exposure of marine ecosystems to temperature extremes over the past century (e.g., Oliver et al., 2018a; Marin et al., 2021; Thoral et al., 2022 have not been ubiquitous, and that global and regionally-averaged trends can be strongly modified by complex warming patterns inshore of boundary currents (e.g., Shears and Bowen, 2017).




5. Conclusions

We have utilized the two longest (>50 year) daily in situ ocean temperature records available in the Southern Hemisphere to investigate MHWs in SWMEs, including on an open coastline and within a semi-enclosed harbor. These time series, collected at the northern and southern limits of New Zealand, captured a multi-decadal record of MHWs and enabled a statistical analysis of their characteristics, atmospheric drivers and long-term trends.

We found that MHWs in SWMEs generally occur over timescales consistent with large-scale atmospheric synoptic systems (9–13 days) and become more intense during the summer months. Consistent with a previous study on MHW co-occurrence, we found that a number of MHWs in SWMEs occur in the absence of MHWs in the surrounding shelf-sea, with this effect most apparent in semi-enclosed coastal waters, where the thermodynamics become more strongly coupled with the atmosphere than the surrounding ocean. Our results support a recent study which suggests that atmospheric heat flux is a dominant driver of estuarine MHWs, and further suggests that specific “weather-related” factors which may act as predictors of MHW events in SWMEs are similar to those in the open ocean, including the occurrence of blocking high pressure systems, low wind speed and reduced latent heat fluxes. At a synoptic timescale, numerical weather forecasting systems can reliably predict the arrival and position of high-pressure systems up to seven days in advance, which could support short-term coastal MHW forecasting. However, it remains unclear how successfully coastal MHWs can be predicted based on local atmospheric information alone, with the background upper ocean heat content also known to play an important role in preconditioning the ocean toward MHW occurrence.

The direction and seasonality of long-term trends in MHW properties reported here are consistent with those of long-term SST trends reported at the two coastal stations, suggesting that future trends in MHW properties at these locations will likely mirror projected SST trends. The differing magnitude and direction of long-term trends in MHW properties at these two coastal stations highlights the need for region-specific analysis of MHW risk around New Zealand, due to the heterogeneous impacts such trends may cause to nationally significant marine ecosystems, industry, and coastal communities.
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Saucer scallop, Ylistrum balloti, fisheries along central Western Australia was a key region impacted by the 2010/11 extreme marine heatwave (MHW) when mean sea surface temperature anomalies reached up to 5°C between December and March. The extreme intensity and duration of this event had adverse impacts on survival of larval, juvenile, and adult scallops in the three major stocks in Shark Bay and at the Abrolhos Islands. The severe decline, observed from low commercial landings and verified through fishery-independent surveys required strong and rapid management response, and so in consultation with industry these commercial fisheries were closed to protect the remaining population and allow stock recovery. This provided an opportunity to examine other factors, in the absence of fishing, that may impact recovery. Fishing recommenced in Shark Bay after 3.5 years with one of the two stocks recovering more slowly whilst fishing recommenced in the Abrolhos Islands after 5 years. Differences in recovery rates between regions may be attributed to differences in life-history dynamics which vary with latitude. In Shark Bay, the austral summer is pre-spawning with peak spawning in the autumn/winter and therefore higher temperatures negatively impacted the spawning stock directly. In the Abrolhos Islands however, scallops have already spawned by summer and therefore the larvae and/or the early juveniles were impacted as well as post-spawned adults. Post 2011 MHW, continued warmer ocean conditions were experienced, followed by 4 years (2016-2019) of a “marine cold spell” then “short-lived” moderate MHWs during the summers of 2019/20 to 2021/22. Each stock had, over these years, responded differently to the conditions and fishing impacts and management responses also varied. We describe the science, management and industry response to severe stock declines, recovery rates, the drivers of recruitment and recovery and effects of recent summer MHWs on the current scallop stock status. Secondly, we describe the management arrangements and harvest strategies implemented. We highlight the importance of pre-season stock monitoring that provide a basis for catch/recruitment prediction and adaptive harvest strategies to ensure timely responses to stock declines in the event of extreme events expected to become more frequent in a changing global climate.
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Introduction

The saucer scallop Ylistrum balloti is a short lived (2–3 years) and the primary target species for two key demersal trawl fisheries based in Shark Bay (Gathaguudu) (SB) and in the Abrolhos Islands (AI) (Figure 1) in the mid-west and Gascoyne regions of Western Australia (WA) with a combined value of AUD 10–30 million (Kangas et al., 2021). SB is the most productive scallop region in WA with the annual catch ranging between 120 and 4400 tons. The AI annual catches range between 2 to 200 tons.


[image: Figure 1]
FIGURE 1
 Map of Shark Bay (left) indicating the two main scallop trawl grounds, spatial closures and location of annual survey “boxes”; and the traditional trawl grounds (shaded areas) in the Abrolhos Islands fishery (right) and location of annual survey “boxes”. The red hatched areas are permanently closed trawl areas (known as reef observation areas in the Abrolhos Is.) and the red dots are locations where SST was derived.


Like many scallop stocks around the world, WA stocks also exhibit highly variable recruitment and vulnerability to environmental conditions (Vahl, 1982; Orensanz et al., 1991; Joll, 1994; Wolff et al., 2007; Shephard et al., 2010; Stokesbury et al., 2010; Bethoney et al., 2016). Prior to 2010, very high landings from both fisheries (early to mid-1990s) were associated with cooler sea surface temperatures (SSTs) under El Niño climate phases and weaker Leeuwin Current (LC) (Joll and Caputi, 1995b; Lenanton et al., 2009). Conversely, below-average catch years were associated with above-average sea surface temperatures under La Niña climate phases and stronger LC (Joll and Caputi, 1995b; Lenanton et al., 2009). In 2010/11 an extreme marine heatwave occurred which was associated with an extended and strong La Niña and record strength LC where SSTs reached extreme levels between February and March 2011 (Pearce et al., 2011; Feng et al., 2013) and remained elevated over the summers of 2011/12 and 2012/13. Following this extreme event, both SB and AI fisheries spawning stocks declined to record-low levels to cause recruitment impairment (Caputi et al., 2016). With industry consultation and support, the strongest management measures were deemed appropriate and thus these scallop fisheries were closed to commercial fishing to enable spawning stock recovery.

The SB scallop fishery is comprised of two scallop stocks, SB North (SBN) and Denham Sound (DS), with little larval connectivity (Kangas et al., 2012) (Figure 1). Shark Bay scallops are fished by two demersal trawl fleets, one solely targeting scallops and the other targeting both prawn (shrimp) and scallops. The total scallop catch was managed under an effort-control system (limited number of boats, gear specifications, season length and daily commercial catch triggers to cease fishing) until 2014 with the main management focus of maintaining spawning stock levels at an acceptable level. This was achieved, between 1987 and 2005 by utilizing fishery-independent surveys to determine the relative abundance of juvenile and adult scallops which enabled an annual catch prediction (Caputi et al., 2014) and was used to determine i) if fishing could occur and ii) the commencement date of the fishing season through a simple harvest control rule (Kangas et al., 2011). Between 2006 and 2010, the catch prediction was used to inform the catch for the season and commercial fleet catch and catch rates (meat weight per day) were monitored with fishing ceasing when the fleet average daily catch rate reached a prescribed level (i.e., ~400 kg/day in SBN). A formal catch share between the scallop and prawn fleets was implemented in 2011 at 70 and 30%, respectively (Do, 2017).

Post-2011 MHW, when the SB fishery re-opened in late 2015, quota management was implemented with the catch prediction informing the total allowable commercial catch (TACC). Each license holder held an equal share of their total fleet allocation under an individual transferable quota (ITQ) system. Within-season review points, following fishery-independent surveys were used in combination with commercial catch and catch rate information (Figure 2) to ensure the quota was appropriate in any season.


[image: Figure 2]
FIGURE 2
 Schematic of the annual management cycle and fishing season for Shark Bay. Surveys conducted to provide information for TACC setting and within-season reviews are also shown.


The AI scallop fishery has remained effort controlled throughout its history with a single fleet and a fishing season of up to 6 months with fishing ceasing when the average fleet catch rate reaches 150 kg/day. Annual stock surveys provide an estimate of abundance of adult scallops providing a catch prediction for the following year and is used in setting the following season's management arrangements. Fishing normally commences March/April after the key spawning period over the austral summer months (Chandrapavan et al., 2020) to optimize the size and value of the scallop meat (adductor muscle) given meat size and quality deteriorates during spawning. Fishing then continues to July/August, depending on abundance.

This paper describes the science, management changes and industry response to the severe stock declines, stock recovery rates, examination of the drivers of recruitment and recovery, and the effect of the previous and current environmental conditions. We present the management arrangements and harvest strategies implemented and describe how they are working in addressing the current scallop stock status under initial favorable, then recent unfavorable environmental conditions. We highlight the importance of regular pre-season stock monitoring that enable catch predictions and flexible harvest strategies to ensure a timely response to changes in spawning stock and/or recruitment in the event unanticipated reductions in stock abundance and incidences of extreme climatic events that are expected to become more frequent in a changing global climate.



Methods


Study area

Shark Bay is located 800 km north of Perth (at ~26°S) and covers an area of approximately 13,000 km2 (Figure 1). SB was classified as a World Heritage Area (DOF, 2000) and contains the largest marine embayment in Australia and supports the most extensive and diverse seagrass meadows in the world (Walker, 1989). The hydrology of SB is influenced by the Leeuwin Current (LC), which carries warm, low-salinity water southward down the WA coast. The embayment is mostly shallow, with an average depth of 9 m and increasing to 29 m deep in the north (Francesconi and Clayton, 1996). SB is only infrequently impacted by cyclonic flooding and the mean annual rainfall is low, ranging from 200 mm in the west to 400 mm in the east. The lower reaches of the gulfs in SB are hypersaline with scallops only occurring in areas with oceanic salinities in the deeper parts of central SB.

The Houtman Abrolhos Islands are located approximately 60 km off the coast of Geraldton (Figure 1) and are a chain of 122 low-lying islands and reefs on the edge of the continental shelf (Johannes et al., 1983). There are three major island groups, the North Island-Wallabi Group, the Easter Group and the Pelsaert (Southern) Group. The AI scallop resource occurs on sandy substrates within protected areas north and east of these island groups. This region is generally a temperate oceanic zone but is influenced by the LC. The LC is responsible for the existence of the unusual AI coral reefs and high species diversity at latitude 29°S.



Environmental data

Satellite-derived continuous daily sea surface temperatures (SSTs) were obtained from the NOAA OIv2 dataset (National Oceanic and Atmospheric Administration) from 1982 onwards at ¼ degree (~28 km) resolution at nine sites across the varying depths inside SB and six sites around the AI (Figure 1). Daily SST data were used to calculate monthly mean SSTs and anomalies referenced to the 1981–2018 climatology (https://www.esrl.noaa.gov/psd/). Annual MHW days were calculated by the number of mean daily SSTs that were ≥ the 90th percentile for that day across the selected region (Hobday et al., 2016).



Commercial catch data

Detailed daily logbooks have been completed in SB by commercial licensed trawl fishers since the 1980s and from the early 1990s in the AI. As a minimum, daily catch (kg of meat weight) and total effort (minutes trawled) are recorded with an indication of fishing location or region. In SB, since quota management, commercial fishers are also required to complete commercial catch and disposal records (CDRs) by area, each time they unload their scallop catch.



Fishery-independent survey data

Demersal trawl surveys using standardized otter trawl gear have been undertaken annually in November across 90 standardized survey sites in SB since 1983. Due to high variability in spatial distribution from year to year within SB (Mueller et al., 2005, 2012), the extensive sampling regime covers the full extent of the Bay where scallops are known to occur (Figure 1) and provides a reliable index of total abundance. In the AI, up to 23 sites over 10 main fishing grounds (Figure 1) have been sampled in November each year since 1997. The night-time surveys are undertaken using the Department's 23 m research vessel towing two six-fathom (11 m) headrope length flat nets with 50 mm mesh in the panels and 45 mm in the cod-end with each trawl being 20 min (~1 nautical mile). The total catch is recorded and a representative sample of 150-200 scallops from each site is collected to measure dorso-ventral length (mm). Therefore, from each survey site a total catch per unit effort (CPUE), juvenile [(0+, <83 mm shell height (SH)] CPUE and adult (1+, ≥83 mm SH) CPUE are calculated.

A subset of sites have been sampled in February in SB and AI since 2012 and additionally in June in SB since 2015. Scallops < 50 mm shell height (SH) are poorly sampled in November due to mesh selectivity but become more catchable by February after growing during the austral summer to provide a more accurate 0+ CPUE. The June survey in SB represents scallop abundance during the key spawning period (Chandrapavan et al., 2020) and informs the within-season review of the TACC (Figure 2). This June abundance index may in future provide a more robust index of spawning stock when a sufficient time series is achieved.

Differences in the timing of key spawning periods between the two regions (Joll and Caputi, 1995a; Chandrapavan et al., 2020) mean that these surveys provide an index of abundance that represents different life-history phases. In the November SB survey, juveniles (0+) derived from the current year's spawning stock (1+) are sampled and both abundance indices are combined to predict the catch the following year (Caputi et al., 2014) as both components of the stock are harvested. Historically, these catch predictions were used in setting the season arrangements (i.e., opening date and approximate season duration) and, since quota management, are used to guide the TACC setting, supplemented by information from the February survey. For the AI, the November survey generally consists of one key cohort of adult (1+) scallops as the juveniles are generally too small to be sampled fully at this time. These 1+ scallops represent most scallops that will be harvested the following season and the abundance index is used to derive a catch prediction.



Statistical analyses

The SB scallop catch prediction is based on the mean scallop abundance index (scallops/nautical mile (nm) trawled) of the juvenile (0+) and adult (1+) scallops combined in year (y) in the November survey on log scale correlated with the following season's total landings (y+1) (tons of meat weight) for DS and SBN separately (Caputi et al., 2014). This assessment was undertaken only for years prior to the fishery going to quota management. For the AI fishery the catch prediction from the November survey is derived 5 months ahead of the start of the season (Caputi et al., 2014) and informs the season length. The catch prediction is determined using the log relationship of the mean scallop abundance from all survey sites in November each year (y) and the annual scallop landings the following year (y+1).




Results


Environmental conditions

The 2010-12 La Niña event is considered one of the strongest on record (BOM, 2019) and consisted of two peaks over successive summers (Figure 3). Typically, inside SB, the peak summer period is February to March with an SST range of 24–25°C (Figures 3A, B). The 2011 extreme MHW occurred during the first peak over the summer of 2010/11 (November to March), where the nearshore water temperatures along the Gascoyne and mid-west coast of WA were 2–3°C higher than mean historical levels. Within SB, SSTs rapidly increased from September 2010 onwards to above-average temperatures peaking during February 2011 at ~29°C (Figures 3A, B). Shallower regions of the Bay experienced temperatures of up to 5°C above-average while the central deeper Bay regions experienced up to 3°C above-average temperatures. Overall, both SBN and DS experienced ~140 MHW days during 2011.


[image: Figure 3]
FIGURE 3
 Mean monthly SST (line) and SST anomalies (red and blue bars) from 2010 to 2022 against a climatology of 1981–2018 for (A) Shark Bay North (B) Denham Sound and (C) Abrolhos Islands. The 2011 marine heatwave (MHW) and 2016-19 marine cold spell (MCS) are indicated.


Mean monthly SSTs at AI typically range between 20 and 24°C with the warmest months being February and March (Figure 3C). During the 2011 MHW event, SSTs rapidly increased beyond 24°C and reached peak levels during February/March at 26.7°C when the temperature anomalies were at a maximum of 3.2°C. The AI experienced the highest number of MHW days of 206 during 2011 since 1982 (Figure 4). The 2011 MHW occurred due to an alignment of inter-seasonal to inter-decadal processes, which resulted in an earlier surge of the LC during the austral summer which was associated with high temperatures which intensified by an anomalously high heat flux from the atmosphere entering the ocean (Feng et al., 2013; Pearce and Feng, 2013).


[image: Figure 4]
FIGURE 4
 Annual number of MHW days between 1982 and 2021 at the Abrolhos Islands, Denham Sound and Shark Bay North regions.


The 2011/12 La Niña was weaker, but still of moderate strength, and therefore above average SSTs with anomalies up to 2°C persisted into 2012 and 2013 before transitioning toward average to below-average SSTs observed during the “marine cold-spell” (MCS) period 2016 −2019 (Feng et al., 2020) (Figure 3). This MCS period was associated with a strong and extended 2015/16 El Niño event when the LC was largely weaker and further offshore. Sea surface temperatures anomalies were up to 2°C cooler. Since the summer of 2019/20, mean monthly SSTs have remained above average as back-to-back La Niña events returned to influence ocean conditions off WA.



Scallop abundance, catch predictions and annual landings

The scallop abundance in November surveys in SBN prior to the 2011 MHW was variable with a range of 17 to 3756 scallops nm−1 for 0+ individuals and 27 to 6664 scallops nm−1 for 1+ individuals which resulted in a variable, but regular annual commercial landings until 2011 (Figure 5A). When the fishery reopened in 2015, the survey scallop abundance in SBN range narrowed to between 32 and 347 scallops nm−1 for 0+ individuals and between 4 and 345 scallops nm−1 for 1+ individuals (Figure 5A). In contrast, prior to the 2011 MHW, DS had two periods of four to five years with low 0+ scallop abundance leading to low 1+ individuals resulting in almost zero landings for several years in a row between1985 to 1989 and 1997 to 2000 inclusive (Figure 5B). These low years were interspersed with scallop survey abundances ranging from 34 to 761 scallops nm−1 for 0+ and between 26 and 683 scallops nm−1 for 1+ individuals commensurate with seven to ten years of commercial landings (Figure 5). Since reopening in 2015, the scallop survey abundance range has slightly improved to between 273 and 736 scallops nm−1 for 0+ and between 79 and 914 scallops nm−1 for 1+ individuals (Figure 5). Abrolhos Island scallop survey indices ranged between 282 and 4279 scallops nm−1 between 1997 and 2010 and since reopening in 2017, returned to pre-2011 MHW years to between 569 and 3339 scallops/nm (Figure 5C). In 2021 however, the survey index was only 45 scallops nm−1.


[image: Figure 5]
FIGURE 5
 Catch time series and 0+ and 1+ survey index (on logarithmic scale) for (A) Shark Bay North (B) Denham Sound (Red lines indicate the TACC set for the season−1 May to 30 April; Blue lines indicate amended TACC if deemed appropriate); and (C) Abrolhos Islands with the survey index. The survey index is shown in the year following the survey to coincide with the catch year e.g., 1997 survey shown at 1998 catch year. C indicates fishery closure due to MHW or survey abundance below limit reference level.


A strong negative influence of the 2011 MHW is evident on scallop abundances, initially for 1+ individuals in all regions resulting in low spawning stock thus impacting recruitment (0+) the following year (Figure 5). As the spawning stock increased, the level of 0+ also improved providing a significant stock-recruitment-environment relationship (SRER) with R2 of 0.31 to 0.64 with the SST significantly affecting recruitment in these relationships (Caputi et al., 2021). The limit and threshold reference points in the harvest strategies (HS) for SB and AI (DPIRD, 2020a,b) are based on these significant relationships with the limit being the point below which recruitment was demonstrated to be impaired due to spawning stock abundance and the threshold representing the point at which management intervention may be required to shift spawning stock abundance to above this level. In the AI the significant decline in scallop abundance in 2012 was followed by almost no scallops for 2 years (Figure 5C) providing a SRER relationship and limit and threshold reference points for the HS (Chandrapavan et al., 2020; Caputi et al., 2021).

Catch predictions are based on the relationship between the mean survey abundance (both 0+ and 1+ index in November (year y) against the annual landings (year y+1). In SB, prior to implementation of TACC in 2015, the November survey provided a catch prediction as meat weight (Caputi et al., 2014) at least 4 months ahead of the start of the season (about March; e.g., DS Figure 6, R2 = 0.91). This prediction continues to be used for informing the TACC and the value of the TACC and any adjustments within season. In the AI fishery there is a clear positive relationship with survey abundances and annual landings (Figure 7, R2 = 0.66). The limit (250 scallops nm−1, Figure 7) and threshold (750 scallops nm−1) reference points are at points where recruitment is and is not impaired by spawning stock scallop abundance index (Caputi et al., 2021).


[image: Figure 6]
FIGURE 6
 Denham Sound catch prediction model prior to fishery going to catch quota based on November survey abundance of 0+ and 1+ scallops nm−1 between 1997 to 2010 (black dots, closed years excluded) when a consistent spatial area was open to scallop fishing. Limit (red vertical line) and threshold (blue vertical line) reference levels indicated. Years under quota management excluded from the catch prediction relationship is indicated by open circles.



[image: Figure 7]
FIGURE 7
 Abrolhos Is. catch prediction model based on total abundance of 0+ and 1+ scallops nm−1 between 1997 to 2021 (black dots) (closed years excluded). Limit (red vertical line) and threshold (blue vertical line) reference levels indicated.


The scallop shell height frequencies observed during surveys in SB post-2011 MHW highlight differences in scallop abundances between SBN and DS with consistently lower abundance in SBN and a lack of sustained recovery in SBN until June 2021 (Figure 8). Generally, 0+ (≤83 mm SH) scallop abundance is higher in February (y+1) compared to November (y) surveys in both areas (Figure 8). Recruit (0+) individuals were observed in DS from 2015 with relatively strong recruitment in 2016 (Figure 8) followed by annual recruitment in the following years. A very high recruitment was observed in February 2019 leading to a high abundance of 1+ individuals in June 2019 which persisted as 1+ into February 2020 (Figure 8). The overall abundance since then has declined. In AI, scallops in November generally consist of one size cohort (1+) at 85–100 mm SH (Figure 8) whilst in February two cohorts (0+ and 1+) have been observed but proportions of 0+ and 1+ can be annually variable. In February 2021 high abundance of 1+ was observed and these were fished during 2021 but a low abundance of 0+ at the time resulted in a low overall scallop abundance in November 2021 to below the limit reference point requiring a fishery closure in 2022. In February 2022 a high abundance of 0+ was observed with very few 1+ individuals (Figure 8).


[image: Figure 8]
FIGURE 8
 Shell-height (mm) frequencies from November, February and June surveys between 2016 and 2022 in Shark Bay North (left), Denham Sound (middle) and at the Abrolhos Islands (right) (no June surveys undertaken at the Abrolhos Islands and no June 2020 in SB). The size of 83 mm shell height (black vertical line) which represents the average cut off between 0+ and 1+ during the November survey in SB.


The annual landings of saucer scallops in all three areas show high variability between years (Figure 5). For SBN, these landings generally reflect the level of recruitment (0+) and adults (1+) observed in the fishery (Figure 5A). Notably a record-high recruitment event in 1990 in SBN resulted in record-high landings in 1991 to 1993 of 1200 to 4000 t (Joll, 1994) whilst a moderately-strong recruitment in 2006 and 2007 resulted in landings of460 and 560 t in 2008 and 2009, respectively. No high or even moderate recruitment events have been observed in SBN since the 2011 MHW. DS also experienced high scallop recruitment during 1990 to 1992 with the highest recorded landings from this area in 1993 of 700 t (Figure 5B). Prior to the early 1990's the average landings in the AI fishery were around 70 t (historical catch range of 10 to 200 t). Higher landings were also reported between 1993 and 1996 of between 300 and 520 t which may indicate that this region also experienced strong recruitment as observed in SB at a similar time. Since the mid-1990s very high recruitment was observed in 2002 and 2004 resulting in 1160 t and 1300 t of scallops being landed in the fishing seasons of 2003 and 2005 respectively. Following the 2011 MHW event, 441 t was landed which was at the lower end of the predicted range (446 to 669 t) for that season (Sporer et al., 2012). However, unprecedented low scallop abundance was then observed in late 2011 after the fishing season ended and the fishery was closed for 5 years (2012 to 2016 inclusive). Since fishing recommenced in 2017 landings have been between 30 t and 240 t with a return to very low abundance in November 2021 resulting in the fishery's closure in 2022.




Discussion

The environmental conditions in the last 10 years have been particularly volatile with the 2011 extreme MHW followed by 2 years of above-average SSTs, 4 years (2016-19) of a “marine cold spell” and then “short-lived” moderate marine heatwaves during the three austral summers of 2019/20 to 2021/22. The return to warmer ocean conditions, stronger currents and moderate MHWs in this region is once again having a negative effect on scallop recruitment and driving the populations to their lower abundance ranges. Longer-term climate projections suggest a warming trend in SSTs and potentially more frequent occurrences of extreme events such as marine heatwaves (Oliver et al., 2019). This has important implications for the assessment and management of scallop stocks in both SB and AI that are sensitive to water temperature increases. It will require close monitoring of the stocks and adoption of harvest strategies that are robust to these environmental changes.

Like many scallop stocks around the world, the scallop fisheries in WA exhibit highly variable recruitment and vulnerability to environmental conditions (McGarvey et al., 1993; Joll, 1994; Hart and Rago, 2006; Shephard et al., 2010; Stokesbury et al., 2010; Bethoney et al., 2016). This situation is exacerbated when extreme environmental events occur such as the protracted El Niño in the early 1990s (Lenanton et al., 2009) and the 2011 extreme MHW (Pearce et al., 2011; Pearce and Feng, 2013) resulting in a record-high and record-low recruitment, respectively. The negative relationship between warmer than average water temperature and scallop recruitment was well known before the 2011 MHW (Joll and Caputi, 1995b; Lenanton et al., 2009) therefore the decline in abundance after the MHW was expected. The negative impact of very low abundance resulted in the fisheries' closure. The SB scallop fishery was closed for 3 years and the AI fishery for 5 years after these significant stock declines (Caputi et al., 2016) to enable spawning stock biomass recovery. Initial recovery was impeded by “warm” years in 2012 and 2013 following the MHW and it was only during the “marine cold spell” (MCS) (Feng et al., 2020) phase that optimal conditions occurred for full recovery. Chandrapavan et al. (2020) indicated that the optimal temperatures for Y. balloti in WA are < 23°C during the spawning period. Optimal spawning temperatures and conditions have been highlighted to be important in other scallop species for spawning success and larval survival and feeding (Del Norte, 1988; Courtney et al., 2015).

Stock recovery was contingent on the incremental improvement of spawning stock abundance, during improved environmental conditions and then continued favorable environmental conditions to facilitate ongoing recruitment recovery. Scallops are broadcast spawners, sedentary with only low mobility, therefore scallops need other scallops within their proximity for spawning success as fertilization success depends on the concentration of sperm in the water column (Allee, 1931; Gascoigne and Lipcius, 2004; Bayer et al., 2016). A fundamental requirement to manage fish stocks is to understand the underlying spawning and recruitment processes and stock-recruitment relationship (SRR) to enable sustainable harvests of finite stocks. Globally, the highly variable nature of scallop recruitment and therefore annual landings and catch value (Hart and Rago, 2006; Bethoney et al., 2016) has highlighted the difficulty in establishing a robust SRR for this group of highly valuable marine species (Fifas et al., 1990; McGarvey et al., 1993; Shephard et al., 2010). The effect of spawning stock size on recruitment levels of scallops in SB was examined in the 1980's and 1990's (Joll and Caputi, 1995b; Caputi et al., 1998) but found the spawning stock level was not significant despite a major increase in the spawning stock abundance due to the record-high abundance of the early 1990's. However, the environment, namely the LC strength and its positive influence on water temperature, had a significant negative relationship with recruitment.

As a result of the 2011 MHW, the record-low levels of spawning stock enabled the development of a stock-recruitment-environment relationship (SRER) for each of the three stocks based on fishery-independent survey indices (Caputi et al., 2021). This provided valuable information for determining the limit reference point, the point of recruitment impairment, in the harvest strategies of each stock. The significance of a spawning stock effect on recruitment when the spawning stock was at record-low levels is in contrast with the earlier findings with a lack of spawning stock significance even when spawning stock was a record-high levels for this stock in the early 1990s (Caputi et al., 1998). Similarly, Bethoney et al. (2016) did not find any effect of spawning stock on a number of extremely high recruitment events in the Atlantic sea scallop fishery. It is likely that when spawning stock is above an appropriate “reference” level, environmental conditions are the major drivers of recruitment success irrespective of the spawning stock abundance. However, when spawning stocks are at very low levels then they may become the major driver of recruitment impairment. In contrast to this, Orensanz (1986) found a negative effect of spawning stock of the recruitment of tehuelche scallops in San Jose Gulf, Argentina, when spawning stock was close to carrying capacity.

The fishery-independent surveys during November have been used historically to predict the following seasons' catch (Joll and Caputi, 1995b; Caputi et al., 2014) and to set the start date of the fishery which affected the level of fishing allowed in SB and the AI when both fisheries were effort-controlled. This has continued in the AI and is incorporated into its HS (DPIRD, 2020b). These relationships were valuable as they enabled an assessment of the highly variable annual recruitment and were used to determine the management arrangements for the following season to ensure stock sustainability. This information has also been of benefit to the fishing industry to provide pre-season knowledge to plan their season or whether to not fish in a very low abundance year which would be economically unviable. Similarly for management, the catch prediction is initially used to determine if any fishing can occur and then to determine the level of fishing allowed.

Different types of catch forecasting models have been examined for a number of scallop fisheries around the world. The model developed for the Peruvian scallop fishery was based on spawning stock and settlement rate with the settlement rate being temperature dependent (Wolff et al., 2007). Beukers-Stewart et al. (2003) found the density of 2-year old scallops was generally an accurate predictor of the density of 3 and 4-year old scallops in the Isle of Man scallop fishery. They also investigated the use of spat settlement as a predictor and found that they provided notice of exceptional recruitment events but were not adequate for predicting scallop catches. Liu et al. (2021) used satellite remote sensing to improve the prediction of scallop condition for the Georges Bank scallops in Canada that improved the biomass estimates for stock assessment and the setting of catch quotas.

Since the move to a catch-quota fishery in SB, where the survey index sits in relation to the limit or threshold reference level is used to inform the quota allocation for the following year. The catch prediction relationship therefore contributes to the setting of the TACC. Typically, the TACC is conservatively set at a level lower than the catch prediction e.g., at about 70% of the prediction. The harvest strategy has a threshold reference point which is approximately 1.5 times the limit reference point, and if the survey abundance is below this limit reference point then the TACC is set to a very conservative level to ensure exploitation is reduced.

To further reduce the uncertainty in catch prediction in SB, the use of both November and February surveys have been adopted in the HS (DPIRD, 2020a). The surveys were also used to consider whether additional management measures were needed such as area closures. For example, in SB, discarding of scallops by the prawn fleet during their operations can occur when scallop retention is not permitted. Scallop discard mortality rates have been shown to be higher during warmer austral summer months (Chandrapavan et al., 2012; Kangas et al., 2012) and an indication of a similar increase in mortality during warmer SST conditions has also been shown during scallop tagging studies in Queensland (Australia) (Campbell et al., 2010a; Courtney et al., 2022). Therefore, additional small-scale spatial closures may be implemented around relatively high scallop abundance area when overall abundance is low to reduce recapture/discard mortality and to aid in rebuilding and/or recovery. Small scale spatial closures in both parts of SB have been implemented for a whole season or during the pre-spawning fishing periods since the 2011 MHW. Spatial closures, in a rotational capacity or to protect spawning abundance have been also adopted or evaluated in several scallop fisheries to aid recovery or to reduce recruitment variability (Campbell et al., 2010b; Hart et al., 2013; Wortmann, 2021).


Harvest strategies

Formal harvest strategies are used to manage the SB and AI scallop fisheries (DPIRD, 2020a,b). The harvest strategy outlines the long and short-term objectives for management and has enabled the AI fishery to achieve “independent sustainability accreditation” through Marine Stewardship Council (MSC) certification. They also provide a description of the performance indicators used to measure performance against these objectives, reference points for each performance indicator, and associated harvest control rules that articulate pre-defined, specific management actions designed to maintain the resource at target levels. The scallop harvest strategies use threshold and limit reference points based on 0+ and 1+ survey abundance with the limit reference point taking into account the SRER (Caputi et al., 2021) to ensure there is sufficient breeding stock left in the water.

A key feature of the HS is its ability to deal with the very large variation in annual scallop abundance, for example, in very high abundance years (e.g., 1991) the management system allowed fishers to maximize the harvest of the resource (i.e., fishing was open all year). Whereas in times of low abundance (below the limit level), the stock is given a high level of protection with little or no fishing prior to the spawning period and in worst case scenarios there is no retention of scallops (e.g., in 2012 to 2014).

Managing widely fluctuating scallop stocks as in WA have been experienced by many scallop fisheries. Bethoney et al. (2016) suggested a continued need for adaptable management based upon empirical data to deal with the complexities surrounding recruitment, exemplified by extremely high recruitment events. While Wolff et al. (2007) identified that the boom and bust situation of the Peruvian scallop made a rational management of the resource difficult as annual catches were considered unpredictable. They provided a catch forecast model to enable the scallop fishery to better prepare for and adapt to the ever-changing conditions of the scallop stock.

The move to a TACC has changed the historical patterns of fishing (timing and extent) in SB with all-year fishing allowed within a quota season (currently 1 May to 30 April) apart from a spawning closure of approximately 2 months during the austral winter (Chandrapavan et al., 2020). This required a different approach to stock assessment and management with within-season review points set in the harvest strategy (DPIRD, 2020a) to meet with the Department's Ecological-Based Fisheries Management objectives (Fletcher et al., 2016).

The HS for SB incorporates review triggers within the season to assess the appropriateness of the TACC through use of fishery-independent survey information and supported by commercial catch and catch rates and feedback from fishers. A formal working group has been established with membership of the Department's managers and scientists and representatives of the license holders to review all available information and guide the final quota allocation determined by the Department. The harvest strategy is responsive to the state of the stock as the commercial scallop fleet catch rates can be monitored daily through the season and scallop fishing can cease within 24–48 h. Commercial catches and catch rates along with mapping the distribution of effort and scallop abundance information from the February survey, (after some fishing/catches have usually been achieved in the fishery) enable the quota to be adjusted from the initial setting, either up or down if appropriate (DPIRD, 2020a). As this process is still evolving, in future, alternative models for setting the quota (and the cycle of a fishing season) may be explored, supplemented by the information from the February and June surveys.



Summary/conclusion

This study has highlighted the importance of regular pre-season fishery-independent stock surveys to be the basis for stock assessment and decision making and the need for harvest strategies, developed in consultation with fishers that provide an adaptive management framework to ensure a timely response to highly variable changes in spawning stock and recruitment that are prevalent in scallop fisheries. This is especially important in short-lived scallop species that are extremely sensitive to environmental conditions. The socio-economic implications of fishery closures to fishers, regional communities and fishing industry service providers were immense and these are likely to become even more important due to marine heatwave events that are expected to become more intense and frequent in a changing global climate.

Successfully managing fisher behavior and activities requires having effective governance systems and a management framework/HS that prevents fishing pressure causing depletion of the scallop spawning stock to a level that might impair recruitment as effort is the main factor that we can be control. This, in turn, requires a suitable level of political and industry support and evidence-based science to enable appropriate rebuilding arrangements to be developed, adopted, and enforced for the time required. It has been recognized that the level of effective governance of fisheries is the key element that determines whether there is successful management of fisheries resources, not only the amount of data that are available (Fletcher, 2008).

Prior to the 2011 MHW, SBN provided between 70 and 80% of the annual landings whereas after reopening in late 2015 the area has not contributed more than 15% of total landings with the area being closed to scallop retention between 2017 and 2021. DS has provided most of the catch since 2015 with overall landings from this area returning to pre-2011 MHW levels within 3 years whilst SBN has not. The reasons for the lack of full recovery in one part of SB continues to be examined. There was a full recovery of the stocks in AI in 5 years aided by the 2016–2019 MCS (Feng et al., 2020). Although moderate catches of larger scallops were taken in 2021 and spawning stock was adequate, observations by commercial fishers during April/May 2021 indicated low recruitment and this was confirmed during the fishery-independent survey in November 2021 resulting in the fishery closure for 2022. However, it appears the “short-lived” marine heatwaves have only impacted stocks for 1 year as the February 2022 survey indicated moderate recruitment, signaling that fishing may resume in 2023.
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The bounderies of the regions are shown in Figure 8. The symbols + and  indicate
onset and decline phases, respectively. The most positive contribution during onset and
the most negative contribution during decline are given in bold red and blue letters,
respectively. The onset and decine values for AQuti do not add up to zero because of
different mean lengths of onset and decline phases, since a longer phase imples smaller
heat flux anomalias per time step and vice versa.





OPS/images/fclim-04-847995/inline_1.gif





OPS/images/fclim-04-847995/fclim-04-847995-g003.gif





OPS/images/fclim-04-847995/fclim-04-847995-g004.gif
Dackine phase






OPS/images/fclim-04-847995/fclim-04-847995-g005.gif
Summer onset Winter onset
N s bt e 30, N A bt o 30

an o N 0 o

D e —






OPS/images/fclim-04-847995/fclim-04-847995-g006.gif
Summer decline Winter decline
sieseahe o A0, At bt o 30
e —— T






OPS/images/fclim-04-847995/fclim-04-847995-g001.gif





OPS/images/fclim-04-847995/fclim-04-847995-g002.gif
S &y
@ﬂ S ES






OPS/images/fclim-04-932932/fclim-04-932932-g007.gif
e 2017






OPS/images/fclim-04-932932/fclim-04-932932-g006.gif





OPS/images/fclim-04-932932/fclim-04-932932-g005.gif





OPS/images/fclim-04-932932/fclim-04-932932-g004.gif
Janvary 2016






OPS/images/fclim-04-932932/fclim-04-932932-g003.gif
Model MSE Loss

— van
— e
40.05
H
0.00
[ 50 160 130 260
epocn
0,003
—van
0.002 ==
0.001
0.000

25 50 75 100 125 150 175 200
epoch





OPS/images/fclim-04-932932/fclim-04-932932-g002.gif
ERAS SSTinpat






OPS/images/fclim-04-932932/fclim-04-932932-g001.gif





OPS/images/fclim-04-932932/crossmark.jpg
(®) Check for updates





OPS/images/fmars.2022.800325/fmars-09-800325-g004.jpg
A

Days.

2

[

[

o

o

o

o

1982:1991

1992:2001

Mean duration of MHW events (days)

20022011

Mean MHW intensity (‘C)

19821991

1992:2001

e

2022001

s

o

122020

20122020

o

1082:1091

Maximum

1992:2001

20022011

20122020

tensity (°C) reached

by the strongest MHW event

25

2
‘ I I
0s
0

1982-1991

19822001

Number of MHW events

oy

oo

e e

ey

2002201

20122020





OPS/images/fmars.2022.800325/fmars-09-800325-g005.jpg
NI VORI NG SREAJTISAROD DS | TANIPOIREGUDHINION AN CAUMTOFIERSON OF - TR SUFTROR Tparaiure:
MHWs. MHWs (z00m on the MHW's peak) anomaly (‘C)

)

P waczon a7 Lot
= Dte: 29-Nov-2016

s e mmmn oz Novze oecame Pty

iz

Oate:26:Nov-2016

wdoe wdE AT e oame o Lgiude

Legend for the curves of temporal
‘evolution of MHWs.

B RIS

[~ il belis S IR

— Thveshdd  +e+ dxToshold

MHW categories Sea suface temperature anomaly (‘C)





OPS/images/fmars.2022.800325/fmars-09-800325-g006.jpg
A

Apri 2016 May 2016 June 2016
Sea level pressure anomaly (hPa)_ © e level pressure anomaly (hPa)

Sea level pressure anomaly (hPa)

Latitude

Longitude Y ngtude Y ngtade
Atmospheric temperature anomaly ©  Atmospheric temperature anomaly Atmospheric temperature anomaly
Q) (] ()

5t
Longitude T longiade T Gongede "
" '
SST anomaly (*C) SST anomaly (‘C) SSTanomaly (‘C)

]

Teobhde TLongitude Tongitude






OPS/images/fmars.2022.800325/crossmark.jpg
©

2

i

|





OPS/images/fmars.2022.800325/fmars-09-800325-g001.jpg
{("C) in summer _C) In winter

B
96W S0°W B4W 78°W 72W 96W S0°W 84°W 76°W 72°
Longitude Longitude






OPS/images/fmars.2022.800325/fmars-09-800325-g002.jpg
Original SST data (*C)

Date; 2019-12:24

B Reconstructed SST field with DINEOF (°C)
e 20ib-T%28

PR —T . e .
s s

o Sus |
5 3 E

Lovgiuds:

Longitude





OPS/images/fmars.2022.800325/fmars-09-800325-g003.jpg
Number of events. Number of events.

Number of events.

10

10,

‘Number of MHW events in Northern area

1985 1990 1995 2000 2005 2010 2015 2020

Number of MHW events in Transition area

10

1985 1990 1995 2000 2005 2010 2015 2020

Number of MHW events in Southern area

1985 1990 1995 2000 2005 2010 2015 2020
Time





OPS/images/fclim-04-847995/math_1.gif





OPS/images/fclim-04-847995/math_2.gif
AQuotal & AQas + AQvmix + AQuaisr +





OPS/images/fclim-04-847995/math_3.gif
@)





OPS/images/fclim-04-788390/fclim-04-788390-g004.gif
Neither

Res

Adv






OPS/images/fclim-04-788390/fclim-04-788390-g005.gif
E;’QF”{F‘
E’%’ﬁ’?@}
”W‘@ TW”W‘E‘






OPS/images/fclim-04-788390/crossmark.jpg
©

2

i

|





OPS/images/fclim-04-788390/fclim-04-788390-g001.gif
100w

W 60w T20%

100w

WAWSTART MRWPEAK Mo ENO
Nl

-





OPS/images/fclim-04-788390/fclim-04-788390-g002.gif





OPS/images/fclim-04-788390/fclim-04-788390-g003.gif





OPS/images/fclim-04-838017/fclim-04-838017-g013.gif





OPS/images/fclim-04-838017/fclim-04-838017-t001.jpg
Eddy NZ
MLDg, MLDy MLDys0 MLDg, MLDy MLDyso

dT/dt 0.07 0.08 0.04 0.05 0.05 0.02
u.VHT 0.05 0.05 0.04 0.01 0.01 0.005
Q 0.11 0.06 0.02 0.08 0.06 0.02

Residual 0.07 0.03 0.02 0.05 0.02 0.01





OPS/images/fclim-04-838017/inline_1.gif





OPS/images/fclim-04-838017/math_1.gif





OPS/images/fclim-04-847995/crossmark.jpg
©

2

i

|





OPS/images/fclim-04-788390/inline_1.gif





OPS/images/fclim-04-788390/math_1.gif
oaT
S = EuUT) —vg)
eVl =gz

m






OPS/images/fclim-04-788390/math_2.gif





OPS/images/fclim-04-788390/math_3.gif
ST T = Ddydz — [ up(Tg — Ddydz + [ vs (Ts —
— [T (T — vz
3 [ ool Tt — Ty — [ (T — iy

™

@
3





OPS/images/fclim-04-788390/fclim-04-788390-g007.gif





OPS/images/fclim-04-788390/fclim-04-788390-g008.gif
ﬁ/ f%""? TS’E

@w e fwi






OPS/images/fclim-04-788390/fclim-04-788390-g009.gif





OPS/images/fclim-04-788390/fclim-04-788390-g010.gif
PR Y =






OPS/images/fclim-04-788390/fclim-04-788390-g006.gif





OPS/images/fclim-04-932932/fclim-04-932932-g015.gif





OPS/images/fclim-04-932932/fclim-04-932932-g014.gif
Index (*C)

Index (*C)

ERAS Blob (34°N-47°N, 147°W-128"W) Index

+++ 90th percentile
+. 95th percentie

1950

1960 1970 1980 1990 2000 2010 2020

9sth percentile
90th percentile

2014

5015 2016 2017 2018 2019 2020 2021






OPS/images/fclim-04-932932/fclim-04-932932-g013.gif
%, Dnicaoc ()

Model and ERAS Nino3.4 Index

— Model Nino3.
— ERAS Nino3 4

WO jan_ Apr i o jan
Time (Months) since July 2014

Aor

Jon





OPS/images/fclim-04-932932/fclim-04-932932-g012.gif





OPS/images/fclim-04-932932/fclim-04-932932-g011.gif
Leas 1, con085 mse: 025°C

o ‘»-\%
B Losa 3 cor0 7B mse 048°C
e v\
ED ED ER ED ED £ EL
B [Pery ———
# ol
En ED EQ ED ED £ EL
B Laads, comoe2mse- 056°C
® ol
A =t
ED ED EQ ED L w5 EL
z
& o
ED
B Losd 18, cord 8 a0
©
2





OPS/images/fclim-04-932932/fclim-04-932932-g010.gif
Pearson Correlation Coefficient






OPS/images/fclim-04-932932/fclim-04-932932-g009.gif
Pearson Correlation Coefficient

Forecast Time t+1

Forecast Time t+2

Rz

Forecast Time t43.

Forecast Time t44

Forecast Time t45. Forecast Time t46.

mm






OPS/images/fclim-04-932932/fclim-04-932932-g008.gif
June 20:

17

008 s model
e
007

002

07

T 250 -125 000 125

'SST Difference (K)

250






OPS/images/fclim-04-932932/math_2.gif
Axj — xmin)/(Xmax — Xmin)





OPS/images/fclim-04-932932/math_1.gif
MSE= 1305 o
2





OPS/images/fmars.2022.800325/table1.jpg
Number of points Bias (°C) Correlation RMS (°C)

Satellite data vs. buoys 3004 -0.06 0,98 0,55
Filled data vs. buoys 4219 -0.10 0,98 0,47

The number of points used for the reconstruction differs as gaps were present in the original satellite SST





OPS/images/fclim-04-980990/inline_5.gif
2.5x10 kg K






OPS/images/fmars.2022.800325/M1.jpg





OPS/images/fclim-04-980990/inline_4.gif





OPS/images/fmars.2022.800325/fmars-09-800325-g013.jpg
N Long-term averaged SST & Averaged SST (°C) for
(°C) for February February 2017
P Y 0°s s ®

35°S

a0°s

Latitude
Latitude

a5°s

88 WB4"WB0"W76°W72° WB4"WB0WIG W72 W

Longitude Longitude





OPS/images/fclim-04-980990/inline_3.gif





OPS/images/fmars.2022.800325/fmars-09-800325-g012.jpg
ONI

PDO

1985 1990 1995 2000 2005 2010 2015 2020

Pacific Decadal Oscillation index (PDO)

1985 1990 1995 2000 2005 2010 2015 2020
lar Mode (SAM)

1985 1990 1995 2000 2005 2010 2015 2020
Time





OPS/images/fclim-04-980990/inline_2.gif
o(z)





OPS/images/fmars.2022.800325/fmars-09-800325-g011.jpg
A

Marine heatwaves long-term trends . ‘Marine heatwaves long-term trends
" (1982-2020) ) sinficance (p-valve)

Longitude Longitude
countyear (sopo) pave

| [ e -





OPS/images/fclim-04-980990/inline_1.gif
p=pz)+0





OPS/images/fmars.2022.800325/fmars-09-800325-g010.jpg
S RoW W W sW TEW oW
Longitade
c

105

SST trend (‘Clyoar) 1982-1991

sk o5 — —
Row ewW oW W T oW RoW 10 W srW TIW 60W
Longiude Longiud

SST trond [‘Clyear 2002:2011 ST rend (‘Ciyoar) 2012.2020

105

6os)
oW 05w W W TIW 60w

o5
Bow 10 W W TEW BW
iy petonly

0z
015
01

005

005
01
015
02
025
03





OPS/images/fclim-04-980990/fclim-04-980990-g014.gif





OPS/images/fmars.2022.800325/fmars-09-800325-g009.jpg
Total heat loss anomaly (W/m?)
for April 2016

T2OW 108W 95W BAW TZW 60W
Total heat loss anomaly (Wim?)
for May 2016

oy, |

T2OW 108W %W BEW T2W 60W
Total heat loss anomaly (Wim?)
for June 2016

120W 1BW %W 84W 72W 60w
Longitude

[ SIS

-100 50 0 50





OPS/images/fclim-04-980990/fclim-04-980990-g013.gif





OPS/images/fmars.2022.800325/fmars-09-800325-g008.jpg
A ‘Sea surface temperature anomaly (*C) B Atmospheric temperature anomaly (°C)
Date ; 18-Nov-2016 5

18Nov.21

2
3
"

s

120W TOW 100W 90W BOW 70W 120W HOW 100W SOW 80w 70W
Corkilinl ik





OPS/images/fclim-04-980990/fclim-04-980990-g012.gif





OPS/images/fmars.2022.800325/fmars-09-800325-g007.jpg
Wind speed (m/s) and atmospheric
pressure (hPa) in Northern area

65

Wind speed (mis)

&k

O
2013 2014 2015 2016 2017 2018 2019 2020
Time

Wind speed (m/s) and atmospheric
pressure (hPa) in Transition area

i

gl - A 4
2013 2014 2015 2016 2017 2018 2019 2020
Time

Wind speed (ms)

‘Wind speed (m/s) and atmospheric

pressure (hPa) in Southern area
2

Wind speed (mis)

1019

1018

107

1016

102

1020

101

1016

1014

1012

1010

1020

1015

£
H
i
H

1010

1005

n
“WWQ{K\W
o
8
7

2013 2014 2015 2016 2017 2018 2019 2020
Time.

1000

H
i
&





OPS/images/fclim-04-980990/fclim-04-980990-g011.gif





OPS/images/fclim-04-980990/fclim-04-980990-g010.gif





OPS/images/fclim-04-861477/crossmark.jpg
©

2

i

|





OPS/images/fclim-04-980990/fclim-04-980990-g008.gif
Ows.






OPS/images/fclim-04-980990/fclim-04-980990-g007.gif





OPS/images/fclim-04-980990/fclim-04-980990-g006.gif





OPS/images/fclim-04-980990/fclim-04-980990-g005.gif
(EREEEEREPOSEREREREN

: 3
..................





OPS/images/fclim-04-980990/fclim-04-980990-g004.gif





OPS/images/fclim-04-980990/fclim-04-980990-g003.gif





OPS/images/fclim-04-980990/fclim-04-980990-g002.gif





OPS/images/fclim-04-980990/fclim-04-980990-g001.gif





OPS/images/fclim-04-980990/crossmark.jpg
(®) Check for updates





OPS/images/cover.jpg
& frontiers | Research Topics

Advances in marine
heatwave interactions






OPS/images/fclim-04-980990/fclim-04-980990-g009.gif





OPS/images/fclim-04-857937/fclim-04-857937-g003.gif





OPS/images/fclim-04-857937/fclim-04-857937-g002.gif





OPS/images/fclim-04-1012022/fclim-04-1012022-t001.jpg
Site

Leigh

PML

Statistic
Maximum
Mean
Median
Minimum
Std. dev.
Maximum
Mean
Median
Minimum
Std. dev.

Duration
65
1296
75

12.02

0
865

522

345
181
170
094
052
563
249
240
135
071

imean
229
143
139
087
031
373
198
194
L14
048

icum
111.28
19.62
10.29
513
2129
98.33
17.41
13.71
631
13.02

Severity
315
175
163
108
039
353
181
173
121
040





OPS/images/fclim-04-857937/fclim-04-857937-g001.gif





OPS/images/fclim-04-1012022/fclim-04-1012022-g007.gif





OPS/images/fclim-04-857937/crossmark.jpg
©

2

i

|





OPS/images/fclim-04-1012022/fclim-04-1012022-g006.gif





OPS/images/fclim-04-861477/math_4.gif





OPS/images/fclim-04-1012022/fclim-04-1012022-g005.gif





OPS/images/fclim-04-861477/math_3.gif
Pas.
PCHT— 20)d= @






OPS/images/fclim-04-1012022/fclim-04-1012022-g004.gif
ﬂ&éﬁﬂé;a;;@élﬂ

Posoeypssob

@

@ [T

R

&

biabsso.balll

@)






OPS/images/fclim-04-861477/math_2.gif
@





OPS/images/fclim-04-1012022/fclim-04-1012022-g003.gif





OPS/images/fclim-04-861477/math_1.gif
[©





OPS/images/fclim-04-1012022/fclim-04-1012022-g002.gif
B
G

15

—

e e e amene sveie - oweans





OPS/images/fclim-04-861477/inline_1.gif





OPS/images/fclim-04-1012022/fclim-04-1012022-g001.gif
,_‘ I ";! ’
Ny
| .






OPS/images/fclim-04-861477/fclim-04-861477-t001.jpg
Time

2020-05-10
2020-05-11

2020-06-12
2020-05-13
2020-06-14
2020-05-15
2020-06-16
2020-05-17
2020-06-18
2020-05-19
2020-05-20
2020-06-21
2020-05-22
2020-06-23
2020-05-24
2020-06-25

MHW intensity
(°C) (Box 1)

1.309
1.369
1.304
1.259
1.206
1.119
1.043
0.925
0.747
-0.021
-0512
-0.468
-0.349
-0.211
0.085
0.257

MHW intensity
() (Box 2)

1.264
1.415
1.628
1.889
1.832
1.625
1.622
1.670
1.642
1.365
0.521
-0.343
-0.208
-0.174
-0.315
-0.412

The negative MHW intensity signifies cooling.

Cyclone intensity
(ms™)

17.04
33.76
62.05
66.27
48.94





OPS/images/fclim-04-1012022/crossmark.jpg
(®) Check for updates





OPS/images/fclim-04-980990/math_9.gif
2
PRTEV(E)z






OPS/images/fclim-04-861477/fclim-04-861477-g010.gif





OPS/images/fclim-04-861477/fclim-04-861477-g009.gif
Area (10* km?)

oate

Duringcycione.

Tt

Tie





OPS/images/fclim-04-980990/math_8.gif
A al:(l)

Al = At-(ﬂ ®





OPS/images/fclim-04-861477/fclim-04-861477-g008.gif





OPS/images/fclim-04-980990/math_7.gif
as

-1

CpboT-

@)





OPS/images/fclim-04-861477/fclim-04-861477-g007.gif





OPS/images/fclim-04-980990/math_6.gif
G (—Co(T— T = Th2IT+5)  (6)





OPS/images/fclim-04-861477/fclim-04-861477-g006.gif





OPS/images/fclim-04-980990/math_5.gif
22T — TgP — 2T + oS, )





OPS/images/fclim-04-861477/fclim-04-861477-g005.gif





OPS/images/fclim-04-980990/math_4.gif
o

ag__1

— 9
ey Frill

@





OPS/images/fclim-04-861477/fclim-04-861477-g004.gif





OPS/images/fclim-04-980990/math_3.gif
T b-h

G (357 +0)

@)





OPS/images/fclim-04-861477/fclim-04-861477-g003.gif





OPS/images/fclim-04-980990/math_2.gif
= ﬁc‘, L" /A [ '; POTEdAG @)





OPS/images/fclim-04-861477/fclim-04-861477-g002.gif





OPS/images/fclim-04-980990/math_1.gif
o
T

[©





OPS/images/fclim-04-861477/fclim-04-861477-g001.gif





OPS/images/fclim-04-980990/inline_7.gif
@





OPS/images/fclim-04-980990/inline_6.gif
by =0.77hkgm™ (ghg ™)





OPS/images/fclim-04-798287/fclim-04-798287-g004.gif





OPS/images/fclim-04-798287/fclim-04-798287-g005.gif





OPS/images/fclim-04-798287/fclim-04-798287-g006.gif





OPS/images/fclim-04-798287/crossmark.jpg
©

2

i

|





OPS/images/fclim-04-798287/fclim-04-798287-g001.gif





OPS/images/fclim-04-798287/fclim-04-798287-g002.gif
Tt DO TOW 0w 10 MOe 10w 150w IE OE bow

S s s o 0

—
s o ot

o)

TISE 0L 0N Jshw 10 MOE V0w 150w ISE Toe 1w,
— —






OPS/images/fclim-04-798287/fclim-04-798287-g003.gif





OPS/images/fclim-03-801217/math_2.gif
_ S5TA0max

toay — fopnre

SSTAOmax.
“Teaction window

@)





OPS/images/fclim-03-801217/math_3.gif
S5TANmax - S9TAWmax
Tt coping window

Raccine @





OPS/images/fclim-03-801217/math_4.gif
Hit rate(eyi =

Mty

3 Hit g+ 2 Miss (1)

@





OPS/images/fclim-04-907828/fclim-04-907828-g006.gif





OPS/images/fclim-04-907828/fclim-04-907828-g005.gif
-

Nese 3
.





OPS/images/fclim-04-907828/fclim-04-907828-g004.gif





OPS/images/fclim-04-907828/fclim-04-907828-g003.gif





OPS/images/fclim-04-907828/fclim-04-907828-g002.gif





OPS/images/fclim-04-907828/fclim-04-907828-g001.gif





OPS/images/fclim-04-1043889/fclim-04-1043889-i001.gif





OPS/xhtml/Nav.xhtml




Contents





		Cover



		Advances in marine heatwave interactions



		Editorial: Advances in marine heatwave interactions



		Introduction



		MHW drivers



		Below the surface



		Forecast and projections



		Compound events



		Impacts and management



		Concluding remarks



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher's note



		References









		Onset and Decline Rates of Marine Heatwaves: Global Trends, Seasonal Forecasts and Marine Management



		Introduction



		Methods



		Marine Heatwave Definitions and Observations



		Model Description and Skill Analysis









		Results



		Discussion



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Projections of Future Marine Heatwaves for the Oceans Around New Zealand Using New Zealand's Earth System Model



		Introduction



		Methods



		Results



		Median MHW Intensity



		Median Annual MHW Days



		Regional MHW Intensity



		Regional Annual MHW Days



		MHW Duration



		MHW Seasonality









		Discussion and Summary



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Exploring Potential Links Between Co-occurring Coastal Terrestrial and Marine Heatwaves in Australia



		Introduction



		Methods



		Observations of Atmospheric and Sea Surface Temperature



		Heatwave Detection and Severity Calculation



		Changes in the Probability of THWs in the Presence of MHWs



		Changes in Heatwave Characteristics



		Composite Analysis









		Results



		Changes in the Probability of THW Days in the Presence of MHW Conditions



		Difference in Heatwaves Characteristics Between Co-occurring and Stand-Alone THWs



		Composite Analysis



		Townsville



		Ningaloo Region



		Hobart















		Discussion



		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Supplementary Material



		References









		Effects of Current and Future Summer Marine Heat Waves on Posidonia oceanica: Plant Origin Matters?



		Introduction



		Materials and Methods



		Study Sites



		Mensurative Experiment (Current MHWs)



		Manipulative Experiment (Future MHWs)



		Data Collection



		Data Analysis









		Results



		Mensurative Experiment (Current MHWs)



		Manipulative Experiment (Future MHWs)









		Discussion



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Why the Mixed Layer Depth Matters When Diagnosing Marine Heatwave Drivers Using a Heat Budget Approach



		1. Introduction



		2. Materials and Methods



		2.1. Region and Model Data



		2.2. Marine Heatwave Definition



		2.3. Heat Budget



		2.4. Surface Mixed Layer Depth Estimates









		3. Results



		3.1. Case Studies



		3.2. Role of MLD on Heat Budget Term Estimates



		3.3. Role of MLD in Identifying Drivers of MHWs









		4. Discussion



		Data Availability Statement



		Author Contributions



		Funding



		Supplementary Material



		References









		Local Drivers of Extreme Upper Ocean Marine Heatwaves Assessed Using a Global Ocean Circulation Model



		Introduction



		Methods



		OFAM3



		Upper Ocean Marine Heatwaves



		Marine Heatwave Identification



		Heat Budget









		Results



		Drivers of Upper Ocean Extreme Marine Heatwaves



		Surface Signature of Extreme Upper Ocean Marine Heatwaves









		Discussion



		Comparisons With Observed Events



		Upper Ocean vs. Surface









		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Local Drivers of Marine Heatwaves: A Global Analysis With an Earth System Model



		1. Introduction



		2. Methods



		2.1. GFDL ESM2M



		2.2. Marine Heatwave Definition



		2.3. Model Evaluation



		2.4. Driver Analysis



		2.5. Regional MHW Classification









		3. Results



		3.1. MHW Drivers During Onset Phase



		3.2. MHW Drivers During Decline Phase



		3.3. Driver Dependence on MHW Duration



		3.4. Driver Classification of MHW Types









		4. Discussion and Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Marine Heatwaves Offshore Central and South Chile: Understanding Forcing Mechanisms During the Years 2016-2017



		Highlights



		1 Introduction



		2 Material And Methods



		2.1 Study Area



		2.2 Data



		2.3 Reconstruction of the SST Field



		2.4 SST Trends



		2.5 Marine Heatwaves









		3 Results



		3.1 Marine Heatwaves in Central and South Chile: 39 Years of Data



		3.2 Development of the MHWs in 2016-2017



		3.3 Atmospheric Conditions in 2016-2017









		4 Discussion



		4.1 SST and Marine Heatwaves Trends



		4.2 Formation and Processes of the 2016-2017 MHWs



		4.3 Marine Heatwaves Consequences on Fjords Ecosystems









		5 Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Interactions Between a Marine Heatwave and Tropical Cyclone Amphan in the Bay of Bengal in 2020



		Introduction



		Materials and Methods



		Methods



		Data









		Results



		Interactions Between the MHW and Tropical Cyclone Amphan



		Physical Mechanism



		Role of Ocean Stratification



		Role of Subsurface Warming









		Discussion



		Interaction



		Rapid Intensification of Amphan Compared to Fani



		Basin-Wide Features



		Re-emergence of the MHW









		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		References









		Marine Heatwaves and Their Depth Structures on the Northeast U.S. Continental Shelf



		1. Introduction



		2. Data and Methods



		2.1. Model Description



		2.1.1. ORCA025 and VIKINGX20









		2.2. Observations



		2.3. Marine Heatwave Detection









		3. Results



		3.1. Validation



		3.2. Mean Shelf Hydrography and Trends



		3.3. Temporal Variability and Depth Structure of MHWs



		3.4. Statistical MHW Analysis



		3.5. Case Studies: Different MHW Types









		4. Discussion and Conclusions



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Horizon Scan on the Benefits of Ocean Seasonal Forecasting in a Future of Increasing Marine Heatwaves for Aotearoa New Zealand



		Introduction



		Themes



		Theme 1: MHW Impacts



		Theme 2: Mechanistic MHW Understanding



		Theme 3: Ocean Observational Resources



		Theme 4: Future Seasonal Forecast Tools



		Theme 5: Upholding Te Tiriti



		Theme 6: Enduser Engagement









		Discussion



		Author Contributions



		Funding



		Acknowledgments



		References









		An eddy pathway to marine heatwave predictability off eastern Tasmania



		Introduction



		Materials and methods



		Oceanic data



		Detecting and tracking mesoscale eddies



		Self–organizing maps



		Marine heatwaves



		Heat budget









		Results



		Connections between eddies and MHWs



		Predictive model



		Model implementation



		Model hindcasts



		Potential mechanisms









		Discussion and conclusions



		Eddy contributions to MHWs off eastern Tasmania



		Statistical model to predict MHWs off eastern Tasmania









		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher's note



		References



		Appendix



		The SOM training algorithm



		Model details



		Obtaining the seasonal probability patterns



		Training the classifier



		Predicting input data



		Transferring probability patterns to binary patterns









		The details of the (3,3) SOM nodes















		Cascading impacts of a climate-driven ecosystem transition intensifies population vulnerabilities and fishery collapse



		Introduction



		Red abalone case study









		Materials and methods



		Bull kelp forest ecosystem monitoring



		Depth distribution analysis



		Red abalone fishery trophies



		Abalone health and reproduction



		Larval and newly-settled abalone









		Results



		Emergence of small and trophy size abalone (2014–2016)



		Fishery trophy records (2014–2016)



		Body condition and gonad index (2016–2017)



		Larval and newly-settled abalone (2014–2018)



		Mass mortality (2017–2018)



		Depth distribution shift (2017)









		Discussion



		Red abalone impacts



		Cascading risks and vulnerabilities



		Adaptive management









		Permissions for protected areas



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher's note



		Supplementary material



		References









		A deep learning model for forecasting global monthly mean sea surface temperature anomalies



		1. Introduction



		2. Materials and methods



		2.1. Dataset



		2.2. Models



		2.3. Methodology









		3. Results



		3.1. Global scale 2-D SST predictions



		3.2. Long-lead predictions of the El Niño 3.4 and El Niño 4 indices



		3.3. Long-lead predictions of the “Blob” index









		4. Summary and discussion



		4.1. Comparison with other ML ENSO prediction architectures



		4.2. Future work









		Data availability statement



		Author contributions



		Funding



		Conflict of interest



		Publisher's note



		References









		Drivers of upper ocean heat content extremes around New Zealand revealed by Adjoint Sensitivity Analysis



		1. Introduction



		1.1. Marine heatwaves



		1.2. The New Zealand oceanic region



		1.3. Study approach









		2. Methods



		2.1. Hydrodynamic model



		2.2. Defining marine heatwaves



		2.3. Adjoint sensitivity analysis



		2.3.1. Method overview



		2.3.2. Circulation metrics



		2.3.3. Adjoint forcing















		3. Marine Heatwaves around New Zealand defined as UOHC extremes



		3.1. Temporal and spatial scales of UOHC variability



		3.2. Characterizing marine heatwave events









		4. Short-term drivers of UOHC extremes



		4.1. Quantifying sensitivities to reveal the dominant drivers



		4.2. Subsurface structure of UOHC sensitivities









		5. Flow structures associated with MHW onset



		5.1. Region 1: Bay of plenty



		5.2. Region 2: Kaikoura



		5.3. Region 3: Stewart plateau and snares shelf



		5.4. Region 4: Hokitika









		6. Discussion



		7. Conclusions



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher's note



		References









		Marine heatwaves in shallow coastal ecosystems are coupled with the atmosphere: Insights from half a century of daily in situ temperature records



		1. Introduction



		2. Methods



		2.1. Coastal in situ sea surface temperature data



		2.2. Satellite-derived sea surface temperature product



		2.3. QA/QC and gap filling of in situ temperature datasets



		2.4. Detection and characterization of events



		2.5. Assessing co-occurrence of MHWs at coastal stations and the surrounding shelf



		2.6. Local atmospheric drivers



		2.7. Quantification of MHW trends









		3. Results



		3.1. Detected MHW events and their metrics



		3.2. Interannual variability and trends



		3.3. Co-occurrence of coastal and offshore MHWs



		3.4. Local atmospheric drivers









		4. Discussion



		4.1. Characteristics and seasonality of MHWs in SWMEs



		4.2. Role of local atmospheric processes in generating MHWs in SWMEs



		Inter-annual variability in MHWs



		Long-term trends in MHWs









		5. Conclusions



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher's note



		Supplementary material



		References









		Recovery trajectories and management responses for three scallop stocks over ten years following an extreme marine heatwave in Western Australia



		Introduction



		Methods



		Study area



		Environmental data



		Commercial catch data



		Fishery-independent survey data



		Statistical analyses









		Results



		Environmental conditions



		Scallop abundance, catch predictions and annual landings









		Discussion



		Harvest strategies



		Summary/conclusion









		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher's note



		References























OPS/images/fclim-04-907828/crossmark.jpg
(®) Check for updates





OPS/images/fclim-04-1043889/fclim-04-1043889-g008.gif
.........................

........................






OPS/images/fclim-04-907919/fclim-04-907919-g002.gif
Oversight






OPS/images/fclim-04-1043889/fclim-04-1043889-g007.gif





OPS/images/fclim-04-907919/fclim-04-907919-g001.gif
longitude (E)





OPS/images/fclim-04-1043889/fclim-04-1043889-g006.gif
& Surmey CPUE (scations mmuret)





OPS/images/fclim-04-907919/crossmark.jpg
©

2

i

|





OPS/images/fclim-04-1043889/fclim-04-1043889-g005.gif
A Shark Bay North

& Denham Sound

© Abrothos Isiands






OPS/images/fclim-04-1043889/fclim-04-1043889-g004.gif
®AbrolhosIslands  « Denham Sound | ¢2Shark Bay North.

il L





OPS/images/fclim-03-801217/fclim-03-801217-g002.gif
A (omber of Fewr Svents

czxsiisise
‘Num Events.






OPS/images/fclim-03-801217/fclim-03-801217-g003.gif
Fo

ot of Ot Rate ofDecine

“Crdays





OPS/images/fclim-03-801217/crossmark.jpg
©

2

i

|





OPS/images/fclim-03-801217/fclim-03-801217-g001.gif
s P —






OPS/images/fclim-03-801217/fclim-03-801217-g006.gif
i RS

© 100





OPS/images/fclim-03-801217/math_1.gif





OPS/images/fclim-03-801217/fclim-03-801217-g004.gif
L Number of events per calendar year trend

Resctonwindow tens

Goping i






OPS/images/fclim-03-801217/fclim-03-801217-g005.gif
i
¥ Cnyetyear





OPS/images/fclim-05-1177781/crossmark.jpg
(®) Check for updates





OPS/images/fclim-04-857937/fclim-04-857937-g013.gif
Alr-Sea Interaction ‘Warm Core Ring Interaction

= S





OPS/images/fclim-04-857937/fclim-04-857937-g012.gif





OPS/images/fclim-04-1043889/fclim-04-1043889-g003.gif
e poriod






OPS/images/fclim-04-857937/fclim-04-857937-g011.gif





OPS/images/fclim-04-1043889/fclim-04-1043889-g002.gif





OPS/images/fclim-04-857937/fclim-04-857937-g010.gif





OPS/images/fclim-04-1043889/fclim-04-1043889-g001.gif





OPS/images/fclim-04-857937/fclim-04-857937-g009.gif
CaNT T —

CaT T —T
T —

e M S per season






OPS/images/fclim-04-1043889/crossmark.jpg
(®) Check for updates





OPS/images/fclim-04-857937/fclim-04-857937-g008.gif
o) ® 20
M T
100 £ oo
[ 205
|

o,
20 70 %0 4 5 60 70 80 %

)






OPS/images/fclim-04-1012022/math_2.gif
@





OPS/images/fclim-04-857937/fclim-04-857937-g007.gif





OPS/images/fclim-04-1012022/math_1.gif
SSTofshore(t) + OFFSET i (@oy) (1)





OPS/images/fclim-04-857937/fclim-04-857937-g006.gif
ggkﬂ:k'MMWHMﬁi4luirHﬂ |
ST

1l
o






OPS/images/fclim-04-1012022/inline_2.gif
0
T





OPS/images/fclim-04-857937/fclim-04-857937-g005.gif





OPS/images/fclim-04-1012022/inline_1.gif
T

¥
oy





OPS/images/fclim-04-857937/fclim-04-857937-g004.gif
il JJ.LL,JIJLJLMJ[HJHML






OPS/images/fclim-04-1012022/fclim-04-1012022-t003.jpg
Site Season
Annual
Summer

Leigh Autumn
Winter
Spring
Annual
Summer

PML Autumn
Winter

Spring

These trends have been evaluated for annualized metrics over the whole year and for seasonal subsets (summer,

sty (imax), Mean intensit

Frequency
0.10
015
015
015

—035
165
0.05
065
055
0.40

imean), and cumulative intensit

Duration
018
—5.07
101
486
257
126
—368
135
612
045

Change in MHW metric

MHW days
~786
—11.68
7.10
534
234
1954
—457
523
7.41
232

imax
—0.41
043
—024
—-026
-0.35
—-025
—0.15
001
—-0.03
~0.16

imean
—0.19
020
—0.11
—0.15
—0.16
021
007
003
—-0.06
017

icum
~2.86
—1391
401
407
390
014
—9.93
277
872
018

autumn, winter, and spring). Metrics including duration, maximum





OPS/images/fclim-04-1012022/fclim-04-1012022-t002.jpg
Number of events in each category
Site Moderate Strong Severe Extreme
Leigh 100 31 1 0
PML 17 33 2 0





OPS/images/fclim-04-907828/inline_9.gif





OPS/images/fclim-04-907828/inline_8.gif





OPS/images/fclim-04-907828/inline_7.gif
B





OPS/images/fclim-04-907828/inline_6.gif





OPS/images/fclim-04-907828/inline_5.gif





OPS/images/fclim-04-907828/inline_4.gif





OPS/images/fclim-04-907828/inline_3.gif





OPS/images/fclim-04-907828/inline_2.gif





OPS/images/fclim-04-907828/inline_12.gif
iy =
Specificity = s





OPS/images/fclim-04-907828/inline_11.gif
TP
TP+FP

Precision =






OPS/images/fclim-04-844831/fclim-04-844831-t005.jpg
Future MHWs T2

T3
Temp Origin ™0 Temp Origin ™0
Morphology Pseudo-Fyzs Pseduo-Fi g Pseduo-F. Pseduo-Fz Pseduo-Fi z Pseduo-F.zq
Total # of leaves 0.319 4.130 1.034 5.236" 11.92* 6.028*
Max leaf length 4417 1.047 6.419* 0328 2579 1.86
Total necrotic length 1.305 21.19* 0616 0.442 6.285* 1.977
Biochemistry Pseduo-Fz,iz Pseduo-Fi.12 Pseduo-Fz,iz Pseduo-Fz,2 Pseduo-Fi.iz2 Pseduo-F,z
Proteins 2916 4.888" 28.978" 21.426" 35.662" 129.580*
Carbohydrates 2336 7.654" 3.445 17.027* 17.825* 2668
lipids 23.154 12.504¢ 2801 76.782" 1.139 12.668*
Pair wise test T2 T3
Total # of leaves cr CEW
MT c=w
HT c=w
Cold CT=MT=HT
Warm CT# MT=HT
Max leaf CcT C#W
length MT c=w
HT c=w
Cold CT=MT=HT
Warm CT# MT=HT
Proteins cr cr CEW
MT MT CEW
HT HT CEW
Cold Cold CT# MT# HT
Warm Warm MTs CT=HT
Lipids CT=MT3 HT cr c

MT c
HT CEW
Cold CT=MTs HT
Warm CT=MT=HT
Carbohydrates CT# MT# HT

At the bottom painwise tests for the significant Temperature x Origin (TxO) interaction and Temperature effects: C, cold origin; W, werm origin; HT, high temperature; MT, medium
temperature; CT, control temperature.

The F-values in bold represent significative resuits of interest.

“Indicates statistical significance.
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Time x Site Contribution of variables

T2 Wvs.C Total necrotic leaf length (92.86)

3 Wys.C Total necrotic leaf length (72.21); carbohydrates (22.40)

w T2vs. T3 Lipids (33.06); carbohydrates (29.17); total necrotic leaf length (23.94); total # of leaves (5.09)
c T2vs. T3 Carbohydrates (81.66); proteins (7.78); lipids (4.77)

SIMPER test results on the interaction between time (T2 and T3) and Site (W, warm and C, cold). In parenthesis the percentage of the contribution to the dissimilarities (90% cut off).
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Current MHWs Time Site Time x Site

Morphology Fie Fie Fie
Total # of leaves 2.444 0.097 2444
Max leaf length 0.046 14.067% 0931
Total necrotic leaf length 0.010 89.508* 0201
Biochemistry Fis Fig Fis

Proteins 14.846* 6.575% 5.072
Carbohydrates 3.903 2.043 6.859*

8.176* 8.062" 2885

Pair wise test Time x Site
Carbohydrates T2 CEW
3 c=w
Cold T2£T3
Warm T2=T3

PERMANOVA results on the change of the morphological (totel # of leaves/shoot, maximum leaf length/shoot, and total necrotic leaf length/shoot) and biochemical (proteins,
carbohydrates, and lipids) veriables due to Time (T2 and T3), Site (cold and warm) and their interaction. At the bottom painwise test for the significant Time x Site interaction: C,
cold site; W, warm site; T2, time 2; T3, time 3.

The F-values in bold represent significative resuts of iterest.

*Indicates statistical significance.
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Time x Origin

T2 Wvs.C
3 Wvs.C
w T2vs. T3
c T2vs. T3

Temperature x Origin

cT Wvs.C
MT Wys. C
HT Wvs.C
w CTvs. MT
w CTvs. HT
w MT vs. HT
C CTvs. MT
C CTvs. HT
Cc MT vs. HT

Contribution of variables

Total necrotic leaf length (81.09); proteins (6.88), carbohydrates (5.07)
Carbohydrates (46.05), total necrotic leaf length (38.25); proteins (5.41); lipids (4.86)
Total necrotic leaf length (77.66); lipids (9.03), carbohydrates (5.94)

Carbohydrates (60.68); total necroic leaf length (15.37); lipids (11.60); proteins (8.32)

Contribution of variables

Total necrotic leaf length (80.75); proteins (6.02); total # of leaves (5.55)
Total necrotic leat length (62.63); carbohydrates (17.32); proteins (16.25)

Total necrotic leaf length (60.55); carbohydrates (30.24)

Total necrotic leaf length (83.35); proteins (10.32)

Total necrotic leat length (64.55); lipids (15.71); carbohydrates (12.28)

Total necrotic leaf length (62.95); proteins (12.32); carbohydrates (12.10); lipids (10.63)
Carbohydrates (43.57); proteins (24.97); total necrotic leaf length (21.35); liids (5.62)
Carbohydrates (62.82); total necrotic leaf length (16.61); proteins (12.80)
Carbohydrates (56.88). lipids (18.97); total necrotic leaf length (12.26); proteins (6.87)

SIMPER test results on the interaction between Time (T2 and T3) and Origin (W, warm and C, cold) and the interaction between Temperature (HT, high temperature; MT, medium
temperature; CT, control temperature) and Origin. In parenthesis the percentage of the contribution to the dissimilarities (90% cut off).
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2017 2018

Site N % Dead N % Dead
Todds Point 712 a 358 34
Caspar Cove 446 67 149 84
Point Cabrillo* 326 2 - -
Van Damme 606 36 623 39
Point Arena 881 2 - -
Salt Point 213 a2 - -
Ocean Cove 511 2 365 4
Timber Cove 614 32 301 53
Fort Ross 621 2 572 73

Percent of dead abalone
empty shells

s the sum of all observats

ns of dead or dying red abalone, and

dicates no data.
*Point Cabrillo is a Marine Protected Area (no-take abalone reserve).
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Site Baseline (2003-2007) MME (2017)
Toddss Point 0.66 015
Caspar Cove 0.56 005
Point Cabrillo* 0.58 007
Van Damme 077 011
Point Arena 0.83 029
Salt Point 0.65 006
Ocean Cove 077 013
Timber Cove 0.82 015
Fort Ross 0.78 021

Probability of transect density > Minimum Spaws
9m depth. Average baseline probability = 0.
‘probability = 0.14.
“Point Cabrillo i

ng Density (MSD = 0.2/m™3) at
; average after the Mass Mortali

State Marine Reserve (no-take abalone

erve).
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