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Editorial on the Research Topic

Credition—An interdisciplinary approach to the nature of beliefs

and believing

Introduction

On the 20th through the 22nd of October 2021, the international symposium on

“Creditions—An interdisciplinary Challenge” took place in the Conference Center of the

Volkswagen Foundation in Schloss Herrenhausen, in Hannover, Germany. Due to the Sars2-

Covid-19 pandemic the symposium had a hybrid format which allowed the participation of

those unable to attend in person. Our aim from the outset was to publish a book based on the

symposium presentations. Thus, we are delighted to introduce this e-book consisting of 42

chapters in total on the topic of belief and believing. We are grateful to the Volkswagen

Foundation, Hannover, Germany, Frontiers Publishers, Lausanne, Switzerland, Siemens

Healthineers, Erlangen, Germany, and the Anton-Betz-Foundation of the Rheinische Post

e.V., Düsseldorf, Germany, for their generous support of this conference and publication of

its proceedings.

The start of the credition project dates back to the first meeting under the auspices

of the Karl Franzens University in Graz, Austria, in 2011 (https://credition.uni-graz.at/de/

credition-research/). Our point of departure was the hypothesis that information processing

in the human brain concerning external events in the environment and subjective internal

states affords believing and predictive control of behavior (Seitz and Angel, 2012). Thus, this

project focused on how to assess subjective experience with objective measures as discussed

recently by Pauen and Haynes (2021). We hypothesized that the neural processes underlying

believing constitute a domain similar to those for cognition and emotion, and therefore

advanced the neologistic term “credition” to represent this domain (Angel et al., 2017).

The plural form, creditions, is an umbrella term that signifies the neural subfunctions that

constitute the category of processes of believing, as are similarly present in the categories

of emotions, perceptions, and actions (Angel). The credition concept concurs well with

the notion that internal states encode beliefs about the external world that involve belief

formation, belief updating, and the transmission of beliefs to others, which yields shared

beliefs (Albarracin and Pitliya).
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The present chapter puts the contributions of this e-book into

perspective in light of the current interdisciplinary research on

belief and believing.

Belief formation and updating

From the perspective of cognitive science, belief formation

and updating result from the neuropsychological processes that

afford believing. These processes consist of perception of external

information, valuation in terms of subjective relevance or meaning,

predictive coding of subsequent behavior, and encoding of

this composite information in and retrieving it from memory

(Seitz et al., 2018; Seitz and Angel, 2023). Perception involves

unconscious multisensory integration within and across modalities

and potentially conscious awareness of percepts that result

(Firestone and Scholl, 2016). Because far more information is in

the environment than any organism can perceive and process,

organisms have evolved to perceive and process the information

they need to survive. Humans and some other animals do so

by segmenting information by a cognitive process that divides

the information into chunks with a beginning and an end

(Taves and Paloutzian). Furthermore, the processes of believing

function to stabilize a given perception out of the myriad

rapidly changing external stimuli in terms of personal meaning,

which allows for socially adaptive behavior. Global meaning

encompasses foundational beliefs, values and goals, and a subjective

sense of meaningfulness, whereas situational meaning entails the

appraisal of an experience (Park). Interestingly, the gut-brain-gut

communication network is part of the interoceptive circuits that

enable a person to sense and interpret the physiological condition

of the body and regulate its autonomic andmental activity (Holzer).

Ultimately, the processes of believing constrain an individual’s

behavior in a stochastically predictable way (Seitz et al., 2018). As

humans trust their beliefs, the beliefs provide a temporarily reliable

link between a person’s past experience and his/her future behavior.

With respect to the bottom-up processing of external

information that can become the object of believing, three

categories of beliefs have been differentiated: (a) empirical beliefs

about objects and facts, (b) relational beliefs about events including

human interactions, and (c) conceptual beliefs about narratives

including those held in societies (Seitz and Angel, 2020). Empirical

and relational beliefs occur below the level of awareness, and

thus correspond to so-called primal beliefs as depicted in a

TABLE 1 Beliefs as the result of the processes of believing.

Input
level

Objects Events Narratives

First person
level

I believe that I believe him/her I believe in

Third person
level

Empirical beliefs Relational beliefs Conceptual beliefs

Meta analytic
level

Primal beliefs Autobiographic
Religious
Political

multi-level scheme (Table 1). In contrast, conceptual beliefs are

mediated by language and are objects of conscious awareness. This

conceptualization accounts for the hierarchically nested structure

of the three-levels of believing processes, i.e., the physical level, the

interpersonal level, and the social level (Sugiura et al., 2015). In

essence, the ability to believe expands human cognitive, sensory,

and perceptual dynamics and is essential for the human ability to

engage with and shape the world, as is evident from phylogenetic

evolution (Fuentes). This accords with van Eyghen’ claim that

explaining belief and believing from an ontogenetic perspective

is more parsimonious than from a phylogenetic account, because

there is no need to postulate anything beyond the plasticity of the

human brain and mind.

For comparison, placebo effects rely on the brain’s ability to

integrate contextual information in the environment with prior

experiences, and are likely due to emotional re-appraisal strategies

and cognitive-evaluative processes. Only very strong placebo

interventions, such as those induced by classical conditioning, may

affect early sensory processes in a significant manner (Meissner).

Upon believing, we assume that what we believe is true and that

it correctly reflects the environment. Thus, what we personally

believe is true may be mistaken, e.g., by visual plausibility (Adelson,

1993) or by confused timing of thought (Bear et al., 2017).

For reasons of space, we do not enter the discussion of the

different concepts of truth (McLeod, 2021) nor do we refer to

different functions of truth, as for instance in the debate about

“narratives” (Mercier, 2020). Rather, we refer to the empirical

evidence that truth judgments are based on a bias to judge incoming

information from the environment as true, so long as there is an

ease of processing whether assertions match information stored

in memory (Brashier and Marsh, 2020). Sensory perceptions are

typically processed with ease and thereby construct our experience

of our environment. This is no different from how language-

based information is assembled. Typically, repetition of statements

that facilitate the subjective ease of processing has been shown

to increase the likelihood that a statement is judged true (Wang

et al., 2016). Nevertheless, language comprehension can be difficult

and may even require a third person’s interpretation. Usually,

what a person says or does is taken to reflect what he/she is

believing. In fact, belief congruity, social congruence, and message

repetitions have been proposed to enhance the probability that

implausible and false information may be accepted as true (Levine,

2022). However, deceptive intentions by other persons have to be

taken into consideration as well. Accounting for these different

aspects, Connors and Halligan have proposed a five-stage model

for belief formation that involves a triggering sensory precursor,

meaning attribution, belief evaluation, belief acceptance, and effects

of beliefs.

In accordance with these observations we claim that humans,

like non-human primates, are engaged in believing that their senses

provide a true image of their environment. Although there are

reasons to decide amongst alternatives about how to behave, to

believe is a mandatory function which enables a subject to develop

preferences to regulate behavior in an ecologically adequate fashion

in a complex environment. However, there are non-evidential

reasons, be they embedded in religions, worldviews, or secular

ideologies, for believing (Longheed and Simpson, 2017). Similarly,
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the notion that some of our beliefs are under our control—we

manage the cognitive mechanisms that issue them and control

whether they operate in the right environment (Visala)—makes

it likely that we will underestimate the fluidity of beliefs brought

about by new information from the environment (Seitz et al.,

2018). This fluidity needs to be differentiated from the colloquial

saying, “There is good reason to believe that...,” because it is a

meta-cognitive statement from a third person perspective. Such a

statement conveys that the person who is stating it judges the thing

in question to be similar to how it is judged by the person whose

behavior he/she observed.

Neural processes underlying believing

The neural representations involved in the formation and

updating of primal beliefs about objects and beliefs are pre-

linguistic in nature and are maintained in large-scale cortico-

subcortical networks in the human brain (Seitz). The cortical

structures involved include the dorsolateral prefrontal cortex, the

parietal cortex, and the so-called pre-supplementary motor area in

the dorsomedial frontal cortex. When people believe that they have

recognized a target, this network including subcortical structures

like the basal ganglia, thalamus, and amygdala become active as

was shown in a functional magnetic resonance imaging (fMRI)

study when subjects were asked to indicate when they recognized

emotions in slowly evolving facial stimuli (Sonnberger et al.). Of

particular relevance are the brain structures that are part of the

affect regulating system. For example, in another fMRI study it was

found that the belief that a leader is transformational triggers neural

activations in the follower’s reward circuitry that correlate with

the follower’s level of motivation (Bergner et al.). Most recently,

a large fMRI study on more than 900 volunteers has shown that

emotions can enhance memory encoding of pictures which is

mediated by a large circuit of interconnected brain areas including

cortical areas, the hippocampal formation, the amygdala as well as

the thalamus and cerebellum (Fastenrath et al., 2022). Moreover,

when subjects were required to listen to stories, fMRI revealed

an enhanced activity in the widespread cortical semantic system

related to specific semantic domains or groups of related concepts

(Huth et al., 2016). Conversely, transient inactivation of these areas,

the left inferior frontal gyrus, by transcranial magnetic stimulation

was found to reverse the habitual tendency to discount bad news in

belief formation (Sharot et al., 2012).

A meta-analytic research project revealed that mindfulness can

be acquired by meditation techniques and lead to emotional

regulation, and to monitoring perception and behavior

with particular emphasis on increasing the experiential

phenomenological self and reducing self-relational thoughts

of the narrative self (Weder). Self-referential thinking during

mindfulness and self-relational thinking in the narrative self relies

on the default mode network including the dorsal and medial

prefrontal cortex, and posterior cingulate cortex. These findings

correspond well to the notion that self-estimates of abilities

like self-esteem, self-concept, and self-efficacy are conceptually

close to beliefs (Neubauer and Hofer). Furthermore, it has

been suggested that the common cognitive bias underlying the

multidimensionality of self-transcendence is related to a sense of

self-agency, indicating the possibility that the bias is caused by a

process that controls the neural networks involved in multilevel

forward model prediction (Sugiura). From a phylogenetic point of

view it is noteworthy that when monkeys viewed other monkeys, a

number of processes took place. They included the recall of novelty

and emotional significance from memory of previous experiences

with other macaques, the novelty of the individual seen in a mirror,

innate fear, etc. (Bretas et al.). Specifically, the belief that the

macaque in the mirror is a reflection of the self was found to be

expressed in the form of mirror self-recognition behavior.

Social interactions of individuals rely on believing the bodily

and verbal expressions of the counterpart, which can be suspected

to involve empathy. Using a new model of empathic learning using

a feedback loop it was found that changes in inter-brain coupling

in the inferior frontal gyrus represent a core component of affect

empathic reactions (Shamay-Tsoory). Moreover, an embodied

approach to abstract words and cognitive concepts may shed

light onto the process of building and revising beliefs, specifically

suggesting that beliefs, much like other conceptual domains, can be

grounded in actual experiences and their complexity (Buccino and

Colagè). Furthermore, brain imaging results in healthy volunteers

of Caucasian and Chinese ethnicity suggest that the development

of culturally specific beliefs is brought about by culture–brain

interactions via the practice of behaviors and by direct culture–

brain interactions that are based on distinctive neurocognitive

processes (Han et al.).

Beliefs as conceptual expressions

Only a small proportion of information enters someone’s

conscious awareness and can then be expressed from first-person

perspective as “I believe . . . ” (Oakley and Halligan, 2017; Seitz and

Angel, 2020). Such a proposition is a probability statement that

signifies by means of verbal behavior an affective involvement of

the speaker. It is used with a slightly different phrasing for objects,

events and narratives as summarized in Table 1. These statements

are different from a confidence statement (Ülkümen et al., 2016).

Accordingly, people use the verb “believe” in a highly differentiated

fashion and in different contexts compared to how they use the

verb “think.” Empirical evidence suggests that people use “believe”

preferentially in religious contexts, whereas they say “think” when

they refer to a confidence statement about facts (Heiphetz et al.,

2021). In contrast, it is uncommon to use the noun belief for such

a statement (It is my belief that . . . ), although it is a common

expression from the third-person perspective (It is his/her belief

that . . . ). Typically, the content of such a belief is specified in

certain areas of discourse such as religion, morality, politics, etc.

Although commonly done in English, one should be aware that

labeling is a post-hoc attribution from a meta-analytic perspective

(Seitz et al., 2022). Thus, the belief in question is brought about by

inferential thinking of an observer and attributed to a behavioral

outcome such as a verbal statement or an action. Accordingly, the

labels political, religious, moral, and social belief involve the tacit

claim that believing can be classified from a third-person top-down

perspective according to putative epistemological entities, such as

religion, politics etc., (Table 1). In fact, these entities are language-

based narratives that represent what we have called conceptual
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beliefs (Seitz and Angel, 2020). Probably related to a teleological

view, the specificity of such conceptual contents of beliefs has been

questioned (Oviedo and Szocik, 2020). Furthermore, a post-hoc

attribution is hardly compatible with a general neuroscientifically

grounded model of belief formation and updating, as realized in

parallel organized cortico-subcortical networks affording predictive

processing (Friston et al., 2017; Seitz et al., 2018).

It is important to realize that there are intriguing linguistic

issues concerning the notion of beliefs and believing (Angel). In

English one can speak about beliefs in plural. In contrast, in

German the term for belief appears monolithic, as it does not

have a plural form. When one has to translate beliefs (plural) into

German, most likely instead of belief (=GLAUBEN) another term

(MEINUNG = opinion) will be used because it can occur in both

the singular and the plural form. Yet, one has to acknowledge

that “opinion” lacks an affective meaning, in contrast to “belief.”

Thus, texts that were translated from English into German may

suffer the lack of linguistic clarity. For instance, one can have

a religious GLAUBEN but religious MEINUNG does not make

sense. Furthermore, in German there is no equivalent term for

believing. In contrast, the phrase “processes of believing” can

be translated into German. Therefore, we have to acknowledge

that how language is used indicates cognitive assumptions about

prior knowledge that is likely to influence the adoption of new

information and conclusions (Madzarevic). Nevertheless, credition

was said to afford openness of the self to the freedom and play that

are fundamental to being human (Davies).

Notably, there is a tight link between belief and knowledge, as

knowledge has traditionally been defined in philosophy as justified

true belief. It is important to note, however, that Popper replaced

the problem of justification with the issue of criticism, which is an

argument for a fluid character of beliefs (Diller, 2006). Nevertheless,

from a philosophical point of view beliefs have been dichotomized

into categorical (yes/no) beliefs and graded beliefs. While the

former are logically coherent and deductively closed, the latter are

probabilistically coherent with a probability of <1.0 (Dietrich).

Likewise, doxastic logics lead to propositions concerning beliefs (“it

is believed that”), whereas deontic logics result in prescriptions (“it

is obligatory that”). The interesting question is how these beliefs can

be revised Vestrucci). Beliefs, however, may also reflect a property

of the believing person. For example, according to the concept

of representationalism, a given representation with the content

P may be deployed in reasoning. For comparison, according to

dispositionalism, a person may believe a given proposition, because

she/he is disposed to act and react in this way (Schwitzgebel).

Furthermore, the belief that a person is epistemically confident

about something is likely to be formed and revised differently from

a belief that is central to a person’s identity or heart (van Leeuwen).

Nevertheless, one should be aware that these discussions deal with

post-hoc theoretical reasoning but not with cognitive science of

belief formation and updating.

Abnormalities of believing

Diseases of the brain may disrupt any of the processes

of belief formation and updating, as for example in the alien

limb syndrome, agnosia, hallucinations, and delusions (Seitz,

2022). For example, empirical studies have shown that in altered

sensorimotor processing, self-monitoring can link hallucinations of

presences to the detection of human agents (Vehar et al.). From a

pathophysiological perspective it is noteworthy that brain lesions

affecting the dorsolateral and ventromedial prefrontal cortex as

well as the posterior superior temporal cortex were found to

facilitate the occurrence of religious beliefs, mystical experience,

and ideological commitments (Cristofori et al.).

Furthermore, after traumatic experiences people have been

shown to make meaning to reduce discrepancies between

situational and global meanings, with a greater reduction in the

size of discrepancies predicting better adjustment following trauma

(Park). Similarly, in the Covid-19 pandemic, patients with affective

disorder were more uncertain and experienced fewer positive

emotions than healthy controls, although both groups did not differ

in vaccination status (Dalkner et al.). Particularly, in psychotic

disorders and a wide range of other neuropsychiatric conditions

abnormalities of belief formation may result in discrepancies

between bodily expressions and verbal reports. Such discrepancies

may cause distrust in the addressee(s) and eventually may destroy

social bonds. However, because beliefs are subject to change, people

may adapt their behavior and can create new experiences—often

during social interactions—whichmay help them to leave abnormal

beliefs behind (Pott and Schilbach) and facilitate the speculation

that psychotherapeutic interventions may become operative via

socio-verbal interaction.

Believing enables decisions

Decision making has been the object of scientific research

for many years opening broad perspectives in the theoretical and

practical areas of the sciences. The neural processes affording

decision making have been studied in animals including non-

human primates and mammals as well as in humans using

neurophysiological and neuroimaging techniques. Moreover, the

roles of attention, perception and choice-consistency have been

explored recently (Nitsch and Kalenscher, 2021). Owing to the

notion that meaning making and affective relevance are inherent

in the processes of belief formation, a tight link between believing

and the establishment of preferences can be postulated. Preferences

allow for predictive coding and, thus, are key factors in decision

making and selection of behavior. Empirical findings support

the notion that our preferences evolve endogenously during the

process of making decisions between equally preferred items (Voigt

et al.). Therefore, self-determined, subjective cognitive concepts,

such as our preferences, might be emergent consequences of the

particulars of the decision scenario itself. Findings from functional

neuroimaging studies support the view that the orbitofrontal cortex

contributes to expectation-guided decision-making by enabling us

to simulate the consequences of our choices (Kahnt). Moreover, it

was found in choice tasks that value of the items and confidence

in the decision involve large parts of the medial prefrontal cortex

with a specific activation for value in the ventral portion and

for confidence more dorsally in the anterior portion (Claris and

Pessiglione, 2022).
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Against this background and with respect to many failed

engineering projects, it ought to be questioned whether engineers

usually make rational decisions during product development.

How to support decision-making is therefore a central topic in

complex decision situations (Kranabitl and Faustmann) including

economic decisions. For such purposes, an elaboration of artificial

intelligence modeling of the capacity to reflect, rationalize, and

communicate has been developed to support and even improve

decision making (Lumbreras).

Believing and social life

Individuals are members of social groups. After birth these

groups are families that used to belong to tribes and, nowadays,

typically are inhabitants of a village or town. Given these contexts, a

person’s behavioral decisions can be expected to evoke reactions in

those to whom they are addressed or in other group members who

are bystanders. To review the wealth of historical, philosophical,

anthropological and psychological literature on this issue would

far exceed the limits of this article. Nevertheless, in what follows

we highlight some aspects of creditions that are pertinent to the

relationships between believing and social life.

It is well-known that people can communicate the content of

their beliefs as personal statements and can repeat the statements

of others to themselves or other people. The power of language is

that we can express our thoughts and emotions verbally, although

we need to accept that in describing emotions and thoughts we

are limited by the words we use (Abukhalaf, 2021). Linguistic

research has shown that beliefs are based on the reliability

and solidity of our knowledge and are typically described by

abstract rather than concrete concepts (Borghi et al.). Thus, verbal

expressions enable us to begin to understand the conceptual beliefs

of other people. Above that, the exchange of verbal information

typically benefits from the consistency between a person’s verbal

statements and his/her bodily expressions, because the person

then appears particularly trustworthy (Seitz). Importantly, the

transmission of narratives among members of a group can lay the

groundwork for social cooperation within and possibly between

groups. Whereas reputation has been found to sustain cooperative

relationships among unrelated individuals in social groups and

systems (Romano et al., 2021), another key to promoting prosocial

behavior within a group may be reciprocation among the group

members (Teehan, 2006). None the less, morality comes into play

here because it promotes within-group cohesiveness and empowers

individuals to protect their offspring (Teehan, 2006). Interestingly,

the expectation to behave morally is not necessarily extended to

individuals outside one’s own group.

Consequently, it has been proposed that believing includes

a component of trust that can be expressed in verbal

communications, including those that convey information

beyond one’s personal experience. This degree of acceptance or

trust probably also applies to news as well as to norms and promises

within social groups. Granting trust may thereby be considered as a

basis for social cooperation and group cohesion. It has been shown

that the assignment of trust is learned by employing predictive

coding, as is manifest in the processes of believing (Seitz). At the

neural level, learning about the assignment of trust has been shown

to involve the medial frontal cortex for confirmatory evidence of

trust and to involve the lateral prefrontal cortex for alternative,

untrustworthy outcomes (Akaishi et al., 2016). Thus the processes

of believing are important neural functions that may ultimately

be the springboard for the evolution of human social life and the

development of culture and civilization (Fuentes). Thus, although

believing is essential for creating preferences that afford behavioral

decision making (see above), these processes are continuously

modified by confirmatory or contradictory information (see

above). Accordingly, moral and social beliefs are not stable entities

that change only when there is dissonance between them (Dalege

and van der Does, 2022). This view casts doubt on the notion

that moral beliefs are necessarily explicit conceptual post-hoc

descriptions (see above) and that beliefs about social networks

are by definition implicit and formed in a pre-linguistic fashion

(Korman et al., 2015; Seitz and Angel, 2020). Consequently, these

different types of beliefs have to be assumed to compete within

conscious and unconscious awareness. This raises the interesting

question of whether the stability (or changeability) of beliefs is due

more to external information or the individual’s affect, particularly

in different times or contexts.

Believing and religion

In recent years, there has been an increasing interest in the

multilevel interdisciplinary research on the cultural evolution of

religion and spirituality (Paloutzian and Park, 2013; Feierman

and Oviedo, 2020). Originally, the Ancient Greek terms for belief

and to believe, namely π íστ ις (pístis) and πιστεúειν (pistéuein),

were not exclusively related to religious experiences. But from

about the 4th century onwards the expansion of Christianity linked

beliefs more and more with Christian beliefs. Thereafter, since

the end of the Middle Ages, the notion religious beliefs became

common. In consequence, the term and the concept(s) of religion

became predominant as a conceptual framework for understanding

religious experiences. Regardless that the understanding of religion

changed profoundly during history, the development of the concept

of religiosity was virtually neglected (Angel, 2022). From the

cognitive science perspective, however, religiosity, not religion, is

the relevant focus for understanding religious experiences (Angel,

2020). More recently, the evolutionary and cognitive accounts of

religious beliefs have challenged the justification for believing in

religious propositions (Teehan, 2014). Justified religious beliefs

have been defined as beliefs that are consistent with the beliefs

and grounds of belief employed in a given belief tradition (Teehan,

2014). It is widely accepted that religious beliefs exert a profound

social impact. On the individual level they have the pragmatic

aspect that they allow persons to make sense of their lives and of

the world they live in. On the social level, they are said to promote

inter-individual cooperation and to regulate inter-group conflict

and competition within ethnic groups (Norenzayan et al., 2016).

This is probably enhanced by ritualistic synchrony in religious acts

that has been found to play a key role in cultural evolution (Gelfand

et al., 2020). In correspondence with this notion, Geertz (2013)

proposed that the co-evolution of genes and culture is a mover of

the cultural evolution of religion.

It has been suggested that religious beliefs are brought about

by a number of deeply engrained psychic functions such as

agency detection, mentalizing, or dualistic reasoning (van Elk).
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People seemingly tend to attribute significance to information from

sources they deem trustworthy. Specifically, empirical evidence

points toward the role of cultural scaffolding and explicit teaching

for endorsing supernatural beliefs (van Elk). Furthermore, in

empirical studies on over 2,000 participants from different religious

traditions in the United States, Ghana, Thailand, Vanuata and

China, it was found that the power of the cultures in combination

with individual differences shapes what feels real to the senses

such as gods and spirits (Luhrman et al., 2021). Also, based on

the exploration of classical Buddhist theories, Jed Forman argues

that higher-order cognitive processes, like reflection on beliefs, may

not only manipulate how we see our environment but also may

generate a platform for what we see. Consistent with this notion,

it has been proposed that various ways to purify the mind and

develop its potential can be found in ancient Buddhist sutras (Du).

It is noteworthy that Islamic thought contains opinions, positions,

and sayings that have been transcended in many respects to keep

pace with the current questions and developments posed by the

socio-cultural environment of contemporary Muslims. Therefore,

the Editors regret that of the two papers addressing the Islamic

background one was withdrawn by the authors while the other did

not pass the publication process. Even so, we hypothesize that the

fundamental logic that underpins the processes of believing applies

not only to everyday life, but also to religions including Islam.

Conversely, in Western countries the increasing number of

non-religious people aremoving away from the traditional religious

narratives that provided meaning and structure around the dead

body for both themselves and others (Applewhite). Consequently,

they also introduce new kinds of meaning that are likely to

affect values and beliefs around environmentalism, secularism,

economics as well as traditions outside of religion. Observations

of this sort may raise questions about the decreasing appeal of the

promises that are central in traditional religious belief systems but

similarly also in political ideologies.

Conclusions

This e-book provides an up-to-date overview of how the

introspective experience of believing something can be an issue of

cognitive science and philosophy (Pauen and Haynes, 2021). On

the behavioral or phenomenological level we have summarized the

accumulating evidence suggesting that believing involves bottom-

up processes that empower humans to select their behavior

according to implicit as well as explicit, e.g., verbally coded,

preferences. Also, we have described that the resulting beliefs

typically are labeled semantically from a post-hoc, third-person

perspective based on top-down inferential thinking. On the neural

level the processes of believing were shown to be implemented in

large-scale brain circuits. Whether functional imaging can show

neural processes or representations such as social event knowledge

or beliefs is an issue of a long discussion (Krueger et al., 2009). This

e-book does not pertain only to the biological sciences but also to

the theoretical sciences and the humanities. We hope that it can

stimulate empirical and theoretical work to elucidate the driving

forces of how humans have shaped their civilizations as well as the

foundations of art.
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Credition is a neologism derived from the Latin word credere (to believe) and

designates processes of believing (Angel, 2013a). Inmany languages (and esp. in German)

the term belief is widely associated with religion and religious beliefs. Indeed, the need

for a new term became evident during the so-called Regensburg Symposia (1998–2005)

(Angel, 2006a) that were aimed at increasing our understanding of the phenomenon of

religiosity (see below) and the dynamics of ‘religious beliefs’. Given this background, it

is important to emphasize that credition is neither a religious nor a theological term.

Rather, it was coined as a psychological term in analogy to other psychological terms

including cognition, emotion, and volition. No religion is needed in order to understand

“credition,” but knowledge about credition may help us to better understand religious

beliefs. Although the intention of this article is to point to issues which appeared as

crossroads and pathways in the emerging history of creditions, it does not present a

chronology of events but focusses on theoretical issues.

Precursory hermeneutics as crossroads to
credition

Blind spot time-related beliefs

Talking about belief or credition means initially to talk about notions, i.e.,

the notion of belief and the notion of credition. Both terms highlight related

but different phenomena. Belief has been a topic discussed since Antiquity. It

might have contributed to our lack of understanding that something like fluid

or temporally evolving believing processes might exist because, at least since late

Antiquity and the early Middle Ages, the predominant scientific practice has been

to talk about ‘belief ’ as a static entity, i.e., as a noun (Angel, 2022a). But on a

linguistic level we must address the relation between a noun and its corresponding

verb. To proceed from a noun related understanding of beliefs to an action-based

understanding of believing processes that can be expressed in terms of a verb (e.g.,

while believing) requires a paradigm shift. The paradigm shift that underpins going

from understanding beliefs to understanding the processes of believing is a precondition
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for the concept of credition that must be elaborated within the

intersection of different scholarly fields such as linguistics,

epistemology, philosophy of mind, cognitive science,

neuroscience, sociology, information theory, psychology,

and psychology of religion (Angel et al., 2017).

Language related issues

For understanding beliefs and following the path of the

paradigm shift, a crucial issue turned out to be the language

in which the shift was discussed. Certain terms are central to

the credition concept: meaning, mind, perception, evidence, and

representation. These terms could be obstacles to understanding

believing processes. This shall be exemplified by two lexemes.

(a) Ancient Greek offers two words to express the notion

of the verb ‘to believe’: δoξάζειν [doxázein] and πιστ εúειν

[pistéuein]. In both cases the relation between noun and verb

can be discussed because both verbs have corresponding nouns:

δóξα [dóxa] and πίστ ις [pístis]. The former has been used

since the 4th century to express the correct ‘orthodox’ Christian

faith [’oρθóς : orthós: correct]. However, the relation between

the noun and verb is awkward in Latin. The Latin translation

for ‘pístis’ is ‘fides’, from which stems the English term ‘faith’.

The required paradigm shift is impeded because there are no

corresponding verbs for the Latin “fides” or the English “faith.”

To switch from a substantive expression (fides; faith) to a

verbal expression, one must change the wordstem (credere, to

believe). Another obstacle is that for the English verb “to believe”

the noun “belief ” exists, whereas the Latin term “credere”

lacks a correspondent noun. This lack contributed to the blind

spot because until the Renaissance Western philosophy was

based on the use of Latin. Also, the English language has two

nouns – “belief” and “faith.” In contrast, the German language

provides only one noun (“Glaube”) which covers the semantic

broadness of both English nouns. Because there is no verb for the

English “faith,” often the adjective ‘religious’ is used to express

“having faith.”

(b) Specific links between “religion,” “faith,” and “belief ”

are apparent. The semantic broadness of ‘religion’ leads to

an impervious terminological mess which deeply infects the

research on credition. Research on religions and their role in

societies began to flourish in the late 1800’s in different ways.

After Darwin (1859) an interest in the evolution of religion

was fostered (Feierman and Oviedo, 2019); the psychology of

religion beginnings included neuropsychological perspectives

(James, 1902); and the sociology of religion started to examine

the social role of religions (Durkheim, 1912). The 19th-century-

debates spread the term religion widely, contributing to its

present dominant appeal (Seitz and Angel, 2014). This is

apparent in the names of certain scholarly sub-disciplines such

as history of religion, psychology of religion, sociology of

religion, philosophy of religion, and phenomenology of religion.

This predominance of ‘religion’ causes at least three problems

including (1) a marginalization of the term religiosity, (2) the

absence of an academic goal to clarify the terms religiosity or

religiousness (Angel, 2013b), and (3) the absence of ‘religiosity’

as theoretical starting point so that many important issues

in understanding religious behavior – be it dysfunctional or

not – cannot be addressed in a theoretically adequate manner

(Seitz et al., 2021). But any theoretically sound understanding

of ‘religious experience’ has to encompass three elements –

religion, religiosity, and the individual or collective relation

between religion and religiosity (Angel, 2019). Importantly,

the nucleus of all later development of the idea of credition

is routed in the German language. The Regensburg Symposia

helped us to better understand the German term “Religiosität,”

not “Religion” (Angel, 2006a). “Religiosität” as typical German

term cannot be adequately translated into English because there

exist three terms – religiosity, religiousness, and spirituality

– none of which is fully equivalent to the German term

Religiosität. The book-title ‘Geschichte der Religiosität im

Mittelalter’ (Angenendt, 2009) cannot be translated into English

in a satisfying manner.

Semantic of (religious) belief(s)

A second – rarely addressed (Sharpe, 1983, p. VIII)“–

’problem is the neglect of the linguistic nature of “religious” as

an adjective. ‘Religious’ as an adjective has dual associations:

it can be related to two nouns – “religion” and “religiosity.”

Because associating religious with religion is widely accepted in

empirical scientific research, the dual character of the adjective is

less apparent. A striking example is the adjective interreligious.

Because it is typically associated with different religions, its other

function is often lost so that it is seldom invoked to appreciate

the different features of religiosity or religiousness as might be

possible when considering, for example, open-mindedness vs.

fundamentalism. “The common language use seems to put the

terms religious, religiosity, and religion in a melting pot from

where the words can be taken out in an exchangeable manner”

(Seitz et al., 2021, p. 62).

In recent years linguistic philosophy has pointed to the

important role of languages in the production of worldviews

(Rorty, 1967; Waismann, 1997). The role of languages is

also of crucial importance for the interdisciplinary and

global credition research project and was prominent in the

attempts to conceptualize credition. Thus, it is not mere

storytelling when the complicated linguistic issues in the

topic of beliefs in general and specifically religious beliefs are

highlighted. Three types of issues emerged in relation to the

languages used.

(a) It is possible to clarify the relation between nouns

and verbs in Indo-European languages, but not in all

languages. There are restrictions in generative grammar and
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its later developments (Chomsky, 1965, 1986). More advanced

ontogenetically based linguistic theories (Tomasello, 2003, 2008)

must be integrated into credition research (Seitz et al., 2018), and

the role of participles influences the linguistic possibilities. In an

Anglo-American but not in a German context, ‘believing’ can be

used in the samemanner as is ‘learning’, prompting discussion of

how the cognitive processes of believing and learning are related.

(b) The chaotic religious semantics reflects the ambiguity of

its emotional loading. At least in the context ofWestern thinking

it might be adequate to conceive of religion as “an incredibly

powerful catalyst for both our best and worst” (Sapolsky, 2017, p.

621). This ambiguity exposes the emotional loading of ‘religious’

beliefs, and thus the topic of belief in general.

(c) The English ‘belief ’ can be used in a plural form

(beliefs), whereas no plural exists for the German “Glaube.” This

distinction is often explicitly highlighted when epistemic texts

are to be translated. For the translation of ‘belief ’ into German,

sometimes the term “Meinung” is used instead of “Glaube”

(Bieri, 1987, p. 106). But since “Meinung” also conveys the

English equivalent “opinion,” an identity of belief and opinion

is implied which makes it difficult to convey the role of trust in

believing. Such a translation follows the Latin speaking trend

in philosophy, as the Latin term “credere” does not include

the notion of trust, whereas the Greek term “pisteuein” does.

This trend, rooted in Latin, tends to end up in the field

of epistemology.

(d) Scientific research is often driven by aWEIRD (Western,

educated, industrialized, rich, democratic) perspective (Henrich

et al., 2010). When developing credition in a globalized context

this restricted perspective must be overcome. We need to

develop sensitivity to the richness and different mental and

emotional roots of non-European languages, as van Leeuwen

demonstrates when he compares Fante, Thai, and Mandarin

(van Leeuwen et al., 2022).

Milestones of hermeneutic clarification

The research on credition happens in the collaboration

of different disciplines with different methodologies and

language rules (Wittgenstein, 1953). A considerable amount of

preliminary hermeneutic clarifications is needed to comprehend

the theoretical groundwork that underpins the credition concept

and its neurophysiological base. Learning about credition might

appear to be a challenge (Madzarevic, 2022).

(a) “Conceptional questions antecede matters of truth

and falsehood. [. . . ] Hence conceptual questions are not

amendable to scientific investigation and experimentation. [. . . ]

Distinguishing conceptual questions from empirical ones is

of first importance” (Bennett and Hacker, 2007, p. 2). Many

terms which are embedded in concepts are relevant for an

understanding of credition, such as process, function, action,

relation (Seitz et al., 2018, p. 1257f.), normal and normality,

meaning, value, will and free will, decision and decision-making,

and others.

(b) The most adequate synonym for credition seems to

be process of believing. Nevertheless, this is correct only in

comparison to a static and noun-related understanding. Process

is the antonym to state. But in the context of cognitive

neuroscience, credition processes must be differentiated from

the functions of credition that are attributed to these processes.

Here process is the antonym to function.

(c) The term credition can be found in both singular and

plural forms in the literature. In its singular use it designates

a generic term in analogy to cognition, emotion, volition, and

similar terms. When it is used in plural, the intention is to point

to the neurophysiological processes that are occurring while

someone is believing (Angel, 2022a).

(d) The relation between belief and process of believing can

be expressed in mathematical terms: B = f(b,t). This means that

belief (B) is a function of believing (b) and the character of a

‘belief ’ depends on what has occurred across the time (t) (Seitz

et al., 2018, p. 1257).

Crossroads to an understanding of
creditions as brain function

Blind spot neural believing processes

Credition as an idea emerged during the Regensburg

Symposia. It was inspired by ongoing debates about the origin

of religious beliefs. In cognitive neuroscience two seemingly

incompatible and camp-building positions which seemed to

be based on two different psychological concepts were held.

The limbic marker theory suggests “that the primary substrate

for this <religious and mystical; HFA> experience is the

limbic system” and “predicts that functional neuroimaging

during numinous experiences in individuals who have repeated

religious transports would reveal alterations in limbic system

activity” (Saver and Rabin, 1999, p. 204). In contrast, a

cortical marker theory suggests “that religious experience may

be a cognitive process, mediated by a pre-established neural

circuit, involving dorsolateral prefrontal, dorsomedial frontal

and medial parietal cortex” (Azari et al., 2001, p. 1651). For

understanding “Religiosität” cognition and emotion appeared as

insufficient categories and believing processes (i.e., creditions)

were postulated (Angel, 2006b, p. 71).

The idea of credition was then not more than a postulate,

but it allowed us to address believing processes by means

of neuroscientific approaches (Seitz, 2017, p. 2022). The

paradigm-shift toward understanding beliefs as manifestations

of processes faced a similar situation because beliefs had typically

been analyzed hermeneutically. A PubMed-review of empirical

findings revealed “a lack of empirical effort to understand belief”
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(Seitz and Angel, 2012) which is sometimes addressed even as

“neglect of belief ” (Connors and Halligan, 2015).

Milestones toward credition

Beliefs differ from knowledge because they imply subjective

meaning. Thus, one key issue for understanding believing is

centered on the role of emotional valuations and subjective

meaning-making. A series of publications emphasizes relevant

aspects of this (Angel, 2022b).

(a) Like other cognitive processes, the process character of

credition includes several different mental operations that are

heavily involved in the perception of events or objects in the

outer world and in control of behavior (Angel and Seitz, 2016).

As shown in Figure 1, this multifunctionality can be specified

(Angel, 2017). The so-called enclosure function denotes the

self-organizing probabilistic assembly of mental attributes of

a given object or event that a person is encountering into

a coherent mental construct (Angel and Seitz, 2016). Beliefs

can lead to action (converter function) and are stabilized by

reinforcement learning (stabilizer function). These supramodal

functions are modified by the individuality of agents (modulator

function). The “functional anatomy” of the believing process can

be described at a neurophysiological level (Seitz, 2017).

(b) Believing can be explained by a dual-component

model which combines self-organization process of cognitive

and emotional elements with a belief evaluation component.

Subjective representations encompass self-cognition that refers

FIGURE 1

The credition model describing the process of believing. The

“Enclosure Function” (E) defines the enclosed representation of

the perceived stimulus, the “Converter Function”(C) provides the

appropriate action in response to the stimulus. By reinforcement

learning the putative beliefs are stabilized which is indicated by

the “Stabilizer Function.” These three supramodal functions are

modulated by the internal state of the individual–called

“Modulator Function.” In the figure the di�erent type of the

modulator function is indicated by a thin line. © HF Angel;

conference presentation 2012, for the first time published in SFU

Research Bulletin, 3/1, 1–20 Angel and Seitz (2016).

to a multi-layered self on a physical, interpersonal, and higher

social level. A major role plays the right dorsolateral prefrontal

cortex (DLPFC) and the medial frontal cortex (MFC) (Sugiura

et al., 2015).

(c) To connect the neuroscientific aspect with general

anthropological dimensions of believing, the role of emotions

in meaning-making was included (Paloutzian and Mukai,

2017). It is suggested that the formation of belief systems

and their behavioral consequences can be predicted as result

of a probabilistic perception-action-valuation model which

represents the mental operations that seem to underly believing

processes (Seitz et al., 2016).

(d) Beliefs are “the neuropsychic product of fundamental

brain processes that attribute affective meaning to concrete

objects and events, enabling individual goal setting, decision

making and maneuvering in the environment” which can be

categorized as empirical, relational, and conceptual beliefs.

“Whilst empirical beliefs about objects and relational beliefs

about events develop below the level of awareness and are up-

dated dynamically conceptual beliefs are more complex as being

based on narratives and participation in ritual acts” (Seitz and

Angel, 2020, p. 1).

(e) This allows us to hypothesize that the ‘capacity of

believing’ is a result of the evolution of the brain. The

parietal cortex which accommodates in close vicinity the neural

representations of executive, perceptual, and higher order

conceptual functions may be a candidate area (Seitz, 2022).

(f) Beliefs are constantly adjusted by the perception of

new signals in a Bayesian sense and can be explained as

result of believing processes which include learning. They

take place on a neurological level but integrate information

which have been perceiving from the social environment.

Note, the general model results in a mathematically

expressed equation:

B = S/N × V+ (α × δ)× Vδ. [Seitz et al 2018, 1259].

(g) From a clinical perspective believing processes can

become dysfunctional (Seitz, 2021). This may play a role in

psychiatric contexts (Paloutzian et al., 2018) and have an impact

on religious beliefs (Seitz et al., 2021).

(h) Maintaining beliefs is interwoven with memory

functions in a multifaceted fashion. For instance, linking

the typically rapid and adequate reactions of a person to

what he or she believes is enabled by working memory.

Perceptions are stored in episodic memory as beneficial or

aversive events, while the corresponding verbal descriptions of

what somebody believes are stored in semantic memory.

After recall from memory of what someone believes,

personally relevant information can be communicated to other

people (Seitz et al., 2022a).
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FIGURE 2

The figure shows the interdependence of credition, emotion,

and cognition as originally depicted in the basic model of

credition. [© HF Angel].

(i) The Credition project follows three research strands:

basic (2011), applied (2014), and implementation (2016). The

CreditionLab (opened 2018 at the University of Technology

in Graz) tests the so called ‘model of credition’ as specific

communication tool intended to make visible the functionality

of believing (Angel and Seitz, 2016; Angel, 2017) and seems

successfully applied as reference tool for communication-

settings (Mitropoulou, 2017;Mitropoulou et al., 2018; Hick et al.,

2020; Kranabitl et al., 2021; Lumbreras et al., 2021; Tietz et al.,

2022).

Discussion

During the Regensburg Symposia it became necessary to

establish credition linguistically as scientific term (Angel,

2006a), although from the beginning creditions were

phenomenologically conceived as intertwined with cognition

and emotion (Angel, 2016, 2021) (Figure 2: basic model).

Because credition is now a widely used term, the relations

between creditions and other emotional and cognitive processes

can be addressed (Seitz et al., 2018). As believing is intimately

linked with inferential information processing, information that

is processed and/or modified in the brain will be labeled with

diverse attributions. Typically, these attributions correspond

to meta-cognitive self-attributions or third-persons attributions

concerning behavior observed in other people (Seitz et al.,

2022b). Such (post-hoc) attributions are conceptually different

from the belief categories that have been defined with respect

to the type of information processed (Seitz and Angel, 2020).

To construct the “model of credition,” conceptional

neurophysiological findings about believing were translated

into model-specific terms. Their adequateness and the

methodical transformation of the underlying concepts may be

discussed. For instance, the production process was inspired by

neurophysiological findings about the simultaneous production
of cognitive and emotional processes in the prefrontal-medial

cortex (Gray et al., 2002; Schaefer and Gray, 2007). Since no

term existed to express linguistically this simultaneity “bab” as

basic term of the model of credition was coined. It designates:

“emotional loaded proposition.”

For stable beliefs it might be adequate to talk about religious,

political, or economic beliefs. From a processual perspective,

that is from a credition perspective, such characteristics do not

make sense (Angel 2022a, 615–621).
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The nature of beliefs

Conceptualizations of beliefs differ according to the school of thought considered;

here, we take the view from cognitive science.

In cognitive science, beliefs are propositional attitudes, where the world is depicted

as being in some state or another (Schwitzgebel, 2021). Beliefs have two main properties:

some representational content and assumed veracity (Stephens and Graham, 2004).

Beliefs entail specific representational content, which portrays causes of sensations

(agency, events, and objects) as being a specific way (Rimell, 2021). So understood, they

are undoubtedly a central part of cognition, dictating our perceptions, behavior, and

executive functions. Beliefs do not need to be conscious or linguistically articulated, and

indeed, the majority of beliefs can be construed as subpersonal; i.e., remain unconscious

(Majeed, 2022). Rational agents generally view beliefs as having a truth value, and update

their beliefs in light of new evidence. The term “belief” is also used to denote a more

deflationary sense, where what is at stake is merely a probability density over some

support; where we call a belief a probabilistic assessment of how plausible some state

of affairs is (Smets, 2005). On this probabilistic reading, beliefs acquire the attribute of

uncertainty—or its complement precision.

Beliefs provide the foundation that allows agents to understand—or at least make

sense of—the world and act within it: they provide agents with a consistent and coherent

representation of their world, which they can then use to make inferences about the

causal structure of the world and their place within it (Churchland and Churchland,

2013). This scaffolding of beliefs helps [human] agents appraise the environment,

explain new observations, construct shared perspectives on the world, and engage in

goal-directed behavior.

Beliefs also help us experience the world temporally, as they can represent the state

of the world in the past and allow us to anticipate its state in the future; this is especially

important when holding beliefs about the consequences of action—a prerequisite for

planning and a sense of agency (Shipp et al., 2009).

Active inference

Active inference is a formal description of self-organization derived from the

variational free energy principle, and provides a mechanistic account of belief-guided
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action (Friston, 2010; Friston et al., 2017). In particular, it is used

to model and simulate how beliefs about the states of the world

are formed and updated. It proposes to naturalize belief in the

first sense by formalizing them as beliefs in the second sense

(Friston et al., 2015). In this context, the semantic content of a

belief is equated with the support of its probability density (i.e.,

the external or worldly states over which it is defined). Figure 1

illustrates the dynamic relation between (internal, external, and

blanket) states.

Belief formation

Active inference rests on a particular partition of a system

(i.e., into particles), where we distinguish between the states

internal and external to a system, as well as the states that

constitute the boundary of the system via which it interacts

with its environment (Friston, 2010; Friston et al., 2017). The

external states are assumed to be hidden from direct observation

behind the blanket states. In other words, sensory states allow

the agent to access their environment vicariously, by sampling

it through action. Internal states encode beliefs about the

external world, in the form of sufficient statistics (e.g., an

expected value or expectation and the confidence of precision

of that belief). The agent thus forms beliefs about the hidden

states of the external world that have caused their observations

(sensory data). Through this accumulation of observations,

agents continuously update their beliefs about external states

FIGURE 1

An illustration of how a model of the external world is formed, resulting in beliefs about the true states of the world and belief updating,

encoded by internal states.

of affairs, and about the most likely future states—that clearly

depend upon action.

Belief updating

These beliefs are not static. Depending on how well their

beliefs enable them to predict the world, agents can update their

(Bayesian) beliefs about of the world. This can be read as a

Bayesian mechanics in which, agents acuminate and assimilate

new evidence, and re-calibrate what they believe to be the

cause of their sensory experiences (Ramstead et al., 2022). This

process is generally read as minimizing surprise (technically, the

negative logarithm of model evidence of observations). This is

mathematically the same asmaximizing the evidence for amodel

of the world; sometimes called a world model or generative

model—that generates predictions of (observable) sensory states

from their (hidden) external causes.

Active states allow the agent to interact with her world, by

directly affecting the process generating her sensory data (i.e.,

the environment), and accordingly update her beliefs about the

external world (Of course, new observations may be formed

by causes other than the agent herself) (Friston et al., 2016).

This enactive aspect of inference now affords the opportunity

to plan responses and choose those actions that will minimize

surprise and maximize model evidence; sometimes referred to

as self-evidencing.

In active inference, policy selection determines the agent’s

actions. A belief about a current course of action is called
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a “policy.” In this setting, the agent also forms beliefs about

what she is doing, and updates her beliefs about the current

course of action (i.e., its policy) based on her other beliefs

about the current state of world and the goals that the agent

is trying to achieve. The different policies available to an agent

are then variations of beliefs about expected future observations,

contingent on different courses of action. A policy is selected

based on preferences for specific sensory outcomes, by choosing

the one that minimizes the divergence between expected and

preferred outcomes. This divergence between expected and

preferred outcomes is quantified using “expected free energy.”

The optimal policy is the one that provides the most evidence

for the generative model (or equivalently, that is expected to

generate the least expected surprise or uncertainty). Active

inference thereby purports to explain the dual aspect of choice

behavior; namely preference-seeking and information-seeking

behavior, respectively. Both aspects are in the service of avoiding

surprises (e.g., non-preferred, outcomes). Technically, expected

free energy can be decomposed into expected information gain

and expected loss; in the sense of optional Bayesian design and

Bayesian decision theory, respectively.

Perception is realized by a process called state estimation

(Oliver et al., 2021). Beliefs about the current state of the world

are updated, based on priors that encode what the agents believes

to be the base rates of occurrence of various states of affairs, the

likelihood of current observations being caused by certain states,

and the probability that states will transition to other states.

All knowledge about past states is implicitly packed into beliefs

about the current state: belief updating of this sort satisfies what

is known as the Markov property and is the basis of all evidence

accumulation and inference. The structures that underlie this

kind of belief updating are themselves optimized to maximize

model evidence leading to an understanding of learning in

terms of optimizing the parameters of a generative model (e.g.,

learning the weights of a neural network or associative plasticity

in neuronal networks).

Beliefs across scales

The basic mechanics of active inference can be deployed

across nested spatial and temporal scales, describing a nested set

of agents composed of other agents—e.g., organs composed of

cells and communities composed of individuals—thanks to its

scale invariant construction (Kirchhoff et al., 2018). Each scale

relies on a formulation of self, which is bounded in a way that

individuates self from non-self.

These boundaries just are the Markov blankets above: a

Markov blanket comprises of the sensory and action states that

separates the internal states from external states of a system

(see Figure 1). Markov blankets are drawn at the boundary of

a system and define the interface where it receives sensory

stimulation. Thus, depending on the perspective, an agent can

have its own Markov blanket, or can be a part of a higher-order

blanketed system, as a component of that system (Kirchhoff

et al., 2018).

Shared beliefs

A Markov blanket can also be drawn over a group of

agents. These agents gain an advantage, namely, they can pool

their resources, gathering evidence as a group without having

to expend the effort necessary to acquire in isolation. The

individual agents forming a higher-order agent thereby improve

their own predictive abilities and minimize expected free-energy

as a group, aligning their beliefs as they share their beliefs about

the (co-constructed) world. In the ideal case, agents generate

evidence for a shared model of the world. The more similar each

agent’s model is, the more likely they are to minimize surprise,

predict each other and resolve uncertainty, i.e., jointly self-

evidencing. Thus, sampling frommembers of a group that share

a similar model itself provides significant informational and

evolutionary benefits and allows groups of agents to optimize

their beliefs over longer timescales than would otherwise be

possible; c.f., cultural eco-niche construction (Bouizegarene

et al., 2020).

Applications

We can use the definition of beliefs as propositions

of the true—but unknowable—states of the world, and the

formalization of belief formation and updating as proposed

by active inference, to understand several socio-political and

psychopathological phenomena.

Socio-political phenomena

When two agents interact, the value of their beliefs is

weighed against the beliefs and observations to which the

individual agents already have access. It is advantageous for

individuals to be part of a group in terms of large-scale

coordination, available resources, and computational power. But

it is costly to change any single agent’s deeply held beliefs.

Therefore, individual agents will give more weight to sensory

evidence from agents who are believed to share the same

generative model or world narrative. The more agents in a

group consider some data points as valuable, and as constituting

evidence for their beliefs, the more likely it is that the agents

in that group will conform to the beliefs of the group. This is a

form of epistemic confirmation bias. In extreme cases, agents can

then fall into “echo chambers,” in which their beliefs no longer

align with any other interpretation of the world, outside that

of their own group. We can see this phenomenon at play with
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misinformation on social media, spreading extremely fast in

echo-chambers, and leading to radicalization (Albarracin et al.,

2022).

When a group exists long enough and shares a core set of

beliefs, it tends to leave traces in the environment that reflect

those beliefs. Consider agents walking in a park. As they walk

on the grass, they tend to leave footprints, where the grass will

be less likely to grow. Agents noticing these traces may be likely

to follow a similar path, reinforcing the path in the grass. This

recursive process engraves shared beliefs in the structure of the

environment, serving as an anchor around which narratives

and semantics will be carried through generations of agents in

similar groups. As agents continue to produce shared beliefs,

they become embedded in a culture and a cultural materiality,

which allows them to predict—and navigate—each other and

their environment more easily (Ramstead et al., 2020).

Psychopathology

Active inference is often used in computational psychiatry,

to characterize psychiatric conditions as a consequence of

atypical beliefs. Strange and untrue beliefs may form based on

an individual’s experience of the world and the structure of their

beliefs, giving rise to psychiatric conditions.

Consider schizophrenia, which has been characterized by

a failure of sensory attenuation, with secondary consequences

for the dysfunctional acquisition of beliefs about the world

and interpersonal interactions (Brown et al., 2013). In the

context of sensory exchanges with the world, a failure of

sensory attenuation means that the weight of the sensory

data (observations) is too high, relative to the prior beliefs

about the causes of sensations (Friston et al., 2014). This

may explain the inability of schizophrenic patients to infer

regular contingencies between stimuli in the world. However,

since the prior beliefs are themselves compromised, surprising

new data paradoxically improves the detection of new stimuli

and contingencies. At the same time, this may also result

in such individuals misinterpreting ambiguous information

and inferring contingencies that do not exist, resulting in

inaccurate beliefs (or delusions). For example, individuals with

schizophrenia tend to fail to contextualize the consequences

of their actions and thus possess false beliefs about their

agency (Jeannerod, 2009). Such individuals may also “jump to

conclusions”—i.e., they may require less evidence to form a

strong belief (FitzGerald et al., 2015).

If an individual’s beliefs cannot be flexibly updated, they

may consistently act in a way to align their observations with

their beliefs, which would result in dysfunctional behavior. Such

individuals would not be able to update their beliefs, even when

confronted with new observations that challenge their current

beliefs. This is a common symptom observed in individuals with

depression, where they tend to not act in their environment

even when they do have control, giving rise, over time, to a

sense of learned helplessness, and to lowmotivation and inaction

(Grahek et al., 2019).

Summary

Beliefs are propositions about the true states of the world.

Active inference—a process theory based on the free energy

principle—describes how an agent forms and updates beliefs.

The active inference framework posits that the agent (i) observes

the world, (ii) infers the causes of the observations, and (iii)

forms beliefs about the external states of the world. The agents

then act in the world, prompting new observations, and thereby

update their beliefs. These beliefs underwrite how an agent

approaches the world, and how they will navigate through

it, given possible paths into the future. Modeling how agents

update their beliefs is thus central to understanding both micro-

and macro-phenomena, such as deviations in beliefs at an

individual level, resulting in dysfunctional behavior and the

development psychiatric conditions. And, at the group level,

allowing us to better understand socio-political dynamics in

multi-agent scenarios.

Our commentary is an addition to Credition—An

Interdisciplinary Approach to the Nature of Beliefs and

Believing. In this edition, Seitz, Angel, Paloutzian and Taves

have put together a series of perspectives on believing which

furthers our understanding of the ways beliefs play a part in

cognition, technology and science, ranging from understanding

how beliefs are shaped, to their role in artificial intelligence, to

the role of culture in beliefs, and more.

Author contributions

All authors listed have made a substantial, direct,

and intellectual contribution to the work and approved it

for publication.

Funding

This article was funded by RS, via the Volkswagen

Foundation, SiemensHealthineers, and the Betz Foundation and

the VERSES computational phenomenology lab.

Acknowledgments

The authors thank Maxwell J. D. Ramstead and Karl J.

Friston for useful feedback.

Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Frontiers in Psychology 04 frontiersin.org

24

https://doi.org/10.3389/fpsyg.2022.981925
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Albarracin and Pitliya 10.3389/fpsyg.2022.981925

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed

or endorsed by the publisher.

References

Albarracin, M., Demekas, D., Ramstead, M. J., and Heins, C. (2022). Epistemic
communities under active inference. Entropy 24:476. doi: 10.3390/e24040476

Bouizegarene, N., Ramstead, M. J., Constant, A., Friston, K. J., and Kirmayer, L.
J. (2020). Narrative as active inference: an integrative account of the functions of
narratives. Preprint 10. doi: 10.31234/osf.io/47ub6

Brown, H., Adams, R. A., Parees, I., Edwards, M., and Friston, K. (2013).
Active inference, sensory attenuation and illusions. Cognitive Proc. 14, 411–427.
doi: 10.1007/s10339-013-0571-3

Churchland, P. S., and Churchland, P. M. (2013). What Are Beliefs? The Neural
Basis of Human Belief Systems. Hove and New York: Psychology Press, 1–18.

FitzGerald, T. H., Schwartenbeck, P., Moutoussis, M., Dolan, R. J., and Friston,
K. (2015). Active inference, evidence accumulation, and the urn task. Neural
Computation 27, 306–328. doi: 10.1162/NECO_a_00699

Friston, K. (2010). The free-energy principle: a unified brain theory? Nat. Rev.
Neurosci. 11, 127–138. doi: 10.1038/nrn2787

Friston, K., FitzGerald, T., Rigoli, F., Schwartenbeck, P., Pezzulo, G., et al.
(2016). Active inference and learning. Neurosci. Biobehav. Rev. 68, 862–879.
doi: 10.1016/j.neubiorev.2016.06.022

Friston, K., FitzGerald, T., Rigoli, F., Schwartenbeck, P., and Pezzulo,
G. (2017). Active inference: a process theory. Neural Comput. 29, 1–49.
doi: 10.1162/NECO_a_00912

Friston, K., Rigoli, F., Ognibene, D., Mathys, C., Fitzgerald, T., and Pezzulo,
G. (2015). Active inference and epistemic value. Cognitive Neurosci. 6, 187–214.
doi: 10.1080/17588928.2015.1020053

Friston, K. J., Stephan, K. E., Montague, R., and Dolan, R. J. (2014).
Computational psychiatry: the brain as a Phantastic organ. Lancet Psychiatry 1,
148–158. doi: 10.1016/S2215-0366(14)70275-5

Grahek, I., Shenhav, A., Musslick, S., Krebs, R. M., and Koster, E. H. (2019).
Motivation and cognitive control in depression. Neurosci. Biobehav. Rev. 102,
371–381. doi: 10.1016/j.neubiorev.2019.04.011

Jeannerod, M. (2009). The sense of agency and its disturbances in schizophrenia:
a reappraisal. Exp. Brain Res. 192, 527–532. doi: 10.1007/s00221-008-1533-3

Kirchhoff, M., Parr, T., Palacios, E., Friston, K., and Kiverstein, J. (2018). The
markov blankets of life: autonomy, active inference and the free energy principle.
J. Royal Soc. Interface 15:20170792. doi: 10.1098/rsif.2017.0792

Majeed, R. (2022). The relationship between conscious and unconscious
intentionality. Philosophy 97, 169–185. doi: 10.1017/S0031819121000383

Oliver, G., Lanillos, P., and Cheng, G. (2021). “An empirical study of
active inference on a humanoid robot,” in IEEE Transactions on Cognitive and
Developmental Systems. 14, 462–471. doi: 10.1109/TCDS.2021.3049907

Ramstead, M. J., Friston, K. J., and Hip’olito, I. (2020). Is the free-energy
principle a formal theory of semantics? From variational density dynamics
to neural and phenotypic representations. Entropy 22:889. doi: 10.3390/e2208
0889

Ramstead, M. J., Sakthivadivel, D. A., Heins, C., Koudahl, M., Millidge, B., Da
Costa, L., et al. (2022). On Bayesian Mechanics: A Physics of and by Beliefs. arXiv
preprint arXiv:2205.11543.

Rimell, N. (2021). Representational Content and the Objects of Thought. Palgrave
Macmillan Singapore: Springer. doi: 10.1007/978-981-16-3517-5

Schwitzgebel, E. (2021). “Belief,” in The Stanford Encyclopedia of
Philosophy, Winter 2021 Edition, Metaphysics Research Lab, ed E. N. Zalta
(Stanford University).

Shipp, A. J., Edwards, J. R., and Lambert, L. S. (2009). Conceptualization
and measurement of temporal focus: the subjective experience of the past,
present, and future. Organizat. Behav. Human Decision Proc. 110, 1–22.
doi: 10.1016/j.obhdp.2009.05.001

Smets, P. (2005). Belief functions on real numbers. Int. J. Approximate Reasoning
40, 181–223. doi: 10.1016/j.ijar.2005.04.001

Stephens, G. L., and Graham, G. (2004). Reconceiving delusion. Int. Rev.
Psychiatr. 16, 236–241. doi: 10.1080/09540260400003982

Frontiers in Psychology 05 frontiersin.org

25

https://doi.org/10.3389/fpsyg.2022.981925
https://doi.org/10.3390/e24040476
https://doi.org/10.31234/osf.io/47ub6
https://doi.org/10.1007/s10339-013-0571-3
https://doi.org/10.1162/NECO_a_00699
https://doi.org/10.1038/nrn2787
https://doi.org/10.1016/j.neubiorev.2016.06.022
https://doi.org/10.1162/NECO_a_00912
https://doi.org/10.1080/17588928.2015.1020053
https://doi.org/10.1016/S2215-0366(14)70275-5
https://doi.org/10.1016/j.neubiorev.2019.04.011
https://doi.org/10.1007/s00221-008-1533-3
https://doi.org/10.1098/rsif.2017.0792
https://doi.org/10.1017/S0031819121000383
https://doi.org/10.1109/TCDS.2021.3049907
https://doi.org/10.3390/e22080889
https://doi.org/10.1007/978-981-16-3517-5
https://doi.org/10.1016/j.obhdp.2009.05.001
https://doi.org/10.1016/j.ijar.2005.04.001
https://doi.org/10.1080/09540260400003982
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


fpsyg-13-946953 July 22, 2022 Time: 15:34 # 1

TYPE Opinion
PUBLISHED 28 July 2022
DOI 10.3389/fpsyg.2022.946953

OPEN ACCESS

EDITED BY

Rüdiger J. Seitz,
Heinrich Heine University
of Düsseldorf, Germany

REVIEWED BY

Hans Van Eyghen,
VU Amsterdam, Netherlands

*CORRESPONDENCE

Lluis Oviedo
loviedo@antonianum.eu

SPECIALTY SECTION

This article was submitted to
Theoretical and Philosophical
Psychology,
a section of the journal
Frontiers in Psychology

RECEIVED 18 May 2022
ACCEPTED 29 June 2022
PUBLISHED 28 July 2022

CITATION

Oviedo L (2022) Why does the
multidisciplinary study of beliefs
and believing matter so much?
Front. Psychol. 13:946953.
doi: 10.3389/fpsyg.2022.946953

COPYRIGHT

© 2022 Oviedo. This is an open-access
article distributed under the terms of
the Creative Commons Attribution
License (CC BY). The use, distribution
or reproduction in other forums is
permitted, provided the original
author(s) and the copyright owner(s)
are credited and that the original
publication in this journal is cited, in
accordance with accepted academic
practice. No use, distribution or
reproduction is permitted which does
not comply with these terms.

Why does the multidisciplinary
study of beliefs and believing
matter so much?
Lluis Oviedo*

Theology Department, Antonianum University, Rome, Italy

KEYWORDS

beliefs, social systems, values, meaning, politics, economy

Introduction

Considerable progress has been made in recent years in the study of beliefs and
the believing process. Several programs are trying to better understand this cognitive
function and its undeniable contribution to human development and success. The time
has now come to better place the dynamics of believing in connection with other
cognitive functions and with social systems. Indeed, we are becoming more aware of the
important role that beliefs play as a central dimension in human cognition and behavior,
about the function of shared beliefs in the stability of social systems and in human
interaction and communication. More research is needed to better describe how beliefs
and believing contribute to humans dealing with their own environment and other
people; to keep working social systems, like the economy, politics, science, education, the
judiciary, and obviously religion; and how such sets of beliefs are connected with those
social structures. Believing can be observed as a clear case in which the psychological
dimension appears as entrenched with the social, rendering those social systems viable;
indeed those beliefs appear paramount for the formation of such social systems.

The present short reflection neglects the issue of the role believing plays in
general cognition, an issue that has been intensely researched in cognitive sciences and
epistemology. In what follows, the focus will lay on the social dimensions linked to
belief and believing.

To clarify the concept of belief, some standard dictionaries provide clear definitions;
for instance, the Merriam-Webster offers the following: “a state or habit of mind in
which trust or confidence is placed in some person or thing”; while the Oxford English
Dictionary offers this one: “a strong feeling that something/somebody exists or is
true; confidence that something/somebody is good or right.” As can be appreciated,
different dimensions converge, which include cognition, which points to the true value,
confidence or trust, and finally even goodness.

How important are beliefs for society at large
and its sustainability?

A recent article about developments in fundamental physics, published in the weekly
news magazine The Economist, introduced the topic with the words “By abandoning
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some long-held beliefs, physicists are clearing a path to the
future” (28 August 2021, p. 63). More recently, the same
periodical was published in a section dedicated to economic
analysis an article with the title “War and wokery,” about how
the recent international conditions are pressing for a greater
ethical engagement in the economy. The article used four times
the words “belief” or “believes,” and one “faith.” The author
states, for instance: “Mr. Sonnenfeld [. . .] has become the high
priest of a belief system in Western business. . .” (The Economist,
2 April 2022, p. 63). A different case emerges in politics. For
example, the recent book of Cass Sunstein, This is Not Normal:
The Politics of Everyday Expectations (Sunstein, 2021), insists on
how much democracy depends on the beliefs of people, beliefs
which are quite unstable and changeable, even if in other cases
they become more resistant and work as group markers, like
the religious ones.

The quoted cases support Agustin Fuentes, who in his recent
book WhyWe Believe? (Fuentes, 2019), claimed that science and
economics are systems of beliefs too and that this condition
invites us to consider both critical spheres of human activity
in a different light, or within a specific framework, beyond the
certainties and strengths that science and the economy have
always claimed. Everything gets a new light and deserves a
different treatment when it is assumed that the cognitive model
these realities follow falls more on the side of believing than
the one of factual and tested knowledge. This step is quite
remarkable if we keep in mind that until quite recently, talk or
titles about beliefs and believing usually related to religious or
supernatural views and deeply held convictions (Shermer, 2011;
Shagan, 2021). Indeed, what is surprising in Fuentes’s book is
that it is not a book about religion, not only.

We are now becoming aware of the extent of belief and
how the believing process informs most aspects of human
cognition. Indeed, much progress has been achieved when we
consider that believing is not only concerned with religious
faith and practice, or with broadly held values and meaning.
Rather, believing is concerned with a cognitive dimension that is
involved in many aspects of human life and social systems. Such
a discovery has been brought about by a much more accurate
analysis and understanding of the process of believing and a
general acknowledgment of the impact of biases in academic life.
Such awareness could render beliefs or believing a less reliable
cognitive activity, one all too often troubled by deception and
delusions. Since Aristotle, believing has been contrasted with
knowing, based on strict epistemic methods; a rather second-
class cognition, reserved for other areas where the ideal model
was harder to attain (Miller, 2013).

Rescuing the meaning and value of believing has not been
easy. The previously quoted book of Agustin Fuentes has
given us important insight and nourished a new interest in
this field. Ongoing projects, like Creditions, based in Graz
University aimed at researching the belief process, are helping
to better clarify that complex process (Castillo et al., 2015;

Connors and Halligan, 2015; Angel et al., 2017). What we need
now is to better clarify the fields in which beliefs and believing
play an essential role, not only a provisional one that could be
replaced in short order by more reliable cognitive means.

Before going into the proposed analysis, a thesis can be
proposed: beliefs are required as conditions for the formation
of every social system, not just religion. The thesis can appear
too bold for many, but for others, this is just a truism:
without shared beliefs, we cannot conceive how systems like
the economy, politics, and the judiciary could work. Some
examples will suffice.

Revisiting social systems as
believing systems

Science is the first case to consider. Scientists need to hold
general beliefs about the world we inhabit, its knowability, and
the ability of our theories and models to represent it. Then,
when scientists formulate their models based on the available
data and analysis, they need to believe that those assumed will
work better than alternative ones, something which cannot be
taken for granted. This often opens new challenges with data and
analysis that could disprove earlier models that most colleagues
believed. Pluralism of methods–even in statistical analysis–
requires that a researcher puts their faith in one procedure rather
than another since choices are unavoidable and so do biases
and assumptions. In that sense, a fallibilist model of science, as
is the one inspired by Popper, cannot avoid relying on beliefs,
more than on certainties. However, it is disputed to what extent
scientists just “believe” or rather “know”; obviously in many
cases, they know beyond doubt, while in many others their
certainty levels come close to believing in the way it has been
previously defined.

In the economy, things are more complex, since there
are many factors involved in that human activity, and social
interaction renders it less predictable. The many crises we
have lived through have been not just economic or financial
crises, but crises of economic models. Pluralism is present
and subtle in economic theory and analysis. In such a
panorama, economics as an academic activity depends to
a considerable extent on shared basic beliefs and values.
The issue becomes still more acute when we deal with real
economic subjects: the beliefs and values that they held to
determine the course of economic activity; their expectations
affect decisions and behaviors. Economic functioning requires
trust in other people and institutions, and this is basically
a form of belief.

The economic-inspired awareness of the importance of
beliefs finds a special application in a related field that now
assumes an autonomous status: sustainability studies. In this
case, beliefs are clearly involved in any attempt to design
sustainable systems applying the standard 3 ESG dimensions:
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environmental, social, and governance. We can speak about a
human factor deeply ingrained in programs aimed at ensuring a
better future for all, or just at the endurance of social bodies.
Held beliefs and values are indeed informing the behavior of
producers, politicians, and consumers, and those general views
will determine whether it is worthwhile to undertake some
sacrifices or to pay more attention to measures targeted at saving
energy and other resources.

Moving to a different area, beliefs become central in
psychotherapy. Indeed, it is broadly assumed that psychological
distress and suffering are often linked to wrong beliefs and that
some beliefs help to cope with harsh crises, while others usually
worsen personal conditions, life quality, and relationships. The
point is still more evident when dealing with vaccination
campaigns: believing in its efficacy contributed to preventing
attitudes of resistance. Moreover, believing the goodness of
treatment clearly helps its efficacy. Once more, the human factor
needs to be considered in therapeutic processes, besides the
usual technical issues and their effects.

Other social systems can be reviewed under those critical
lenses revealing them as sets of shared beliefs. This principle
applies, for instance, to the judiciary, to the political system that
undergoes democracy, to education in all its stages, to the system
of media and information, and even to the system of broad social
interaction. We need to keep some levels of trust or belief about
the reliability of those we meet and those with whom we have
exchanged. Trust appears–even in the usual definitions–as a very
close concept to “belief,” but clearly applied to persons: believing
in somebody means trusting him or her. Up to a point we can
claim that every exercise of communication involves believing
that our message will reach the recipient correctly and that it
will not be misunderstood, or confidence based on some “charity
principle” that other persons will not be trying to fool me all
the time, confidence that is not present in people afflicted with
paranoid beliefs. Of course, that requirement, which is basic in
everyday communication, becomes much more stringent when
the interactions move toward a greater intensity, as in family,
friendship, and close-knit groups.

Discussion: Beliefs and normativity

The final points direct us toward a very sensitive issue: use
and misuse of beliefs, and how to order them, or, rather, how to
prevent abuses. This is a growing threat in a context dominated
by new social media, with a huge flow of information, and
where it becomes harder to assess which contents we can
trust, in the midst of so much fake news. Believing becomes
not merely a spontaneous activity, but a discipline that needs
to be formed and to be built on a surer and more reliable
ground. Such education programs would be aimed, for instance,
to prevent predominant biases, like prestige and confirmation
biases. A normative dimension derives from such awareness, a

kind of “ethics of believing” should be assumed as a necessary
chapter in the study and application of believing, a field that now
receives more attention (Peels, 2016; Schmidt and Ernst, 2020).

The last application of believing is perhaps the most obvious,
but not less subject to deep study and attention. Indeed,
more analysis points to a convergence between religions and
systems of meaning all placed under the umbrella of general
belief systems, or sets of values, expectations, or faiths, able
to provide meaning and purpose. These appear as a special
kind of beliefs, with their own specific formation processes and
characteristics, with central functions, and–again–unavoidable
and not assimilated to other cognitive forms, like scientific
scrutiny or sense perception.

All that has so far been discussed points to the importance
of better studying and understanding the process of believing,
often a pending issue in many areas, perhaps because of the
dominance of reductionist models of cognition, which have
neglected other forms as derived or secondary. We need good
science to approach beliefs too, and to know better how they
work, but not to replace them, something we could not, in any
case, afford to do without a great anthropological and social cost.
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It is clear that schemas and expectations unconsciously affect how people interpret their experience
in real time (van Elk and Aleman, 2017; Van Leeuwen and van Elk, 2019). It is also clear that
cultural beliefs as manifest in worldviews and ways of life affect how people consciously reflect
on and reappraise their experiences (Kelly, 1955; Saroglou and Cohen, 2011, 2013). How these
two processes are linked is not so clear. Here we argue that event cognition not only supplies
a promising bridge between unconscious and conscious information processing, but allows us
to further integrate research on unconscious appraisal processes (Scherer et al., 2001), conscious
attributions (Kelley and Michela, 1980; Malle, 1999, 2004), and multi-level approaches to meaning
making (Park and Folkman, 1997; Park, 2010;Markman et al., 2013) and believing (for an overview,
see Seitz and Angel, 2020)1.

WHAT IS AN EVENT?

The Oxford English Dictionary defines events simply as things that happen. Philosophers tend
to begin with this general definition when discussing events, noting that “this definition merely
shifts the burden [of definition] to clarifying the meaning of ‘happen”’ (Casati and Varzi, 2020).
For scientific purposes, it is important to distinguish between things that happen regardless of
whether there is a living organism to perceive them and happenings that living organisms perceive.
Molecules move and stars collide regardless of whether living organisms are present. In doing so
happenings generate information. Because far more information is generated than any organism
can perceive and process, organisms have evolved to perceive and process the information that
they need to survive. Humans and some other animals do so by segmenting information, that is,
by a cognitive process that divides it into chunks with a beginning and an end (Baldwin and Kosie,
2021; Ross and Easton, 2022).

Researchers who study this cognitive process define an event more technically as “a segment
of time at a given location conceived by an observer to have a beginning and an end” (Zacks and
Tversky, 2001, p. 3). This means that an event is spatially and temporally located and is perceived
from the point of view of the subject. An event is constructed as the brain chunks the dynamic flow
of incoming information into segments. Most researchers also agree that the extracted segment is
perceived as coherent and causally related, which points to the basis on which we chunk the flow of
information (Hohwy et al., 2021).

1Psychological interest in events emerged within both clinical and experimental psychology to produce lines of research that
focus on differences levels of analysis. In clinical psychology, Kelly’s (1955) personal construct theory, which is centrally
concerned with the role of constructs in the interpretation of events, was influenced by hermeneutic approaches in the
humanities (Butt and Warren, 2016). In experimental psychology, the focus has been on the perceptual processes (i.e.,
mechanisms) involved in cognizing events (Shipley, 2008; Zacks, 2020).
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The cognitive definition of an event has implications for
how we think about experience (an uncountable noun) and
experiences (a plural noun). The former designates the flow of
information of which we are aware. The latter are self-reported
events that have a beginning and an end; this means that
from a cognitive perspective, experiences are events regardless
of whether they are externally verifiable or not (for fuller
discussion, see Taves and Asprem, 2017). Treating experiences
as events allows us to investigate how the flow of information
of which we are aware (experience) is transformed cognitively
into structured units (experiences) with a beginning and end
that we can describe, remember, and recount if and when we
attend to them. Doing so allows us to link subpersonal and
personal levels of analysis and integrate several lines of research
in psychology, including multi-level approaches to meaning
making and believing.

What then is not an event? Although philosophers debate this
issue, they generally agree that physical objects in isolation are
not events and that events occur when things change or interact
(Shipley, 2008; Casati and Varzi, 2020). If we extend the criterion
of change to mental things, such as ideas, beliefs, concepts, and
goals, then beliefs all by themselves are not events. Events occur
when beliefs change or interact, i.e., in the process of believing.
How then do we cognize events?

WORKING MODELS AS PROBABILISTIC

REPRESENTATIONS

Most researchers understand the processes by which events
are initially cognized within a predictive processing framework
(Hohwy et al., 2021).

Bottom-up input is weighed against a top-down prediction of
what is happening based on prior experience. The prediction of
what is happening is represented in a working model of an event.
The working model is, thus, is a probabilistic assessment (i.e.,
appraisal) of incoming information in light of prior experience.
The model is retained as long as it more or less fits with the
incoming information. If there is a significant change in the
input, an error signal is generated, which leads to a new or revised
event model (Radvansky and Zacks, 2014, 2017; Zacks, 2020).
The process of assessing the incoming information can be viewed
as a meaning making process and the probabilistic assessment as
an appraisal. The working model that is generated based on this
assessment is a representation of the event. It can also be viewed
as an implicit belief regarding what happened (Seitz et al., 2017,
2018; Paloutzian et al., 2021).

The working model is generated in working memory and thus
is fleeting (like the dream you can’t remember) unless transferred
to long-term memory (Zacks, 2020, pp. 172–177). If the event is
stored in long-term memory, we can remember it, narrate it, and
reflect on it. In other words, the working model links what we
consciously experience as happening with underlying cognitive
processes and, if retained in long-term memory, allows us to
recall and reflect on past events. Each time we recall an event, we
construct a new event model in working memory with its own
new spatio-temporal context.

In sum, the sensory input from the body, environment, and
prior experience interact to form a working model of what is
happening. Insofar as we are conscious of the contents of working
memory, we are conscious of the contents of the working model.
That is how we experience the event and come to believe—at
least implicitly—that an event occurred (Seitz et al., 2022). If our
experience is stored in long-termmemory, we can remember and
recount it. But these are separate events with their own working
models of what is happening.

WORKING MODELS AND PRIOR

EXPERIENCE

The working model is based on a probabilistic assessment of
incoming information in light of prior experience (Zacks, 2020,
pp. 177–180). In psychological terms, the brain assesses incoming
information in light of schemas and expectations. Schemas and
expectations, although likely built on shared, reliably developing
templates, are typically elaborated in culturally specific ways
and acquired through cultural learning. Each component of
a working model—time, space, objects, sensations, relations,
and causes—draws on prior experience. With respect to time,
schemas provide an expected time frame for the event. With
respect to space, schemas identify the specific place or type of
space in which the event is occurring. Schemas and expectations
determine the types of agents—visible and invisible—that may be
involved, identify who is involved, what they are doing and why.
They allow us to recognize the objects involved and assess what is
happening to them. They allow us to identify what we are sensing
or feeling. Finally, overall event schemas help us understand how
all these things are related and what is causing it to happen.
Because working models rely on prior experience, we would
expect infants, foreigners, and experts to have representations
of an event that differ from those of the average culturally
literate adult.

EVOLVED AND CULTURAL KNOWLEDGE

Although people’s representations of an event differ based on
their prior knowledge, human’s evolved capacity to chunk the
flow of information into events means that everyone—including
infants—can recognize that something has happened. Thus, there
is growing evidence that infants can attend to structured patterns
in goal-directed activity and that these patterns provide a basic
sense of where to segment the dynamic flow (Levine et al., 2019;
Zacks, 2020). When we confront a new situation, we draw on
those basic capabilities. Then, as we grow and develop in a
particular time and place, we become able to comprehend and
recall events with greater ease and accuracy. We become more
“fluent.” We learn to pick out the relevant details of events that
allow us to efficiently predict what is happening and guide us
in deciding what to do. We do so in the context of particular
culturally distinct ways of life. The event models of fluent adults
are culture specific; they include appraisals and beliefs guided by
and adapted to the culture in which one is imbedded (Baldwin
and Kosie, 2021).
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To illustrate, imagine a cultural event such as going to a
Catholic Mass. A young child would understand that the event
had a beginning and an end and contained any number of
subevents, such as entering and leaving the church, walking to
the front the church with their parents, and returning to their
seats. When a bell was rung, the child’s attention might be drawn
to the altar and the man who is doing something there. An adult
who knew nothing of Catholic ritual would also recognize these
and other subevents. If they had experienced other rituals, they
would likely recognize it as such, without knowing much else.
Culturally fluent Catholics, however, would have internalized an
event model of the Mass as a ritual that recapitulates Jesus’ death
and resurrection and his promise to be present in the sharing of
bread and wine. They would know that the words of the priest
over the bread and wine make Christ present and, thus, why the
bell draws their attention to that point in the service.

RE-APPRAISING EVENTS

Events, as they initially surface to awareness, can take many
forms. Most are routine; we give them little thought. Some
events, however, stand out because they are puzzling, surprising,
disturbing, or life-changing. These are the events we tend
to remember, recount, and in some cases reappraise. If
an experience does not fit with what we have learned to
expect or believe, we return to it to try to figure out
what happened or how to cope with what we know or
believe happened. This process of making meaning out of
ambiguity, appraising it, remaking meaning, reappraisal, and
so on has been well researched and documented as a series of
events (Park and Folkman, 1997; Park, 2010; Markman et al.,
2013).

Understanding the meaning making process as a series of
events, therefore, implies that the initial appraisal of meaning
takes place as part of the initial event. This generates what

Park (2010) refers to as the “situational” meaning of the event.
But when someone consciously assesses their initial sense of
what happened in light of their overall set of beliefs and
goals, that constitutes a subsequent event, and the processes of
coping with discrepancies between the situational and global
meanings generates a whole series of additional events with their
modified beliefs.

The working model of what is happening now, thus, allows
us to think in two directions. We can (1) think about change
over time as an initial event that is reappraised in the context
of subsequent events, or we can (2) think about the levels of
processing that give rise to an event model in the context of a
single event. The first is an explicit reflective cultural process;
the second relies on culturally learned expectations and schemas
that function as priors in the probabilistic assessment of what
is happening at any given moment. Treating experiences as
events allows us to consider the components that interact to
generate an experience and compare the interaction of schemas
and expectations with phenomenological features of experiences
in a variety of different cultural contexts (for a full discussion, see
Taves and Barlev, 2022).
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INTRODUCTION

The meaning making model provides a useful framework for integrating myriad existing 
meaning-related theories and empirical findings. In this overview, I describe this model, which 
comprises both global and situational (event-specific) aspects. Global meaning encompasses 
foundational beliefs, values and goals, and a subjective sense of meaningfulness while situational 
meaning entails the appraisal of an experience. When an experience is perceived as discrepant 
with global meaning, individuals experience distress and engage in a variety of efforts to make 
meaning of that experience. Meaning making is usually aimed at changing the meaning of 
the situation but can also involve changing global meaning (e.g., adopting a new way of 
understanding the world or new goals; i.e., meaning made). Successful meaning making reduces 
discrepancies between global meaning and individuals’ assigned meaning of the specific experience 
and restores harmony within their global meaning vis-à-vis their current experience.

The model of meaning making described here is based on a growing body of research 
regarding responses to adversity, such as serious illness, bereavement, sexual assault, incest, 
the COVID-19 pandemic, natural disasters, and terrorist attacks [Fitzke et  al., 2021; see Park 
et  al. (2017) and Park and Blake (2020), for reviews]. This model distinguishes two levels of 
meaning: global (people’s fundamental and overarching beliefs and their hierarchies of goals 
and values; Park, 2010) and situational (how global meaning, in conjunction with a given 
particular context, influences assigning meaning and responding to a particular situation; Park, 
2017; Figure  1).

GLOBAL MEANING

Global meaning refers to individuals’ foundational orienting systems (Trevino et  al., 2019), 
consisting of individuals’ deeply held beliefs regarding reality, such as fairness, control, and 
identity (Park, 2017; Clifton et  al., 2019; Pilkington et  al., 2021) as well as their goals (states 
that one desires and pursues or that one already possesses and seeks to maintain, such as 
health, wealth, or family relationships; Lewis, 2020) In addition, global meaning includes a 
subjective sense of life as meaningful (e.g., purposeful, comprehensible; Park, 2010).

SITUATIONAL MEANING

In addition to global meaning systems, psychological adjustment is influenced by one’s circumstances 
and how those circumstances are understood (i.e., their situational meaning). People continuously 
monitor their experiences and assign meaning to (i.e., appraise) them. Encountering potentially 
difficult or stressful situations leads to determining the extent to which it is discrepant with 
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one’s global meaning, and to the extent it is, coping with and 
making meaning of those experiences and adjusting to them.

Appraisals of Events
People appraise, or assign a particular meaning, to their 
encounters, determining the extent to which they are threatening 
and controllable, attributing causes, and discerning their 
implications (Park, 2010). These appraised meanings, in turn, 
determine individuals’ reactions to those events. Highly traumatic 
events are commonly appraised as unpredictable, unfair, and 
uncontrollable and as having pervasive adverse implications 
for survivors and their futures (Brown et al., 2019). The meaning 
making model asserts that distress is not generated by the 
appraised meaning itself but rather by discrepancies between 
that appraised meaning and the individual’s global meaning 
system (Park, 2010; Park et  al., 2016). For example, a study 
of pregnant women who experienced the Queensland Flood 
found that appraising the consequences of the flood on themselves 
and their families predicted later depression and anxiety 
symptoms, but appraising the consequences as positive buffered 
the long-term effects of peritraumatic distress on anxiety levels 
in these new mothers 2 years later (Paquin et  al., 2021).

Appraised Violations of Global Meaning
After people appraise or assign meaning to an event, they 
determine the degree to which it is consistent or discrepant 
with their global meaning. Perceived discrepancies (e.g., with 
their sense that the world is understandable and fair or that 
the event is not what they wanted to have happened) produce 
distress (Steger et  al., 2015; Park et  al., 2016). A scale to assess 
this global meaning violation was developed recently, the Global 
Meaning Violations Scale (GMVS; Park et  al., 2016). A study 

of college students reporting on their most stressful event using 
the GMVS demonstrated that violations of global beliefs and 
violations of global goals were each independently related to 
distress. Similarly, a recent study of a national sample early 
in the COVID-19 pandemic showed that greater belief violations 
were associated with higher levels of anxiety and depression 
symptoms (Milman et  al., 2020).

Meaning Making
This violation-related distress is painful, motivating people to 
try to alleviate it. These efforts can involve meaning making, 
although people also engage in many other strategies to try 
to reduce their distress, including a variety of active and passive 
coping strategies (e.g., Park et  al., 2021). Meaning making 
aims to restore disrupted global meaning through approach-
oriented intrapsychic attempts to develop new and acceptable 
ways of understanding the situation that are more consistent 
with one’s global meaning or by changing one’s global meaning 
beliefs and goals. Following successful meaning making, people 
have a different view of the situation and have modified their 
beliefs and goals to regain consistency among them, an outcome 
termed meaning made (Park, 2017).

Severe trauma can disrupt a person’s global meaning (Janoff-
Bulman, 1989). Making meaning typically involves cognitive 
processing of appraised and global meanings to change or 
reframe them and make them more consistent (Fitzke et  al., 
2021; Huang et al., 2021). People can change situational appraisals 
to better integrate them into their global meaning system 
(assimilation), such as coming to see the event as less damaging 
or, perhaps, even positive in its consequences (Paquin et  al., 
2021; Park and Boals, 2021). For appraisals of events that are 
highly discrepant with global meaning, meaning making may 

Global Meaning: Beliefs (e.g., why bad things happen, 
chance, control), self-identity, goals, values

Situational Meaning

Random
events can 
happen that 

are
uncontrolla
ble and that 
damage me

Meaning Making
Reappraisals of the 
event (e.g., as less 

threatening,  
possible challenge 

with growth 
opportunities) 

Distress

Consistent 
with global 
meaning? 

No

Yes

No
Distress

Meaning Made
Changed meaning of the
situation as ultimately of 

value in promoting growth 
and identifying new 
meaningful goals to 

pursue

FIGURE 1 | Meaning making model as applied to a negative situation.
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require changing one’s global meaning to accommodate 
the trauma.

Positive reappraisal, looking for ways to view the situation 
in a more positive light, or focusing on identifying positive 
attributes of an event and reminding oneself of those benefits, 
are very common meaning-making strategies (Park, 2010). A 
longitudinal study of a national sample of Americans (the 
Midlife in the United States Series Study) found that attempting 
to making meaning of a highly stressful or traumatic life event 
through positive reappraisal was associated with subsequent 
higher levels of positive mood and lower levels of negative 
mood years later (Fitzke et  al., 2021). Other meaning making 
strategies include seeking more benign explanations for the 
situation and making downward comparisons with real or 
hypothetical others in relatively poorer straits (Gerber et  al., 
2018). Several studies of individuals dealing with the COVID-19 
pandemic have highlighted some of the different strategies 
people use in efforts at making meaning of the pandemic, 
including through positive reinterpretation (Park et  al., 2021), 
seeking out potential benefits or growth (Yang et  al., 2021), 
and accepting the reality of the situation (Umucu and Lee, 2020).

Meanings Made
Meaning making processes can be helpful by making new meanings, 
that is, changes in appraised or global meaning resulting from 
the cognitive processing involved in meaning making. Sometimes 
individuals change their understanding of the reason the event 
occurred, developing a more benign understanding; this new and 
more benign view is a key type of situational meaning made 
(e.g., Beierl et  al., 2020). People may also perceive that they have 
changed in positive ways as a result of the trauma, such as 
improved relationships or enhanced coping skills (e.g., Park and 
Boals, 2021). Global beliefs and goals can change as well. For 
example, a study of Norwegian adults who survived the Southeast 
Asian tsunami in 2004 found those who reported their beliefs 
about the world changed in a positive way experienced fewer 
posttraumatic stress disorder (PTSD) symptoms and better quality 
of life (Nygaard and Heir, 2012). Survivors may change the goals 
they pursue as well, letting go of goals that are no longer realistic 
and doubling down on more attainable goals (Haase et al., 2021).

Discrepancy Reduction Leads to Better 
Adjustment (Through Meanings Made)
People make meaning as a way to reduce discrepancies between 
situational and global meanings, and greater reductions in the 
size of discrepancies predicts better adjustment following trauma. 
For example, in a study of college students reporting on their 
most stressful or traumatic life event, reductions in global 
meaning violations over time was associated with concomitant 
reductions in PTSD symptoms (Park et  al., 2016). Similarly, 

in a study of military veterans, reductions in Self-Blame through 
cognitive processing therapy, which relies strongly on meaning-
making, were associated with reductions in PTSD symptoms 
(Holliday et  al., 2018). On the other hand, continued inability 
to integrate one’s appraisal of a traumatic event into global 
meaning often leads to continued rumination, intrusive thoughts, 
and depression (Zakarian et  al., 2019; Huang et  al., 2021).

To date, findings from research conducted in many different 
trauma and stress contexts supports linkages among 
components of the meaning-making model. However, few 
studies have fully examined the set of linkages outlined in 
the meaning making model. For example, few studies have 
assessed violations of beliefs and goals nor whether meaning 
making efforts following trauma help make meaning by 
reducing discrepancies between appraised situational and 
global meaning. To adequately study these linkages would 
require longitudinal studies assessing initial situational 
appraisals, violations and distress, meaning making efforts, 
meanings made, changes in violations and subsequent 
adjustment. Instead, most of the work on meaning making 
is cross-sectional and retrospective (e.g., Huang et al., 2021), 
with only a few multiple-time point studies examining these 
issues (e.g., Fitzke et  al., 2021). While this growing  
body of work suggests that discrepancy reductions  
mediate effects of meaning making and meanings made on 
adjustment, much remains to be  learned about meaning 
making and its relations to managing and overcoming  
trauma.

CONCLUSION

The meaning making model is a useful framework for 
integrating existing meaning-related theories and empirical 
findings (Park, 2010). To date, however, research has tested 
the model in piecemeal fashion, focusing on specific 
components or linkages, and findings are essentially supportive 
of the meaning making model. More inclusive longitudinal 
research focusing on relationships among various components 
as people engage in meaning making of and adjust to  
highly stressful situations will provide more rigorous  
tests of the model. Ultimately, the meaning making model 
will provide insight and clinical applications (Park et  al., 
2017) to promote better adjustment to highly stressful  
experiences.
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INTRODUCTION

The discovery that signals from the gut reaching the brain can have an impact on affect, emotion
and cognition including beliefs and decision-making has been met with considerable public
attention. As discussed here, widespread interest in a research field that touches one’s personal
health also raises expectations and beliefs that are not thoroughly backed by validated scientific
evidence. The term “gut feelings,” derived from a lay interpretation of the impact of gut signals
on mental activity, is a popular but scientifically ill-defined term that may even lead science astray
from its principles of investigation. In these interdependencies, the relation between gut signals
and “gut feelings” is a worthwhile theme for analysis in credition research. As outlined in the
overview of the Special Topic that this article is part of, credition research is an interdisciplinary
approach to understand the nature of beliefs and believing. Based on distinct neuronal processes
in the brain, credition refers to the integrative processing of information, its valuation in terms of
personal meaning and its impact on a person’s behavioral decisions (Seitz et al., 2018; Seitz, 2022).

BIDIRECTIONAL GUT-BRAIN COMMUNICATION

Psychosomatic medicine has gathered ample evidence that gastrointestinal function can be altered
by emotions and stress. For instance, 75 years ago Almy and Tulin (1947) published a study in which
they performed sigmoidoscopies in volunteer medical students. When during the examination they
told the students that they had discovered a carcinoma, they instantly observed strong muscle
contractions and an increase in blood flow in the rectum. Once they explained the hoax, the
uproar in the rectum subsided rapidly. Although this kind of study would no longer receive ethical
approval (Shea-Donohue et al., 2005), it shows that emotional stress can have an immediate impact
on the gut. Since then, many studies have confirmed (for reviews see Mayer, 2000; Taché et al.,
2001), in a more humane way, that acute physical and emotional stress can affect the digestive tract
in a regionally distinct manner, retarding gastric emptying (“being heavy on the stomach”) but
hastening colonic propulsion (“soiling one’s pants”). The changes in gut function accompanying
long-term stress, however, may substantially differ from those in acute settings (McEwen, 2007).
The communication from the brain to the gut, often referred to as “brain-gut axis,” is transmitted by
several pathways (Figure 1) including the efferent autonomic nervous system with its sympathetic
and parasympathetic divisions and neuroendocrine factors of the sympathetic-adrenal medulla and
hypothalamus-pituitary-adrenal cortex systems (Holzer et al., 2015).
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Communication between brain and gut is in fact a
bidirectional process that, besides efferent connections, also
involves afferent pathways that carry information from the
gastrointestinal tract to the central nervous system (CNS)
(Figure 1). Extrinsic sensory neurons of the vagal and spinal
nerves transmitting mechanical and chemical stimuli are one
component of this “gut-brain axis.” Endocrine chemicalmessages
carried by gut hormones released from enteroendocrine cells
in the gut mucosa, mediators (cytokines) of the gastrointestinal
immune system, metabolic factors related to nutrient absorption
and digestion, and messengers generated by the gut microbiota
(Figure 1) constitute other important components of the gut-
brain communication network. The enteric nervous system
intrinsic to the gut (Perez-Burgos et al., 2014), enteroendocrine
cells (Kaelberer et al., 2020) as well as immune and microbial
messengers also use, in part, extrinsic sensory neurons to signal
to the brain (Holzer et al., 2015).

This complex afferent communication system provides
the brain with integrated information on gut function. In
this task, the gut-brain axis contributes to interoception, a
process that enables the brain to “know” the internal state
of the body (Craig, 2002) and align its mental activity and
homeostatic body control (Chen et al., 2021). Functional
imaging studies have shown that information coming from
the gut reaches brain regions relevant to emotion, affect and
cognition. A good deal of what we now know about the
bidirectional information exchange between gut and brain has
been disclosed by research efforts to understand irritable bowel
syndrome (IBS). Characterized by recurrent abdominal pain
associated with alterations in bowel habits, IBS is frequently
comorbid with anxiety disorders and depression and now
widely considered a disorder of gut-brain-gut communication
(Black et al., 2020a; Mayer et al., 2022).

INTEROCEPTIVE GUT-BRAIN

COMMUNICATION: IMPACT ON MENTAL

PROCESSES

The complex gut-brain-gut communication network contributes
to interoception (Mayer, 2011; Holzer, 2017), a process that
integrates information from all internal organs to impact on
various domains of brain activity and behavior. In view of
the neuronal and endocrine messaging modes of the signaling
pathways it is obvious that interoceptive processes take place
both at the conscious and subconscious level (Chen et al., 2021).
Neuroanatomical and functional imaging studies have provided
a detailed mapping of the brain regions in which interoceptive
input is received, integrated and distributed to output relays.
Whether delivered through neuronal or endocrine pathways,
interoceptive information is first processed in subcortical
structures of the CNS such as the spinal cord, brainstem
and thalamus before it is passed on to higher brain regions
including the hypothalamus, insula, anterior cingulate cortex,
and somatosensory cortex (Critchley and Harrison, 2013; Wang
et al., 2019; Chen et al., 2021). In this way interoceptive signals
inform not only regulatory functions of the CNS to maintain

internal homeostasis, but also influence feelings (mood, affect,
emotion) and their valence as well as motivational and cognitive
processes related to preferences, beliefs and decision-making
(Figure 1) (Critchley and Harrison, 2013; Wang et al., 2019;
Chen et al., 2021). In an experimental setting it has been
shown that interoceptive signals from the gut carried by the
vagus nerve support memory function in the hippocampus
(Suarez et al., 2018).

Particular implications of gut-derived interoceptive signals
in mental activity can be deduced from its disturbance in IBS
which commonly is associated with visceral hyperalgesia as
well as hypersensitivity to emotional challenge. A shown by
functional imaging studies, painful rectal distension in healthy
controls activates brain regions associated with visceral sensation
and interoceptive processing (thalamus, anterior insula, anterior
midcingulate cortex), emotional arousal (perigenual anterior
cingulate gyrus) and attention and modulation of arousal
(inferior parietal, lateral and medial prefrontal cortex) (Tillisch
et al., 2011). In IBS patients, the activation of brain regions
associated with visceral sensation, interoceptive processing and
emotional arousal is significantly increased (Tillisch et al., 2011).
In addition, psychological stress in IBS patients enhances the
neuronal activation, which rectal distension induces in brain
regions such as the insula, midcingulate cortex and ventrolateral
prefrontal cortex, to a larger degree than in healthy controls
(Elsenbruch et al., 2010). Likewise, IBS patients respond to
contextual threat with increased neuronal activity within the
salience, attention, default mode and emotional arousal networks
within the CNS as compared with healthy controls, which
appears to reflect the propensity of IBS subjects to overestimate
the likelihood and severity of future abdominal pain (Hong et al.,
2016). Furthermore, the hypersensitivity to rectal distension
in IBS is related to changes in functional connectivity within
resting-state networks associated with interoception, salience and
sensory processing, changes that appear to be relevant to the
hypervigilance and intestinal hyperalgesia seen in IBS patients
(Icenhour et al., 2017). Meta-analyses have shown that patients
with IBS present with significantly higher levels of anxiety and
depression than healthy controls (Fond et al., 2014). Accordingly,
cognitive behavioral therapy and gut-directed hypnotherapy have
proved beneficial in a part of IBS patients (Peter et al., 2018;
Black et al., 2020b), attesting to gut-brain-gut communication as
a viable treatment target.

Background anxiety can strongly influence attitudes, beliefs
and decisions, which is most evident in psychiatric disorders
associated with generalized emotional disturbances. Decision-
making depends on the computation of the value of available
options, which in turn are a function of the environment and the
internal state of the individual (Paulus and Yu, 2012). Engelmann
et al. (2015) have shown that incidental anxiety disrupts the
neural valuation of risky decision-making and shifts the valuation
focus from possible positive consequences to anticipated negative
consequences, a process in which the activity of the anterior
insula plays a particular role. Transient anxiety states normally
carry adaptive value since they may increase vigilance and
attention to possible negative outcomes (Engelmann et al., 2015).
This functional anxiety, however, can turn into a maladaptive
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FIGURE 1 | Schematic illustration of the bidirectional exchange of information between the gut and brain and the interoceptive processing of this information in the

brain. Several messenger systems including extrinsic afferent neurons, immune mediators, gut hormones, metabolic factors and microbial metabolites carry

information from the gut to the brain. They elicit conscious sensations (e.g., hunger, satiety, urgency, nausea, and pain) and influence processes relevant to affect,

emotion and cognition. Regulatory outputs from the brain to the gut include emotion- and stress-related changes in motility, secretion, blood flow and digestion.

state if anxious behavior is permanently adopted and becomes
detached from the environment (Grupe and Nitschke, 2013).
Affect can likewise have an adverse influence on decision-making
(Paulus and Yu, 2012; Lerner et al., 2015). For instance, aversive
affect appears to be a key source for irrational decision-making,
especially with respect to trust in the context of social behavior
(Engelmann et al., 2019).

INTEROCEPTIVE GUT SIGNALS AND “GUT

FEELINGS”: SCIENCE VERSUS BELIEF

The term “gut feelings” is a popular expression used in everyday
language and refers to instinctive feelings, intuition, beliefs
and decisions without rational underpinnings (Holzer, 2017).
In this context, “gut feelings” are related to positive outcomes
as exemplified by notions such as “gut feelings are guardian
angels.” The view that feelings originate in the gut may have
also been fostered by the labeling of the enteric nervous system
as “little brain” or “second brain” (Gershon, 1998). However,
feelings and other mental capacities cannot be attributed to
this nervous system in the gut, which is indispensable for the
neural regulation of digestion (Holzer et al., 2001). Feelings
or emotions do not originate in the gut but are generated in
the brain, and the term “gut feelings” is a scientifically ill-
defined and misleading expression. The impact of gut-derived

interoceptive signals and sensations on mental health can be
either positive or negative, the latter being aptly exemplified by
the neuropsychiatric disturbances in IBS. There is no scientific
evidence based on validated data that “gut feelings” have
the power to direct judgements and decisions such that they
have primarily a beneficial or happy payoff. To the contrary,
instantaneous gut sensations known in neurogastroenterology,
such as abdominal pain, flatulence, diarrhea-related urgency and
nausea, are rather distressful. Notwithstanding these opposing
views, the bidirectional communication network between gut
and brain and the process of gastrointestinal interoception
provide a neurobiological frame to explain emotions, beliefs,
judgements and decisions under the influence of signals from the
gut (Mayer et al., 2022).

The term “gut feeling” has also entered the scientific literature,
which was fuelled not only by the elucidation of the gut-brain
communication network but also driven by the entry of the
gut microbiota as a factor of the gut-brain axis. Research in
experimental models has provided a wealth of information on
how the vast microbial community in the gut can participate
in gut-brain signaling and interact with the neuronal, immune,
endocrine and metabolic messengers of the gut-brain axis (Cryan
et al., 2019; Farzi et al., 2019; Gershon and Margolis, 2021;
Hassan et al., 2022). However, evidence for a direct impact of the
gut microbiota on emotional-affective and cognitive behavior in
humans lags behind, and microbiota-directed interventions with
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proven efficacy in the management of neuropsychiatric disease
are not yet available (Dinan and Cryan, 2019; Federici et al., 2020;
Simpson et al., 2020; Le Morvan de Sequeira et al., 2022). While
changes in the composition and diversity of the gut microbiome
are associated with many neurological and psychiatric disorders
(Simpson et al., 2021), causal relationships between particular
aberrations of the gut microbiome and particular disorders of
the human brain remain to be delineated. Despite the insufficient
evidence, the hype in microbiome research is also mirrored in
the popular press, the vast majority of articles (>90%) reporting
health benefits associated with the gut microbiome without
mentioning the limitations of such claims (Marcon et al., 2021).
“Hope or hype” has become a common phrase in biomedical
research areas in which a research boost raises expectations and
beliefs in health benefits that await to be fulfilled.

Research hypes also carry the risk of deviating to questionable
conceptions. One example relates to the purported mediator
of the microbiome-gut-brain axis, 5-hydroxytryptamine (5-HT,
serotonin), which both in the scientific and lay press is sometimes
said to be an interface between gut microbiota and brain and
to act as a “feel-good hormone”. 5-HT synthesized in distinct
brain neurons can in fact sustain goodmood, and drugs (selective
serotonin reuptake inhibitors) targeting the cerebral 5-HT system
are efficacious in depression and certain anxiety disorders.
However, more than 90% of the body’s 5-HT is produced in
the gut, primarily in enterochromaffin cells, but also in enteric
neurons. Although the gut microbiota can indirectly modify
the synthesis of 5-HT in gut and brain through regulating the
availability of its precursor L-tryptophan (Gheorghe et al., 2019;
Legan et al., 2022), intestinal 5-HT is unlikely to contribute to
the “feel-good” action of cerebral 5-HT because it does not pass
the blood-brain barrier. To the contrary, an excess of 5-HT in
the gut can elicit nausea and emesis associated with chemo- and
radiotherapy, facilitate intestinal inflammation, mediate diarrhea
associated with bacterial infection, and contribute to IBS-related
pain (Gershon, 2013; Legan et al., 2022).

CONCLUSION

The gut-brain-gut communication network is part of the
interoceptive circuits which enable the brain to sense and
interpret the physiological condition in the body and regulate

its autonomic and mental activity accordingly. While this
relationship has become an important research area in
neuroscience, it also provides an example where solid science is
at risk going uncritical and fostering unproven conceptions and
expectations. It is here that credition research can find fruitful
ground to analyze the working of science at the interface of “hype
or hope” and to understand how interoceptive signals from
the gut impact on mental activity to influence affect, emotion,
beliefs, predictions and decisions. In its interdisciplinary
approach, credition research is relevant to many areas in which
belief processes shape religious, social, societal, economic, legal
as well as scientific and medical conceptions and expectations.
In analyzing these relationships, credition research bears
considerable responsibility to unveil the misinterpretation of
scientific data and the neglect of their validity status, which
champion unproven notions and predictions. The placebo and
nocebo effects represent a particular outcome of belief processes
in which a complex set of input information convinces the patient
that a certain choice of treatment is better or worse than the other
although scientific evidence indicates that they are equivalent in
their action. Importantly, placebo and nocebo effects are real,
and they work either way, influencing brain activity as indicated
by functional imaging studies and altering organ function in the
periphery (Meissner, 2014; Bingel et al., 2022).
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INTRODUCTION

The literature on cognitive biases is vastly expanding. The contribution of cognitive biases to
the formation of beliefs and the process of believing (cf. Seitz et al., 2016; Angel, 2017;) is well
documented. Well-documented examples are the confirmation bias (Mahoney, 1977), and the self-
serving bias (Campbell and Sedikides, 1999). Most of the literature focuses on testing the existence
and salience of various cognitive biases. Fewer authors focus on the causes of cognitive biases. This
paper compares two mutually conflicting accounts of how cognitive biases arise. A first argues that
(most) cognitive biases are part of the general human cognitive makeup, which is innate or emerges
as humans mature. A second argues that cognitive biases are acquired throughout a human’s
lifespan and development. Below, I present examples of both accounts and reasons favoring each
of both accounts.

A large number of definitions of “cognitive bias”1have been proposed. Some regard cognitive
biases as epistemic; for example, as a “systematic pattern of deviation from norm or rationality
in judgment” (Hasselton et al., 2005) or a “top-down, subjective directed perception” (Kahneman
and Tversky, 1972). Others regard cognitive biases as forms of automatic cognition; for example
as “automatic information processing.” (Shiffrin and Schneider, 1977) or “Information processing
without attention” (Payne and Gawronski, 2010). The definition used throughout this paper
considers cognitive biases as skewed perceptions or skewed belief-formation. Because of cognitive
biases, humans have a tendency for cognition to go in a particular direction, thereby giving rise to
recurring patterns.

On most accounts of bias, humans usually remain unaware of their operations. While humans
can be made aware through introspection or external information, most humans have a hard time
explaining why their cognition is skewed in a particular direction.

In the next two sections I summarize two prominent accounts of how humans end up with
cognitive biases. Caution should be made that the lines between both accounts are not clear-
cut. Defenders of a phylogenistic account of cognitive bias usually agree that at least some biases
are acquired throughout one’s lifespan. The same holds for defenders of an ontogenistic account,
although they allow for rather few innate cognitive biases. The difference is thus primarily one of
focus, arguing that most or the most salient cognitive biases should be explained phylogenistically
or ontogenistically.

BIAS IN PHILOGENESIS

A first account of the causes of cognitive biases argues that most cognitive biases result from the
way the humanmind is structured species-wide. Because of the way humanminds and brains are, a
number of biases arise. Some of these are innate, other gradually manifest as human brainsmature2.

1As the term designates, I will not take various biases for action into account in this paper.
2Some argue that phylogenetic enlargement of the brain could be related to the evolution of human beliefs (Seitz and Angel,
2020). The argument applies to the evolution of cognitive biases on a phylogenetic account as well.
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On this account, cognitive biases are ultimately encoded
in the genome, which ultimately traces back to various
evolutionary pressures.

While (some) biases require being triggered by sensory
input on phylogenetic accounts, the response to that input is
“preprogrammed” or predetermined by the human cognitive
make-up. Sensory input is thus not the main determinant of why
the bias originated.

One example of a bias that is commonly explained in this way
is the bias to find food, heat and shelter (see Friston et al., 2012).
Because most organisms require these very shortly after birth, the
bias needs to be hard-wired or innate.

This line of reasoning has been applied to explain a cognitive
bias for the detection of agents. Various authors have noted
that humans are prone to see agency in natural or material
phenomena. A famous example is the Heider-Simmel simulation
(Heider and Simmel, 1944). The tendency to see agency even
when such agency is absent under closer inspection would lie at
the roots of animism or even religious beliefs according to some
(e.g., Barrett, 2004).

Stewart Guthrie argues that our proneness to promiscuously
perceive agency has its roots in evolutionary pressures. He argues
that it was evolutionary beneficial for our distant ancestors to be
highly sensitive for agency. Hypersensitivity compares favorably
to lower sensitivity because low sensitivity increases the risk of
missing one predator or rival human. Given the high threat, odds
of doing so had better be diminished. Hypersensitivity diminishes
the risk of missing predators or rivals greatly and only has minor
costs (i.e., loss of time and energy) by comparison. For this
reason, natural selection selected for a proneness to see agency
on very limited evidence (Guthrie, 1993).

Guthrie does not discuss how evolutionary pressures led to a
change in the human genome, which in turn leads to a cognitive
bias. It is clear, however, that on Guthrie’s account a bias for
agency detection is not acquired throughout one’s lifespan but
part and parcel of the kind of mind or brain humans are endowed
with. His account is therefore a clear example of a phylogenistic
account of a cognitive bias.

BIAS IN ONTOGENESIS

Phylogenistic accounts of cognitive biases are arguably dominant
in evolutionary psychology. Authors in cognitive neuroscience
in particular tend to favor a different account where (most)
cognitive biases are not hard-wired in the human brain but
acquired because of the way the human mind engages with its
environment. On such an ontogenetic account, humans are not
born with the bias, not even in potentia.

Uncontroversial acquired biases are cultural biases like
different responses to smiles or different levels of trust in various
cultures (cf. Guiso et al., 2009). Skinner et al. (2020) argue that
in-group biases are likely acquired by exposure to positive or
negative responses to novel adults from out-groups. These biases
are not ingrained within innate cognitive structures or the result
of normal development thereof. Instead, they crucially depend on
exposure to specific (sensory) input.

Ontogenetic accounts of the agency bias have been defended.
Marc Andersen argues that the bias does not result from our
evolved nature but depends on preexisting beliefs or priors that
makes the presence of invisible agents more likely. Especially
religious beliefs that invisible spirits or gods exist would raise the
expectation of experiencing such beings in subjects. As a result,
subjects with those beliefs would display a higher proneness to
(over) detect agency (Andersen, 2017)3.

Acquired biases need not be culturally specific. Some biases
that recur cross-culturally can be the result of interactions
with a similar environment by subjects with similar cognitive
functions. Elsewhere I argued that a bias for agency (over)
detection could result from common human processing of agents
(Szocik and Van Eyghen, 2021). Given that human brains have
limited computing power, brains have a hard time of keeping
track of all features that indicate agency. Therefore, it is more
efficient to focus on one or a few clear indicators of agency,
like self-propelled movement and/or complex patterns. While
such a simplification4 allows human brains to quickly and
efficiently detect agents, the flipside is increased proneness for
misidentification. As Guthrie and other note, inanimate things
occasionally appear to engage in self-propelledmotion, like leaves
rustling in the wind or branches falling from trees. A brain
that focuses on self-propelled motion as an indicator of agency
will therefore be biased to connect such movement to agency.
Multiple cultural environments could give rise to the same
simplification and therefore the bias could arise cross-culturally.

ONTOGENY OR PHYLOGENY?

Few, if any, authors are exclusivists with regard to a phylogenetic
or ontogenetic genesis of biases. As noted, evolutionary
psychologists lean toward accepting that more biases have a
phylogenetic origin. Cognitive neuroscientists tend to accept a
very limited number of biases of phylogenetic origin. As a result,
there are conflicting accounts of a number of biases like the
agency bias.

The existence of conflicting accounts suggests that both are
underdetermined by the empirical data. On both accounts,
biases have a similar phenomenology with recurring patterns in
cognition that are hard to override. Nonetheless, both accounts
predict some different empirical observations concerning biases.
On an ontogenetic account, we would expect more variation
depending on the (cultural) environment. An ontogenetic
account also predicts more individual variation within groups.

Another observable difference is that phylogenetic biases are
harder to override. Phylogenetic biases are regarded as a default
state of the human cognitive system. While subjects can override
this default state (for example, through rational deliberation
or cognitive aides), the default state never disappears. When

3Andersen’s account fits in a broader cognitive framework where the human
mind is regarded as a self-organizing entity that builds an internal model of
the world. The internal model holds statistical information on the likelyhood
of encountering certain entities. The information can be updated when humans
encounter mismatches between the inner model and sensory input (Friston, 2010).
4The simplification resembles feature reduction in statistical modeling in machine
learning.
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overriding factors lose their force, the default state will resurface.
For example, some have argued that a bias to think of things
teleologically or for a purpose resurfaces when subjects are put
under time pressure (Kelemen et al., 2013) or forget about
overriding information (Lombrozo et al., 2007). Phylogenetic
biases thus repeatedly intrude or re-intrude on cognition. Given
that ontogenetic biases are more malleable and display more
variation, we would expect less intrusions of this kind if the bias
were acquired5.

Other evidence favoring a phylogenetic account would be
evidence that a bias is present in very young children. Young
children had little or almost no exposure to the sensory data
needed for biases to take hold on an ontogenetic account.
Therefore, evidence of a bias at a very young age is better
explained as the result of the innate structures of their
minds. A caveat must be made that sensory input already
makes a substantial impact on children’s minds from a very
young age.

Contrary to what some suggest, evidence for a bias in
non-human animals (e.g., Blanchard et al., 2014) does not
necessarily favor a phylogenetic account. Like humans,
some animals have learning-capacities that enable them
to acquire biases through repeated exposure to similar
sensory stimuli.

In the absence of evidence favoring either a phylogenetic or
ontogenetic account, theoretical virtues can play a decisive role.
An ontogenetic account is usually more parsimonious because it
need not postulate anything beyond the plasticity of the human

5Ontogenetic biases could, however, also intrude on cognition if the biases get
firmly entrenched. For a discussion, see: Szocik and Van Eyghen (2021).

mind. An ontogenetic account also has more predictive power
given that acquisitions of biases are easier to track than innate
cognitive structures or evolutionary pressures.

CONCLUSION

I have surveyed two rivaling accounts of human cognitive bias.
One puts its origins in the development of the human species and
claims that the bias is part and parcel of natural human cognitive
operations. The second states that the bias was acquired at some
point in a human’s development through specific sensory input
and processing thereof. While I discussed a number of empirical
traits that can help distinguish phylogenetic from ontogenetic
biases, I argued that such evidence is often hard to come by. In
the absence of such evidence, parsimony and predictive power
generally favor an ontogenetic account.
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Introduction

A medical treatment is regarded efficacious if it induces a larger improvement than

an inert placebo treatment. The efficacy of the active treatment is usually tested in

randomized placebo-controlled trials, which are expensive but necessary because also

placebo treatments are associated with large improvements. This improvement is due in

part to the occurrence of a “placebo effect.”

The placebo effect is a genuine phenomenon that has been intensively researched in

recent decades. A placebo treatment is by definition an inert treatment without specific

ingredients, for example, a pill without pharmacologic ingredients. The placebo effect

is best conceptualized as the effect of the informational context in which a (placebo

or active) treatment is embedded and which consists of internal and external cues (1).

External cues comprise, for example, the care provider’s verbal suggestions about the

effects of a treatment (e.g., “this drug is a powerful painkiller”) as well as associated

non-verbal cues conveyed through body language and facial expression. External cues

include also the characteristics of a particular treatment, such as its invasiveness, price,

color, and the medical setting in which it is applied (2). Internal cues that play a role in

the formation of placebo effects comprise pre-existing expectancies, previous experience

and the affective state of a patient. Internal and external cues interact with each other, and

the resulting informational context can be considered the “active ingredient” of placebo

interventions (1).

Typically, the informational treatment context translates into specific treatment

expectations. Positive treatment expectations are thought to trigger placebo effects, that

is, beneficial effects on health-related outcomes. When negative treatment expectations

arise, so-called “nocebo effects” can occur, resulting, for example, in the occurrence

or aggravation of symptoms. Treatment expectations are also able to modulate the

effects of active treatments (3, 4). Negative treatment expectations are typically elicited

by information about the risks of a treatment, communicated through healthcare

professionals, medication leaflets, mass media, social media, and other patients (5).

Nocebo effects have often been studied by analyzing the adverse events in the placebo

arms in clinical trials. For example, a recent meta-analysis on the side effects of COVID-

19 vaccination found that 76% of the systemic side effects after the first dose of vaccine,

such as headache and fatigue, were also seen in the placebo groups, suggesting that the

majority of systemic side effects were due to nocebo effects (6).
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Placebo and nocebo effects can affect almost any

medical symptom, including but not limited to pain, itch,

nausea, depression, and motor symptoms (7). Notably, also

physiological parameters, such as autonomic activity (8, 9) and

plasma proteins (10) have been shown to be affected by placebo

interventions. Furthermore, placebo effects can be surprisingly

system specific: According to the content of the accompanying

verbal suggestion, placebo interventions specifically affected

gastric activity but not cardiovascular activity (11), and blood

pressure but not gastric activity (12).

Neurobiological mechanisms

The neurobiological mechanisms underlying placebo effects

differ depending on the conditions and paradigms used to

induce placebo effects. According to their diversity, different

neurochemical systems are known to be involved, including the

opioid, dopamine, cholecystokinin, and oxytocin systems (1).

For example, the opioid antagonist naloxone partially blocks

placebo analgesia, whereas the cholecystokinin-antagonist

proglumide inhibits the nocebo hyperalgesia, suggesting the

involvement of opioidergic and cholecystokininergic pathways

(13, 14). A recent meta-analysis of individual patient data from

fMRI studies focusing on pain provided strong evidence for

placebo-associated reductions of pain-related activity in areas

linked to nociception and pain, such as the insular and thalamic

regions. These changes, in turn, correlated with themagnitude of

behavioral pain reduction (15). Effect sizes, however, were small,

suggesting that further mechanisms underly placebo effects in

pain. The meta-analysis also revealed increased activity in front-

oparietal brain regions during placebo analgesia, particularly in

the dorsolateral prefrontal cortex (DLPFC). This activation is

thought to mirror the construction of top-down representations

of context, including expectations and beliefs (15). The pivotal

role of the DLPFC for placebo effects is nicely illustrated by an

experimental study showing that the disruption of the DLPFC by

repetitive transcranial magnetic stimulation completely blocked

the placebo analgesic effect (16). In addition, the meta-analysis

of placebo brain imaging studies showed a reduction of activity

in brain areas related to negative affect (15). Accordingly,

experimental evidence suggests that placebo effects on pain are

partly mediated by reduced negative affect (17, 18), possibly

induced by cognitive re-appraisal strategies (15). A further

brain region frequently activated during placebo hypoanalgesia

is the ventromedial prefrontal cortex (vmPFC), an area with

a prominent role in decision making, valuation, and choice

(1). VmPFC activation during placebo analgesia may reflect

the occurrence of a decision bias evoked by the brain in an

ambiguous situation. When positive treatment expectations, for

example, let expect less pain while the nociceptive stimulus

actually remains the same, a prediction error occurs. The brain

may resolve this prediction error by a placebo hypoalgesic

effect (19).

The majority of placebo effects are likely to be due

to emotional re-appraisal strategies and cognitive-evaluative

processes. Only very strong placebo interventions, such as

induced by classical conditioning or powerful manipulations

of belief, may affect early sensory processes in a significant

manner (1).

Social neuropeptides and placebo
e�ects

Allo-grooming in animals signals intense social

relationships, and it has been postulated to constitute

an important evolutionary trace of the placebo effect in

humans (20–22). Indeed, empathetic behavior can enhance

placebo effects. In a randomized controlled clinical trial on

irritable bowel syndrome, for example, sham acupuncture

was administered by a healthcare provider who was either

instructed not to talk to the patients, or to interact with

patients in an empathetic manner. Addition of empathy further

enhanced the magnitude of the placebo effect induced by

sham acupuncture (23). Furthermore, there is experimental

evidence that neuropeptides released during social interactions,

including oxytocin and vasopressin, can modulate placebo

hypoalgesia (24, 25). For example, Colloca et al. (25) performed

a randomized, placebo-controlled trial, in which nasal

vasopressin agonists were administered to healthy volunteers

before placebo analgesia was induced. The results showed that

vasopressin remarkably enhanced the analgesic effect of the

placebo intervention in women. By using plasma proteomics,

we recently provided first evidence that the neuropeptides

neurexin 1 (NRXN1), contactin-associated protein-like 4

(CNTNAP4), and reelin (RELN) play a role for the placebo

effect in nausea (10). The cell adhesion molecules NRXN1 and

CNTNAP4 are involved in mirror neuron activity and empathic

behavior and have been linked to grooming behavior, and

RELN is known to functionally interact with oxytocin. These

preliminary results of an unbiased methodological approach

(i.e., without a priori hypotheses) are promising, as they

confirm previous findings that trust and a good doctor-patient

relationship can improve medical outcomes and that such

effects have a biological basis.

Open-label placebos

One of the most spectacular results of recent placebo

research was the discovery that the open-label administration

of placebos, where the patient is truthfully informed that the

pill contains no pharmacological substance, produces a placebo

effect. Since the first pilot study in patients with irritable bowel
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syndrome (26), numerous trials have confirmed that open-label

placebos can positively affect a variety of medical conditions,

including but not limited to chronic low back pain, chronic knee

pain, episodic migraine, allergic rhinitis, depression, attention

deficit hyperactivity disorder, and cancer-related fatigue (27–

32). There is even evidence that the beneficial effects of open-

label placebos can last for several years (33).

The mechanisms underlying the effects of open-label

placebos are largely unknown. A qualitative study in patients

receiving open-label placebo within a clinical trial suggested

that hope, rather than expectation, may play a role (19).

While expectations refer to a relatively high (assumed)

likelihood of the desired outcome and represent a rather

cognitive construct, hope can also be present when the

likelihood is very low and has often been conceptualized as an

emotional state (34). Hope can drive patients to seek treatment

even from a counterintuitive intervention such as open-label

placebos (19).

Kaptchuk et al. (19) suggested that prediction error

processing could explain the hypoalgesic effects of both

deceptive and open-label placebos: In the case of deceptive

placebo administration, positive expectations primarily lower

the level of predicted pain, resulting in a prediction error

which is resolved by the brain through a perceived hypoalgesic

effect. In the case of OLP treatment, the placebo effect could

be primarily due to reduced precision of the predicted pain

signal, i.e., increased uncertainty resulting from the paradox

information of receiving “substances that have no active

ingredients.” According to Bayesian brain models, the lowered

precision of the “prior” (i.e., predicted pain) also leads to

a prediction error, which in turn is resolved by a perceived

hypoalgesic effect (19). Previous research on open-label placebos

thus suggests that placebo effects can be elicited also in the

absence of expectations, for example, when the patient is in an

affective state of hope and increased uncertainty. Bayesian brain

models provide a comprehensive model to explain both types of

placebo effects.

The temporal dynamics of placebo
e�ects

The multitude of mechanisms involved in placebo effects

shows that this neurobiological phenomenon is complex

and multifaceted. The temporal dynamics of placebo effects,

however, have rarely been studied. Several authors suggested

that perceived active treatment assignment may increase

expectations, and thus placebo effects over time (35–37). In

a randomized controlled trial in depression, for example,

perceived treatment assignment affected symptom improvement

only in the second half of the trial (37). “Active” placebo

interventions that deliver non-specific sensory stimuli may be

particularly useful in initiating such reinforcement processes.

For example, adding electrotactile stimulation to a sham

electrical nerve stimulation intervention for nausea significantly

increased study participants’ belief that they had received the

“active” intervention. Although the magnitude of the placebo

effect at the first placebo administration did not differ between

the two placebo conditions, the difference in perceived treatment

assignment could well lead to higher treatment expectations

and thus placebo effects at subsequent placebo administrations

(36). The long-lasting improvements in chronic low back pain

observed during the 5-year follow-up of an open-label placebo

study (33) furthermore suggests that placebo interventions can

trigger strong and salient changes in patients’ belief systems

that may have long-term health effects. Altered cognitions,

emotions and re-appraisal strategies, as well as changes in health

behavior, may mediate such long-lasting placebo effects. Finally,

also nocebo effects are most likely subject to changes over

time, although empirical evidence in this area is limited due to

ethical constraints.

Placebo e�ects and the process of
believing

As outlined above, placebo research indicates that treatment

expectations and related beliefs are not stable but are subject

to change. Recently, a new area of research has emerged that

aims to better understand beliefs as a function of “credition,”

that is, the “process of believing” (derived from the Latin

verb “credere” - “to believe”) (38). The process of believing is

conceptualized as a basic brain function with neurophysiological

underpinnings (39) that links past experience with predictions

about the future and enables individuals to make sense of signals

in the environment and ascribe personal meaning to them

(38). Beliefs are the neural representations that result from the

ongoing process of believing and can be reinforced and updated

through learning processes. The model of credition thus shares

many similarities with recent concepts in placebo research and

offers a promising approach to better understand the dynamic

formation of treatment-related beliefs and expectations as well

as their clinical effects.

Concluding remarks

Placebo effects are not unique responses, but comprise

a variety of mechanisms that differ between conditions and

research paradigms. They rely on the brain’s ability to

actively integrate contextual information with prior experiences,

conceptual knowledge, beliefs, and emotions, resulting in brain

responses that promote health and well-being (1). There is

considerable overlap with emerging concepts such as predictive

coding and the process of believing. Integrating these concepts

into placebo research could provide a better understanding of
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the fluid nature of beliefs and expectations and their role in

maintaining health and combating disease.
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INTRODUCTION

Beliefs are convictions about what we accept as true. They provide the fundamental framework
that we use to understand and engage meaningfully with the world. They also serve important
social functions, such as in identity, relationships, and group coordination. Despite their personal
and social significance, beliefs as psychological constructs have been largely neglected in empirical
studies until recently. In previous work, we noted how studying delusion—defined as a pathological
form of belief—provide a unique window to better understanding belief. Drawing on this approach
and other psychological disciplines, we proposed a number of core functions and properties of
belief. We also outlined a provisional five-stage cognitive model of belief formation. This paper
provides an overview and discusses the implications of this account for psychology and cognitive
neuroscience. In particular, we suggest that the five-stage model offers a tentative conceptual
structure that could help foster future interdisciplinary research and render beliefs more tractable
for scientific study.

STUDYING BELIEF

The notion of belief is frequently invoked and indeed assumed in everyday life and across all
academic and clinical disciplines. Clarifying the construct is critical, in particular, for cognitive
psychology given its responsibility to characterize the mental processes underpinning how we,
as self-embodied individuals, understand and engage with others and our physical environment
(Connors and Halligan, 2015). Despite this, empirical research and theoretical discussions
within psychology remain limited. This has likely been driven by difficulties operationalizing
this ubiquitous and nebulous term. Philosophical debates about the nature of belief continue
(Schwitzgebel, 2010); folk conceptions vary (Pechey and Halligan, 2012b); and cognitive accounts
have not been available until recently. Such issues, however, can be overcome. Philosophical debates
and folk conceptions need not preclude empirical study (Bell et al., 2006) and recent theoretical
developments offer greater clarity around research directions (Connors and Halligan, 2020).

A related challenge for research has been the inherent complexity of belief. Beliefs exist within
broader networks of related beliefs (Quine and Ullian, 1970), making discrete beliefs difficult
to study in isolation. Beliefs also interact with many lower-level cognitive processes, such as
attention, perception, and memory. Given such close inter-relationships with automatic cognitive
processes, Fodor (1983) argued that belief could not be decomposed into discrete independent
subcomponents (modules) or localized neuroanatomically, limiting the viability of scientific study.
These pessimistic accounts have been challenged over recent decades. While some suggest that it is
premature to accept that belief is non-modular (Coltheart, 2017), others note that, even if this turns
out to be the case, it need not follow that scientific study is impossible (Murphy, 2019). Scientific
methods have been effectively applied to many complex systems and other forms of higher-order
cognition, suggesting that analogous methods could be developed for the unique subject matter
(Connors and Halligan, 2020).
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One method that offers promise when addressing these
practical challenges is the study of delusions. Delusions offer
salient examples of pathological belief and often reflect relatively
circumscribed dysfunction within an individual’s cognitive
system. By careful study, one can identify specific contributory
factors and their impact. Such study, in turn, can offer insights
into the cognitive processes involved in other delusions and belief
formation more generally (Connors and Halligan, 2015, 2017,
2020). This approach is known as cognitive neuropsychiatry—
a discipline that seeks to explain neuropsychiatric symptoms in
terms of disruptions or damage to normal cognitive processes
(Halligan and David, 2001).

The approach can be briefly illustrated when applied to the
Capgras delusion—a false belief that a familiar person has been
replaced by an impostor. Research has found that multiple
patients with this delusions have a deficit in their autonomic
response to familiar faces (Ellis et al., 1997). This deficit
could plausibly lead to an unexpected sense of unfamiliarity
around others and hence a conclusion that a familiar person
is an impostor (Ellis and Young, 1990). Similar accounts can
be offered for the content of other delusions, reflecting the
more general point that delusions may arise from an attempt
to explain unusual sensory data. Some patients, however,
experience anomalous data without developing a delusion. This
suggests the need for another factor—such as a deficit in belief
evaluation (Coltheart et al., 2011)—to explain why some patients
accept the delusion and others do not. Whilst aspects of this
account remain subject to discussion, the example highlights the
broader potential to examine cognitive processes contributing to
delusional belief.

A FIVE-STAGE ACCOUNT

Based on evidence from delusions and other psychological
disciplines, we previously identified several core functions of
beliefs. These include providing a consistent representation
of our social and physical world; offering an explanatory
framework; coordinating lower-level cognitive processes; and
facilitating social functions, such as identity, relationships, and
group coordination (Connors and Halligan, 2015). We also
identified a range of dimensions of belief, such as their origins,
conviction, stability, conscious awareness, and impact.

Against this background, we outlined a tentative five-stage
cognitive model of belief formation (Connors andHalligan, 2015,
2017, 2020). This noted that beliefs are likely to arise in response
to a precursor, a distal trigger for the belief ’s content (Figure 1).
Between the precursor and the belief, at least two intermediate
stages are needed: firstly, ascribing meaning to the precursor and,
secondly, evaluating the proposed meaning in terms of whether
it meets criteria for belief. After a belief is formed, a fifth stage
is the effect the belief then has on subjective experience and
other cognitive processes, including other beliefs. This overall
account is not committed to modularity and individual stages are
likely underpinned by a wide range of automatic and unconscious
cognitive processes (Oakley andHalligan, 2017). It is nevertheless
possible to characterize these broad stages in more detail.

FIGURE 1 | Five stages of belief formation.

The first stage is a precursor that operates as a distal trigger for
a belief ’s content. This could involve sensory input, particularly
if unexpected or otherwise salient. It could, however, also take
other forms, such as communication from trusted others. Indeed,
many beliefs, including pathological forms, appear to arise from
accepting social communicated ideas, rather than direct sensory
experience (Sperber, 2009). A further form of precursor may
be introspection on memories, imagery, or pre-existing beliefs,
which can likewise occur without immediate sensory input.
For delusions, source monitoring errors—failures to identify
the origins of internally-generated thoughts, memories, and
actions—may provide an important source of content (Johnson,
1988; Griffin and Fletcher, 2017).

The second stage is a search for meaning to interpret and
explain the precursor. This draws heavily upon pre-existing
beliefs and other relevant contextual information. As such, the
resulting proto-beliefs can be highly personal and idiosyncratic.
Interpretation is likely, in particular, to seek to preserve pre-
existing beliefs for internal consistency and avoid dissonance.
Interpretation is also likely to reflect particular attributional
styles (habitual tendencies to explain events in certain ways);
heuristics to reduce cognitive effort; emotion and mood; and
social motivations (e.g., preserving a positive sense of self
and maintaining relationships and group ties). Such processes
shape the content of beliefs beyond what is specified by the
precursor itself.

The third stage involves evaluating the proto-beliefs. This is
likely based on at least two key criteria, namely observational
adequacy (the degree to which the belief explains the precursor)
and doxastic conservatism (consistency with pre-existing beliefs;
Stone and Young, 1997; Mckay, 2012). The latter tendency is
particularly important for maintaining internal consistency, so
conflicting accounts are likely subjected to intense scrutiny.
For delusions, disruptions in belief evaluation may give rise
to implausible content by allowing hypotheses to be accepted
without adequate examination. Such disruptions, however, are
not necessary for all delusions. Supportive pre-existing beliefs
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and/or cognitive biases within the subject’s own community
could also allow many unusual beliefs to be accepted.
Indeed, once delusions are formed, belief evaluation may
serve to reject alternative, non-delusional accounts to maintain
internal consistency.

The fourth stage is activation of the new belief. This will
usually need to be co-located within a network of inter-
related beliefs to be maintained. As already noted, beliefs
vary in specific properties and multiple factors are likely to
influence each of these. Of particular significance are a belief ’s
conviction and influence on action. These features are likely
to depend on similar criteria as those in belief evaluation,
namely the belief ’s adequacy at predicting ongoing experience
and congruence with other pre-existing beliefs. Both criteria,
as well as a belief ’s salience, can vary to some degree across
time and context, so it is possible that a belief ’s conviction
and influence may similarly vary (Connors and Coltheart,
2011). Most beliefs, however, are likely to fit within a network
of consistent and mutually supportive beliefs (Pechey and
Halligan, 2012a; Seitz et al., 2018), so are likely to remain
relatively stable.

The final stage is the impact the belief has on lower-
level cognitive processes and broader subjective experience. In
everyday life, beliefs are experienced as lived and typically
not subject to decomposition, questioning, or reflection at the
time. As representations of one’s phenomenal world, beliefs
strongly influence attributions and the deployment of lower-
order processes, such as attention, perception, and memory, in
a top-down manner. Whilst constrained by sensory data, beliefs
bias cognitive processing, particularly when data are ambiguous,
to align with the beliefs’ predictions. Specific mechanisms
remain contested, including the extent to which beliefs affect
basic perception (Vetter and Newen, 2014). Nevertheless,
the overall impact of beliefs on attributions and subjective
experience is evident across many experimental paradigms
(Hastorf and Cantril, 1954; Jones and Russell, 1980; Gilovich,
1991; Gregory, 1997; Irwin, 2009; Connors et al., 2015). As
such, beliefs, including delusional forms, provide an incredibly
powerful lens that shapes our experience, affecting what we
attend to, perceive, remember, and consider plausible as an
explanation. This, in turn provides further support for the
belief and lead to the elaboration of related beliefs and broader
world views.

IMPLICATIONS

Our account of belief formation is admittedly preliminary and
underspecified. We consider it, however, to be parsimonious
and helpful when trying to explain the heterogeneity of belief,
including delusions and other anomalous forms. We also believe
that it has sufficient detail to guide future research. Our five-
stage account highlights, in particular, how belief formation
can be functionally decomposed, independent of assumptions
around cognitive architecture andmodularity. This has relevance
to other areas of psychology, cognitive neuroscience, and
many other academic disciplines. It also provides a more
comprehensive account of delusions than existing cognitive

accounts, which have a number of significant empirical and
theoretical limitations (Connors and Halligan, 2020, 2021a,b).

Research methodologies from many disciplines are relevant
when elucidating the cognitive processes implicated. While
studying delusions is likely to remain important, observational
research of beliefs in the non-clinical population will be
needed to better define characteristics of normality and
dysfunction. Strongly-held beliefs with anomalous content—
such as conspiracy theories and certain religious and political
beliefs—may be particularly relevant in this respect and provide
insight into developmental antecedents, personality factors,
neuropsychological correlates, and social dynamics (Pechey and
Halligan, 2011; Douglas et al., 2017). Experimental methods
that directly alter belief, including associative learning, hypnosis
(Oakley and Halligan, 2013; Connors, 2015), and social influence
(Cialdini, 2021), are also likely to be important in clarifying
psychological mechanisms.

A final challenge involves marrying the cognitive processes of
belief to the underlying neurobiology (Bell and Halligan, 2013).
Recent accounts have highlighted potential neurophysiological
processes involved in believing (“credition”; Seitz et al., 2018).
Importantly, however, neuroimaging and other investigative
techniques depend in large part on the cognitive models
and behavioral tasks used (Poldrack and Farah, 2015). As
such, the five-stage account provides an initial cognitive
framework to guide investigation. Our account also highlights
challenges establishing specificity of associations given beliefs’
heterogeneous properties; frequent coalescence around shared
themes; and close connections with lower-level automatic
cognitive systems. Contrary to Fodor, these challenges are not
necessarily insurmountable, though care will be need to be
taken in experimental designs and likely require converging
methodologies. Computational modeling and predictive data-
driven approaches may assist, though both similarly remain
limited to some extent by the overarching cognitive framework
used (Poldrack and Yarkoni, 2016). Progress in cognitive
neuroscience is therefore likely to remain closely linked to
elucidating belief ’s cognitive basis. Further clarification of both
promises to offer important insights into consciousness, social
processes, and ourselves.
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The theory of credition suggests that we should use active and agential language about beliefs.
Instead of “beliefs” we should talk about “believing”. The approach encourages us to see believing as
a “mental activity” or “dynamic activity” (Angel et al., 2017). These expressions raise an important
question: is “believing” something that human agents do or does it happen to us? Or to put the
question in another way: are our beliefs results of our own agency or not? In what follows, I will
examine this question from the point of view of responsibility.

DOXASTIC RESPONSIBILITY AND CONTROL

For our responsibility attributions, it matters greatly if our beliefs can be said to be products of our
agency. Consider the following argument:

(1) If epistemic responsibility attributions (e.g., blame and praise) are appropriate, we have
voluntary control over our believing.

(2) We have no voluntary control over our believing.
(3) Therefore, epistemic responsibility attributions are not appropriate.

Premises (1) and (2) seem quite plausible. We humans assume that in order for responsibility
attributions to be appropriate the target of those attributions must be under the control of the
agent. We think it unjust to blame a person for an action that she did not control.

Furthermore, we often take beliefs to be analogous to actions; we treat beliefs as an expression of
an agent’s agency. If someone holds an irrational belief, we blame the person for failing to achieve
expected epistemic standards. Notice, that this attribution of blame assumes that whether a person
fulfills or fails those epistemic standards falls under the control of the person. Again, if the person
exercised no control over her epistemic life, there would be no point in blaming her for the failure.

The second premise seems plausible as well. Choosing one’s beliefs seems, after all, impossible. I
cannot decide or choose to believe whether there is a computer is in front of me. If I see a computer
before me, I believe it. If I do not see it, I do not believe it. We seem to be passive recipients of beliefs
rather than authors of them. Our cognitive system produces beliefs without our conscious input on
the basis of how it perceives the world. Since we do not choose our beliefs, we cannot be blamed or
praised for them either.

Facing this dilemma, we have three options:

(a) Doxastic voluntarism.
(b) Doxastic involuntarism + ground epistemic responsibility judgments on something else than

control over believing.
(c) Doxastic involuntarism+ reject epistemic responsibility and revise our practices accordingly.
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Most philosophers tend to gravitate toward options (b) and (c)1.
Against this, I want to defend the plausibility of option (a),
doxastic voluntarism. I will suggest that because philosophers
have had such a high standard for what voluntary control
requires, they have mistook believing as a passive process that
does not involve the person’s agency at all. We might not choose
or decide to acquire most of our beliefs, but that does not mean
believing is a passive process outside of our control.

TWO ARGUMENTS FOR DOXASTIC

INVOLUNTARISM

Consider one practical and empirical argument against doxastic
voluntarism. Robert Audi has argued that an evolved creature
would be highly unlikely to develop a cognitive system that
could acquire and maintain beliefs at will (Audi, 2015, p. 34–42).
This is because holding a distinction between cognitive systems
that represent the world and cognitive systems that facilitate
and maintain the organism’s aims and goals is crucial. If the
organism fails to distinguish between how the world actually is
and how the organism wants it to be, it will never achieve its
goals. As a consequence, the processes of the “intellect” (getting
at true beliefs) and the “will” (practical reasoning) will become
independent over time.

More conceptual argument against doxastic voluntarism
comes from Bernard Williams2. For Williams, beliefs are
intrinsically aimed at truth. As such, they must be caused by
something that is truth tracking or truth-apt, namely, something
that makes a belief true (or false). This can be a piece of
evidence, like perception, inference from knowledge, memory
or something else. Consider now the possibility that I acquire a
belief simply by forming an intention to acquire such a belief.
If I know that I have acquired a belief simply because I have
formed the intention to do so, I also know that this particular
belief was not caused by a truth-tracking reason. Intentions to
acquire a belief are not truth-tracking. So, if I know that I have
decided to adopt a belief, I also know that the belief in question is
not a product of a truth-tracking reason. This makes believing at
will incoherent.

GUIDANCE CONTROL

The two previous arguments strike true to me. It seems that
synchronically deciding to believe something is psychologically
very difficult and conceptually impossible. It does not follow from
this, however, that we cannot exercise control over our beliefs.
While we cannot synchronically choose or decide to believe
something, there are accounts of control that can be applied to
beliefs and have beliefs come out as free. The debate over action
control in the literature on moral responsibility demonstrates
that voluntary control can be much more varied and nuanced

1Peels (2013, 2017), for instance, rejects doxastic voluntarism but grounds
epistemic responsibility practices on something close to believing. For (c), see
Levy (2007). For important contributions to the debate, see Steup (2001). See also,
Alston (2005), p. 58–81.
2For a version of Williams’ argument, see Buckareff (2014).

than simply consciously deciding to act just prior to action.
Oftentimes, we exercise control over our actions diachronically,
over time. A sufficiently deep account of control allows for
control over beliefs as well without synchronic choice or decision
in a way that still grounds attributions of epistemic responsibility.

In the debate about moral responsibility, many philosophers
have argued that a person can be responsible for an action
even in circumstances where the person does not have access to
alternative possibilities. John Martin Fischer and Mark Ravizza,
for instance, distinguish between what they call regulative control
from guidance control (Fischer and Ravizza, 1998). When a
person exercises regulative control over an action, the person
has the ability to act or not to act. Fischer and Ravizza are
convinced that Harry Frankfurt’s counterarguments show how
such control is not a necessary condition for moral responsibility.
Whether blame or praise is appropriate is not determined by
whether the agent had options, but rather the actual sequence of
events that led to the action. Against this, guidance control is a
form of control that requires no access to alternative possibilities
(“choice”). Instead, a person exercises guidance control over an
action when the sequence that leads to the action is a result
of a mechanism that is both reasons-responsive and owned by
the agent.

One philosopher that has applied the account of Fischer and
Ravizza on believing is McCormick (2011, 2015). McCormick
argues that reasons-responsiveness applies very well to
mechanisms that produce beliefs. A useful test for responsiveness
is to imagine various counterfactual scenarios. Perception, for
instance, is quite responsive to reasons. Let us say I believe there
is a computer in front of me, because there is a computer in
front of me. Let us also imagine what would happen, if that
computer were taken away. Most likely I would cease to believe
that there is a computer in front of me. If my belief that there
is computer in front of me were a product of a drug-induced
delusion, for instance, it would not be so responsive to perceptual
evidence. So, an actual sequence of events that includes my
normally functioning perceptual system is reasons-responsive to
a much higher degree than, say, an actual sequence that includes
drug-induced hallucinations.

For Fischer and Ravizza, reasons-responsiveness is not
enough for responsibility. A person cannot be said to
appropriately control her actions, if those actions are not issued
by a mechanism that does not properly belong to the agent.
The agent must take responsibility for the outputs of those
mechanisms and they must be her own. The previous example of
drugs causing a change in one’s perception is an example where
the mechanism is not the agent’s own. So, the challenge is to
demonstrate how an agent could own and take responsibility over
her belief-producing mechanisms. McCormick thinks that this
challenge can be met.

TAKING RESPONSIBILITY FOR ONE’S

BELIEVING

Taking responsibility and owning one’s belief-producing
mechanisms are historical notions. First, I identify and recognize
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the kinds of tendencies my epistemic faculties have had and also
begin to understand their consequences. Second, this diachronic
process also extends to the future: I begin to accept that I am
being blamed and praised on the grounds of how my epistemic
mechanisms meet given standards. Fischer and Ravizza take
this as a process of building up one’s identity over time (Fischer
and Ravizza, 1998, p. 210–217). We train children to respond
to blame and praise until they eventually internalize most
of the instruction. They begin to feel appropriate emotional
responses and accept that they are judged on the basis of
their behavior.

According to McCormick, a similar process of ownership can
take place with respect to our epistemic faculties (McCormick,
2011). She takes one reactive emotion, guilt, as an example.
She argues that we sometimes feel guilty for having a belief.
If this is indeed appropriate, it reveals that we implicitly take
beliefs to be a result of our agency. She also examines various
belief-producing mechanisms, like perception and memory.
Perception is a standard example of a mechanism with respect
to which our agency is completely passive. McCormick points
out that this is not so. There are epistemic standards against
which we measure our management of our perception. We
must be mindful of the circumstances and whether we are
under the influence of perception-impairing chemicals, like
drugs. Again, we can distinguish between those cases where
a person’s belief is a product of a sequence gone haywire
(drugs or psychotic hallucinations, bad environment, etc.)
and between normally functioning sequences. A failure to
do so is a failure of accepted epistemic standards. When a
person becomes a member of an epistemic community and
internalizes its norms, she accepts that she can be blamed
and praised according to how she manages to meet these
standards. While perceptual systems are not under direct

voluntary control—a person cannot decide to believe—she,
nevertheless, exercises some control over maintenance of her
perceptual systems. For failures of this maintenance, she can be
held accountable.

CONCLUSIONS

If the brief account I presented above is correct, it is indeed
appropriate to describe and talk about believing as a dynamic
process that involves our agency. On this account, believing does
not simply happen to us but is a product of reason-responsive
mechanisms that properly belong to us. Some of our beliefs are
under our indirect control: we manage the cognitive mechanisms
that issue them and control whether they are operate in the right
environments. As members of an epistemic community, we have
accepted that we are apt targets of epistemic blame and praise. If
I manage my epistemic faculties poorly and adopt bad beliefs, I
can be legitimately blamed for them.
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INTRODUCTION

The credition model posits that beliefs are the result of neural processes that involve the perception
of external information and their valuation in terms of personal meaning determining a person’s
behavioral decisions (Seitz et al., 2018). These processes of believing typically evolve in a pre-
linguistic fashion and include memory functions by which beliefs can be stored and recalled
(Seitz et al., 2022). Thus, beliefs are fundamental representations of imaginative and emotional
content that link an individual’s prior experience with his/her future behavior. Importantly, people
can become aware of what they believe and express it explicitly by “I believe . . . ” (Oakley and
Halligan, 2017; Seitz and Angel, 2020). Such propositions have a first-person perspective and can
communicate the subject’s certainty or trust into such a personally held belief to other people.

In this communication, the brain structures related to the processes of believing as identified by
functional imaging are described. In the first part, imaging studies are presented in which healthy
subjects processed statements of believing. The second part focuses on functional MRI studies
addressing pre-linguistic processing involved in belief formation and updating.

VERBAL PROCESSING UNDERLYING BELIEVING

Secular political beliefs and religious beliefs are based on narratives that can be communicated by
recital of stories or by written manifests. Ritual acts associated with these narratives lend emotional
flavor to them by cognitive-emotional integration. Such beliefs correspond to so-called conceptual
beliefs (Figure 1A). The first imaging study addressing the question which brain structures are
involved in processing of a religious belief was by Azari et al. (2001). Christian Protestants were
subjected to functional imaging while they recited Psalm 23. The strongest activation occurred in
dorsal medial frontal cortex in comparison to reciting a nursery as well as to non-believing subjects
(Figures 1B,C). Note, that in this study the neural representations of the Christian belief content
was the research topic. This is different from the following three studies in which first-person
assessments of believing were studied.

In one study, healthy subjects were required to indicate whether they agreed to statements
about the involvement of God in the world such as “God protects one’s life” (Kapogiannis et al.,
2009). The pattern of activation involved also the dorsal medial frontal cortex besides a number of
other cortical areas. It was suggested that the subjects engaged mentalizing processes to understand
God’s intent (Kapogiannis et al., 2009). A subsequent multivariate directional connectivity analysis
showed that the religious subjects preferentially activated a pathway from inferolateral to dorsal
medial frontal cortex. This pattern was interpreted as monitoring of the intent and involvement of
supernatural agents. In contrast, perception of supranatural agents was found to engage pathways
involved in fear regulation and affective mentalizing (Kapogiannis et al., 2014).
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FIGURE 1 | The processes of believing and the dorsal medial frontal cortex. (A) Schematic drawing of the processes of believing and their close relation to memory

functions. The bi-directional arrows account for putative bottom-up and top-down processing, while the uni-directional arrows indicate the major flow of information.

Further details in Seitz et al. (2022). (B) The connectivity patterns of the SMA (green) and pre-SMA (red) as evident from a meta-analysis of functional imaging studies

in a dorsal view on the brain. The SMA is predominantly connected bilaterally with the motor cortex, while the pre-SMA is predominantly connected bilaterally with the

dorsolateral prefrontal as well as inferior and superior parietal cortex. Note, that the pre-SMA projects also to the SMA. (C) Medial aspect of the brain with

cytoarchitectonic localization of the SMA (green) posterior and of the pre-SMA (red) anterior to the vertical plane through the anterior commissure (blue line); red line

indicates the vertical plane through the posterior commissure. Further details in Ruan et al. (2018). To (B,C) the Creative Commons Attribution 4.0 International

License (http://creativecommons.org/licenses/by/4.0/) applies.

In a more recent functional magnetic resonance imaging
(fMRI) study healthy subjects were asked to decide whether
propositions presented to themwere true or false. These included
statements that can be tested such as “I believe that hamsters are
more common as pets than turtles”. And there were statements
that cannot be tested such as “I believe that giving love to others is

the most important thing in my life”. These assessments involved
widespread, but non-overlapping cortical circuits (Howlett and
Paulus, 2015). The dorsomedial prefrontal cortex, the precuneus
and the cingulate gyrus were activated when the subjects were
certain concerning their assessments of the testable statements,
while the superior temporal gyrus was activated when the subjects
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were certain concerning the non-testable statements. More
recently, Chinese and Danish students were required to indicate
in a yes-no response if they believed that adjectives presented to
them described themselves, celebrities or had positive or negative
valence. The behavioral data showed cultural group differences in
self-construal, self-believing and celebrity-believing judgments.
The fMRI data showed that there were common activations as
well as significant differences across both groups of participants.
Importantly, the dorsal medial frontal cortex was activated in the
Chinese but not Danish students with regard to self-construal
(Gao et al., 2022).

PRE-LINGUISTIC PROCESSES OF

BELIEVING

The formation and updating of beliefs involve rapidly evolving
neural processes such as perception, valuation, sensorimotor
control, mentalizing, and perceptive-emotional integration.
These are called primal beliefs or belief precursors and do not
depend on language functions (Oakley and Halligan, 2017; Seitz
and Angel, 2020). Conversely, people can state their primal or
pre-linguistic beliefs verbally only after they have become aware
of them. Inherent in these processes is the notion of the subjective
first-person perspective of valuating of external information in
terms of personal meaning and relevance. These representations
have an imaginative character and are continuously updated
by new information (Figure 1A). They build the basis on
which subjects generate their spontaneous actions and make
predictions of future events. These processes are maintained in
putative parallel cortico-subcortical loops in the brain which was
taken as basis for computational modeling of belief formation
(Friston et al., 2017). From a methodological point of view
the instructions to perform the tasks in functional imaging
experiments were verbal statements. However, the neuropsychic
processes initiated by them did not depend on language
functions. Thus, the functional imaging studies addressed the
question which structures of the human brain are engaged in
relation to such pre-linguistic processes of believing. They are
summarized here as follows.

The neural coding of emotional valence has been shown
to involve widespread neural circuits distributed over different
cortical and subcortical regions. The dorsolateral prefrontal
cortex has been shown to be deeply interwoven with the
integration of emotion and cognition (Gray et al., 2002; Okon-
Singer et al., 2015). This also applies to affective and cognitive
perspective taking (Healey and Grossman, 2018). Moreover,
the prefrontal cortex and posterior cingulate direct attention
to processes of unconscious threat (Etkin et al., 2009), while
the right lateral prefrontal cortex was found to be involved in
preference judgments (Elliott and Dolan, 1998). In addition, the
basolateral amygdala and the nucleus accumbens are important
brain structures related to the diversified aspects of valence
encoding (Le Doux, 1996; Namburi et al., 2016; Vestergaard and
Schultz, 2020). Likewise, it was found that a well-coordinated
prefrontal-striatal network that is activated while a subject is
experiencing a reward shapes preferences for future choices
(Tanaka et al., 2020). Also, cognitive appraisal of emotions, belief

updating, and self-perspective inhibition has been related to
activity in a right fronto-parietal network (Miura et al., 2020).
As a consequence, the lateral prefrontal cortex participates in
the dynamic control of executive actions and in behavioral
control (Mansuri et al., 2009). Importantly, positive and negative
outcomes are encoded in the medial prefrontal cortex but with
opposite signs in its ventral and dorsal subdivisions (Pischedda
et al., 2020).

Besides its role in integrating cognitive and emotional
information, the prefrontal cortex has been shown to be involved
also in maintaining the concept of a personal self (Fossati
et al., 2003). Specifically, activity in the dorsolateral prefrontal
cortex was found in a phonological or semantic judgment task
to be associated with priming effects (Lau and Passingham,
2007). Moreover, it was found that visually presented personally
relevant words that signal important emotional clues engage
a widely distributed set of brain regions including the dorsal
medial and lateral prefrontal cortex (Huth et al., 2016). Further,
emotion-denoting words were found to activate a large-scale
neural network in the prefrontal cortex subserving the affective
dimensions of valence and another network involving the left
parahippocampus and dorsal anterior cingulate for affective
arousal (Posner et al., 2009). Importantly, these processes did not
activate language-related cortical areas.

Processing of events in the environment involves the dorsal
cerebral midline structures including the supplementary motor
area (SMA) and pre-SMA (Figure 1C). For example, when the
cingulate is activated, it is likely that a negative event occurred
(Jocham et al., 2009). This may be related to the time needed
and effort invested to resolve a conflict (Kennerley et al., 2008;
Mansuri et al., 2009). Also, during the generation and control
of behavior, subliminal stimuli are thought to trigger inhibitory
processes in extended prefrontal cortical areas that act on the
pre-supplementary motor area (van Gaal et al., 2008). Notably,
it has been found that anticipation of reward and punishment
are mediated by opponent mechanisms but have some shared
activations (Lake et al., 2019). Furthermore, activation of the
orbitofrontal cortex reflects the subjective value of anticipated
outcomes, whereas activation of the SMA reflects the probability
of a persons’ choice (FitzGerald et al., 2009). In contrast, activity
in a cortico-subcortical network involving the striatum and the
pre-SMAwas found to be related to reward prediction (Hsu et al.,
2009). Interestingly, involvement of the pre-SMA and bilaterally
of the insula reflected subjective uncertainty (FitzGerald et al.,
2009).

As humans develop subjective preferences and are able to
make predictions about future events and other people’s behavior,
they need to decide what to do next, how to react to the
actions of other people, and how to maximize the benefit
between differential choices. Typically, these decisions can lead
to either an immediate reward or to long-term satisfaction
(Rolls, 2006). An interesting question is whether such choices
require conscious awareness. Perceptual decisions have been
found to be based on the matching of predicted and observed
evidence in tests of perceptually ambiguous stimuli (Summerfield
et al., 2006). Subjective preference judgments are mediated by
the prefrontal cortex, medial orbitofrontal cortex, insula, and
cingulate (Chaudhury et al., 2009). It was shown experimentally
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that people make choices via the anterior prefrontal cortex
using preferences of which they are not aware (Tusche et al.,
2010). Similarly, day-to-day decisions were found to involve
the ventromedial prefrontal related to valuation and choice
(Levy and Glimcher, 2012; Kumar et al., 2019; Koscik et al.,
2020). Decisions concerning reasoning about other peoples face
expressions were shown to be made with high accuracy in a time
window too little to account for conscious awareness (Prochnow
et al., 2013). Nevertheless, the entire cortical processing network
related to emotional face perception was involved. In contrast,
the fusiform face area was more active during supraliminal
face presentation. This corresponded to the observations that
brain regions, including the amygdala, become activated by
emotional faces only when sufficient attentional resources
concerning the effects of valence are available (Pessoa et al.,
2002). Interestingly, observing people interacting with each other
activated the posterior superior temporal cortex related to meta-
theoretical inference about what is being observed (Isik et al.,
2017). It is of note that the pre-SMA was involved in such
decisions (Prochnow et al., 2014). Therefore, it can be argued
that the pre-SMA integrates online information processing
in the dorsolateral prefrontal cortex with motor command
processing (Figure 1B). This is consistent with the observation
that preference adjustments in difficult decisions are related to
activity in a widespread left dorsolateral prefrontal-midparietal
network (Voigt et al., 2019). Such, findings support the view
that computation of the expected value in mesolimbic structures
represents an affective component, whereas cortical regions
represent a probabilistic component, and may integrate the two
(Knutson et al., 2005).

DISCUSSION

Beliefs are pre-linguistic representations of imaginative and
emotional content that link an individual’s prior experience
with his/her future behavior. These functions enable humans

to infer social meaning from other people’s behavior and to
make corresponding attributions (Malle and Korman, 2022).
Furthermore, humans can become aware of their beliefs and
express their content in the form of semantic expressions. It was
shown here that processing of beliefs engages widespread cortical
circuits related to inferential attribution, cognitive-emotional
integration, and language functions. The dorsal medial frontal
cortex comprising the so-called pre-SMA was shown to be a
critical hub with a large-scale cortico-subcortical loop involving
the thalamus and reciprocal connectivity to prefrontal and
parietal cortical areas (Reid et al., 2015; Ruan et al., 2018). The
overlap of this connectivity pattern with the cortical circuitry
related to working memory and the so-called default network
(Reid et al., 2015) accords with a prominent role also in belief
evaluation (Sugiura et al., 2015). Belief evaluation is a language-
based function by which humans can consider critically what
they believe and how this corresponds to their predictions
(Coltheart et al., 2011). Conversely, patients with neurological
and psychiatric diseases provided evidence that focal brain
lesions can interfere with the formation, updating and evaluation
of beliefs (Coltheart et al., 2011; Seitz, 2022). Thus, brain diseases
interfering with the processes of believing can induce abnormal
beliefs that can cause deviant behavior.
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Introduction

Since the enlightenment period, beliefs have been considered widely as incompatible

with science. This has promoted a reservation toward the notion of beliefs in the

contemporary Western societies and the natural sciences, in particular. More recently,

however, people have become aware that belief formation and believing can be a topic

of increasing interest for a scientific discourse. Probably, this may have resulted from

the observation that religious beliefs appeared as motivation for initiating outbursts of

violence. It is important to realize, however, that beliefs are not limited to religious and

political beliefs that are based on the narratives, but also comprise the so-called primal

beliefs that do not depend on language functions as they concern objects and events in

the environment (Seitz, 2022).

Believing is composed of cerebral processes involving the perception of external

information and spontaneous appraisal of that information in terms of subjective value

or meaning (Seitz et al., 2018). An important type of external information is human

face, because facial expressions are considered as a human capacity to convey the

emotional state of the given person (Russell, 1994). While the previous research on

facial expressions of emotion has focused on the study of six basic categories, e.g.,

happiness, surprise, anger, sadness, fear, and disgust, recently, more than 20 compound

facial expressions of emotions were identified that both can be produced and recognized

as well (Du et al., 2014). In fact, humans are highly skilled to recognize the emotions in

the rapidly changing facial expressions of other people (Fiske et al., 2007). Recognition of

faces and facial expressions can be impaired in psychopathic disorders and alexithymia

(Kyranides et al., 2022) as well as by the face masks that cover the nose and mouth

(Kleiser et al., 2022). Importantly, however, the observing subject believes that she/he

has recognized the facial expression of the other person and trust this belief (Brashier

and Marsh, 2020). Moreover, upon recognition of the emotion in the facial expression of

the other person, the facial muscles of the observing subject change in a corresponding

fashion. This phenomenon demonstrated by electromyographic recordings was called

facial mimicry (Franz et al., 2021). Accordingly, believing has an immediate impact on

the expressive behavior of the believing subject (Seitz et al., 2022). The more pronounced

the facial expressions are, the more likely the observing subject has recognized the

observed emotion correctly and the more certain can she/he be in that belief.
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Here, we requested healthy subjects to recognize the

emotions in facial expressions that were displayed to them in

video clips. Because we were interested in determining when

the subjects believed to have recognized the emotions, we used

video clips in which the emotional face expressions evolved

within 20 s out of a neutral face. This allowed us to analyze

the process of emotion recognition as compared to viewing

the neutral face expressions and empathizing with the emotion

seen in the face in the video clip. Empathy is the ability to

take the other person’s perspective that is considered a key

element in entertaining interpersonal relationships (Bird and

Viding, 2014). In a functional magnetic resonance imaging

study, we found that recognition of an emotion in another

person’s facial expression results in the activation of large-scale

cortico-subcortical circuits related to visual perception, emotion

regulation, and action generation.

Emotion recognition

Overall, 16 healthy subjects (8 females, 8 males, 25 ± 6

years, normal or corrected-to-normal vision) passed a screening

for alexithymia (TAS-20, Bagby et al., 1994) and capability

of empathy (SPF, http://psydok.sulb.unisaarland.de/volltexte/

2009/2363/pdf/SPF_Artikel.pdf). They gave informed written

consent to participate in the study that was approved by the local

ethics committee and conducted according to the Declaration

of Helsinki. Male and female facial expressions of happiness,

sadness, fear, and anger consisted of depersonalized frontal black

and white images (Averaged Karolinska Institute AKDEF). Each

emotion starting from a neutral facial expression evolving over

time up to the strongest expression of the emotion (30 images

of 750ms each) was presented. The subjects were instructed to

press a button as soon as they recognized the emotion or felt

that they empathized with the emotional expressions.

On average, the subjects recognized the emotion anger, fear,

and sadness when each emotion had evolved in the video clips

to ∼80% (Figure 1). For comparison, happiness was recognized

already when the emotion had evolved to some 40%, which is in

accordance with the other studies (Adolphs, 2002). Interestingly,

empathizing occurred while the facial expressions were still

evolving with a similar delay across the four basic emotions

(Figure 1).

Brain activation

The focus of this functional magnetic resonance imaging

(fMRI) study was to map the brain regions related to

the processes of emotion recognition in stereotactic space

(Talarairach and Tournoux, 1988). As validated in the brain of

human primates, the changes in oxygenated blood as measured

with fMRI are temporally and spatially related to the electrical

field potential changes in neuronal assemblies following a

definite sensory stimulus (Logothetis et al., 2001). fMRI was

performed with a 3T MRI scanner (Siemens Magnetom Skyra)

while the subjects were lying comfortably and viewed a mirror

above them. Through this mirror, they observed the video clips.

With a stimulation time of 22,500ms and a control condition

of 10,500ms, this resulted in a total of 33,000ms per block.

A fixation cross was used as control stimulus shown between

each trial to reset the BOLD signal (control condition). Each

emotion was repeated six times, multiplied by four emotions in

the two sexes resulting in a total of 48 repetitions and thus a

total measurement time of 26.4min.Whole-brain image analysis

was done using the Brainvoyager QX software package version

21.4 (Brain Innovation, Maastricht, the Netherlands) as detailed

elsewhere (Kleiser et al., 2017, 2022).

At that point when the subjects indicated by pressing a

button to have recognized the emotions, there was a strong and

widespread activation pattern involving cortical and subcortical

brain structures (Figure 1). For comparison, before this time

point, the activations were of a far weaker intensity (p<0.05;

FDR-corrected) occurring in brain areas related to the ventral

pathway for the processing of shape, color, and faces, extending

to V4, and to the fusiform gyrus (Courtney and Ungerleider,

1997). In addition, the dorsal pathway, related to the processing

of motion such as visual area V5, the lateral parietal cortex,

and the frontal eye fields were involved. In the phase, when

the subjects indicated empathy with the emotions, there were

activations (p < 0.05; FDR-corrected) as known to be activated

in empathic processing such as the inferior frontal gyrus and

the superior temporal gyrus (Shamay-Tsoory et al., 2009; Schurz

et al., 2017). It is well possible that the subjects differed in how

intensively and how long they were able to maintain empathy.

Importantly, however, the activations at the time point

of recognition of the emotions exceeded an even higher

level of significance (p<0.01; FDR-corrected). In the cerebral

cortex, they involved the dorsomedial frontal cortex including

the supplementary motor area (SMA) and pre-SMA, the

dorsolateral frontal cortex, the inferior frontal cortex, and the

inferior temporal cortex in a virtually symmetric pattern in

both cerebral hemispheres (Figure 1). In addition, there were

strong activations in the basal ganglia, the entire thalamus,

and amygdala and midbrain nuclei including the red nucleus.

Finally, there was an involvement in the cerebellar vermis. These

activations are compatible with the notion of an engagement

of parallel cortico-subcortical cerebellar circuits (DeLong et al.,

1984).

Discussion

We have shown in the healthy subjects that believing

to recognize the emotions in facial expressions engaged a

widespread and distinctive network involving occipital, parietal,

and frontal cortical areas. These areas are known to participate
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FIGURE 1

Mean activations are related to the recognition of the emotions in sagittal (upper left), coronal (upper right), and axial planes (lower right). Note

the symmetric pattern involves cortical areas and subcortical structures such as the basal ganglia, thalamus, amygdala, and brainstem nuclei.

The cross of the stereotactic coordinates (x −4, y −4, z −6) signifies the left hypothalamus that is spared. (lower left) Degree of evolution of the

emotional face expressions when the subjects recognized (blue) and empathized (green) with the emotions; error bars: standard deviations.

in the face recognition (Xu et al., 2021), oculomotor control

(Pierrot-Deseilligny et al., 2004), and imitation of movement

(Heiser et al., 2003). Moreover, strong activity was found also

in subcortical structures such as the basal ganglia and the

thalamus as a part of a highly developed cortico-subcortical

relay circuitry, supporting these functions (DeLong et al., 1984).

Furthermore, activity was found in the amygdala—a central

neural component in emotion processing (Packard et al., 2021).

Notably, this widespread pattern of cortical, subcortical, and

cerebellar activations was similar to that recently observed in

944 participants during memory encoding of emotional pictures

(Fastenrath et al., 2022). It is tempting to speculate that such

an extended pattern of enhanced brain activity reflects the

complexity of cerebral processing that may be suited to afford

human conscious awareness (Greenfield and Collins, 2005).

With our experimental design, we were able to expand the

duration of face presentation before the subjects recognized

the emotion in the video clips. This allowed us to analyze the

process of believing and to determine when the emotions were

recognized correctly. It was amazing that this point occurred

after the emotions were expressed to some 80%, and only

happiness was recognized far earlier, corresponding to similar
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findings by others (Adolphs, 2002). The belief that the emotions

were recognized correctly was substantiated subsequently when

emotion was more pronounced. Thus, the subjects’ trust

in their correct recognition of the emotion was confirmed

instantaneously in a rebound manner. This aspect probably also

contributed to the strength of the activation pattern observed.

In fact, these activations were far stronger than those related to

viewing the faces that appeared neutral while empathizing with

the emotional face expressions. Nevertheless, it was possibly

the imaging that correlates with oscillatory binding of brain

activity, when subjects become aware of information processing

(Engel and Singer, 2001). That empathizing occurred only

shortly later, suggesting that the awareness of the emotion

was the bottle-neck process preceding empathizing. Moreover,

subjective reports of the subjects support that the assumption

empathizing with the emotions was strengthened by the slow

progression into the emotion, as compared to an immediate

exposure to an outspoken emotion upon viewing the static

images of facial expressions.

People process sensory information with ease, which

makes them susceptible to trusting these perceptions (Brashier

and Marsh, 2020). Concerning affect recognition children, in

contrast to adults, have been reported to observe both the eyes

and the mouth (Guarnera et al., 2018). As happy faces typically

have an open mouth that uncovers the teeth, this may serve

as a clue for the observer to identify a happy emotion faster

as compared to the other emotional states. The other basic

emotions, such as sadness, anger, and fear, were recognized

with similar ease (Kleiser et al., 2022). Importantly, however,

humans believe that their perceptions are true reflections of

the emotional states of the persons in their environment. This

enables them to streamline the multitude of their sensory

sensations according to those that are subjectively relevant

for them and to select their subsequent behavioral actions

accordingly (Seitz et al., 2022). Consequently, believing has not

only a perceptive aspect about the subject’s past experience, but

also a prospective aspect concerning decision-making regarding

the alternative actions with associated the predictions of what

these actions will lead to and how the environment may react

to these actions. The findings presented here provide empirical

evidence for a putative neural basis for such processes of
believing that afford intuitive, prelinguistic action generation

(Seitz, 2022). Ultimately, they are apparently suited to support

the concept that believing is a fundamental brain function

(Angel and Seitz, 2016).
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Introduction

Transformational leadership (TL) has gained much attention in current leadership

research (Zhao and Li, 2019) as it results in superior organizational, team and individual

performance (Wang et al., 2011). According to the follower-centric leadership approach,

a leader’s level of transformational behavior is not only dependent on the leader’s action

but also on the follower’s perception and belief (Brown, 2018). For instance, followers

who believe their leader to be more transformational—irrespective of the leader’s actual

behavior—show higher commitment and extra effort at work (Felfe and Schyns, 2010).

This suggests that TL is also in the eye of the beholder and affected by follower beliefs

(Howell and Shamir, 2005).

This fMRI-study is the first to investigate the followers’ neural reaction to perceived

transformational leadership and provides novel insights into the question why TL

matters. It examines the neural patterns that are activated when followers believe a

leader to be transformational and examines whether these patterns relate to the level of

perceived TL. Furthermore, it investigates whether followers’ neural activations predict

their motivation at work.

Transformational leadership and its perception

TL describes a leadership approach that focuses on transcendent and superior

goals (Antonakis and Day, 2018). At its core, it creates positive change and transforms

followers so that they “transcend their own self-interests for the good of the group,

organization, or society” (Bass, 1990, p. 53), resulting in followers doing “more than

they intended and [. . . ] even thought possible” (Bass, 1998, p. 4). To induce the intended

follower transformation, leaders ought to create an attractive future vision (inspirational

motivation), support followers (individualized consideration), set high ethical standards

(idealized influence) and stimulate followers’ creative thinking (intellectual stimulation).

Previous research has illustrated several positive follower reactions to perceiving

TL. For instance, followers feel more valued and optimistic, experience more positive

emotions and sense higher moral values. They feel positively connected to their leader,
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experience more fairness and regard their work as more

important (Pillai et al., 1999; Dirks and Ferrin, 2002; Turner

et al., 2002; Bono and Judge, 2003; Kark et al., 2003; Keller, 2006;

Bono et al., 2007; Tims et al., 2011). Importantly for this study,

the affect tied to the followers’ positive reaction when perceiving

TL is seen as the most proximate follower reaction to TL (Ng,

2017) and might be a central reason why transformational

leaders show impact.

Followers’ neural reaction to
transformational leadership

So far, research on followers’ neural reaction to TL

is theoretical in nature. However, neuroimaging research

conducted by Schjoedt et al. (2011) and Molenberghs et al.

(2017) provides initial support for the assumption that

leadership, in a broader sense, activates distinct neural patterns.

Even though this research focused neither on TL nor on the

business context, we build on it and assume that perceiving

TL triggers distinct neural activations. More detailed, we expect

TL to trigger the followers’ dopaminergic reward circuit. This

assumption is based on the following considerations: First,

TL provokes reactions that represent well-known affective

phenomena studied in social and affective neuroscience, e.g.,

TL triggers follower optimism, trust, generosity and fairness,

all phenomena examined in neuroscience (Davidson et al.,

2009); Second, according to results from social and affective

neuroscience, these phenomena trigger the dopaminergic

reward circuit, e.g., individuals who perceive trust, fairness and

generosity activate the ventral striatum (Mobbs et al., 2009;

Izuma et al., 2010; Shenhav and Greene, 2010). Additionally,

those who feel optimistic display activations in the amygdala

and rostral anterior cingulate cortex (Sharot et al., 2007); Third,

among the diverse mechanisms underlying TL, its rewarding

value is particularly important. Those who experience TL

feel rewarded (Tee, 2015), a feeling which again corresponds

to activation in the dopaminergic reward circuit (Liu et al.,

2011). Concluding, perceiving TL is thought to trigger the

dopaminergic reward circuit.

Research focus

Based on the fact that those affective reactions reported

by followers who perceive TL trigger the dopaminergic reward

circuit, we expect that perceiving a leader to be transformational

triggers the same circuit. Furthermore, we assume a positive

relation between the intensity of the neural activations and the

perceived level of TL, as the reward circuit activations correlate

with the level of positive affect, emotion and mood (Haber and

Knutson, 2010).

Hypothesis 1: Followers who believe their leader to be

transformational—irrespective of the actual behavior—display

activations in their dopaminergic reward circuit.

Hypothesis 2: The more followers believe their leader to be

transformational, the stronger will be their neural activations.

As this is—to the best of our knowledge—the first neural

study on followers’ perception of TL, we also address the

question of whether neuroimaging insights predict follower

outcomes (Waldman et al., 2017). Therefore, we exploratively

study whether the followers’ neural response to perceived TL

relates to their motivation at work, an outcome frequently

examined in the business context.

Research question: Does the followers’ neural response to

perceived TL relate to their motivation at work?

Method

Forty-four (29♀, Mage = 25.00, SDage = 2.26) healthy

MBA students participated in the study. They were screened

for exclusion criteria (metal implants, physical impairment,

pregnancy, psychosis), provided written informed consent and

received a fixed compensation (e15).

In the experiment’s pre-scanning part, participants were

told a cover story to help them establish the follower role.

Accordingly, they had the chance for an internship supervised

by recognized leaders (both male). Depending on their task

performance in the MR-scanner they would be recruited by

one of two leaders—one transformational (TL), the other

not (nonTL). The better their task performance in the MR-

scanner, the higher their chance for being selected by the

transformational leader; contrariwise the chance for the nonTL

leader arose.

Both leaders and their leadership behavior were introduced

using audio vignettes and portrait pictures. Participants listened

to a speech that was given by each leader and saw a portrait

picture of each. Importantly, study participants did not know

that (a) both leaders were fictional characters (pictures obtained

from Neutralized Faces Database; Ebner, 2008), (b) the speeches

were derived from Kirkpatrick and Locke’s (1996) vignettes on

TL/nonTL and that (c) professional announcers recorded the

speeches. Leaders, speeches, announcers and portrait pictures

were counterbalanced and randomized.

In the scanning part, an event-related design with a

leadership and control treatment was conducted1. In every

treatment, participants completed 50 of the trials depicted in

Figure 1A. Each trial began with the performance task in which

two circles with dots were displayed. Participants had to decide

which of the circles held more dots (see Dehaene et al., 2005;

1 This study was part of a multiple-study design with various treatments

(see Rybnicek et al., 2019). Here we focus only on the leadership and

control treatment.
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FIGURE 1

Paradigm (A), whole-brain analysis (B) and correlation between BOLD-signal and behavioral ratings on transformational leadership (C). NAcc,

Nucleus accumbens; daPut, dorsal anterior putamen; vCaud, ventral caudate; vaPut, ventral anterior putamen; dCaud; dorsal caudate; pPut,

posterior putamen; dmPFC, dorsomedial prefrontal cortex. Facial images reproduced with permission from the Max Planck Institute for Human

Development, Center for Lifespan Psychology, Berlin, Germany, available at https://faces.mpdl.mpg.de/.
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Costa et al., 2011). If the task was solved correctly, then—

in the leadership treatment—the portrait picture of the TL-

leader was framed, otherwise the opposing picture was framed.

In the control treatment an upward-/downward-facing arrow

was framed when the task was solved correctly/incorrectly. For

motivational reasons, we adjusted the task so that all participants

completed 60% of the trials correctly.

In the post-scanning part, participants rated the two leaders’

TL behavior using the Multifactor-Leadership-Questionnaire

(Bass and Avolio, 1995). The likability of and motivation to

work for the leaders were each assessed with a single-item scale

(5-point rating).

Neural activity was measured using the blood-oxygen-

level-dependent (BOLD) signal. This works by detecting the

changes in blood oxygenation and blood flow that occur

in response to neural activity. Before the BOLD-signal was

analyzed, systematic non-task-related sources of variability

were removed (e.g., artifacts due to head movement). Then,

general linear modeling (GLM) was used for the first-level

analyses to identify an increase/decrease of the BOLD-signal

in response to the treatment or baseline signal (Dimoka, 2012;

Dulebohn et al., 2016). In a third step, second-level analyses

were conducted to make inferences about the whole participant

group. Finally, region of interest (ROI) analysis was used to

focus on the activations in predefined brain areas that are central

to the reward circuitry (Kätsyri et al., 2012; see Figure 1C).

Analyses were corrected for multiple comparisons. Whole brain

activations were family-wise-error (FWE) corrected using a

voxel-level FWE of p < 0.05 as a measure of significance.

Additionally, mean percent signal change was extracted for each

ROI using MarsBaR software (Brett et al., 2002). Additional

information on the MRI procedure, data acquisition, data

analysis and on the method in general is provided in the

Online supplement.

Results

Confirming the different TL-levels in the leader treatment,

the TL-leader received higher TL-ratings than the nonTL-leader

(t(1,42) = 32.55, p < 0.01; MTL−leader = 4.40, SDTL−leader

= 0.34 vs. MnonTL−leader = 1.52, SDnonTL−leader = 0.39).

Regarding hypothesis 1, the simple activation contrast of the

leadership (TL-Leader > nonTL-Leader) and control contrast

(Upward-Arrow > Downward-Arrow) were studied to account

for activation from answering the task correctly. Table 1

and Figure 1B reveal that followers who believe their leader

to be transformational activate the putamen, thalamus and

supplementary motor area, which largely supports hypothesis 1.

Regarding hypothesis 2, the BOLD response beta values for

the TL-leader > nonTL-leader contrast were extracted for the

predefined ROIs and correlated with the behavioral TL-ratings

(MLQ-rating). Figure 1C demonstrates positive correlations

between activations of the daPut (left/right), vaPut (left/right),

and dCaud and TL-ratings. Importantly, the beta values of

the control contrast (Upward-Arrow > Downward-Arrow)

did not correlate with the TL-ratings. Thus, hypothesis 2 is

largely supported.

Findings on the research question demonstrate that the

followers’ motivation to work for a leader significantly relates

to the parameter estimates of the TL-leader > nonTL-leader in

these ROIs: daPut (left r = 0.31, p < 0.05; right r = 0.33, p <

0.05), vaPut (left r = 0.31, p < 0.05; right r = 0.33, p < 0.05)

and pPut (left r = 0.31, p < 0.05; right r = 0.39, p < 0.05). The

activation in these ROIs explained R2adj = 15% of the variance

in follower motivation (F2,41 = 8.25, p < 0.01). Hierarchical

regressions on follower motivation also showed that the BOLD-

signal for the pPut (right) added validity over behavioral TL-

ratings (1R2 = 0.07, p < 0.05; controlled for leader likability).

Thus, followers’ neural response to perceived TL correlates with

their motivation and adds incremental validity over TL-ratings

when predicting motivation.

Discussion, conclusion and
limitation

This study has two central findings. First, it reveals that the

pure belief of a leader being transformational triggers distinct

neural activations in the followers’ reward circuitry. Second,

it demonstrates that the neural response to perceived TL not

only correlates with the followers’ level of motivation but even

predicts it beyond well-established rating measurements.

Regarding the first finding, this study revealed that followers

who believed their leader to be transformational show activation

in parts of their reward circuitry, which included the putamen,

thalamus and SMA. These brain areas became even more

strongly activated the more followers believed their leader to

be transformational. Notably, neither personal interaction with

nor actual behavior from the leader was necessary to trigger

these brain areas. Therefore, the finding supports the social

construction perspective of leadership (Keller, 2006), according to

which leadership is partly constructed in the mind of followers

and therefore to a certain extent independent of the actual leader

behavior or leader–follower interaction.

Our results highlight the relevance of the reward circuitry

when processing perceived TL. This is a novel insight and adds

to findings from Schjoedt et al. (2011) and Molenberghs et al.

(2017) who conducted the only existing fMRI-studies in the

field but examined leadership in a rather general sense and

neither focused on TL or the business context. As the reward

circuitry is triggered when individuals experience rewarding

or hedonistic values, it might be argued that followers feel

rewarded or valued when processing TL. This assumption is

supported by results showing that TL resembles an idealized

leadership prototype which is loaded with appealing, rewarding
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TABLE 1 T-values for significantly activated voxels, MNI coordinates, and cluster sizes.

Experimental effect MNI coordinate Voxels Peak T

Hemisphere/Region x y Z

Main effect leadership treatment (TL-leader > nonTL-leader)

R Caudate nucleus 18 8 −11 798 7.70

L Putamen −21 2 −14 247 7.94

L Medial orbital frontal gyrus 3 35 −14 134 7.55

R Middle occipital gyrus 18 −103 −5 74 6.18

R Middle cingulum 0 −37 37 127 6.52

L Superior frontal gyrus −21 32 52 41 5.90

L Cerebellum −15 −79 −17 101 6.42

R Cerebellum 42 −70 −35 86 6.74

Main effect control treatment (upward-arrow > downward-arrow)

R Caudate nucleus 9 8 −8 23 6.27

Contrast of the simple contrasts from the leadership and control treatment

(TL-leader > nonTL-leader) > (upward-arrow > downward-arrow)

L Putamen −21 8 7 68 4.43

L Thalamus −12 −16 1 103 5.35

R Thalamus 15 −19 10 62 4.63

L Supplementary motor area −6 14 46 172 5.30

Data were corrected for multiple comparisons on a voxel-level (FWE, p < 0.05).

and attractive ideas about how leaders behave (Hartog et al.,

1999). As such beliefs represent so-called implicit leadership

theories (Eden and Leviatan, 1975), our findings not only

add a neural layer to the idea that TL represents idealized

leadership but also offer insights into the neural underpinning

of implicit leadership theories. Additionally, the relevance of

the reward circuitry neurologically supports the well-known,

yet only behaviorally examined link between TL and positive

follower affect like optimism, trust or generosity (e.g., Bono and

Judge, 2003; Bono et al., 2007; Bregenzer et al., 2019) as these

phenomena commonly trigger the dopaminergic reward circuit

(Mobbs et al., 2009; Izuma et al., 2010; Shenhav and Greene,

2010).

Regarding the second finding of interest, our results

demonstrate that followers’ neural responses to TL correlate with

their level of motivation and even predict it beyond traditional

leadership ratings. Given that this study examined the neural

foundation of followers’ subjective beliefs in a leader’s TL-level,

this finding highlights the relevance of beliefs in leadership.

Therefore, it also strengthens theoretical considerations of

the credition model (Seitz et al., 2018), according to which

belief structures shape actions and influence motivation. While

existing research supports this notion—e.g., in the educational

(Mitropoulou et al., 2018) and health settings (Meissner, 2017),

this study primarily validates the credition model in the business

context and further offers a neural underpinning thereof.

As with any study, there are limitations. As we only

investigated TL, no conclusions regarding other leadership

behaviors can be drawn. Furthermore, only male leaders were

examined. Therefore, it remains unclear whether female leaders

would trigger similar findings. Finally, no individual differences

among followers were considered. As such differences affect

the perception of TL (Felfe and Schyns, 2006), future studies

need to elaborate the impact of these differences. Despite

these limitations we feel that our findings offer an important

step toward understanding the neural mechanisms underlying

leadership powers.
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Background: Mindfulness a�ects human levels of experience by facilitating

the immediate and impartial perception of phenomena, including sensory

stimulation, emotions, and thoughts. Mindfulness is now a focus of

neuroimaging, since technical and methodological developments in magnetic

resonance imaging have made it possible to observe subjects performing

mindfulness tasks.

Objective: We set out to describe the association between mental processes

and characteristics of mindfulness, including their specific cerebral patterns, as

shown in structural and functional neuroimaging studies.

Methods: We searched the MEDLINE databank of references and abstracts

on life sciences and biomedical topics via PubMed using the keywords:

“mindfulness,” “focused attention (FA),” “open monitoring (OM),” “mind

wandering,” “emotional regulation,” “magnetic resonance imaging (MRI)” and

“default mode network (DMN).” This review extracted phenomenological

experiences across populations with varying degrees of mindfulness training

and correlated these experiences with structural and functional neuroimaging

patterns. Our goal was to describe howmindful behavior was processed by the

constituents of the default mode network during specific tasks.

Results and conclusions: Depending on the research paradigm employed

to explore mindfulness, investigations of function that used fMRI exhibited

distinct activation patterns and functional connectivities. Basic to mindfulness

is a long-term process of learning to use meditation techniques. Meditators

progress from voluntary control of emotions and subjective preferences

to emotional regulation and impartial awareness of phenomena. As their

ability to monitor perception and behavior, a metacognitive skill, improves,

mindfulness increases self-specifying thoughts governed by the experiential

phenomenological self and reduces self-relational thoughts of the narrative

self. The degree of mindfulness (ratio of self-specifying to self-relational

thoughts) may a�ect other mental processes, e.g., awareness, working

memory, mind wandering and belief formation. Mindfulness prevents

habituation and the constant assumptions associated with mindlessness.

Self-specifying thinking during mindfulness and self-relational thinking in the

narrative self relies on the default mode network. The main constituents

of this network are the dorsal and medial prefrontal cortex, and posterior
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cingulate cortex. These midline structures are antagonistic to self-specifying

and self-relational processes, since the predominant process determines their

di�erential involvement. Functional and brain volume changes indicate brain

plasticity, mediated by mental training over the long-term.

KEYWORDS

mindfulness, mind wandering, focused attention, open monitoring, self-specifying

processes, magnetic resonance imaging, default mode network

Introduction

Through mindfulness, we discern new aspects of experience,

rather than seeking to confirm established convictions when we

assimilate our experience (Langer and Moldoveanu, 2000). In

mindfulness, “what” is not as important as “how:” immediate

experience is paramount. Active recognition of the new

sensations we perceive binds our attention to the present,

increasing our awareness of the context of our activities and

our perspectives on them. The work of freeing ourselves from

the models and categories of the past brings a new awareness:

a subjective feeling of involvement in ongoing events and more

intense experience of the “Here and Now.”

Since the early 1970s, mindfulness studies have elucidated

the basic characteristics of mindfulness (Brown et al., 2007).

These are (1) dedication to immediate experience and

concentration on the present, (2) assuming a dispassionate

attitude that allows instantaneous assessment of what is

observed, and (3) appreciation and acceptance of sensations,

feelings, or thoughts as they arise. This fundamentally impartial

attitude allows individuals to anticipate intrusion of obstructive

rumination and subjective values or preferences, increasing the

flexibility of their thought and improving coping strategies

in overwhelming or stressful situations and strengthening

resilience (Keye and Pidgeon, 2013).

Abbreviations: FA, Focused Attention; OM, Open monitoring; SIT,

Stimulus Independent Thought; SOT, Stimulus Oriented Thought; MW,

Mind Wandering; EES, Enactive Experiential Self; EPS, Experiential

phenomenological Self; NS, Narrative Self; MRI, Magnetic Resonance

Imaging; s-MRI, structural Magnetic Resonance Imaging; act-fMRI,

functional Magnetic Resonance Imaging during activation task; rs-fMRI,

functional Magnetic Resonance Imaging during resting state; BOLD,

Blood Oxygen Level Dependent; DMN, Default Mode Network; FPCN,

Fronto-parietal control network; mPFC, medial Prefrontal Cortex; lPFC,

lateral Prefrontal Cortex; PCC, Posterior Cingulate Cortex; ACC, Anterior

Cingulate Cortex; AIC, Anterior Insular Cortex; OFC, Orbitofrontal Cortex;

IPL, Inferior Parietal Lobule; RSP Cortex, Retro-Splenial Cortex; PHG,

Para-Hippocampal Gyrus; HIC, Hippocampus; TPJ, Temporo-parietal

Junction; KIMS, Kentucky Inventory of Mindfulness Skills; MAAS, Mindful

attention Awareness Scale; FMI, Freiburg Mindfulness Inventory; FFMQ,

Five Facet Mindfulness Questionnaire.

The first studies often sought to determine the effects of

mindfulness on health. Kabat-Zinn et al. (1985) investigated

the significance of mindfulness to the self-control of pain.

Shapiro and Schwartz (2000) proposed that mindfulness helped

reduce stress [Mindfulness Based Stress Reduction, MBSR] and

developed an integrated model for stress reduction and health.

Teasdale et al. (2000) thoughtmindfulness opened the possibility

one could monitor one’s own cognitive processes and could aid

in treating mental illnesses. They found the relapse rate for

depression decreased when patients were treated with behavioral

therapy and mindfulness (Teasdale et al., 2002).

Industry had a separate early interest: applying techniques

to motivate workers and managers to practice mindfulness.

Industry studies of mindfulness showed the practice fostered

creativity and helped reduce burnout (Goodman and Schorling,

2012; Langer, 2014). Davenport and Pagnini (2016) elucidated

the conflict between mindfulness and indifference in education

with the goal of promoting more mindful learning in

the schools.

The scientific coordinator and moderator of the first Mind-

and-Life-Dialogs1 (Varela, 1996) proposed that the meditative

potential of human experience is a necessary complement to

the inner representations of the external world posited by

cognitive sciences. He conceived of neurophenomenology as a

reciprocal relationship between phenomenological access and

experiential structures and inner representations of the external

world. Varela et al. (2016) asked this neurophenomenological

question: Can classical cognitive science assess the experiential

content of mental states in the philosophical term qualia?

He saw the meditation of Buddhist monks, characterized

by their ability to be present in body and mind, as the

exemplar of a rigorous paradigm for investigating experience

at first hand. In the Buddhist tradition, meditation is a

concerted act of body and mind, which receive perceptions

while the individual’s conscious awareness remains directed,

uninterrupted, at the object perceived (Revel and Ricard,

1999). Buddhist practice is also confident of the stream

of consciousness (James, 1890) described as having five

characteristics: (1) subjectivity; (2) permanent change; (3)

1 Dharamsala.
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continuity; (4) autonomy regarding the specific mental activity;

and (5) preference for distinct objects.

About 20 years ago, separate research groups identified

brain areas, mainly at midline cortices, in which BOLD

(blood oxygen level dependent) signals decreased as BOLD

activity in areas involved in goal-directed behaviors increased

(Shulman et al., 1997; Gusnard and Raichle, 2001; Mazoyer

et al., 2001). Gusnard and Raichle (2001) recognized that these

areas, which constitute the default mode network (DMN),

are active at baseline and become more active during self-

referential tasks. These discoveries heralded a new era and

a new perspective: we could now use imaging techniques

to explore mental processes like mindfulness. Garrison et al.

(2015) showed that in experienced meditators DMN is typically

characterized by suppression of default mode processing during

meditation, beyond the resting state function observed during

another active, self-relational cognitive task. This and altered

baseline during rest seem to be unique features of long-

term meditation.

This review is based on five themes found in ongoing

conceptual and theoretical disputes on mindfulness. These

themes are associated with both behavioral patterns and

neuroimaging data: (1) proposals in the literature for

an unequivocal operational definition of mindfulness;

(2) experimental requirements derived from operational
definitions met in corresponding neuroimaging projects;

(3) dimensions of mindfulness and its connections to

other mental processes, e.g., believing; (4) contributions

of neuroimaging studies to our understanding of

mindfulness, specifically studies on DMN and areas

engaged in interoception and exteroception; and (5) the

dynamic association between expertise in mindfulness

meditation and related morphological and functional

imaging patterns.

The five thematic sections of the review focus on pressing

questions and observations: 1. “The quest for an operational

definition of mindfulness—a semantic issue;” 2. “Dimensions of

believing;” 3. “Dimensions of believing and their interrelation

withmindfulness,” delimiting the distinction between perceptual

processing and mindfulness via an evaluative component;

4. “Studying mindfulness with neuroimaging using MRI—

concepts and technical aspects;” 5. “Neuroimaging studies of

mindfulness—shaping the brain in parallel with the experience

of mindfulness meditation.” The search terms we used to

identify the papers we included in the review are summarized

in the Supplementary material in partitions that align with these

sections (Supplementary Table S1).

This review extracts phenomenological experiences across

populations with varying degrees of experience in mindfulness

and correlates experience with structural and functional

neuroimaging patterns that reflect the way mindful behavior

is processed by the constituents of the default mode network

during specific tasks.

The quest for an operational
definition of mindfulness—A
semantic issue

The prerequisite for an operational definition ofmindfulness

is adherence to descriptive language that permits exploration

and understanding of neuroimaging results across disciplines

(Lutz et al., 2015). Bishop et al. (2004) reported proposals for

an operational definition made at a consensus conference.

The primary concern of attendees was specifying the essential

components that would serve as the basis for verifiable

predictions. The secondary concern was characterizing

measures to validate the resulting construct. These efforts

produced a model of mindfulness comprising two elements: (1)

regulating mindfulness to heighten awareness of mental activity

during an experience; (2) deciding to focus one’s attention on

one’s immediate experience, characterized by an attitude of

curiosity, openness and receptivity. The conference’s initiatives

aroused prompt attention and provoked ongoing discussion

about developing this model. Discussants expressed reservations

about the model’s completeness, asking if the model comprised

all the necessary components. Kabat-Zinn (1990), who defined

mindfulness as paying purposeful attention characterized by

immediacy and withholding judgment, proposed a different but

similar two-component model.

Mindfulness creates a mental state in which one attends

to sensations, feelings, and thoughts as they emerge in the

stream of consciousness. The skill of observing impartially

and immediately can be learned within the framework of

meditation. Lutz et al. (2015) delineated four contextual features

of meditation: physical posture; non-aversive affect; axiological

framework; and maintenance or retention of experience.

Physical postures that facilitate meditation techniques include

sedentary practices like FA, OM, and ethical enhancement,

and also some that require physical exercise like Hatha Yoga

(Vago, 2014). The concepts behind Hatha Yoga and ethical

enhancement are complex and explicitly extend mindfulness

into the external world. They include empathy and demand

integrity, which is particularly important in mindfulness-

based research (Crane and Hecht, 2018). Ethical and religious

contemplation are aspects of an axiological framework that

transcend the secular perspective, so they are not a subject of

this review.

There is a consensus to classify meditation techniques at

least into the categories of FA meditation, OM meditation,

and compassion or loving-kindness practices (Fox et al., 2016).

FA-meditation focuses attention on a specific bodily act like

breathing supported by a controlled posture and should sustain

awareness of current experience (Bishop et al., 2004). Claims

that this meditative practice predicts introspective accuracy

are supported by subjective reports and objective measures of

tactile sensitivity, e.g., 2D discrimination or adjusted cortical
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activity (Fox et al., 2012). Mantra recitation meditation may

appear similar to FA meditation but distinct through the

inherent focus, i.e., the repetition of a sound, word or sentence

spoken aloud or silently (Travis, 2014). OM-meditation is

also introspective, characterized by curious and deliberately

unrestricted receptivity to experiences, primarily physically

but also mentally. The trainee gains flexibility, can regulate

and sustain attention, deal immediately with experiences,

and keeps an open mind (Posner, 1980). Loving-kindness

meditation and compassionate meditation are closely related

to each other but differ in their intention: In loving-kindness

meditation subjects intend to generate sympathetic feelings for

all living beings whereas in compassionmeditation they cultivate

empathic attitudes and behaviors to the suffering of others

(Fox et al., 2016). Components of mindfulness are evident in

these practices, like sustained attention and open examination of

immediate experience, but they are not the same as mindfulness,

which is an internalized disposition to accept experience

and retain its context in daily life after meditation training

(Gethin, 2011).

FA-meditation is directed to somaesthesia, since it

is restricted to interoception, but OM-meditation also

encompasses the external world, induced by an open-

minded and curious basic attitude. The different traditions

of Buddhism emphasize either awareness/mindfulness or

concentration/absorption, both of which affect and promote

behaviors (Mikulas, 2011). Experienced meditators perform

better on the Wilkins counting test than inexperienced

meditators (Wilkins et al., 1987; Valentine and Sweet, 1999).

Young adults who practiced OM and FM for a week had

better executive function scores on an emotional variant of

the Attention Network Test than those in a control group

that practiced only relaxation techniques (Ainsworth et al.,

2013). Different meditation techniques can also produce

differences in behavior. Colzato et al. (2012) found that subjects

proficient in OM-meditation may be better at tasks that require

divided attention than subjects proficient in FA-meditation.

Lutz et al. (2008) suggested that FA-meditation promotes

effortless concentration while OM-meditation promotes

objectless attention.

Physiological effects of mindfulness were also observed,

namely decreased neural response to stimuli. Brown et al.

(2013) showed that after viewing stimulating images (pleasant

or unpleasant), mindful intervention helped decrease amplitude

of late positive potential (LPP) after 400ms. Since LPP is

an electrophysiological marker for the emotional valence of a

stimulus, this decrease indicates that mindfulness modulates

emotion in an early phase of generation, before cognitive

suppression can inhibit explicitly expressive behavior (Gross,

2001; Sheppes and Gross, 2011). As an example of implicit

sensory-affective-motor processing, it is possible the underlying

enactive experiential network (Vago and Silbersweig, 2012)

sustains an equanimous frame of mind. Emotion control

strategies appear to change with age: people’s ability to

appraise positively improves with age, while their ability

to suppress emotional behavior is maintained, and their

ability to implement detached reappraisal declines with age

(Shiota and Levenson, 2009).

The quest for an operational definition of mindfulness

persisted after the consensus conference. Bishop et al. (2004)’s

aimwas to distinguish core elements of themodel and demarcate

collateral features that might actually be beneficial. Shapiro

and Schwartz (2000) discussed collateral features including

patience, trust, self-restraint, wisdom, and compassion. Some

conjectured these benefits emerge as an individual becomes

conscious of his own thoughts in a process of continuous mental

cultivation (Hölzel et al., 2011; Lutz et al., 2015). Meta-awareness

then facilitates the prerequisite of experiential retention. Brown

et al. (2007) contended that mindfulness is an attribute of

consciousness that pertains to perception rather than cognition.

They assert that the distinction betweenmindfulness as such and

the various meditative practices that help practitioners attain

mindfulness are insufficient, since these practices emphasize

the perception of internal phenomena. Langer (2014) suggested

that the definition of mindfulness be extended from awareness

of the internal world of sensory stimulation, emotions, or

thoughts to attention to the outside world of salient events.

This extension opens new possibilities in exercisingmindfulness:

creation of new categories; a proper world of thoughts freed

of old patterns; openness to new experience from a first- or

third-person perspective; and recognizing alternative adaptive

possibilities in specific circumstances.

A core element of mindfulness is impartial registration of

sensations, feelings, and thoughts (Rimes and Wingrove, 2011).

Maintaining non-aversive affect is essential to mindfulness, as

it may foster positive attitudes like acceptance, loving kindness,

compassion, or aesthetic appreciation (Shapiro et al., 2006;

Lutz et al., 2015). A responsive positive emotional state like

compassion is a prerequisite for open-mindedness and curiosity

because it reduces preoccupation with repetitive negative

thoughts and redundant speculations (Takano and Tanno, 2009;

McEvoy et al., 2010). These thoughts and speculations can

afflict the subject with reiterative and critical discourse about

the meaning of perceptions and disrupt attention to immediate

experience. Open-mindedness, in contrast, facilitates perception

during the stream of consciousness and thus sustains flexibility

(Moore and Malinowski, 2009). Greenberg et al. (2010) showed

that internalizing mindfulness sustained flexibility in those who

solved Luchins’ water jar test.

After an experience and depending on the degree of activity,

the focus of attention in the daily stream of consciousness

alternates between attention directed to external events and

attention to internal states (James, 1890). Based on stimulus-

oriented thoughts (SOT), mindful mental states subserve

external perceptions. Individuals often cannot maintain SOTs

and lapse into stimulus-independent thoughts (SITs), which
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are associated with ruminations about past and future and

their effects on self-imagination and expectations (Mason et al.,

2007a,b). The boundary between mindfulness sensu stricto and

such self-monitoring is critical. These states of self-focused

attention may also cause distress (Nolen-Hoeksema, 1991;

Trapnell and Campbell, 1999; Neff, 2003). Such intrusions in

our consciousness, experienced as daydreams, can accompany

physical activity and correlate negatively with its intensity

(Killingsworth and Gilbert, 2010). Self-referential thinking and

adherence to old, ingrained attitudes and patterns of thought

hinders attention to outer experience and shifts the focus of

internal mental activity from impartial, open perception of

feelings and thoughts to the irreal realm of wishes and fears

(Dambrun and Ricard, 2011). The experiential system loses

its immediate relation to reality, reducing the capacity of the

affected individual to adapt to new situations or conditions

(Rummel and Boywitt, 2014). The lapse into an illusionary

world when the mind “wanders” then pervades our thoughts. A

careful, web-based study of 2,250 arbitrarily selected individuals

indicated that mind wandering prevailed 46.9% of the time

(Killingsworth and Gilbert, 2010). During externally directed

activity, lapses into mind wandering occurred for at least 30%

of the period measured.

A multilevel regression showed that individuals felt

unhappier when their minds wandered. The authors concluded,

“A wandering mind is an unhappy mind.” The regression

indicated that the content of their thoughts was a better

predictor of the individual’s happiness than what they were

doing. Mason et al. (2007a) ascertained, in interviews with

subjects at rest immediately after a functional MRI session,

that mind wandering was common. Participants engaged in

stimulus-oriented thinking 26% of the time, focused on their

physical state 15% of the time, and were preoccupied with

stimulus-independent thoughts 59% of the time. Stimulus-

independent thoughts focused on the future 26% of the time,

on the past 23% of the time, and were unspecified 10% of

the time. By nature, mind wandering tends to inattention,

contrasting clearly with the decentred, unconstrained attitude

of mindfulness. Others have also reported predominantly

negative effects of mind wandering, especially when the mind

wanders to past events (Smallwood and O’Connor, 2011;

Stawarczyk et al., 2013). One contradictory study observed that

positive mood effects and mind wandering were reciprocal

(Smallwood et al., 2009).

Scales for the assessment of mindfulness
and inattention

Validated mindfulness scales characterize subjective

dispositions or traits and describe a subject’s tendency to

be mindful in daily life. These scales include the Mindful

attention Awareness Scale (MAAS) (Brown and Ryan, 2003),

the Freiburg Mindfulness Inventory (FMI) (Walach et al., 2006),

the Kentucky Inventory of Mindfulness Skills (KIMS) (Baer

et al., 2004), the Five Facet Mindfulness Questionnaire (FFMQ)

(Baer et al., 2006) and the Imaginal Processes Inventory (http://

neuroinformatics.harvard.edu/w/public/images/5/55/Ipi.pdf).

The Imaginal Processes Inventory assesses the risk an individual

will lapse from mindfulness into daydreams or mind wandering

(Supplementary Table S2: Scales measuring mindful traits).

The Toronto mindfulness scale measures mental states; this

scale can be correlated with the dispositions of mindfulness

described above (Lau et al., 2006). All these are Likert scales,

and all these single factor and multifactor scales contain

ambiguities that must be resolved in future studies. A pressing

question is how much their results depend on meditation

experience and whether their findings are consistent with

experimental mindfulness tasks (Bergomi et al., 2013; Chiesa,

2013). We also cannot be sure if mindful traits are related or

independent factors.

Dimensions of mindfulness

A dual concept of personality theory posits that human

behavior relies on two information processing systems that work

in parallel and interact. These are the rational and experiential

frameworks, e.g., Epstein (2003)’s cognitive—experiential self-

theory (CEST). The two frameworks support first and third

person perspectives. A hypothesis of classical cognitive science

is that the first person perspective of empirical self-observation

is a subject’s privileged account of their own experience. This

privileged view is inaccessible to other observers and thus

irreducible to third person data (Searle, 1994). Third person

perspective reduces perceptions to objects and processes that

exist outside, and thus are independent of the subject’s mind.

Third person perspectives provide data about the objective

structure and dynamics of physical systems (Chalmers, 2013).

The classical assumption is dualistic, posing a dichotomy

between indirectly ascertainable objects and processes and

internally experienced percepts.

Scholars are increasingly criticizing the presumption of a

dichotomy. Choifer (2018) partially resolves this dilemma by

linguistically linking these two perspectives to the personal

pronoun. He proposes that the subject exhibits two modes of

consciousness: reflective or non-reflective. These two modes

of being in the world allow the subject to occupy one of two

mutually exclusive perspectives at a given time. In the reflective

mode, the third person perspective is scientifically accessible.

When the subject detaches from self-referential thoughts, they

may take an experiential attitude to self-observation, the

precondition for metacognitive skills like monitoring one’s own

perceptions (Pasquali et al., 2010).
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Varela and Shear (1999) integrate the first person

perspective with non-reflective thoughts as lived experience

associated with cognitive and mental events into a science of

consciousness. They acknowledge that this lived experience

must be substantiated by third-person studies. According

to this theory, the perspective of a second person (e.g., an

experienced tutor) may mediate between the perspectives of

the first and third person (Pauen, 2012). The discussion of

the theoretical framework that supports the argument for an

intermediate, second person perspective is out of scope of the

review but validating second-person methods for studying

human consciousness would require first establishing objective

methods for comparing results across different subjects and

tutors (Olivares et al., 2015). A new cognitive science construct

derived from probabilistic models and based on prediction

coding and the free energy principle treats both themetaphysical

self (“I,” the subject of experience) and the phenomenal self

(“me,” the object of experience) as if they occupied different

levels of the phenomenal self-model (Metzinger, 2018).

This distinction is purely pragmatic; it forfeits the subject

of experience and asserts that an experience can be owned

(Wozniak, 2018). The main questions are now: How may we

describe and reliably estimate the metacognitive competence

of self-monitoring? How can we grasp effects of mindfulness

on the subject’s experience? And how shall we integrate aspects

of mindfulness vs. mindlessness into a neurobiological concept

that matches patterns visible in neuroimaging that could be

associated with these states?

To generate scientific hypotheses (Lutz et al., 2015) proposed

a heuristic tool: orientation on a phenomenological matrix of

mindfulness. They suggested we could map focused attention,

open monitoring, mind wandering, and rumination within

three-dimensional space by measuring object orientation,

dereification, and meta-awareness. OM could be clearly

differentiated from FA in experienced subjects along the axis

of object orientation [1], like OM and FA can be differentiated

from mind wandering along the axis of dereification [2] and

OM can be differentiated from mind wandering along the

axis of meta-awareness (the indication for monitoring of

experience) [3]. One could also map the secondary dimensions

of aperture of the focus of interest, clarity of the percept,

stability of disposition and effort, each of which would reveal

qualities of these mental states. Based on self-reports from a

neurophenomenological experiment, OM and FA were distinct.

The distinction was illustrated by the broad range of attention

novices and experienced meditators exhibited during OM

(Abdoun et al., 2019). FA is less clear (less vivid experience) and

less stable (experiences of shorter duration) than OM, because

FA relies on theoretical background and experiential knowledge

to calm and slow down the mind (Revel and Ricard, 1999).

Dereification is associated with impaired ability to discriminate

between mental phenomena and depictions of reality. Together

with unavailable meta-awareness, dereification characterizes

mind-wandering, impacting negatively on wellbeing

(Dahl et al., 2015).

Christoff et al. (2016) presented a complementary two-

dimensional framework that places mental states subjected to

deliberate constraints on one axis and mental states subjected to

automatic constraints on the other. Subjects can exert cognitive

control to govern their mental states deliberately (Miller,

2000). Cognitive control is most strongly exerted during goal-

directed thought, less common during creative thinking and

mind wandering, and least common during dreams. Automatic

constraints are fundamentally different because they cannot be

controlled by cognition and are most likely driven by affective

and sensory salience (Todd et al., 2012), e.g., ruminations,

obsessive thoughts, and addictive cravings.

Five days of integrative body-mind training grounded

in traditional Chinese medicine, which included breathing

adjustment and mindfulness training, gradually cultivated

effortless attention and improved conflict resolution, as

measured by the attention network test (ANT) (Tang et al.,

2007). A study that tested the threshold for conscious perception

and working memory capacity found that in meditation novices

who engaged in mindfulness-based stress reduction, these

capacities improved significantly more than in those who

practiced alternative strategies; however, it was impossible to

strictly differentiate confounding factors like test effort and

stress reduction not caused by mindfulness (Jensen et al.,

2012). As compared to a distinct focused attention awake state,

measuring the relative concentrations of brain metabolites using
31P Magnetic Resonance Spectroscopy indicated an enhanced

energetic state induced by a FA meditation state in the basal

ganglia and temporal lobes and, furthermore, a down-regulation

of ATP-turnover in the occipital and frontal lobes after a 7 weeks

training (Galijašević et al., 2021).

Long-term practice of meditation within the Tibetan

Buddhist tradition cultivates a special form of attentional

expertise (Brefczynski-Lewis et al., 2007) in which practitioners

can sustain attention on an external or internal object over time.

This is one-pointed concentration: when a state of equanimity is

achieved, the dichotomy of subject and object may eventually

disappear (Revel and Ricard, 1999). One study examining

the effects of 3 months of systematic mental training in

concentration meditation on information processing found that

the practice seems to ameliorate the so-called “attentional blink

deficit” in which two targets compete for limited attentional

resources (Slagter et al., 2007).

Vago and Silbersweig (2012) propose a comprehensive

conceptual framework to describe the functional relationship

between mindfulness processing and neurobiological

mechanisms: S-ART (Self-Awareness, -Regulation, and -

Transcendence). Its constituents are the task positive networks

(cf. attention to the external world) of the enactive experiential

self (EES) and of the experiential phenomenological self (EPS),

the task negative network (cf. internally directed mentation)
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of the narrative self (NS), and an integrative fronto-parietal

control network (FPCN). The EES reflects elementary processes

that integrate exteroception, proprioception, kinaesthesia, and

interoception to establish a physical self-percept, organized

at the level of the unconscious (James, 1890; Damasio, 1999;

Craig, 2003). The NS describes a self-concept based on reflective

and evaluative perception of physical, social, and psychological

domains (Christoff et al., 2011). In contrast, EPS comprises

higher level percepts acquired through self-specifying, primarily

non-judging cognitive processes during present awareness;

EPS is thus distinct from the self-related processes of the NS

(Gallagher, 2000). While EES, EPS, and NS may be functionally

independent, the FPCN generates consistent hub patterns,

activating each system differently in practiced tasks and flexibly

adapting to novel tasks (Vincent et al., 2008; Cole et al., 2013).

Dimensions of believing and
interrelations with mindfulness

Beliefs and disbeliefs are unequivocally mental processes

with specific neural correlates, as Sacks and Hirsch (2008):

According to the seminal work of Harris et al. (2008),

contrasting beliefs and disbeliefs evinced consistently

involvement of ventral medial prefrontal cortex (mPFC)

using fMRI when subjects assessed written propositions.

Interestingly, subjects were quicker to judge statements true

than false or undecidable, suggesting that the latter two

judgements require more complex information processing.

Seitz et al. (2022) proposed three categories of beliefs based on

their inherent processual properties: (1) empirical (implicating

objects); (2) relational (implicating events); and (3) conceptual

(implicating narratives).

These categories reflect varying mental demands and

relationships between knowledge and belief. Beliefs are

propositional attitudes like desires; at best, they are probabilistic

approximations of reality because our sensori-motor and

cognitive perceptive systems are limited, as are our predictions

of emerging actions (Howlett and Paulus, 2015; Seitz et al.,

2016). An example of an empirical belief would be probabilistic

modeling of the sensori-motor hand skill of object exploration,

which relies on extracting the first three components from a

digital data glove. Analyzing the principal component with

around 80% variance would enable us to describe finger

positions in space over time and thus designate the type of

the multifinger task as finger gaiting (Krammer et al., 2020).

Structurally, the probabilistic map of the brain lesion (part of a

distributed cortical neuronal network) predicted recovery from

tactile agnosia vs. persistent disorder over the long-term with

90% accuracy (Abela et al., 2019).

Relational beliefs include percepts of objects and subjects

(Seitz et al., 2022). Objects, tools, or interfaces may be integrated

because people believe and trust in their usefulness. Eventually,

this iterative and embodied process becomes a routine in which

use is automatic (Nehaniv et al., 2013). Personal interactions are

similarly mediated and stabilized by trust in familiar wordings,

manners of speech, and concomitant intimate gestures validated

as individuals grow (Seitz et al., 2018). Conceptual beliefs appear

in our narratives, often in stories about our past and thoughts

about our future, and shape our autobiographical memory

(Fivush et al., 2011). Confronted with a conceptual question,

subjects decide whether to seek maximal value based on

momentary beliefs or explore an issue from several perspectives

with the goal of preserving multiple options. The decision to

seek maximal value is driven by experience and promises of

reward; the action may consolidate our beliefs or make us rigid

(Duncan and Peterson, 2014). The decision to preserve options

spring from mindfulness, which allows us to better adapt to a

concrete situation because it grants us more freedom and can

update our beliefs (Langer, 2014).

Believing processes are products of the empirical, relational,

and conceptual processes detailed above, and are distinguished

by self-relational valuation; they spur action and a learning

process that helps us predict errors (Seitz et al., 2018). Multiple

factors set the course of a person’s believing processes:

(1) becoming aware of actions or internal narratives; (2)

experiencing agency and ascribing ownership; (3) referring

perception to the real world; (4) emotional binding and

increasing trust that comes from relying on percepts. When

narratives productively use unrealized possibilities, this may

raise the risk of counterfactual explanations (Brugger and

Graves, 1997). The limitations of the pure third person

perspective of classical cognitive science are clear when we

examine trusting beliefs. We may trust intentions, behavior,

dispositions, and institutions, posing difficulties for an

operational definition and modeling trust related judgements

(Vidotto et al., 2012).

In contrast, mindfulness is self-generating and self-

sustaining, resistant to mindset manipulation (Langer et al.,

2010). Mindfulness is distinguished by amainly non-judgmental

behavior, facilitated by a decentred attitude (Shepherd et al.,

2016). Decentring makes open-minded acceptance possible

and is an essential component of self-awareness. Decentring

mediates between mindfulness and positive affect, but not

between mindfulness and positive thinking. Mindfulness,

however, correlates directly with positive thinking (ben

Salem and Karlin, 2022). This suggests that decentring and

mindfulness are separable constructs that travel distinct

pathways (Gecht et al., 2014). But mindfulness and awareness

intertwine and together make it possible for people to perceive

thoughts, beliefs, motivations, and feelings clearly (Brown and

Ryan, 2003; ben Salem and Karlin, 2022).

Table 1 gives an overview of up-dated personality concepts,

which include now experience from a first person perspective

and is basic for verification of mindfulness effects on behavior

by neuroimaging methods.
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TABLE 1 A change of personality concept to integrate the subject’s

experiential mode of information processing.

(1) Classical dual concept of personality posits two information processing

systems in humans: a rationale and an experiential one.

(2) The dilemma of classical cognitive science is: Subjective experience is not

accessible to other observers whereas perception of objects and processes are

accessible.

(3) The subject exhibits two modes of consciousness: a non-reflective (i.e., a 1st

first person perspective) and a reflective (i.e., a 3rd person perspective,

ownership of experience).

(4) A probabilistic model posits: the metaphysical self (“I,” the subject of

experience) vs. the phenomenal self (“me,” the object of experience).

(5) A practical approach for a science of consciousness: exact describing the

phenomenal-self according to a reflective, methodically guided

phenomenological analysis.

(6) Mindfulness and believing interact with living experience and are mutually

antagonistic (principle of subjective detachment vs. principle of subjective

evaluation).

(7) Here the objectives of the assessment of mental processes are: to

differentiate between the manifestations and mechanisms of unconscious EES,

conscious EPS and NS.

Searle (1994), Epstein (2003), Gallagher and Varela (2003), Vago and Silbersweig (2012),

Chalmers (2013), Choifer (2018), Metzinger (2018), and Wozniak (2018).

Studying mindfulness with
neuroimaging using MRI—Concepts
and technical aspects

In the early 1990s, functional magnetic resonance imaging

(fMRI) made it possible to extensively and non-invasively study

cerebral physiology and mental processes, which previously

could only be investigated through joint analysis of lesions and

disease. The physiological principal underlying fMRI derives

from the fact that the magnetic properties of hemoglobin

depend on the level of oxygenation in the brain: the BOLD

effect (Logothetis and Pfeuffer, 2004). When activated by, e.g.,

a motor task, oxygen concentration in the related capillary

network of stimulated cortical and subcortical areas exceeds

normal levels. Brain activation can be compared during active

performance and non-performance of a task because fMRI

shows blood supply changes in the regions implicated in

that task. A time series of individual fMRI scans extend

over the course of minutes as the subject cycles through

task and control conditions. Most commonly, analyses use

a general linear model to make categorical comparisons

of the conditions (Friston et al., 1995; Calhoun et al.,

2001).

In regions not implicated in a task, we expect brain activity

to decrease because sensory modalities are not stimulated

(Haxby et al., 1994; Kawashima et al., 1994; Buckner et al.,

1996). Deactivation should also be apparent in the frontal

and posterior midline cortices (Ghatan et al., 1995; Baker

et al., 1996). Andreasen et al. (1995) showed that these areas

activated in a memory task and suggested that they were

associated with personal reflection. Subsequently, Shulman

et al. (1997) and Mazoyer et al. (2001) identified specific

brain areas that were more active during passive than during

goal-directed task conditions, constituting the “default mode

network” (DMN). Gusnard and Raichle (2001) affirmed the

functional importance of the passive resting state, proposing that

it sustains a stable, unified representation of the individual in

their environment: a self-representation. The discovery of the

DMN provided significant impulse to explore human cognitive

and psychological activity.

The DMN is explored with resting state-fMRI (rs-fMRI),

a time series of individual scans taken over the course of

minutes. Unlike act-fMRI, rs-fMRI are acquired only in the

resting state and are not compared to scans taken in the

active state (Biswal, 2012). Commonly, time correlations are

computed among the regions of interest captured by brain

images to establish functional connectivity. Regions that belong

to the DMN are deactivated during act-fMRI studies but show

increased activity during periods of reduced interaction with the

external world, e.g., rest, sleep, or under anesthesia (Buckner

et al., 2008). There is an anticorrelation between the DMN

and externally activated networks. The DMN develop in early

infancy and is deficient in Alzheimer’s disease, autism, and

schizophrenia (Buckner et al., 2008). Although we do not yet

know its function, the components of DMN were revealed in

studies of meditation, self-reflection, perception of prospects,

and reflections about others during mentalizing, which is a

form of cognitive empathy (Frith and Frith, 2003; Choi-Kain

et al., 2008). These studies suggest clear differentiations between

reasoning about another person’s mental state and affective

states shared with another person (empathy associated with

distress) or concern for another (compassion), even though

these behaviors interact under certain circumstances (Preckel

et al., 2018).The two study paradigms, act-fMRI, and rs-fMRI,

both acquire time series that extend over periods of minutes.

Structural MRI (s-MRI) requires iteratively reconstructing k-

space by acquiring signals averaged over minutes. s-MRI uses

modern scanners to capture high resolution structural images.

Researchers combined sophisticated analysis software with these

high-resolution images to develop voxel-based morphometry,

allowing them to measure the size of local gray matter in cross-

sectional studies and tensor-based morphometry expressed by

tensor gradients in longitudinal studies (Ashburner and Friston,

2000; Abela et al., 2014).

The three MRI study paradigms rely on segmenting brain

matter into ventricles, white matter, and gray matter (the

cortical layer and subcortical nuclei) and spatial standardization

of individual brains. The creation of a common stereotactic

space makes possible direct comparisons of regional changes

in individuals or groups and allows us to study their relation
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TABLE 2 Literature search in PubMed [National Library of Medicine,

USA].

Assimilation of new settings into the context of

mindfulness

Keyword 1 Keyword 2 Keyword 3 Papers [n] Since

Mindfulness 12,008 1985

Mindfulness Meditation 2,902 2001

Mindfulness MRI 683 2001

Mindfulness Meditation MRI 127 2006

Mindfulness Awareness MRI 88 2000

Mindfulness Believing MRI 29 2001

Mindfulness Focused attention MRI 28 2003

Mindfulness Mind wandering MRI 28 2007

Mindfulness Working memory MRI 15 2005

Mindfulness Open monitoring MRI 4 2001

to behavioral covariates. Long-term changes in local brain

volumes over time may indicate brain plasticity, such as might

be due to brain lesions or to physical or mental training

(Debarnot et al., 2014).

A search of the MEDLINE metadata bank of references and

abstracts on life sciences and biomedical topics (National Library

of Medicine, USA) via PubMed yielded 12,008 publications on

mindfulness since 1985 (Table 2) The Table shows the stepwise

integration of various mental processes (e.g., meditation,

awareness, believing, attention, mind wandering, and working

memory) visualized with MRI into the research focus. This

expansion of research focus concurred with the detection of

the DMN.

Neuroimaging studies of
mindfulness—Shaping the brain in
parallel with the experience in
mindfulness meditation

Using the neuroimaging techniques act-fMRI, rs-fMRI, and

s-MRI, described in the previous section, we next present the

results of selected original publications that discuss key elements

of mindfulness and/or its behavioral covariates observed during

naturalistic tasks (Gallagher and Brøsted Sørensen, 2006).

Selection was performed with “mindfulness,” “focused attention

(FA),” “open monitoring (OM),” “mind wandering,” “emotional

regulation,” “magnetic resonance imaging (MRI)” and “default

mode network (DMN).” We accommodated our approach to

the suggestions of Gallagher and Brøsted Sørensen (2006) to

reduce the data and extract the essentials from the observed

behavior including its context and, thus, associate the core of the

experiential phenomenology with the neuroimaging findings for

objectivation. In essence, we categorized first-hand experience

of phenomena at a level of abstraction sufficient to allow us

to recognize the common properties of phenomenological data

and objective data accepted by the sciences. These behavioral

categories included task description, task performance, context

of the task, explicit or implicit information processing, and

experience in mindfulness meditation.

Researchers have characterized subjects’ abilities to process

emotions during different stages of meditation experience and

while exposed to different conditions. Herwig et al. (2010)’s act-

fMRI study of meditation-naïve healthy volunteers revealed that

BOLD increased in the dorsal mPFC, extending to the superior

frontal gyrus, during self-related perception and emotional

introspection. At the same time, activity decreased exclusively

in the left amygdala during emotional introspection. The unique

association of BOLD responses in dorsal mPFC and amygdala

during emotional introspection indicated that the phenomenon

was independent of voluntary intention. BOLD response within

the anterior mPFC during cognitive self-reflection and within

the posterior mPFC during emotional introspection correlated

inversely with FMI-scale score (Walach et al., 2006), which

suggests that subjects with higher mindfulness scores use

fewer neural resources. Application of the same study protocol

confirmed that emotion-introspection downregulated amygdala

activity in depressed patients, supporting its use as mindfulness

related treatment (Herwig et al., 2018).

Murakami et al. (2015) continued to explore the relationship

between the amygdala and the PFC in a study of unselected

healthy subjects presented with images containing emotionally

negative content. Subjects used two strategies, voluntary

suppression and mindful emotional self-regulation, to cope

with these negative images; both strategies reduced negative

affect more than natural responses. These strategies suppressed

the response of the amygdala, but act-fMRI suggested they

each involved different neural systems. During mindful self-

regulation, functional connectivity between amygdala and

mPFC was prevalent; during voluntary suppression, functional

connectivity between amygdala and dorsal lateral prefrontal

cortex (lPFC) was prevalent. A post-examination interview

indicated that mindful introspection was accompanied by

more reliable self-monitoring. Kral et al. (2018) showed that

amygdala response to negative emotional stimuli decreased in

more experienced meditators, while short-term training in a

mindfulness-based stress reduction course did not have the same

effect. In an act-fMRI study by Lebois et al. (2015), healthy

subjects who had not previously meditated were taught two

strategies for disengaging from one sentence scenarios (i.e.,

stressful vs. non-stressful) projected on a screen. The first

strategy was mindful attention (a decentring attitude) and the

second was immersion in the scenario. Those who paid mindful

attention showed less neural activity in the subgenual ACC,

ventral ACC, ventral mPFC and medial orbito-frontal cortex

during exposure to stressful scenarios that those who immersed
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themselves in the scenario. Three day intensive mindfulness

meditation training intervention has been effective in reversing

resting state functional connectivity between amygdala and

subgenual ACC which associates previously perceived stress

(Taren et al., 2014).

Reappraisal and acceptance can also be used to cope

with emotionally negative experiences. Unlike acceptance,

reappraisal is an elaborate cognitive practice in which one

iteratively reinterprets negative experiences so that they

eventually cease eliciting negative affect (Gross, 2001). In healthy

subjects confronted with sad images, both strategies effectively

regulated negative emotions better than no strategy; reappraisal

was more effective than acceptance (Smoski et al., 2015). This

act-fMRI study found the right frontal pole and medial frontal

cortex were activated during acceptance. The left insula and

precentral gyrus were activated during reappraisal. Opialla et al.

(2015) observed activation in the left ventral and dorsal lPFC,

supramarginal gyrus, and insula increased with mindfulness

more than with cognitive re-appraisal during cued expectation

of negative stimuli, but not during perception. Thus, initiation of

a mindful state may engage more neural resources, specifically in

the expectation phase ofmeditation-naïve subjects. Subjects who

had major depressive disorders had less activity in their ventral

medial PFC during mindful acceptance, a predictive sign of

depressive relapse, and less activity in cognitive control regions

like the paracingulate area, which may influence the ability to

adapt emotional responses (Shackman et al., 2011).

Modinos et al. (2010) used an act-fMRI study design to

investigate healthy subjects and determine the relationship

between mean activation in dorsal mPFC during reappraisal

and mindfulness traits as determined by KIMS. Subjects were

taught a reappraisal strategy and then confronted with neutral

and negative images during a fMRI task. Their dorsal mPFC

was activated when they successfully reappraised the negative

image while their amygdala deactivated. The positive association

of mean activation in dorsal mPFC with mindfulness traits

according to KIMS was dependent mainly on the subscale “act

with awareness.” Other studies unrelated to mindfulness found

that the degree of ventral mPFC activation was positively related

to self-referential evaluations (Gusnard and Raichle, 2001;

Northoff and Bermpohl, 2004) and evaluations of emotional

stimuli affecting others (Frith and Frith, 2003).

Some effects of meditation practice were touched on above,

and these and other effects have been the subject of extensive

investigations. In an act-fMRI study, Farb et al. (2007) used

a word perception task to show that experienced meditators

were more likely to enter a state of experiential self-awareness

than naïve subjects. Experienced subjects were trained daily

in an 8-week mindfulness-based stress reduction course. They

learned to discriminate between experiential and narrative forms

of self-awareness, while untrained naïve subjects could not

differentiate the two and tended to the narrative mode. All

subjects were asked to engage in self-awareness while they were

briefly shown a validated, randomized list of words chosen to

elicit either positive or negative emotions (Anderson, 1968).

BOLD response in both the ventral and dorsal mPFC markedly

decreased in experienced subjects in the experiential mode. At

the same time, activation shifted from midline structures to

right prefrontal-lateral areas and the anterior insular cortex

(AIC). The authors proposed this shift might be caused by

consolidation of a decentred attitude and diminished self-

referential neural processing. Farb et al. (2013) extended this

study, employing the same subjects but changing the test

paradigm. The revised study design included three conditions:

interoceptive attention; word perception while refraining from

cognitive or emotional response; and recognition of word

repetitions. The state of interoceptive attention in experienced

meditators deactivated the dorsal mPFC and activated the right

posterior insula. Concurrent activation of the posterior and

anterior insular cortex also indicated that the internal insular

structure was reorganized. This activity pattern, including dorsal

mPFC, might indicate the substratum in which tonic activity

is preserved in the AIC during externally focused attention.

The greater functional connectivity between posterior and

anterior insula may enable subjects to integrate simultaneously

interoceptive and exteroceptive processing. The crucial active

involvement of the AIC during interoception and its importance

for interoceptive accuracy, e.g., toward sensing the breathing

rhythm, were established in recent fMRI experiments by Wang

et al. (2019). Recently (Lenhart et al., 2020) reported findings

similar to those of Farb et al. (2013) in a longitudinal study

of gray matter changes in the course of a 7 weeks FA

meditation training. They found increases in the AIC, the

caudate nucleus and the frontal cortices, decreases in the

parieto-temporal areas and the parahippocampal gyrus (PHG)

as well as fractional anisotropy alterations adjacent to right

hippocampus (HIC) and basal ganglia. Most important are the

contributions of Santarnecchi et al. (2021) using rs-fMRI and

determining mindfulness induced functional connectivity in

the right putamen, cerebellum and anterior insula after an 8

week MBSR training. The prominent findings were the effective

connectivity patterns between ACC, putamen on both sides

and right cerebellum and the differential response of executive

and somatosensory putaminal subregions within this network,

exerting a modulatory functional impact both on orbitofrontal

cortex and cerebellum.

A four-condition act-fMRI by Brewer et al. (2011) revealed

that the activation pattern of experienced mediators was

independent of three test conditions: attention to respiration;

loving kindness; and neutral awareness. In contrast to controls

deactivation of the posterior cingulate cortex (PCC) and mPFC,

two constituents of the DMN, were observed in experienced

meditators as part of this network during the three test

conditions relative to baseline. Experienced mediators also

exhibited more connectivity in PCC and areas involved in

conflict monitoring, cognitive control and working memory
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(the dorsal lPFC and ACC) under all test conditions (Mansouri

et al., 2009). Hasenkamp et al. (2012) and (Hasenkamp and

Barsalou, 2012) used rs-fMRI to monitor cognitive processes

in experienced meditators and a control group of subjects

with little meditative experience. The authors differentiated four

consecutive phases of a naturalistic cycle during self-monitoring:

mind wandering, awareness of mind wandering, attention

shifting, and re-established sustained attention. These form a

theoretical model of cognitive fluctuations during a FA session.

Experienced meditators were distinguished by diminished

activity in a cluster that involved ventral mPFC and ACC when

they shifted and restored sustained attention. Dorsal lPFC plays

a key role in preserving FA (Hasenkamp et al., 2012). Significant

differences between experienced and inexperienced mediators

have also emerged in an analysis of functional connectivity. This

analysis delineated a salient network involving DMN at ventral

mPFC and bilateral PCC during mind wandering and involving

executive network at dosal lPFC while sustained attention

to breathing was restored. When experienced mediators paid

sustained attention, connections between the right anterior

insula, left dorsal IPFC, mid cingulate gyrus and right dorsal

IPFC increased as did connections between a PFC/ACC cluster

and bilateral inferior parietal lobules, while connectivity between

a ventral mPFC/ACC cluster and the left PCC decreased

(Hasenkamp and Barsalou, 2012). Similarly, in a rs-fMRI study

of subjects who participated in a 4-day intensive meditation

course resulting in sustained resilience for 3 months in contrast

to controls in a relaxation retreat, Kwak et al. (2019) observed

an increase in resting state functional connectivity between the

dorsal mPFC and rostral ACC. A rs-fMRI study of healthy

elderly subjects revealed thatMAAS-scores and two constituents

of the DMN (PCC and precuneus) correlated positively

(Shaurya Prakash et al., 2013). The dorsal area of the PCC

delineated most prominently in the correlation may interface

between the resting state network and the network regulating

cognitive control (Leech et al., 2011). The precuneus fulfills

multiple functions, among them maintaining open monitoring

(Gusnard et al., 2001).

The mind wandering phase of the monitoring cycle

complements mindfulness. In an act-fMRI study of healthy

volunteers, Mason et al. (2007a) explored the occurrence of

stimulus independent thoughts (SIT) during verbal and visuo-

spatial tests of working memory. They found a voxel-wise

correlation between the tendency to daydream (assessed on

the Imaginal Process Inventory-scale) (Singer and Antrobus,

1970) and constituents of the resting state network, e.g.,

the ventral and dorsal mPFC, posterior cingulate cortex and

precuneus. They suggested as SIT accumulates during the

tasks, the transition to mind wandering is inevitable. Mind

wandering hinders mindful perception and eventually elicits

ruminations about past and future. In an fMRI study of

neural recruitment in both the default mode and executive

networks, Christoff et al. (2009) suggested that mind wandering

is most pronounced when meta-awareness is absent. Based

on rs-fMRI, Wang et al. (2014) defined eleven nodes of the

DMN based on their positive functional connectivity to PCC:

PCC (1); mPFC (2); superior frontal gryrus on both sides

(3, 4); lateral parietal cortex on both sides, LPC (5, 6) (i.e.,

BA 39); lateral temporal cortex on both sides, LTC (7, 8);

PHG on both sides (9, 10); and thalamus, TH (11). Based

on MAAS-scores, the link between thalamus and PCC most

closely correlated with mindfulness. Nodal properties of the

thalamus exhibited weak but significant negative correlations

with these scores.

Mindfulness both activates distinct regions of the brain

and induces morphological plasticity in the long-term. Using

high resolution s-MRI, Murakami et al. (2012) established a

correlation between the FFMQ-scale and the volume of the

right insula and amygdala in healthy subjects. They suggest that

volume increases in these structures might comprise a module

in which the right insula facilitates physical interoception and

the amygdala facilitates emotional response. Chronic emotional

stress might also increase the volume of the amygdala, as

Gianaros et al. (2008) observed. In a second s-MRI study of 247

college students with no previous experience of meditation, Lu

et al. (2014) found MAAS scores correlated with the volume

of gray matter in areas of the DMN and attention networks.

The PCC on both sides, the left orbito-frontal cortices (OFC)

and the right HIC/amygdala correlated negatively, while the

dorsal ACC on both sides correlated positively. The positive

correlation between MAAS score and dorsal ACC volume

indicates that the dorsal ACC plays a role in sustaining

attention and thus in conscious awareness. The negative

correlation between MAAS score and PCC volume is consistent

with the decrease in self-related thinking in more mindful

students and the negative correlation between MAAS score and

OFC and HIC/amygdala volume is consistent with reduced

emotional responsiveness. In a third s-MRI publication, Zhuang

et al. (2017) explored the disposition to mindfulness in a

large group of young adults with no experience meditating.

The authors connected MAAS and FFMQ scores to brain

volumes and surface areas and found MAAS scores and gray

matter volumes significantly correlated with the volume of

the right precuneus, the surface area of the right dorsal

lPFC (Brodmann area, BA, 46), the right inferior parietal

lobule, IPL (BA40), and the left superior prefrontal cortex

(BA 9). They also significantly correlated with the FFMQ

items that comprised the category “describing.” These findings

are consistent with increased self-awareness in more mindful

young adults.

Several studies examined the effects of long-termmeditation

experience on brain morphology and function. Lazar et al.

(2005) found focused attention significantly increased thickness

in the right anterior insula and prefrontal cortex (BA 9 and 10);

increases were less significant in the somatosensory, auditory,

and visual cortices. Luders et al. (2012)’s cross-sectional study
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compared experienced meditators (mean ± SD 19.8 ± 11.4

years of experience) to healthy controls and found that in

the experienced group mean curvature increased, suggesting

increased cortical gyrification, maximal in the right anterior

dorsal insula. Their prediction was based on the hypothesis

that group differences and/or correlations would be most

pronounced in cortical regions known to increase in volume

in meditators, e.g., in the right anterior insula (Lazar et al.,

2005; Hölzel et al., 2008). They also found that curvatures

increased to a lesser extent in the left anterior dorsal insula,

left precentral gyrus, right fusiform gyrus, and right cuneus.

The authors emphasized the key role the anterior insula plays

in long-term meditation. In a complementary rs-fMRI study,

Taylor et al. (2013) found that the functional correlation between

right IPL (BA 39) and dorsal mPFC (BA 10) was stronger

in experienced mediators than in novices. This pattern of

interconnected nodes suggests that long-term meditation may

improve global attention rather than mindfulness, specifically

since the parietal cortex is involved in working memory

and affects visuo-spatial performance (Courtney et al., 1996).

Recently, Fujino et al. (2018) discovered specific subcortical—

cortical interactions in experienced meditators. Functional

connectivity from the striatum to the posterior cingulate cortex

diminished during FA meditation and during OM meditation,

but functional connectivity from the ventral striatum to the

retrosplenial cortex, which maintains memory function in the

DMN, diminished only during OM-meditation. For the first

time, this segregation from memory function was substantiated

with neuroimaging, revealing a mechanism of detachment from

self-relational thoughts.

When they compared different forms of meditation to

visual stimulation in long-termmeditators using fMRI, Josipovic

et al. (2011) found anticorrelation between the task-positive

extrinsic (the visual system) and the task-negative intrinsic (the

DMN system) decreased during non-dual awareness (NDA)

in the Tibetan tradition when referencing to anticorrelation

observed in FA meditation. Most important, they found no

differences between conditions in the modulation of brain

activity in either network. NDA likely differs conceptually

from FA and OM meditation, since NDA is context-

oriented and FA and OM meditation are content-oriented

(Josipovic, 2014).

Table 3 provides a summary of behavioral domains

appropriate to the time dependent expertise in mindfulness

experience, the observed neurophenomenology in the according

tasks and the putative areas associated with the observed

neurophenomenology. Figure 1 shows the center of gravity

of these areas involved as they relate to DMN (dorsal

and ventral mPFC, PCC, IPL) and the insular cortex. The

underlying individual studies and the associated areas

involved within DMN and insular cortex are summarized in

Supplementary Tables S3, S4.

Discussion: Deducing the
neurobiological underpinnings of
mindfulness from brain imaging—A
conceptual approach

Specific brain areas reflect mindfulness cultivated in FA-

and OM- meditation training. These areas reflect the degree

of experience meditators acquire as they practice and they

specifically involve the EES, EPS, NS and FPCN systems, cf

(Vago and Silbersweig, 2012).

Self-relational processes and the midline
structures of hemispheres

Gallagher (2000) describes the implications for cognitive

science, positing in his philosophical conceptions of the

self that people have a minimal embodied self-representing

consciousness as an immediate subject of experience, existing in

the present. He also posits that people possess a supplementary

narrative self—a self-image that includes a past and future,

inherent in the stories they formulate about themselves. Kyselo

(2014) commented on these two aspects of the self, emphasizing

that social existence is organized in terms of back-and-forth

between social distinction and participation processes. In their

view, the body becomes the mediator of these processes.

The subject’s narrative relies on self-relational processing that

includes implicit subjective feelings and explicit cognitive

thoughts, each of which are mediated by a task-negative

network of cortical midline structures (Northoff et al., 2006) that

comprise the ventral-medial prefrontal cortex (ventral mPFC),

pre- and subgenual ACC (preACC, sgACC), posterior cingulate

cortex (PCC), retrosplenial cortex (RSP), PHG and HIC.

The activity in the ventral mPFC decreases when subjects

psychologically distance themselves from self-representations.

Inversely activity in the ventral mPFC increases when personal

values and self-related thoughts are involved (D’Argembeau,

2013). The ventral mPFC allows subjects to incorporate the

interests of the self into an episodic event of the past while

the HIC ensures they subject can recall this even in detail

(Kurczek et al., 2015). This discovery may help us understand

future thinking: patients with ventral mPFC lesions could not

describe events in their own future in any more detail than they

could describe events that happened to other people in the past

(Verfaellie et al., 2019).

Garrison et al. (2013) took a neurophenomenological

approach to studying undistracted awareness and effortless

doing, and found they were associated with PCC deactivation,

while distracted awareness and controlling were associated with

PCC activation. Coincident subjective experience during these

two antagonistic mental conditions (meditative vs. self-related)
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TABLE 3 The self-specifying process in mindfulness from subjects naïve in mindfulness to expert status proficient in the metacognitive skill.

Observed neurophenomenology is dependent on duration of mindfulness training

Status Duration of

meditation training

Behavioral

domain

Neurophenomenology of

tasks

Putative structures related to

neurophenomenology

No experience and

novices

0 Mind wandering Activity independent thoughts FC bw mPFC, PCC and precuneusa

On a waitlist for meditation

courses

Emotion control Voluntary suppression Amygdala connected to dlPFCb

Emotion control Mindful self-regulation Amygdala connected to dmPFCb

↓ Emotion control Introspection vs. self-reflection SLF (dmPFC) ↑ and amygdala ↓c

Mindful disposition

Mindful disposition

{

Expression of mindfulness traits

according validated scales

FC bw PCC and Precuneusd

FC bw thalamus and PCC (structure)e

Focused attention “Distracted” awareness* BOLD in DMN (↓), mostly in dmPFC ↓f

Initial experience Months Open monitoring Experiential vs. narrative focus dorsal mPFC ↓, ventral mPFC ↓g

↓ Open monitoring Integration of IC and EC dmPFC interacts across different conditionsg

Advanced

experience

Years Open monitoring Self-relational detachment FC bw striatum and retrosplenial cortexh

Steering mindful state Recognition of lapse into MW dorsal ACC, bilateral anterior insula ↑i

↓ Steering mindful state Shifting fromMW to FA mPFC/ACC in high meditation practice ↓↓j

Global attention Moment-to-moment awareness FC of dorsal mPFC L to IPL R ↑k

Experts > 5 years Focused attention “Undistracted” awareness* PCC ↓↓l

Metacognition Control across meditation states Co-activation of mPFC, PCC, dorsal ACC,

dlPFCm

Non-dual awareness Access to context-oriented info Synergism between DMN and sensory

networks, e.g., a visual network processingn

IC, interoception; EC, exteroception; FC, functional connectivity; MW, mind wandering; FA, focused attention; bw, between.

Appropriate references: aMason et al. (2007a); bMurakami et al. (2015); cHerwig et al. (2010); dShaurya Prakash et al. (2013); eWang et al. (2014); fScheibner et al. (2017); gFarb et al.

(2013); hFujino et al. (2018); iHasenkamp et al. (2012); jHasenkamp and Barsalou (2012); kTaylor et al. (2013); lGarrison et al. (2013); mBrewer et al. (2011); nJosipovic et al. (2011).

*“Distracted” awareness means switching between FA, MW and refocusing whereas “undistracted” awareness means longer phases of undisturbed focusing.

were quite different and seemingly specific (Garrison et al.,

2013). On the basis of its connections, it seems the RSP is

uniquely positioned to translate between the world-centered

domain, including perirhinal gyrus, HIC and PHG, and the self-

centered world of the medial parietal cortex (Vann et al., 2009).

These are the areas involved in the phases of mind wandering

(Mason et al., 2007a; Hasenkamp and Barsalou, 2012).

Analogous mechanisms have been uncovered in the

course of believing processes, displaying activation patterns

while subjects evaluated self-related interests or preferences.

Independent of testable and non-testable beliefs, main effects of

certainty were evident in the involvement of a midline neuronal

network encompassing the left mPFC at intermediate z-level,

caudate and PCG, and right superior temporal lobe in the

neighborhood of temporo-parietal junction (TPJ). Certainty of

a non-testable proposition, a strong belief, activated the left

insula (Howlett and Paulus, 2015). Common areas engaged

in false belief reasoning and visual perspective taking, which

is a precondition for assessing the perspective of another

subject while mentalizing, are evident in the left angular

gyrus; these areas include the temporo-parietal junction,

and the left medial occipital gyrus (Schurz et al., 2013).

Incongruent mental states (false beliefs and unfulfilled desires)

and congruent mental states also significantly increase the

involvement of PCC/RSC in processing unfulfilled desires, while

the same level of involvement is not shown for true beliefs

(Abraham et al., 2010).

Unconscious self-specifying processes

EES integrates implicit activity of a subject with prevalent

automatic responses to extero- and interoception (Aspell et al.,

2013), functional also outside of the focus of awareness (Roeser

and Peck, 2009). Enactivism is primarily an implicit ongoing

iterative process that helps the subject create a world of meaning

through interaction with the environment, including other

subjects. Enactivism is independent of logic presumptions and

does not rely on representations (Nehaniv et al., 2013; de Haan,

2021). The process of enactivism is supported by embodiment,

which structurally couples the subject with the world and

results in non-conscious embodied actions (Nehaniv et al., 2013;
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FIGURE 1

Involvement of default mode network constituents as well as the insular cortex. The Figure indicates centers of gravity of cortical involvement

observed in selected neuroimaging studies detailed in Supplementary Table S3, integrated into the standard MNI 152 template. For according

MNI coordinates see Supplementary Table S4. Enclosed is furthermore an automated topic-based meta-analysis using the term “DMN” in article

abstracts provided by https://neurosynth.org/analyses/terms/dmn/ for comparison purposes. The light-gray areas superposed on the

anatomical slices delineate zones preferentially associated with the term in 366 neuroimaging studies with an expected FDR < 0.01. The red and

dark blue spheres indicate the involvement of dorsal and ventral mPFC, and the yellow spheres indicate PCC involvement. (A–F) Self-specifying

processes involve the dorsal mPFC whereas self-relational processes involve ventral mPFC, together with pre- and subgenual ACC, as well as

PCC and retrosplenial cortex. Please note: Involvement of mPFC at the level of superior frontal gyrus is predominant in subjects of no

meditation experience suggesting voluntary e�ort during a task. (C,F) The dorsal area of the PCC, marked by a star, may be a separate

compartment: an interface between the resting state network and the network regulating cognitive control (Leech et al., 2011). Ad insular cortex

(light blue): Proximal insular cortex is a primary interoceptive center with distinct homeostatic functions (D,G,I), whereas dorsal anterior insular

cortex has been shown to support explicit interoceptive attention (I) (Wang et al., 2019). (A,H,I) IPL (green spheres) at its posterior part (angular

gyrus) is related to the DMN, whereas at its anterior part (supramarginal gyrus) to the FPCN.

Izmirli, 2014; Varela et al., 2016). As detailed above, EES is linked

with the NS by the midline brain structures but distinguished

from the NS by the underlying task-positive network.

In contrast, active enactive experience involves the

subcortical-level midbrain nuclei, superior colliculi, medio-

dorsal and ventral-posterior thalamus, pulvinar and dorsal

striatum, and the cortical level proximal insula, premotor,

and sensory association areas (Damasio, 1999; Craig, 2003).

Activation of the proximal insular cortex is prototypical for

afferents that transmit physiological information about distinct

homeostatic sensory modalities. Proximal insular cortex

activation is associated with an equivalent homeostatic emotion

that engenders distinct body feelings and preserves physiological

balance (Craig, 2004). In humans, an increasing proximal-to
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mid-to anterior pattern parallels integration of distinct sensory

information and contextual affective contents [Stephan et al.,

2003; Bud Craig, 2009]. This homeostatic processing provides

the subject with diverse information (homeostatic motor

functions, and environmental, hedonic, motivational social

and cognitive conditions) that is integrated into a meta-

representation within AIC, and with simultaneous co-activation

in the ACC. This information, merging from various sources

into a meta-representation, creates an emotional moment

characterized by a specific feeling and an associated emotion

(Craig, 2009). Sterzer and Kleinschmidt (2010) discuss the

role of AIC in perceptual processes, asking if the AIC supports

awareness of the immediate moment in a state of a subject’s

heightened alertness. Farb et al. (2007) validated the active

involvement of a right lateralized network including lPFC, AIC,

secondary sensory cortex, and inferior parietal lobule, which

suggests experiential focus centers on the present in trained

meditators. Mindfulness meditators may perceive a slowing

of time in the present based on their ability to focus more

strongly on sensory experiences and to be more strongly aware

of feelings and of body states (Wittmann and Schmidt, 2014).

The argument that AIC is integrated into perception of time

intervals in the range of seconds to sub-seconds is supported

by fMRI task results (Livesey et al., 2007). In the context of

this section the involvement of large-scale networks should be

noted as reported in recent papers, including subcortical gray

and white matter, brain stem and cerebellum (Tang et al., 2015;

Lenhart et al., 2020; Santarnecchi et al., 2021).

Conscious self-specifying processes

Arising from unconscious information processing of EES,

subjects develop a self-as-subject or a minimal self that is not

taken as an intentional object; instead, it acquires knowledge

from a first person perspective (Gallagher, 2000; Legrand,

2007). At the level of the experiential phenomenological

self, individuals consciously perceive information of subjective

content, however these percepts cannot be transformed

into third person data through traditionally valid scientific

procedures (Gallagher and Brøsted Sørensen, 2006). To prevent

methodological biases (Gallagher, 1997; Gallagher and Varela,

2003) suggested a framework of reflective, methodically guided

phenomenological analysis of behavior to get information

about the phenomenal self—the “me.” The task-positive

mental processes of experiential self are associated with

attention and anticorrelated to the task-negative mental

processes of NS, which are associated with long-term memory

(Buckner and Carroll, 2007).

The synopsis of conscious self-specifying vs. self-related

processes together with functional and structural neuroimaging

studies yields main findings as detailed in the section

“Neuroimaging studies of mindfulness—shaping the brain

in parallel with the experience in mindfulness meditation.”

Functional connectivity between PCC and thalamus plays a

dominant role in self-specifying processes. Connectivity is

inversely proportional to mindfulness (Wang et al., 2014).

Dorsal mPFC is a main hub of mindful disposition and behavior

over a wide range of experience in meditation training (Farb

et al., 2007, 2013; Herwig et al., 2010; Modinos et al., 2010;

Kral et al., 2018). Specific strategies against negative emotions

are clear. The right dorsal mPFC correlates with the left

amygdala (Murakami et al., 2012) when viewers see pictures

with negative valence; dispositional mindfulness correlates

with mindful disposition, based on KIMS. When reappraisal

for anticipating negative emotions was directly compared to

voluntary suppression, the pathway for anticipating negative

emotions was through the right dorsal mPFC to left amygdala,

and the pathway for voluntary suppression was through the

right dorsal lPFC and left precuneus to the left amygdala

(Murakami et al., 2015).

The activation pattern in emerging daydreaming changes

from the dorsal mPFC to the ventral mPFC and PCC when

the thinker transitions to self-relational thoughts (Mason et al.,

2007a). In elderly individuals, connectivity between posterior

PCC and medial precuneus cortex correlates with mindful

traits, which may reflect the multiple functions of PCC at this

site, some of which may specifically maintain open monitoring

(Gusnard et al., 2001; Shaurya Prakash et al., 2013). When

ruminative thoughts simulated by immersion were compared to

disengaging by subjective decentring, researchers found distinct

spatial patterns in the structures involved for each condition in

non-meditative individuals. Mental immersion involved brain

areas that reflected bodily and experiential self-relation, e.g.,

ventral mPFC, mOFC, vACC, sgAC. Mindful intention involved

areas that indicated perspective shifting, e.g., dorsal mPFC, IPL,

including angular gyrus (Lebois et al., 2015).

In an experiential vs. narrative test paradigm, an 8-

week mindful meditation training course reduced BOLD

in the dorsal mPFC to levels lower than those found

in meditation novices in Farb et al. (2007). Developing

interoceptive attention and mindfulness training evoked greater

activity in the anterior insula in experienced meditators (Craig,

2002; Farb et al., 2013). Hasenkamp et al. (2012) found the

involvement of dorsal ACC and bilateral AI enhanced when

the subject became aware of lapse into mind wandering.

Hasenkamp and Barsalou (2012) found the involvement of

ventral mPFC/orbitofrontal cortex diminished when the subject

shifted from mind wandering to focused attention. In novices

this switching between mindful attention, mind wandering

and refocusing causes distracted awareness associated with

diminished activities within constituents of DMN (Scheibner

et al., 2017). Long-term meditators exhibit fundamentally

functional changes in DMN connections (Taylor et al., 2013).

Very experienced meditators achieved in a FA-task the level of

one-point concentration providing themundistracted awareness
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associated with pronounced activity decrease in PCC (Garrison

et al., 2013). Strong connections were evident between dorsal

mPFC and R IPL (most likely corresponding to angular gyrus),

precuneus/PCC and R IPL, and R IPL and L IPL (Taylor et al.,

2013), which suggest enhanced functional working memory and

attention, and diminished self-relational processing (Culham

and Kanwisher, 2001; Northoff and Bermpohl, 2004; van

Buuren et al., 2010). In masters of introspection, awareness

and emotional control, the dorsal-anterior insula was the site

of an increase in global maximum gyrification, suggesting this

area plays a key role in integrating autonomic, affective, and

cognitive processes (Luders et al., 2012). We can distinguish

complex NDA meditation from FA and probably also OM

meditation because extrinsic networks processing experiences

related to the environment and intrinsic networks processing

experiences related to interoception are increasingly synergistic

in meditators proficient in NDA meditation than competitive

(Josipovic, 2014).

Learning processes

Meditation is a form of mental training to acquire the

basic prerequisites for maintaining a mindful disposition. In a

meta-analysis of 78 functional neuroimaging (fMRI and PET)

studies (Fox et al., 2016) found specific but diverging patterns

of activations and deactivations when comparing FA, mantra

recitation, OM and compassion/loving kindness meditation.

Peak activation likelihood estimate (ALE) was given in FA and

OM meditation, we were focusing on according to selection

criteria for the review: In FA peak values for activations

involved left premotor cortex, supplementary motor area, right

putamen/lateral globus pallidus, right fusiform gyrus, right

cuneus and left precuneus, and peak value for deactivation left

anterior insula; in OM peak values for activations involved

right anterior insula, right parieto-occipital sulcus and right

somatosensory cortices/inferior parietal lobule. In a recent brain

theory of meditation (Raffone et al., 2019) suggest a left-

brain dominance for top-down regulation in FA meditation

and a predominant cognitive and emotional processing in

right anterior areas such as the anterior insula connected

with the homotopic left hemispheres via the frontal parts of

corpus callosum. The authors differentiate the mechanism for

optimized use of brain resources in FA and OM, through

reduction of firing neurons in the former and through tuning the

communication between widespread neurons with higher firing

rates in a given timewindow in the latter. Hernández et al. (2018)

delineated an ultimate goal of long-term meditators in Sahaja

Yoga Meditation tradition: The capacity to maintain a state of

mental silence was based on a larger gray matter volume in right

anterior cingulate cortex/medial PFC, while performance during

scanning evoked increased functional connectivity of this region

with bilateral AIC, and decreased functional connectivity with

right thalamus/PHG.

In the transition phase between unconscious and conscious

processes, contemplative practices may foster attention, emotion

regulation, and introspection. These practices may eventually

cultivate the habitual patterns of thoughts and beliefs NS

provides and establish a mindful disposition governed by the

EES (Vago, 2014; Seitz et al., 2016). Technology-mediated

mindful intervention studies that used electroencephalographic

frequency data to provide the user with real-time acoustic

feedback, provide preliminary evidence that mindfulness

effectively promotes conscious access to implicit information

(Balconi et al., 2017). The evidence from electrophysiological

observations is striking. For example, in subjects practicing

mindfulness, we see the amplitude of the late positive potential

(LPP) decreased after only 400ms after viewing negative images.

Temporo-parietal positivity associated with identification,

evaluation, and labeling of the visual stimulus occurs between

600 and 1,000ms (Brown et al., 2013). Consistent with these

findings, mindful intervention during initial observation of

negative pictures induced an alternative pathway in which

the dorsal mPFC was involved. Late voluntary suppression

of the full-blown affect mainly involved the dorsal lPFC

(Murakami et al., 2015). The predominant pattern in mindful

intervention might illustrate a transition from conceptual

to non-conceptual awareness, reducing habitual evaluative

processing and involving other areas like the thalamus, insula,

sensory, and motor regions (Craig, 2003; Farb et al., 2013).

Increased conscious awareness at the somatic and mental

level may couple the sensory system to the organism and the

environment and at the social level provide more participation

(Varela et al., 2016).

Self-specifying and self-relational processes involve the

cortical midline structures of DMN in distinct and partly

antagonistically manners. These divergences reflect different

behavioral levels of concepts of the self (e.g., sensory

processing, self-referential processing, higher order processing),

which interact in both bottom-up and top-down directions

(Northoff et al., 2006).These process dynamics and their

mutable participation in mentation shape DMN compartments

to cognitive and contextual domains and influence their

interaction. This influence is reflected in the evolution of

functional and structural cortical patterns in the continuum

from subjects naïve in meditation to subjects with long-term

meditation experience (Josipovic et al., 2011; Josipovic, 2014).

Patterns may change over the lifespan. When (Crane et al.,

2020) explored links between personality traits in older people

and cognitive performance and the default mode network, they

found open perception was associated with three nodes: mPFC;

middle frontal gyrus; and dorsal PCC, which may correspond to

area 7m outside of the DMN proper (Vogt et al., 2006; Leech

et al., 2011; Shaurya Prakash et al., 2013).
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Conclusions

Mindfulness is set by the immediate subject of experience,

unextended in time. This is different from the narrative

of individuals—a self-image with a past and a future.

The immediacy of mindfulness initiates self-specifying

processes, primarily at the unconscious level of enactivism

and embodiment, and secondarily at the conscious level

of experiential phenomenological awareness. Necessary

pre-conditions are competence to pay sustained attention,

detachment from self-relational thoughts and preferences,

and a non-aversive attitude. Practiced over the long-term,

mindfulness will improve individual and social wellbeing. As

meta-cognitive skill it enables the subject to monitor perception

and behavior.

Critical questions remain to be answered. Subjects of varying

meditative experience exhibited considerably variable cortical

sites of co-activations, so we must clarify the role the dorsal

mPFC plays in mindful tasks within the extending area of

the midline prefrontal cortex. We might be able to elucidate

the exact structural and functional segregation of ventral

mPFC by connecting activation likelihood estimates (ALE)

of neuroimaging meta-data to specific behavioral paradigm

classes of assigned tasks (Bzdok et al., 2013). We also need

to understand how the diverse mindful traits are assigned

to common or diverse neural networks, and to learn more

about how mindfulness increases the capacity of a meditator’s

working memory (Jha et al., 2010; van Vugt and Jha, 2011;

Mrazek et al., 2013). How is effortless attention differentiated

from forceful cortical control mechanisms, especially when we

perform demanding naturalistic tasks (Gallagher and Brøsted

Sørensen, 2006; Jensen et al., 2012; Raffone et al., 2019)? We

need to know why segregation of resting state networks seems

to decrease processing speed in older subjects when constituents

of fronto-parietal control network are affected (Malagurski

et al., 2020). Finally, the modified resting-state in long-term

meditators may affect mind wandering since the mindfulness

may evolve in ways that alter in-parallel self-relational thoughts

and induce a more positive mood (Vago and Zeidan, 2016).

Implementing the neuroimaging techniques s-MRI, act-

fMRI, and especially rs-fMRI, was a major step forward.

These techniques help us understand the dynamic processes

underlying mindfulness, follow the process of learning the

meta-cognitive skill of mindfulness from early to long-term

experience in meditation, and delineate the governing structure

of the DMN. The main constituents of DMN are the dorsal

mPFC, ventral mPFC, and PCG, which differentially interact

depending on the subject’s experience in meditation. The

midline structures of dorsal mPFC, ventral mPFC, and PCG

are antagonistic to self-specifying and self-relational processes,

so they allow approximate discrimination in-between. AIC is a

meta-representation for sensory perception that integrates both

interoception (the self-centered world) and external perception

(the world-centered domain). Brain volume changes may

indicate brain plasticity, mediated by mental training over

the long-term.
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Introduction

What people think of their own abilities (e.g., whether they see themselves as

particularly intelligent, creative, or emotionally competent) has been the topic of a lot

of psychological research. In a recent book chapter (Neubauer and Hofer, 2020), we

provided a detailed review of this topic. Here, we highlight parallels between estimates

of (or beliefs in) one’s abilities and work on broader beliefs and the process of believing

(also termed “credition”; Angel, 2013).

Abilities and what people know about theirs

Psychological concepts like abilities, skills, competencies, and talents have a long

tradition in differential psychology (i.e., the study of individual differences in human

psychological traits; Cooper, 2020). The “via regia” to assessing these traits in research

and applied settings (e.g., human resources) are psychometric ability tests, like tests of

intelligence, social skills, creative potentials, or attention. People’s scores in such tests

predict important outcomes such as professional success (e.g., Schmidt andHunter, 2004;

Harari et al., 2016) or well-being (e.g., Acar et al., 2021). However, these tests are (1)

challenging to develop and (2) often costly and time-consuming to administer.

Around 100 years ago (e.g., Cogan et al., 1915), the idea of potentially more economic

proxies of abilities came up: People could simply estimate their abilities in a given domain

(e.g., verbal, numerical, or visuospatial abilities; for a review, see Neubauer and Hofer,

2020) by reporting their agreement to statements (e.g., Neubauer et al., 2018) like

• “I can easily rephrase a text using different wording.”

• “I have good mental arithmetic skills.” or

• “I am good at finding my way in an unknown area.”

But self-estimates are not only used in standardized psychological assessments:

People also assess their own abilities in everyday situations, for example, before taking

an exam, when deciding on a career, or even before crossing a street (see also Ackerman

andWolman, 2007; Neubauer and Hofer, 2020). Thus, self-estimates can guide behavior

(e.g., Ackerman and Wolman, 2007). They also show considerable overlap with other

well-researched psychological constructs, such as self-esteem (Rosenberg, 1965), self-

efficacy (Bandura, 1977), or self-concept (e.g., Marsh, 1990), all of which tapping into

the positivity of people’s self-views (see also Ackerman and Wolman, 2007; Marsh et al.,

2019).
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The pervasiveness of self-estimates leads us to an important

question: How well do these subjective judgments correspond

to objective performance assessments? In the last 100 years,

dozens of empirical studies tested the accuracy of self-estimates,

not only in psychological domains like intelligence, school

achievement, creativity, or social skills but also in domains like

sports or even sewing abilities. This research is well-documented

in several meta-analyses (e.g., Freund and Kasten, 2012) that

were ultimately integrated within a meta-synthesis (Zell and

Krizan, 2014). These meta-studies found correlations between

self-estimates and more “objective” measures like psychometric

tests, school grades, or performance ratings from sport trainers

of around only 0.3. This seems surprisingly small when

compared to the often higher correlations of objective tests with

external criteria like educational or professional success (e.g.,

around 0.5 in Schmidt and Hunter, 2004).

Self-estimates of abilities are often overly positive but

sometimes also too pessimistic (see also Neubauer and Hofer,

2020). Some work investigated the sources of these individual

differences. The most well-known example—the Dunning-

Kruger effect (Kruger and Dunning, 1999)—suggests that

especially people with low competence do not recognize

their deficits. Notably, our recent findings question the

generalizability of this effect (Hofer et al., 2022c; see also Gignac

and Zajenkowski, 2020). Other research showed that personality

traits were associated with self-estimates and their accuracy. For

example, people higher in narcissism showed a higher tendency

toward overestimating their abilities (e.g., Gabriel et al., 1994).

Our data further indicated that self-estimates of abilities might

even reflect more of a person’s personality than of their “real

ability” (Neubauer and Hofer, 2021; see also Herreen and Zajac,

2018).

Research seems to disagree on how detrimental inaccurate

self-estimates are: Some studies found that accurate self-

estimates are optimal for well-being (Kim et al., 2010; Kim

and Chiu, 2011) but others reported positive (Humberg et al.,

2019) or even overly positive (Dufner et al., 2018; He and Côté,

2019) estimates as more advantageous.What we andmany other

authors agree on is that inaccurate self-estimates could misguide

important life decisions (e.g., Ackerman and Wolman, 2007;

Freund and Kasten, 2012; Neubauer et al., 2018). For example,

girls tend to underestimate their mathematical and visuospatial

abilities, which could be one reason for why they are less likely to

choose a career in a STEM field (see also Steinmayr and Spinath,

2009).

The relatively low accuracy of self-estimates begs the

question what others—such as teachers, parents, or peers—

know about a person’s abilities. Could they help people

to gain more insight into their own abilities? Indeed, the

“other-perspective” is often considerably—and sometimes even

surprisingly (e.g., Borkenau and Liebler, 1993)—accurate (for a

review, see Neubauer and Hofer, 2020). Other-estimates have

FIGURE 1

The Johari window (Luft and Ingham, 1955)/self-other

knowledge asymmetry model (Vazire, 2010).

also been associated with important consequences, for example

via self-fulfilling prophecies in the school context, according

to which teachers’ expectations of their students’ intellectual

potential affects students’ intellectual development (Rosenthal

and Jacobson, 1968; for critical review see Jussim and Harber,

2005).

Until recently, self- and other-estimates were mostly

investigated in two separate lines of research. However, the

two perspectives might potentially provide different insights

on ability domains and, therefore, complement each other.

We compared both perspectives’ accuracy in the framework of

two well-known models: (1) In the Johari-window (Luft and

Ingham, 1955), a trait can fall into one of four quadrants,

based on whether the self, others, both perspectives, or neither

perspective can assess this trait accurately (see Figure 1). (2) The

self-other knowledge asymmetry (SOKA; Vazire, 2010) model

is an extension of the Johari window and aims to predict

personality traits’ locations in the quadrants. We investigated

self-other knowledge asymmetries in six central abilities: verbal,

numerical, spatial intelligence, inter- and intrapersonal abilities,

as well as creative potential. In a series of studies (Neubauer

et al., 2018; Hofer et al., 2022a,b), we found verbal intelligence

often located in the blind spot, with other persons (e.g., peers

or friends) having better (i.e., more accurate) insight than the

self. While particularly numerical intelligence and creativity

were often in the open area (i.e., both the self and others were

at least somewhat accurate), intra- and interpersonal abilities

were predominantly in the hidden area (i.e., the self knew

more about them than others did). Finally, in some instances,

neither people themselves nor others had insight into a person’s

spatial intelligence, meaning that this ability was in the unknown

area. Notably, we also found that what others knew about a

person’s abilities depended on their relationship to this person:

Close others like romantic partners or friends were often more
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accurate than acquaintances (e.g., work colleagues or classmates)

or strangers.

Discussion

Ability estimates as a form of beliefs

In our view, self-estimates of abilities—and related

constructs like self-esteem, self-concept, or self-efficacy—as well

as other-estimates of abilities are conceptually close to beliefs.

Seitz and Angel (2020) suggested that beliefs are characterized

by four aspects:

• Humans tend to believe they are true;

• humans have a positive stance on them;

• they can be updated though new (confirming or

disproving) evidence and;

• the processes behind believing are an expression of a

brain function.

Thus, believing can be considered as process, a concept

termed “credition” (Angel, 2013). Hans-Ferdinand Angel (2013,

p. 536) states that creditions “. . . are connected with empathy,

perception, action control, memory, and the self-concept,” thus,

explicitly relating creditions to the self-concept. Of course,

beliefs are much more comprehensive: They can span factual,

autobiographical, semantic, ethical, political, and religious

domains (e.g., Seitz and Angel, 2020).

Based on different believing processes, Seitz and Angel

(2020) distinguished empirical, relational, and conceptual

beliefs. Empirical and relational beliefs are thought to develop

instantaneously and subconsciously, whereas conceptual beliefs

are considered more complex and language bound. We consider

ability estimates to include aspects of all three types of beliefs.

Ability estimates are empirical as they are partially inferred

based on experiences. When ability estimates are made in

comparison with other people (e.g., Holling and Preckel, 2005),

these estimates are relational as well. Finally, when ability

estimates result from abstract processing, they are similar to

conceptual beliefs, which are thought to be “. . . ubiquitous in

our cultural life and probably build the fundament for our self-

understanding in our social environment . . . ” (Seitz and Angel,

2020, p. 4).

The literature on beliefs yields further similarities to ability

estimates. Just like self-estimates, beliefs are thought to guide

behavior (e.g., Seitz and Angel, 2020; Seitz et al., in press).

Beliefs can also be inaccurate (i.e., misbeliefs) and inaccurately

positive self-estimates of abilities could be viewed as examples

of misbeliefs (McKay and Dennett, 2009). Similar to inaccurate

ability estimates, there also has been discourse about whether

misbeliefs might be detrimental or sometimes even beneficial

(see the contribution by McKay and Dennett, 2009 and its

discussion in the same journal issue). Finally, beliefs are thought

to be malleable: People might update them through learning

(e.g., Seitz and Angel, 2020). Similarly, there is some evidence

that people update their ability estimates after receiving feedback

(e.g., Carpenter et al., 2019).

Future work on ability estimates and
beliefs

Importantly, there are also areas where the research

traditions on ability estimates and beliefs might learn from

each other. As an example, the process-perspective on beliefs

exemplified in the credition model does not yet seem to be well-

represented in the ability estimate literature. While there is some

work on the development and neural correlates of self-concepts

(e.g., Chavez and Wagner, 2020; Van der Aar et al., 2022), we

have yet to encounter an agreed-upon model on how people

arrive at their assessments of their own and others’ abilities. On

the other hand, our work on ability estimates has highlighted the

relevance of differentiating between ability domains and sources

of estimates (i.e., the self and different types of others). Thus,

future work on the intersection between ability estimates and

beliefs/creditions could benefit both areas. This research could

include questions from diverse fields:

• Neuroscience: Where in the brain are ability beliefs

located and is this the same across ability domains (e.g.,

verbal vs. numerical intelligence) and sources of beliefs

(e.g., self vs. other)? By using (functional) MRI, can we

distinguish people who are actually gifted from those who

only believe they are gifted? Conversely, can we identify

“gifted underachievers,” meaning individuals possessing

high ability but not “believing” in it or making use of it (for

earlier studies, see Staudt and Neubauer, 2006; Bergner and

Neubauer, 2011).

• Genetics: As (cognitive) abilities have a strong genetic base

(e.g., Plomin and von Stumm, 2018), the question arises

whether believing in one’s abilities might also be partially

genetically driven. If so, wemay ask what genes are involved

in an ability per se vs. the belief in said ability.

• Developmental psychology: The development of

(cognitive) abilities is also impacted by what people

experience in their (early) lives (e.g., schooling;

Ceci, 1991). Which (childhood and adolescence)

experiences foster ability-related beliefs; which

hinder them?

• Work and organizational psychology: What are the

positive and negative effects of (overly) high ability beliefs

(e.g., Humberg et al., 2019)? Could overestimating one’s

abilities in a certain domain bear positive achievement

outcomes, e.g., by having more self-confidence, higher self-

efficacy etc.?
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Conclusion

How people view their own and one another’s abilities

could be seen as a form of beliefs. While there are many

parallels between the (mostly) psychological research on ability

estimates and the broader and emerging field on beliefs

and creditions, there are also areas where both could learn

from each other. We believe that researchers from each of

these fields would benefit from knowledge of the insights

gained in the other. In interdisciplinary discussions, researchers

should be aware that different terminology might be applied

to conceptually very similar constructs (e.g., self-estimates

and other “self-variables”) so that they can avoid so-called

“jangle fallacies” (i.e., assuming two concepts are very different

from one another when they are not; e.g., Hagger, 2014;

Marsh et al., 2019). Future research on self-estimates and

creditions should help to untangle similarities vs. differences

of these concepts and consequently their convergent vs.

discriminant validities.
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Introduction

Self-transcendence (ST) refers to expansion beyond the boundaries of the self in

diverse dimensions, including physical and social. It often also includes expanded,

prosocial, spiritual, and religious worldviews, as well as psychological and behavioral

qualities that are achieved through ST (Garcia-Romeu, 2010). For empirical research of

ST as a trait, many questionnaires have been developed (Kitson et al., 2020). In particular,

the Self-Transcendence Scale (STS) (Reed, 1991) proposed in the field of nursing and

the ST subscale of the Temperament and Character Inventory (TCI-ST) (Cloninger

et al., 1993) in the field of psychobiology have contributed significantly to this research

(Garcia-Romeu, 2010). These questionnaires conceptualize ST as the final stage of human

psychological development and adaptability, particularly in old age.

However, the characteristics considered by these two ST trait questionnaires are

dominated either by adaptability or supernaturalness. This may hinder the integration

of this line of empirical research into the theoretical literature on ST, in which the

coexistence of adaptability and supernaturalness is taken for granted (Yaden et al.,

2017; Kaufman, 2020). The STS was developed to measure adaptive psychological

and behavioral traits in older adults in the terminal stages of illness. Its items

mainly evaluate connectedness and are intuitively acceptable to most people as

adaptive (Reed, 1991). Only 1 (“finding meaning in my spiritual beliefs”) of 15

items has a slight supernatural nuance, which is inadequate for researchers who

are interested in the relationship between the ST trait and spirituality or religiosity.

Empirical studies that have used the STS have reported an association between

scores and well-being in a variety of populations, including healthy young adults,

and an increase in scores due to health-related vulnerability and age. Based on

these findings, a model has been proposed in which ST moderates the negative

impact of vulnerability on well-being (Reed, 2013). In contrast, the TCI-ST includes
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many items with supernatural, spiritual, and religious nuances,

probably due to the multidimensional nature of TCI and

the need for differentiation from other adaptive dimensions.

Because of its uniqueness, the TCI-ST has gained significant

attention and has been used in many studies. There is, however,

little evidence of an association between TCI-ST scores and

adaptability, such as well-being (Cloninger and Zohar, 2011;

Spittlehouse et al., 2014; Moreira et al., 2015). Instead, many

studies have reported an association between TCI-ST scores and

psychotic traits (MacDonald and Holland, 2002; Ohi et al., 2012;

Gaweda et al., 2015).

Although some cognitive bias is assumed to underlie the

multiple dimensions of ST, its cognitive and neural bases

are unknown. Previous research has focused mainly on the

supernatural aspects of ST, considering them inseparable from

spirituality and religiosity (MacDonald and Holland, 2002;

Urgesi et al., 2010; Kitson et al., 2020). Anthropologically, these

traits are considered to be linked to a higher-level cognitive

bias inherent in humans (Bulbulia, 2004; Boyer and Bergstrom,

2008), such as the imagination that enables the formation of

transcendent societies based on essentialized roles and groups

(Bloch, 2008). Many neuroimaging studies have addressed the

neural correlates of ST in terms of the experience or trait;

however, an integrated view has yet to be achieved. Studies

on spiritual or religious supernatural experiences are abundant,

reporting diverse and different activation areas across studies

(Rim et al., 2019; Kitson et al., 2020). Two studies have addressed

the trait of ST or religiosity; notably, they found associations

with decreased brain activity (Kapogiannis et al., 2009) and brain

damage (Urgesi et al., 2010) of partially overlapping areas.

This paper uses recent findings in disaster psychology and

the neurocognitive model of self-agency to consider whether

adaptability and supernaturalness coexist in ST traits, as well as

to evaluate the common cognitive bias and its neural basis that

underlie the multifaceted nature of the ST trait.

Do adaptability and
supernaturalness coexist?

Recent disaster psychology research has identified ST

trait concepts that include supernatural nuances. In a study

that explored the psycho-behavioral characteristics that were

advantageous for survival (Power to Live; P2L) among the

survivors of the 2011 Great East Japan Earthquake (Sugiura

et al., 2015a), eight factors were identified, including one that

was consistent with ST, which consisted of the following four

items (P2L-ST):

• I am aware that I am alive, have a sense of responsibility

in living.

• I am aware of the path and teachings I should follow as

a person.

• I am aware of the role I should play in society.

• I think that my actions towards others will go around and

eventually come back to me.

It is noteworthy that items 1 and 4 have a supernatural

nuance and overlap with the TCI-ST items. These items overlap

with the representative items (i.e., with high loadings) of another

ST questionnaire constructed in Japan from the viewpoint of

transpersonal psychology (Nakamura, 1998).

The P2L-ST has also been demonstrated to have adaptability

in terms of moderating the relationship between vulnerability

and well-being, as proposed for STS in a nursing theory (Reed,

2013). The effect of vulnerability on P2L-ST seems evident, given

the significant association of scores with disaster experience and

age (Figure 1A) when the P2L-ST completed by members of

the general population (n = 1200) (Ishibashi et al., 2019) was

compared with data from disaster survivors (n= 1350) (Sugiura

et al., 2015a). A three-way analysis of variance of disaster

experience (two levels) × age (20s to >70s; six levels) × sex

(two levels) showed medium (η2 > 0.06) and small (η2 > 0.01)

main effect sizes for disaster experience [F(1,2526) = 190.629,

p < 0.001, η2 = 0.068] and age [F(5,2526) = 10.562, p < 0.001,

η
2 = 0.019]; I inferenced significance using the effect size

η
2 (Cohen, 1992) rather than p-value, considering the large

sample size. For the further details of the data, analysis, or

results, see Supplementary Tables S1, S2. A relationship between

P2L-ST and well-being has also been demonstrated. P2L-ST

scores are associated with housing reconstruction and well-

being during the reconstruction phase in survivors who have lost

their housing; this association is not observed in survivors who

have not lost their housing (Sato et al., 2021). Scores have also

been reported to be positively correlated with helping behavior

during tsunami evacuation (Sugiura et al., 2020).

Cognitive and neural bases

Recent studies have suggested that the cognitive bias

underlying the ST trait is related to the sense of self-agency

based on forward model predictions. A study of the relationship

between intentional binding, an established objective measure of

the sense of self-agency in action, and the eight factors of the P2L

identified a significant positive correlation between intentional

binding and P2L-ST (Niikuni et al., 2022). Intentional binding is

the process or degree of bias by which the time interval between

one’s action and the consequent sensory input is perceived to

be shortened by forward model prediction; this is considered

to be related to the sense of self-agency, particularly at the

unconscious level (Haggard, 2017). Considering that intentional

binding creates an, arguably illusory, consciousness of the

relationship between the self and the external world, it may

be a common cognitive basis of ST and a sense of self-agency.

Intentional binding is also related to various adaptive traits.
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FIGURE 1

(A) Average and standard deviation (error bar) of the score (%max) of self-transcendence (ST) factor of the power to live (P2L) questionnaire

separately for six age levels (from 20s to over 70) and two groups: disaster survivors (dark gray) and normative population (light gray). (B) Cortical

regions implicated in forward model prediction in the three-layer model of self-agency (Sugiura13) and those implicated in ST-related traits.

Regions are schematically drawn on the lateral (left panel) and medial (left panel) surface of the right cerebral hemisphere. Regions for the

sensorimotor, interpersonal, and social value levels in the three-layer model of self-agency are given in blue, green, and red, respectively.

Damage related to the increase in the ST score of the TCI [Temperament and Character Inventory Cloninger et al., 1993] (Urgesi et al., 2010) and

deactivation related to a higher perceived level of God’s involvement (Kapogiannis et al., 2009) are encircled by thick and thin lines, respectively.

Strong intentional binding correlates with the belief in free will

(Aarts and van den Bos, 2011), while weak intentional binding

is associated with various negative psychological conditions,

such as schizophrenia (Graham-Schmidt et al., 2016), obsessive-

compulsive tendencies (Oren et al., 2019), and narcissism

(Render and Jansen, 2019). Notably, similar to the TCI-

ST, an association between intentional binding and psychotic

tendencies (Graham et al., 2015) has been reported.

Does the cognitive bias, which is apparently limited to

the sensorimotor domain, give rise to the multidimensionality

of ST, including various social domains? Recent theories of

social cognition and developmental psychology allow such

conceptual expansion. It has been proposed that the forward

model prediction process for the sense of self-agency in action

allows for the development of the ability to perceive interactional

relationships between the self and others (sense of shared

agency) through repeated social interactions during infancy

(Gergely, 2001). In line with this, studies have demonstrated a

relationship between intentional binding and the sense of shared

agency (Obhi and Hall, 2011), as well as between low intentional

binding and low theory of mind ability in autism spectrum

disorders (Zalla et al., 2015). Furthermore, a three-layer model

of the sense of self-agency (Sugiura, 2013), inspired by the theory

of adolescent developmental psychology (Cooley, 1902; Mead,

1934), suggests an extension of the forward model prediction

process not only from the sensorimotor (action agency) to

interpersonal (shared agency) levels but also to the social-value

level, which concerns the awareness of one’s social role and value

in the larger social context, and may be related to the prosocial

and moral dimensions of ST.

This conceptual expansion appears to be supported by

neurobiological findings related to the ST trait, which imply

a link between the ST trait and the mechanisms that

inhibit multilevel forward model prediction and resulting error

detection. In two previous studies on the trait of ST or

religiosity, ST was associated with reduced brain activity or

brain damage. Indeed, in general, a sense of self-agency is

associated with reduced activity in brain regions involved in

forward model prediction or related error detection. Damage

to the inferior parietal lobule (IPL) is associated with elevated

TCI-ST scores (Urgesi et al., 2010); this region has been

implicated in prediction or error detection at the sensorimotor

level (Schnell et al., 2007; Kikuchi et al., 2019). While

thinking about religious beliefs, a relatively lower degree of

activation has been identified in various cortical areas in

individuals with a higher perceived level of God’s involvement

(Kapogiannis et al., 2009). The areas distributed over the

lateral and medial cortex of the right cerebral hemisphere

overlap with the regions for forward model prediction at

the sensorimotor level (including the IPL), as well as at

higher levels (i.e., interpersonal and social values) in the

three-layer model of the sense of self-agency (Sugiura, 2013)

(Figure 1B).

Discussion and conclusion

The ST concept identified in recent disaster psychology

research (P2L-ST) was thus found adaptive in terms of

moderating the relationship between vulnerability and well-

being, and included moderate supernatural nuances. The

common cognitive bias underlying the multidimensionality of

ST has been suggested to be related to a sense of self-agency,

indicating the possibility that the bias is caused by a process
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that controls the neural networks involved in multilevel forward

model prediction.

The latter conceptualization may allow for the

understanding of individual differences in a variety of

ST-relevant beliefs, such as cultural and religious beliefs,

according to a recent theoretical framework of the believing

process (Sugiura et al., 2015b). The framework attributes the

characteristics of the believing process (e.g., self-organization

and stability) to the structure of the belief representations

composed of perceptual, action, and value components; the

associations between the former two make up the very basis of

the forward-model prediction. This framework also assumes a

hierarchically nested structure of the representations in the three

levels (Sugiura, 2013). Individual conformity to supernatural

beliefs may be explained by the individual strength of common

cognitive bias prevalent across multi-level believing processes.

These findings and hypotheses may also facilitate

anthropological discussions of the development of human-

specific sociality and culture, including religion, starting from

the ST trait. Supernaturalness seems to be key to relating the

ST concept to unique natures of religion and culture, and

adaptability is the premise for discussing it in the context of

evolution and development. Future discussions are expected

as to whether anthropological hypotheses on the development

of human-specific societies and cultures, including religion

(Bulbulia, 2004; Bloch, 2008), are consistent with the notion

of common cognitive bias between ST and the sense of

self-agency, and with the neurocognitive hypothesis on the

notion based on multilevel forward model prediction and its

control process.

Several issues remain unaddressed. First, the relationship

between the ST trait and psychosis requires further investigation.

Although P2L-ST has not been examined regarding this issue,

intentional binding, which correlates with the ST trait, is

correlated with psychosis (Graham et al., 2015). The apparently

contradictory associations may be because supernatural beliefs

are adaptive only at a moderate level or because supernatural

beliefs are an adaptive response to internal psychological or

neurological adversity. Second, relationships between diverse

supernatural, mystical, and religious experiences and beliefs,

which are extensively evaluated in the TCI-ST, and the

adaptability identified in the P2L-ST, are also uninvestigated.

The implications of the neural activity reported in various brain

regions in relation to supernatural experiences and beliefs also

remain to be elucidated. Finally, the process through which the

ST trait is enhanced by vulnerability is unknown. The process

seems to be multiphasic; in the short term, intentional binding

is weakened by negative events (Obhi et al., 2013) before the

facilitatory effect of vulnerability on ST becomes apparent in the

long term.
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Introduction

Our first experience of the world originates from the information we receive through

the senses, allowing us to make mental representations of the features that can be

experienced from each part of the environment—be those objects, events, places, or

beings. However, these parts are not perceived separately through each sense. Rather,

sight, touch, smell, hearing, and taste are integrated early in life in multimodal areas in

the brain (Lewis and Essen, 2000). While this process, together with memory, supports

the formation of beliefs of increasing complexity, it is also constantly modified by those

same beliefs. In this opinion paper we briefly describe some of the neural underpinnings

of conscious perception and illustrate how a complex belief is formed from sensory

information using the example of mirror self-recognition in macaques.

From when a sense is raised to awareness until when it is integrated into other

senses, a separate process occurs. A relational association is established, one in which

the codependency of these stimuli becomes their own defining characteristic. That is, an

object or event is recognized by simultaneously eliciting different modalities of sensation

(Crick and Koch, 1990; Deroy et al., 2016). It is important to clarify that multisensory

integration does not necessarily induce a conscious process. However, unconscious

integration seems to be possible in only limited conditions, such as in simple forms of

visual adaptation or when a stimuli pair has been previously learned (Faivre et al., 2014;

Mudrik et al., 2014).

In this sense, integration can be understood as an antecedent to a behavior, perhaps

similarly to how attitudes or mindsets are modulated (Seitz and Angel, 2012) or as an

empirical belief (Seitz and Angel, 2020). Nevertheless, becoming aware of a percept as

an amalgam of sensations forms the basis for a conscious belief that can be expressed

as a decision or action, or in declarative form as a conceptual belief (Seitz and Angel,

2020). From the point in which a sense is raised to awareness, recognition may take

place. Although often understood as a single behavioral phenomenon, “recognition”

arises from separate neurophysiological processes that can function independently of

each other. Here, we will focus on two of these general processes that are often taken

as determinators of recognition.
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First, there is a memory component that locates the sensory

information in the place and context where sensation occurs

(Mandler, 1980), supported by connections between sensory

areas in the neocortex, perirhinal cortex, and parahippocampal

regions (Brown and Aggleton, 2001; Eichenbaum et al., 2007).

This system, or systems, as it could be subdivided in two

main components, is responsible for retrieval of contextual

information and the recollection of the stimulus (Brown

and Aggleton, 2001). Autobiographical memory also centers

sensory experiences around oneself as the individual agent

of sensation, perhaps mediated by connections between the

posterior cingulate and medial parietal cortex (Rolls, 2022).

The hippocampal and parahippocampal regions show extensive

connections to sensory and motor areas, but despite playing

a fundamental role in recollecting and situating the sensory

information received in time and space, recognition itself seems

to be formed independently from these regions.Moreover, lesion

experiments confirm that memory is not necessary for simple

object recognition (DeCoteau and Kesner, 1998; Burwell, 2000;

Save and Poucet, 2000; Langston and Wood, 2010), instead it

may represent the emotional contents and semantic information

rather than the physical properties that allow the conscious

perception of an object (Rolls, 2022; Rolls et al., 2022).

The second function that supports recognition is

multisensory integration. The perception of simple physical

features, such as shape, color, or texture, can be accomplished

by unimodal tactile and visual processing streams without

reaching awareness. Unconscious perception is also common

in multimodal areas for the purposes of guiding motor control

(Milner and Goodale, 2008; Mudrik et al., 2014). However,

recognition (i.e., the conscious perceptual experience that

allows the identification of an object or scene) recruits large,

distributed networks that integrate different senses (Dijkerman

and de Haan, 2007; Winters and Reid, 2010). The parietal

cortex appears to be the source of this conscious perception

process, being well interconnected with prefrontal, cingulate

and primary sensory areas (Lewis and Essen, 2000; Vincent et al.,

2006; Whitlock et al., 2008; Rolls et al., 2022). Furthermore,

the parietal cortex, together with the prefrontal cortex,

directs attention and modulates perception and the emotional

significance of sensory events (Mesulam, 1998; Steinmetz et al.,

2000; Culham and Kanwisher, 2001; Galletti et al., 2010). In

humans, the parietal cortex is also functionally interconnected

with language and declarative memory areas, a hallmark of

conscious perception (Rolls et al., 2022).

This wide network that combines perception and memory

to contextualize what is perceived may form a part of the

broader consciousness, allowing one to recognize the world and

the self (Dehaene and Changeux, 2011; Mudrik et al., 2014).

The large-scale synchronization between sensory, motor and

executive functions required for conscious perception could

be mediated by the claustrum, as an area with reciprocal

connections to most regions of the cortex, perhaps as a

conductor of sensory experiences (Crick and Koch, 2005), with

this combination process being permeated by different degrees

of beliefs (Seitz and Angel, 2012).

Here, we would like to focus on the formation and

modulation of some simple beliefs related to the self and the

world. For example, when there is a mismatch between the

senses, such as in the ventriloquist effect, localizing the source

of a sound together with a movement (mouth movement, in

this example) uses a combination of both auditory and visual

senses, but viewers’ sensations are distorted by beliefs of how

reality should be according to previous experiences (Alais and

Burr, 2004; Seitz and Angel, 2020). The viewer knows that the

sound comes from the ventriloquist, not the puppet, but at the

same time they also have experienced a reality in which sounds

usually come from moving parts, and in particular, voices come

from moving mouths.

This type of sensory conflict is clearer in the rubber hand

illusion. Even when there is a stable, conscious belief that the

hand seen is not one’s own, a false belief associated with a recent

sensation may override the belief. The effect is strong enough to

cause the activation of somatosensory areas in the brain when

the false hand is stroked (Ehrsson et al., 2005). Such cases could

be an example of how a conscious declarative belief can be

distorted by a sensory belief. In both cases the causes could

maybe be reduced to the single, deeply rooted, unconscious

belief intrinsic to the senses involved that sight has higher spatial

accuracy than sound or touch. Therefore, sight should be more

reliable when incongruent spatial judgements are involved.

There are also cases where sensation is not inconsistent

but instead ambiguous, such as in multistable perception (i.e.,

when two concurrent percepts spontaneously change). In these

situations, prior beliefs may act in harmony with newly acquired

sensory information to guide attention andmodulate perception

(Sterzer et al., 2009; Conrad et al., 2012), with the speed and often

mutually exclusiveness of these changes being noteworthy.

The self in the mirror

Self-recognition in the mirror was proposed by Gallup in

1977 as “a technique for providing empirical and operational

substance to the existence of self-awareness” (Gallup, 1977).

Despite debates over how much self-awareness intersects with

mirror self-recognition, the mirror offers the perfect example

of the development of different categories of belief and how

they interfere with each other according to the criteria of

Seitz and Angel (2020). Since humans appear to develop or

be guided into mirror self-recognition very early in life, it

may be difficult to imagine its emergence. Macaques however,

although not having innate self-recognition, can acquire it

through training and habituation (Chang et al., 2017; Bretas

et al., 2021). Therefore, below we follow the trajectory of a
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FIGURE 1

When a macaque looks into a mirror, perception of the raw visual information from the mirror forms a first approximation of reality in the form

of empirical beliefs (Seitz and Angel, 2020). This visual stimulus is integrated with other sensory modalities, such as the proprioception of the

macaque’s own limbs moving, and raised to conscious awareness. Recognition of the mirror image then takes place - initially as another

macaque, not the self. Simultaneously, the novelty, emotional significance and other aspects associated with the stimuli are recollected from

memory—previous experiences with other macaques, the novelty of the individual seen in the mirror, innate fear, etc. The associations between

what is perceived and the environment form relational beliefs (Seitz and Angel, 2020). These beliefs are being updated constantly according to

new sensory information received from the environment, which also feedbacks into perception through attention mechanisms. Finally, a

complex belief that matches the perceived stimuli may evolve, the belief that the macaque in the mirror is a reflection of the self. This belief is

expressed in the form of mirror self-recognition behaviors (Chang et al., 2017; Bretas et al., 2021), but in humans it could further develop into

conceptual beliefs, discrete, language bound concepts (Seitz and Angel, 2020) (e.g.: “I am the person in the mirror and I appear to others are

they appear to me”).

hypothetical macaque acquiring such a skill based on our own

experimental observations (Bretas et al., 2021).

At the lowest level, there is the visual stimulus imparted

by the mirror as the sensory reality (i.e., raw information that

contains the visual features of the subject in the mirror). Innate

visual mechanisms combined with the memory mechanisms

described before allow for the classification of this stimulus (The

image in the mirror moves. It’s a live being. It is a monkey.) and

its valuation in terms of emotional loading (Is it a threat? Is it

a partner?). This process can start before the stimulus is raised

to conscious awareness and is an example of empirical beliefs

(Figure 1).

Before self-awareness, one must develop other-awareness,

since both processes require the capacity of secondary

representation (Asendorpf and Baudonnière, 1993). Both other

beings and the self-body are directly accessible through the

senses, but even accounting for physical similarities, there is a

significant difference in perspective. At the most basic level, the

spatial organization of the body will appear to be different, with

one not being able to see their own face or back, for example.

There is also a difference in the integration of the senses: visually

the self and the other can be equally perceived, but touch is

limited to the self. For example, while two people can see each

other touching an object, the touch sensation can only be felt

by the agent. In the same way that self-body awareness arises

from the association between different unimodal sensations,

such as vision and touch (Apps and Tsakiris, 2014), mirror-

self recognition relies on these same sensory mechanisms

as precursors.

When the macaque looks into the mirror, a third-person

view of the self is shown. This view elicits new beliefs, both

conflicting and ambiguous, as described in the previous section.

While the body in the mirror appears from the same perspective

as that of others, its movements can be precisely controlled,

which is a sense of agency over a distant subject. The same

could be said about the touch sensation, which now can be

felt by both the agent and the mirror-image. The subject now

may recollect that the primate in the mirror is always the same

subject with the same face. It also does not feel like the primate’s

previous experiences or what is expected of the related visual

stimuli. The mirror shows soft fur, but it is cold and hard to the

touch; the primate in the mirror cannot be touched. These new

sensorial experiences accumulate and generate relational beliefs

about the relations with the environment. According to Sugiura

et al. (2015), mental representations are formed through the

association between an action and its consequential perception

learned through repeated experience.

Multimodal visuo-somatosensory neurons are often

spatially tunned to represent the space around the subject

from an egocentric point of view, mapping the position of

the own body and reachable objects nearby. These neurons

estimate and guide limb movement as well as tracking objects
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moving toward or nearby the subject (Taoka et al., 2013;

Hihara et al., 2015; Galletti et al., 2022). But when movement

is performed in front of the mirror, the mismatch between the

prediction and the actual sensation may no longer appropriately

represent the actual bodily or environmental state (Sugiura

et al., 2015). Perception may then be updated by this new

incoming sensory data and combined with past outputs and

decisions to account for this new state, in accordance with

the free-energy principle (Apps and Tsakiris, 2014); relational

beliefs can alter empirical beliefs. This update to sensation

may lead to the mirror being ignored from that point on as a

useless social cue, with no new attempts to interact with this

primate in the mirror and no emotional reactions of fear or

dominance upon seeing it. However, discrepancy from previous

beliefs in this new information received from unimodal areas

could be explained away by multisensory integration, giving

rise to self-recognition (Apps and Tsakiris, 2014; Chang et al.,

2017; Bretas et al., 2021). Indeed, binding different sensory

aspects of and object in a mutually coherent way provides

the experience of perceptual unity necessary to group the

individual body parts in a concept of an indivisible self-body

(Crick and Koch, 1990; Bretas et al., 2021).

The acknowledgment of the self in third-person promotes

the belief that the other is like the self, with empathy and

the emotional valence of the new beliefs further shaping both

mirror-perception and own-perception (Gallup, 1998; Sugiura

et al., 2015; Bretas et al., 2020). Primates are special in that their

brains evolved with the addition of new functional subdivisions

to the neocortex (Dooley and Krubitzer, 2013). Areas in the

parietal cortex related to self-awareness and social-awareness

may be essential to the development of mental models of

introspectively based social strategies and language, forming

the basis for conceptual beliefs and culture (Gallup, 1998;

Sugiura et al., 2015; Bretas et al., 2020, 2021; Seitz and Angel,

2020; Seitz, 2022). Conceptual beliefs, thereupon, give support

to meta-beliefs, elevating relational beliefs about the other to

language-bound discrete concepts (e.g., “the other believes. . . ”)

to achieve a comprehensive notion of the world grounded in

internal representations of the physical, social, and cultural

environments (Angel and Seitz, 2016; Bretas et al., 2020; Seitz

and Angel, 2020).
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Introduction

Empathy, our capacity to react to the suffering of others, is not a monolithic

process and involves emotional (e.g., shared pain) and cognitive (e.g., perspective taking)

components (Gonzalez-Liencres et al., 2013). While previous studies have focused on

investigating the neural underpinnings of cognitive and emotional empathy in the target,

it is increasingly acknowledged that integrative brain models for understanding the

dynamic interaction between the target and the observer are warranted.

While the research on empathy emphasizes first and foremost its contribution to

distress regulation in the target, few studies have examined how empathic responses of

the observer actually change the state of the target. Indeed, although empathy occurs in

social interactions, research on empathy have largely focused on covert mechanisms of

empathy in the observer (empathizer), without exploring how empathic reactions affect

the distress of the target (Main et al., 2017; Shamay-Tsoory and Mendelsohn, 2019).

To examine the role of empathy in regulating the target’s distress, Reeck et al.

(2016) have proposed a model of interpersonal emotion regulation that takes into

account both the target and the observer. This model holds that empathy plays a

major role in interpersonal emotion regulation, as the distress of the target may trigger

an empathetic reaction in the observer. This model describes the participation of

several empathy-related brain regions in the interpersonal emotion regulation cycle,

including the dorsomedial prefrontal cortex (dmPFC), temporoparietal junction (TPJ)

and inferior frontal gyrus (IFG). The dmPFC and TPJ are parts of the brains default mode

network, a system that instantiates processes that support self-referential mental activity,

mentalization and the recollection of prior experiences (Raichle, 2015). In addition to

the default mode network, a central role in the empathy feedback loop is played by the

observation-execution system also known as the mirror neurons system that includes the

IFG as well as the inferior parietal lobe (IPL), regions which were suggested to play a role

in emotional empathy (Shamay-Tsoory, 2011; Korisky et al., 2020). The mirror neurons,

which were first discovered in the monkey ventral premotor cortex (area F5), discharge

both during action performance and action observation (Rizzolatti et al., 1996; Rizzolatti

and Craighero, 2004) and are believed to allow gaining knowledge of the observed action

of others from a personal perspective (Buccino et al., 2004). Notably, it is increasingly

acknowledged that the IFG is not only a structure that mediates speech production, but

it is involved in action recognition (Buccino et al., 2004) and even in representing abstract
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FIGURE 1

A model of inter-brain plasticity and empathy: the target is experiencing distress, which triggers empathy (emotional/cognitive) in the

empathizer. Emotional and cognitive empathy contribute to reduction of distress by multiple means (e.g., mimicry, synchrony, and verbal

responses). Activation in the observation-execution system is coupled between the empathizer and the target. This coupling reduces the

target’s distress by activating reward. As empathic interactions continue the empathizer learns how to adapt her reactions based on the target’s

feedback. As the empathizer adapts her response to the target, the inter-brain networks between them reconfigure.

representations of behavior (Del Maschio et al., 2022),

which may allow representation of others goals intentions

and emotions.

Although empathic interactions may unfold over time, the

model of Reeck et al. (2016) does not address how empathic

reactions change during interactions. To address this issue,

Shamay-Tsoory and Hertz (2022) have recently coined the term

adaptive empathy, to represent the ability to learn how to adapt

one’s responses to another’s distress. The concept of adaptive

empathy points out that it is essential to study how empathic

reactions are adapted over time, based on feedback in the context

of interactions between empathizer and target (Kozakevich-

Arbel et al., 2021). In this context, the empathizer reacts to the

distress of the target and may change their own response, based

on feedback from the target. Examining how empathic reactions

change over time represents a new approach, describing an

empathic interactions feedback loop consisting of an empathizer

providing responses that change during interactions, based on

feedback from the target (see Figure 1).

The continuous updating of empathic responses demands

the participation of a neural network that observes the target’s

actions and responses and activates the same representations

of this behavior. Given the role of the IFG in action

recognition (Buccino et al., 2004), which required continues

updating of the others’ behavior, this region may play a

key role in empathic learning. Indeed, previous studies

confirm that the IFG is essential for emotional empathy

(Shamay-Tsoory et al., 2009) and that the IFG is activated

during empathic learning (Hein et al., 2010), supporting

the suggestion that this a core region in the adaptive

empathy networks.

Notably, it was recently suggested that activations in the IFG

may be demonstrated not only within a single brain, but also

simultaneously recorded in the brains of interacting individuals

(Shamay-Tsoory et al., 2019). Such inter-brain coupling

represents coordinated brain activity of two or more interaction

partners. Evidence from hyperscanning fNIRS studies shows

that inter-brain coupling in the IFG of interacting dyads may

underlie various forms of connection, from coordination

during dialogues (Jiang et al., 2012) to movement synchrony

(Gamliel et al., 2021) and singing in synchrony (Osaka et al.,

2015). Furthermore, corroborating evidence from EEG studies

further reveals that inter-brain coupling in the alpha band (8

to 12 or 13Hz), which is associated with the mirror neurons

system, plays a role in empathic touch (Goldstein et al.,

2018), suggesting that inter-brain coupling may also mediate

affective empathy.

Given that empathic interaction develop over time, the

question remains whether inter-brain coupling can increase

over the course of one or multiple interactions. Recently

it was suggested that inter-brain plasticity, the ability of

interacting brains to modify the coupling between brains in

reaction to repeated interactions underlies learning in social

interactions (Shamay-Tsoory, 2021). The interbrain plasticity

approach views the brain activity of interaction partners as

components of an extended neural network that includes

interbrain and intra-brain connections that change during

interactions. In the case of empathy, it is possible that as

the observer adapts her response to the target, the inter-

brain networks between them reconfigure. In the initial phase

of the interaction the observer may adapt her emotions to

those of the target. This involves representing the behavior
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of each other in the observation-execution system (Rizzolatti

and Sinigaglia, 2016). The target observes her emotions

mimicked by the observer, representing her emotions and then

adapts her emotions to be aligned with the observer. This

feedback is identified by the observer who may modify her

emotions. During repeated interactions, the target and the

observer represent each other’s emotions in a similar manner

and regions in their observation-execution system become

gradually coupled. As inter-brain and intra-brain plasticity

emerges, fewer sensorimotor signals are required to establish

empathy. Over time the observer may improve her empathic

responses and share their emotions better. This framework

may explain how empathic responses may improve over time

and how we learn to mutually adapt our responses during

social intereactions.

Conclusion

An abundance of studies examined empathy by focusing on

the empathizer, limiting our understanding of the interaction

between the empathizer and the target during social interactions.

Here, I integrate disparate lines of evidence into a new model of

empathic learning. A feedback loopmodel of empathy is offered,

one that accounts for learning how to change empathic reactions

based on feedback over time. This model is supported by the

new concept of inter-brain plasticity that examines changes in

inter-brain coupling during interactions. While the literature on

empathy discusses each of the stages of the model, no study to

date has directly examined how brain-to-brain coupling change

over time.

The model proposed here extends the interpersonal emotion

regulation model of Reeck et al. (2016) by taking into account

changes in the coupling between the observation execution

systems of interaction partners over time. Changes in inter-brain

coupling in the IFG represent a core component in this loop.

Thismodel offers new insight on the neural basis of empathy and

may have clinical implications for understanding population

with empathy difficulties.
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Introduction

The embodied perspective on language is now supported by several studies showing

that activation of neural substrates processing the sensory andmotor aspects of the world

is not only associated with the processing of language referring to concrete aspects of the

world (Buccino et al., 2005; Tettamanti et al., 2005; Gough et al., 2012, 2013; Marino

et al., 2013, 2014; Visani et al., 2022) but is also causal to the understanding of concrete

language (e.g., Bak et al., 2006; Sato et al., 2008; Kemmerer et al., 2012; Tremblay et al.,

2012; Cardona et al., 2013; Fernandino et al., 2013; Desai et al., 2015; Klepp et al., 2015;

Buccino et al., 2018; for review Buccino et al., 2016).

Less clear is the situation about abstract domains – i.e., language items referring to

less concrete actions (e.g., “I give you my opinion”) or less tangible aspects of the world

(e.g., “freedom”) (Glenberg et al., 2008; Boulenger et al., 2009). Such language items

bring in a more conceptual and lexical-semantic dimension apparently less amenable

to be understood in embodied terms. However, such abstract and conceptual domains

are widespread in human linguistic practice and are, consequently, both problematic

and interesting for the embodied approach (Gallese and Lakoff, 2005). Limited empirical

findings and the variety of theoretical stances on abstract language (see Binder et al.,

2009; Wang et al., 2010; Buccino et al., 2019 for reviews) have prompted “hybrid” models

on abstract concepts and words. All these models share the embodied approach, but

all also posit that acquisition and understanding of abstract concepts and words is only

partially grounded in experience-related sensory-motor neural substrates and also resorts

to supposed a-modal brain modules processing “pure” language aspects.

In the next section we will first briefly mention such hybrid models; then we will

present a “fully embodied” approach (Buccino et al., 2019) and review the available

evidence supporting it (Del Maschio et al., 2021). Finally, we will suggest how the

advancements in embodied abstract language may shed light on the nature of beliefs.
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From embodied abstract language
to beliefs

The hybrid models for abstract language
and concepts

Three main hybrid models for embodied abstract language

have been proposed. The first model (Borghi et al., 2017, 2018)

forwards that abstract words and concepts are mainly rooted

in the social conventions and ensuing social interactions about

abstract content, thus implying the existence of a brain system

dedicated to processing propositional aspects of language.

The second model maintains that specific features of words’

meanings are indeed coded in sensory, motor or even emotional

brain circuits. However, words’ meaning is ultimately coded in

specific, high-order, a-modal, linguistic regions, (Binder et al.,

2009; Desai et al., 2015; Mahon, 2015) labeled as “semantic

hubs”. The third model views the specificity of abstract words

and concepts in the exalted emotional load they display and thus

forwards that processing abstract contents specifically involves

brain regions for coding, feeling and expressing emotions

(Barsalou, 1999; Kousta et al., 2011; Moseley et al., 2012;

Vigliocco et al., 2014). It is worth stressing here, however,

that a number of studies (Wilson-Mendenhall et al., 2011,

2013) have shown that emotions themselves are grounded in

the neural structures where the experiences and experiential

contexts emotion word refer to are represented.

A fully embodied approach

Buccino et al. (2019) forwarded a fully embodied approach

to abstract language, that avoids assuming the existence of a-

modal, purely linguistic systems to processing abstract words

and concepts. This proposal is based on the idea that abstract

words and concepts are such because of the complexity of

the experiences attached to them, and not because they are

far or detached from concrete experience. Specifically, such

experiential complexity can increase according to (i) the number

of effectors involved, (ii) the number of sensory systems engaged,

as well as (iii) the accumulation over time of concrete life

experiences (and related emotional load) attached to those

words/concepts. Moreover, the distinction between abstract and

concrete words/concepts may be one of degree and not of

kind, as the complexity of experiences may increase along a

continuum rather than sharply.

This approach allows for a strongly embodied interpretation

of the evidence about the neural substrates processing abstract

words, thus overcoming the need to elaborate hybrid models.

Besides the data reviewed to advocate this fully embodied

approach (see also Buccino et al., 2016, 2019), a recent meta-

analysis of neuroimaging studies reporting activations related

to abstract and concrete concepts further support this fully

embodied approach (Del Maschio et al., 2021).

This meta-analysis shows that extensive clusters in the left

temporal lobe (including the middle and inferior temporal

gyri) and in the left motor cortex, as well as activations in

right parietal cortex, left inferior frontal gyrus, and prefrontal

regions are found for both concrete and abstract concepts. This

suggests that (a) processing of these two kinds of concepts

is not sharply segregated in the brain, (b) abstract concepts,

like concrete ones, engage brain circuits involved in subjects’

interaction with the world, and (c) abstract concepts are not

pre-eminently processed in linguistic/propositional format, in

semantic hubs or in emotion-related areas (in contrast to what

hybrid models propose). Consequently, since semantic hubs

are neural structures engaged by both concrete and abstract

concepts, it is hard to accept the notion that they may be

the “apex” of hierarchical structures progressively moving from

processing concrete to abstract situations. Rather, these semantic

hubs may play the role to contextualize actions (and related

linguisticmaterial) independently of their degree of abstractness.

The metanalysis by Del Maschio et al. (2021) also unveils

that brain regions more active for abstract than concrete

concepts encompass twomajor clusters in the left inferior frontal

gyrus (pars triangularis and orbitalis, largely overlapping Broca’s

region) and middle temporal gyrus, as well as smaller clusters in

medial frontal cortex and bilateral temporal poles.

According to the hybrid models, the stronger activation

of Broca’s region during the processing of abstract language

supports the notion that abstract language is coded in

a propositional format, since Broca’s region is classically

considered a linguistic region. In contrast with the classical

view, many functions are now attributed to the Broca’s region

(Amunts and Zilles, 2012; Hardwick et al., 2018). First, in Broca’s

region there is a motor representation of mouth, hand-arm and,

likely, foot actions (Binkofski et al., 1999; Nishitani et al., 2005).

Secondly, Broca’s region also processes observed and imagined

actions (Binder et al., 2009; Hardwick et al., 2018). Thirdly,

and more generally, there is also representation of mimicked

actions, i.e., actions where the effector is used independently of

the object (Lui et al., 2008); mimicked actionsmay be regarded as

a first step in generalizing over object-oriented actions. Finally,

Broca’s region also codes actions able to mediate a semantic

meaning, such as in emblems, but always using a biological

effector (Andric et al., 2013).

All this suggests that Broca’s region can support a process

of generalization (indeed, of abstraction) of actions, but always

starting from concrete situations and contexts: it might be said

that Broca’s region can grasp “what is common” to various

instantiations of actions in varying contexts and situations.

This view of Broca’s activation is consistent with the notion

that abstract language engages multiple effectors and contexts

in which the use of the effector is not bound to specific

objects. Put differently, because abstract concepts and their
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corresponding verbal labels express actions or entities that are

dynamic in time and space, executed by different effectors, and

coded in different systems (Buccino et al., 2019), their content,

more strongly than for concrete concepts and words, is coded

“motorically” in a brain region where actions are represented in

a conceptual manner.

Other areas found more active for abstract language

(specifically, medial frontal cortex and middle temporal gyrus)

are indeed part of the proposed a-modal semantic hubs (Binder

et al., 2009; Desai et al., 2015; Mahon, 2015). However, these

brain regions are also known to be part of the “default-mode”

network that is modulated by demanding cognitive tasks or

by social cognition (Mars et al., 2012; Raichle, 2015); their

engagement in processing abstract language (i.e., language items

attached to complex experience) can be explained assuming

that they may contribute to define an appropriate context for

the processed words and their link with life experiences and

personal beliefs.

Summing up, a fully embodied approach would account for

the available data about processing of abstract language in the

brain consistently with current knowledge of the functions of

brain regions not directly involved in sensory-motor processing

and without postulating the existence of a-modal, purely

linguistic brain modules.

Implications for belief

Beliefs are high mental processes implying abstract

conceptualization and generalization. In this context, the notion

of “belief ” should be understood broadly, so to encompass

moral contexts related to value and religion as well as cognitive

convictions on how the world is done and works (and on

how we should consequently behave in it). Moreover, beliefs

should be conceptualized in strict connection with actions and

life conduct. Philosopher C. Peirce stated that “a conception,

that is, the rational purport of a word or other expression

lies exclusively in its conceivable bearing upon the conduct of

life” (Peirce, 1905; p. 162). A recent neuroscientific approach

to beliefs indeed posits that selection of beliefs is virtually

equivalent to selection of actions (Sugiura et al., 2015). The

link between beliefs and actions, as well as the understanding

of beliefs as conceptual items, suggests the relevance of an

embodied approach to abstractness for the issue of beliefs.

Interestingly, recent developments in the neuroscience of

action has established a link between action-related brain

processes and the issue of beliefs and personal identity

(Jeannerod, 2001, 2006, 2009; see also Colagè and Gobbi, 2017).

According to this theory, the assessment of our experiences,

especially the results of complex actions, may lead us to build up,

and possibly revise, our belief system, which in turn allows for

the planning of complex actions (Jeannerod, 2009, p. 263–269).

For this reason, a fully embodied approach to abstract words

and concepts may shed light onto the process of building up

and revising beliefs, specifically suggesting that beliefs, much

like other conceptual domains, can be grounded in actual

experiences and their complexity. Three further hints can

be added.

First, we have seen that mesial pre-frontal cortex activates

in processing abstract language and that this activation can be

explained by the need to contextualize and frame abstract words

on the background of one’s life experiences. Specifically, studies

suggest that this brain region is modulated, during the judgment

of different relevant social situations and contexts, by the degree

of similarity with our own beliefs, attitudes and inclinations

(Mitchell et al., 2006; Zaki et al., 2014). Given the complexity

of experiences attached to abstract words, these activations may

help focusing on a relevant subset of the complex array of

experiences attached to an abstract word. It is interesting to note

that mesial pre-frontal cortex is proposed as key structure for

processing beliefs, and specifically for integrating perception-,

action- and emotion/value-related information (Seitz and Angel,

2012; Sugiura et al., 2015).

Secondly, mesial pre-frontal cortices are also known to

be part of the mentalizing and affect-related brain systems

(Frith and Frith, 2012). Activation of mesial frontal cortex

in processing abstract words/concepts may reflect the need of

the subject to retrieve his/her social and self-related beliefs to

understand abstract linguistic items properly (see also Buccino

and Colagè, 2017).

Finally, a fully embodied approach to beliefs is also

consistent with the idea that such linguistic transactions among

human beings are anyway grounded in real experiences.

Linguistic transactions are effective in belief formation to the

extent to which they help us sharing and combining our

experiential baggage (Colagè and Buccino, 2016).
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Introduction

Beliefs refer to “fundamental representations of imaginative and emotional content
that link an individual’s prior experience with his/her future behavior” (Seitz, 2022). We
have beliefs about our societies, other people, and ourselves. When I say “I believe I will
be able to contribute an article to this book by working with my colleagues,” I express
beliefs about myself and other people that help my decision-making regarding actions
in the future. However, due to differences in social information that individuals receive
and differences in sociocultural environments in which individuals develop and live,
beliefs vary greatly across different human societies. Distinct beliefs not only influence
people’s behaviors but also shape how their brains work. In this study, I sought to briefly
summarize previous research on cultural differences in beliefs about the self and relevant
neural underpinnings. I further introduce a recent brain imaging approach to the
neural correlate of believing and its potential cultural differences. Finally, I discuss the
implications of the transcultural brain imaging findings related to belief and believing.

Cultural differences in beliefs

What is the nature of the self as a social unit in human societies? Representations
of the self are built based on individuals’ prior experiences and guide their
social/economic/political decision-making. Understanding beliefs about the self has
been the goal of research in multiple disciplines including philosophy, psychology, and
neuroscience. Interestingly, beliefs regarding the self vary tremendously across different
populations and different societies and have distinct neural correlates. For example,
Western thoughts regard the self as a particular being that is distinct from others (Seigel,
2005) whereas Chinese thoughts take the self as a knot in a social network that unifies
numerous individuals as a whole (Zhang, 2005).

These philosophical thoughts are formulated in psychology by Markus and
Kitayama (1991) who claimed that Western (European and North American in
particular) cultures teach people to view the self as an independent and autonomous
entity that is inclined to attend to the self-more than others and emphasizes unique
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dispositions or traits of the self (an independent view of the self).
East Asian cultures, however, view the self that is fundamentally
connected with others and thus are sensitive to information
about significant others. The unique cultural beliefs about the
self are tested empirically in both behavioral and brain imaging
studies. It has been shown that Westerners remember self-
related information better than information about close others
such as mother and best friend (Klein et al., 1989; Heatherton
et al., 2006), whereas Chinese remember information about self
and close others equally well (Zhu and Zhang, 2002). These
findings suggest distinct cultural beliefs about the self and are
supported by transcultural brain imaging research on neural
underpinnings of representations of the self.

An early functional magnetic resonance imaging (fMRI)
study scanned both Chinese and Western students during
judgments on personality traits of the self and a close other
(i.e., mother) (Zhu et al., 2007). The results revealed activations
in the ventral medial prefrontal cortex (mPFC) in response to
the reflection of one’s own traits in both Chinese and Western
students. However, reflections of the self and mother evoked
overlapping mPFC activity in Chinese, whereas Westerners
showed greater mPFC activity during reflection of the self (vs.
mother). These fMRI findings implicate overlapping neural
representations of beliefs about the self and a close other in
Chinese but not in Western students. A following fMRI study
scanned both Chinese and Danish students, using fMRI, while
the participants reflected personality traits, physical features,
or social roles of themselves or a familiar celebrity in their
own country (Ma et al., 2014). It was found that, although
both Chinese and Danish students showed increased ventral
mPFC activity during self-reflection of the self (vs. celebrity),
the ventral mPFC activity was greater in Danish than in Chinese
students. However, self-reflection on social roles in Chinese
but not Danish students activated the temporoparietal junction,
which is engaged in the processing of others’ minds (Saxe and
Kanwisher, 2003). In addition, Chinese compared to Danish
students showed stronger functional connectivity between the
ventral mPFC and the TPJ associated with self-reflection on
social attributes.

Beliefs about the self also differ substantially between
religious believers and non-believers. An fMRI study of
non-religious and Christian Chinese found that, while
the non-religious participants showed activations in the
ventral mPFC during reflection of the self, self-reflection
activated the dorsal mPFC in Christians (Han et al.,
2008). Because the dorsal mPFC is usually involved in
the inference of others’ mental states (Grèzes et al., 2004),
it was speculated that the dorsal mPFC supports beliefs
regarding the self that underscores the evaluative process
of the self by God. An fMRI study of Chinese Buddhists
showed that reflection of the self-activated the dorsal

mPFC, the rostral anterior cingulate and midcingulate
cortices, and the left frontal/insular cortices (Han et al.,
2010). It is likely that, during the self-reflection task,
Buddhists might have to monitor the conflict between the
doctrine of no-self and self-focus thinking during self-
trait judgment. Together, these brain imaging findings
suggest that, in response to cultural group differences in
beliefs regarding the self, the human brain has evolved
distinct patterns of neural activities that support specific
beliefs about the self.

Cultural differences in believing

Early brain studies focused on cultural differences in
neural representations of beliefs regarding the self. Little
research examined neural correlates of believing as a process.
Conceptually, believing may include multiple mental operations
that support perception, valuation, information storage, and
prediction (Angel and Seitz, 2016). Methodologically, it
is a challenge to disentangle the neurocognitive processes
of believing from other mental processes by controlling
perceptual/cognitive/affective processes that do not essentially
characterize believing. Based on the assumption that the
believing process is connected with personal relevance and
deals with a set of knowledge with a hierarchically organized
structure (Sugiura et al., 2015), we designed a believing
task and a control task in an fMRI study to disentangle
neural processes of believing (Han et al., 2017). “Believe”
and “think” are two words that are used to mutually
explain each other in lay opinions (Allen et al., 1990) and
may consist of overlapping mental processes. While being
presented with trait adjectives during fMRI scanning, one
group of Chinese participants was asked to make a yes
or no response to the question “Do you believe that the
trait adjective describes you (or a celebrity)?” (Belief group).
Another group of Chinese participants made a yes or no
response to the question “Do you think the trait adjective
describes you (or a celebrity)?” (Think group). The same
set of trait adjectives was used in different judgment tasks
and judgments on a celebrity were employed as a control
condition. We examined believing specific neurocognitive
processes by comparing brain activities of Believe vs. Think
groups, which controlled control irrelevant perceptual, memory,
and semantic processes of stimuli and motor responses. We
found that the believing tasks relative to thinking tasks
resulted in better memory of self-related adjectives. In addition,
believing compared to thinking tasks were associated with
stronger activations in the left anterior insula/inferior frontal
cortex and stronger functional connectivity between the
mPFC and the left occipital cortex. These results provide
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preliminary evidence for distinct neurocognitive processes
involved in believing.

Gao et al. (2022) further tested possible cultural differences
in neurocognitive processes underlying believing by collecting
behavioral and fMRI responses from a Chinese and a Danish
sample in the believing task used in Han et al. (2017).
Reaction times and response types (yes or no responses)
during believing judgments on the self and a celebrity were
collected from the two cultural groups and subject to the
drift-diffusion model (DDM) analyses. The results revealed
three differences in cognitive processes that characterize the
believing task between Chinese and Danes. First, positive
and negative trait adjectives shifted the posterior distributions
of the drift rate in DDM (as an index of the speed
of information acquisition) either lower or larger than
zero during both self- and celebrity-believing in Chinese
but not in Danes. These results suggest that information
acquisition during believing tasks was more sensitive to
emotional contexts produced by semantic meanings of trait
adjectives in Chinese. Second, the analyses of the non-
decision time in DDM (as an index of processes irrelevant
to decision-making) showed evidence for overlapping non-
decision processes involved in self- and celebrity-believing
judgments in Chinese but not in Danes. Third, the analyses
of the threshold separation in DDM (as an index of decision-
making strategy) suggest that the Chinese were more cautious
during celebrity- than self-believing judgments whereas Danes
were more cautious during self- than celebrity-believing
judgments. These behavioral results are consistent with previous
findings that uncovered context-dependent processing in East
Asians but context-independent processing in Westerners in
multiple levels of cognitive processes (e.g., Kuühnen and
Oyserman, 2002; Han et al., 2011) and overlapping processes
of the self and significant others in East Asians but not
in Westerners (Markus and Kitayama, 1991; Zhu et al.,
2007).

fMRI results of Gao et al. (2022) also revealed evidence
for distinct neural activities involved in believing in the two
cultural groups. Believing judgments activated the mPFC in
both Chinese and Danes. However, believing judgments elicited
stronger activities in the left anterior insular and ventral
frontal activations in Chinese compared to Danes. In addition,
Chinese participants with greater mPFC activity showed a
longer duration of non-decision processes during believing-
judgments. By contrast, greater mPFC activity predicted a lower
degree of adopting a conservative strategy during believing
judgments in Danes.

Together, the findings of cultural group differences
in behavioral and neural responses during the believing
task suggest that believing may be decomposed into
separate processes such as information acquisition, non-
decision processes, and response strategies (e.g., degree
of cautiousness) that, respectively, undergo influences

of individuals’ cultural experiences. In addition, our
results may be interpreted as that the believing task
may engage deeper processing of semantic and social
knowledge about others in the left ventral frontal cortex
in Chinese than in Danes. Even the same brain region
(e.g., mPFC) that was observed to be activated during
believing in both cultural groups may be linked to different
processes of believing (e.g., durations or strategies of the
non-decision processes).

Discussion

The brain imaging findings summarized above have several
implications for our understanding of beliefs and believing.
First, people from different societies have different beliefs (e.g.,
different religious beliefs or different beliefs regarding the
self). This cultural difference, from a neuroscience perspective,
implicates that neural representations of imaginative and
emotional content link an individual’s prior experience with
his/her future behavior vary across cultures, having in
mind that this is critical for cross-cultural communications
and social interactions. Second, even though there are
correspondent words of “belief” and “believe” in different
languages, an apparently same belief (e.g., the belief regarding
the self) may have different meanings for people in different
cultural environments. This implies that cognitive and neural
representations of a belief may be discrepant in people
from different cultures. Third, neural processes engaged in
believing may also vary greatly in people from different
cultures, which may reflect the consequence of social learning
of beliefs that have distinct social motivations and goals in
different societies.

Finally, cultural differences in beliefs are not a purely
mental phenomenon but have biological underpinnings.
Development of culturally specific beliefs and belief
processes may be understood from the perspective
of the culture–behavior–brain loop model of human
development (Han and Ma, 2015; Han, 2017), which
suggests both indirect culture–brain interactions, through
the practice of behaviors, and direct culture–brain
interactions, which constitute an interacting loop that
provides a basis of human development. Shared beliefs
provide a bridge to link social behavior and the brain
and guide their interactions in a specific socio-cultural
environment, which in turn results in the development
of distinct neurocognitive processes underlying belief.
Finally, it should be acknowledged that the current
studies of beliefs and beliefs focused on a specific topic
(e.g., self) and tested small samples of limited cultural
groups. Future research may expand this line of research
to other beliefs by designing new believing tasks and
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collecting behavioral and brain imaging data from other large
cultural samples.
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INTRODUCTION

This paper offers the first insights into a research project in progress: “Blind Spot Credition:
Bridging the gap between basic research and application” at the Karl-Franzens University of Graz.
The intended project is part of the Credition Research Project (Angel, 2022) and has a special focus
on religious education, but we understand our research as paradigmatic and applicable for any
kind of education dealing with the topic of belief and believing in public schools. The project has in
mind the situation of teachers in public schools and has the intention to deal with learning barriers
in the first approach to credition. An important aim of the project is to detect, define and analyze
barriers that prevent “newcomers” (in this case teachers or school children, who haven’t heard or
learned about creditions so far) when encountering creditions for the first time—be it as an idea, as
a concept, as a model or in theoretical debates. We argue that addressing this issue helps to bridge
the gap between basic and applied research of the credition research project.

For the empirical part, we have chosen teachers of religious education in public schools as our
target group. We intend to start a survey that is international (schools from Croatia, Germany, and
Austria are involved in the cooperation network) and will nevertheless provide comparable results.
A broader empirical database is not yet available, but we have data from pre-test studies that have
not yet been published.

In this paper, I will present the theoretical background and first results which have been
influencing the actual research perspectives.

LEARNING AND LEARNING-THEORIES

Learning and learning theories are fundamental when it comes to any matter that needs to be
mastered hermeneutically. We do not intend to contribute to the theory-building of learning
theories. When we talk about learning, we mean a strategy on how to overcome super complex
material burdened with various hermeneutic barriers. Our basic assumption is that without
detecting and deciphering those barriers our learning approach to credition will be finished
before it effectively starts. We are interested in the emotional foundations of barriers and their
learning implications.

We also want to understand which ways or means are the most appropriate to help school
children and their teachers to understand the basic concept of credition. We want to figure out
how pathways can be developed to make credition attractive to them, even though they do not and
cannot know what to expect.

Finally, in an attempt to identify the barriers, we are interested in the research of timeline:
Starting condition, learning steps, their challenges, and the end condition.
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DIFFERENT STARTING CONDITIONS

Starting condition refers to the three different levels from which
our research proceeds: school children, teachers, and science.

Based on pre-test experiences, school children most often find
the material from the credition research project uncomfortable
because they automatically associate it with religion, but also
with prejudices related to, e.g., philosophy. They often complain
about the problem of hermeneutics and the complexity of the
credition topic as well. Teachers also encounter a variety of issues
in learning about credition. They mostly find a tense relationship
between motivation, energy investment in learning, and the
benefits of credition. Learning about credition does not progress
smoothly in the scholarly fields either. Those who come from the
Humanities often find it daunting that there is a wide range of
interdisciplinary knowledge about credition. Different disciplines
are included: philosophy, cognitive science, and natural science.
And sometimes it can be difficult for people to understand that
there is conceptual knowledge as the basis for understanding
the model.

There are also a lot of incompatibilities and cross relations
between different starting positions. For example, when speaking
about beliefs, school children or teachers may have in mind
religion but not epistemology. Epistemologists may be thinking
about philosophical issues, i.e., justification but not the need to
make these debates accessible, etc.

One of the first empirical pre-test results is that there are
some difficulties and complications in the understanding of
credition, and therefore finding a starting point for the research
represents a crucial challenge. We assume that the starting point
cannot be credition itself, but human consciousness. Exploring
associations of “belief” from pre-test studies seemed fruitful to
our research reflections. In the pre-tests, we found the word
association method (Kent and Rosanoff, 1910) helpful. In our
research approach, we will highlight parameters that indicate
credition as a blind spot for learning. One of these is how
language is used when talking about beliefs.

LANGUAGE USE

Pre-test studies show that language use contributes to barriers in
first learning about credition. Thus, in a pre-test study conducted
in a primary school in Bosnia and Herzegovina, with the sample
of 27 pupils, mostly the following associations to the term “belief”
popped up: God (came up even 15 times), Jesus, love, hope,
holiness, prayer, etc. When asked what “belief” means to them,
the students mostly answered: “Belief means to have belief in
someone, for example, to trust your parents or to believe in God”
or “It means a lifestyle in which we are devoted to God”. In
two other similar questionnaires more than half of the responses
indicated linking believing with religion. These associations and
definitions of belief have certain implications for at least the three
main characteristics of understanding the belief:

1. Belief as a noun.
2. Belief as religious belief.
3. Belief concerning (religious) content.

This also suggests that learning about credition has to do with
the students’ different backgrounds in learning subjects, their
predispositions to learn, their worldviews, and especially their
attitudes toward “beliefs”. Specifically, this means that how
the language is used indicates cognitive assumptions of prior
knowledge and information that can influence the adoption of
new information, knowledge, and new conclusions, which in
psychology are referred to as “priors” (Tobias, 1994; Dochy,
1996).

PRIORS

In our research we have already identified some consequences
of different priors related to the above-mentioned common use
of beliefs:

(1) In a broader philosophical sense, the question of belief
is embedded in a long tradition of Western thinking and
has produced a rich and overwhelmingly broad literature
base over about 2,500 years. Therefore, one may get the
impression that belief is a well-defined phenomenon, but
newer interdisciplinary approaches to the processes of
believing deny such an understanding and show that belief
is an ill-defined phenomenon.

(2) Another prior may be identified in an approach to belief
which seems to be especially influential in neuropsychiatry
and psychology. Belief seems to be associated with pathology.
Thus, belief can be related to neurosis or delusion (McCauley
and Graham, 2020). This can cause a variety of problems
because linking pathology to belief can automatically cause
a negative attitude toward any approach to credition.

(3) The everyday use of language, also demonstrated in pre-test
studies, shows a close connection between understanding
“belief” as a religious belief. Evidence for this can be also
found on the theoretical level in the credition literature: “No
other concept relevant to understanding human behavior
is as deeply tied to religion as belief” (Angel et al., 2017,
p. 5). This is of course highly problematic for a correct
understanding of credition that is not limited just to religion.

(4) Another prior is the very frequent use of “belief” both in
everyday speech and in scientific discourse as a noun. For
instance, the predominant use of nouns like “formation of
belief” (Langdon and Connaughton, 2013) or “dynamics
of belief” (Forrest, 1986) work against conceptualizing
believing processes as having a fluid character (cf. Angel,
2017, p. 19).

(5) In everyday understanding, beliefs are often content-
oriented. Testimonial beliefs (I believe in) and fiduciary
beliefs (to have faith in) are often expressed here. Such
a prior significantly reduces the likelihood of a proper
understanding of the process of believing.

DISCUSSION

Barriers to an Approach to Credition
The core task of the project in progress, which this paper
intends to present, is to illuminate barriers that prevent a correct
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understanding of the fluidity of believing in the school context.
To achieve the desired goal, we use already existing scientific
parameters such as:

epistemology, which focuses predominantly on the question
of justification (Runehov, 2017); philosophy of mind, which
focuses predominantly on the nature of beliefs (Visala and Angel,
2017) and eliminativism, which claims that belief should not be a
matter of scientific debate (Stich, 1996), etc.

These parameters influence the several theoretical levels that
coincided with some results which were obtained from pre-
test studies:

(1) Process of believing is a blind spot in the mind; therefore, no
initial associations are pointing to the fluidity of beliefs.

(2) Belief is initially marked as a noun in the mind. Therefore,
the paradigmatic shift from belief to credition seems to
be irrelevant.

(3) Credition has something to do with belief. Belief is
immediately associated with religion, therefore credition
is monopolized by religion. The same confusion is
with the term “religiosity” (cf. Angel in this volume)
which seems instinctively associated with religion. This is
counterproductive for any understanding of the processes
of believing. From a cognitive neuroscience point of view,
it must be stated that creditions do not take place in
religions but rather in humans when they develop and live
their religiosity.

(4) Belief has something to do with knowledge, but the relevance
of epistemological discussions seems to play a significant role
for the newcomers.

(5) The initial notion of cognitive science and neuroscience
is the neglect of the mind. Even if belief is understood
as an inner process, then biological and cognitive science
background knowledge is required and already provided
by science.

Barriers to the Instruction About Credition
Addressing barriers in this project has several implications for
a particular strategy for instruction about credition. In our
approach, we trace the following strategies. First, it is necessary
to draw attention to credition as a blind spot. Second, it is
necessary to make the blind spot attractive enough to provoke
energy and exertion for learning. Finally, it is important to make
attractive the benefit of learning about credition for pupils. A
special emphasis could be placed on those aspects where the
topic of belief comes directly or indirectly into play, such as the
role of creditions in dealing with catastrophes (Sugiura, 2017)
or the connection between creditions and identity development

(Colagè and Gobbi, 2017) or the influence of creditions on
decision-making (Hick et al., 2020), etc.

Following these three important pre-steps, it is possible to
anticipate further strategic steps for learning. Explaining the
scientific background of the credition concept (cf. Angel in this
volume) can represent one of the initial steps. In developing
different strategic steps, setting clear goals for learning about
credition should not be neglected as well. Determining the
amount of information and knowledge within a certain time
frame to achieve the desired goals is therefore of primary interest
in the learning strategy. At the same time, the balance between
investing energy and achieving set goals should be kept in mind.

Identifying and analyzing barriers in the approach to credition
enables didactic creativity in presenting the concept and model
to pupils as well. In doing so, teachers should pay attention to
avoiding already established barriers and provide students with
the most unobtrusive approach to credition. They could also
use various didactic methods and means of digital learning and
teaching when presenting the concept and the model. This would
make the matter they are learning as interesting as possible. For
that aim, E-Learning Methodologies and Tools (Wang, 2012)
based on Cognitive Load Theory (Sweller et al., 2019) could be
useful here. Finally, teachers should motivate and enable students
to work individually with the model of credition and encourage
communication of their personal experiences and reflections in
working with the model (cf. Mitropoulou et al., 2018).

In the end, developing a learning and teaching strategy should
help to integrate credition more successfully into the future
school context. Some of the theoretical steps presented here are
part of this paper, but we can only evaluate the results of the study
after they are available.
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“Creditions” are an important new idea within our contemporary

understanding of the human. They potentially represent the unity of both

humanistic and scientific ways of modeling the human. As such, “creditions”

offer a bridge between current thinking in science and the humanities and the

development of a more powerfully integrated interdisciplinary hermeneutic. It

is argued in this article that the questions posed by “creditions” (as developed

by Rüdiger Seitz and Hans-Ferdinand Angel) cannot be resolved through

reduction but rather only through cohesive systematization. In contrast

with coherence in conventional science, “credition-centered” thinking

finds expression in systemic ways. The complex humanity of the reflective

subject resists reduction; and calls to be analyzed in terms of sociality, the

identification of “otherness” and interactive engagement. In this context then

a thinking which is attuned to complexity and to otherness has an important

place in the expression of the social subject as a complex and relational

self, in today’s world. These are not however social realities as we find them
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Introduction: Contribution to an architecture of
creditions

The concept of credition is an important new idea within our contemporary
understanding of the human (Angel et al., 2017; see also Seitz and Angel, 2020).
Creditions potentially represent the unity of both humanistic and scientific ways
of modeling the human. As such, the concept of credition offers a bridge between
current thinking in science and the humanities and the development of a more
powerfully integrated interdisciplinary hermeneutic. The complex humanity of the
reflective subject resists reduction; and calls to be analyzed in terms of sociality,
the identification of “otherness” and interactive engagement. In this context then
a thinking which is attuned to complexity and to otherness has an important

Frontiers in Psychology 01 frontiersin.org

131

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2022.926489
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2022.926489&domain=pdf&date_stamp=2022-09-21
mailto:oliver.davies@kcl.ac.uk
https://doi.org/10.3389/fpsyg.2022.926489
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.926489/full
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


fpsyg-13-926489 September 22, 2022 Time: 12:35 # 2

Davies 10.3389/fpsyg.2022.926489

place in the expression of the social subject as a complex and
relational self (Seligman et al., 2008; Zeman, 2009; Di Paolo
and De Jaegher, 2012; Han, 2017). These are not however social
realities as we find them either in large-scale social schemata,
or indeed in the intimacy of the face-to-face. As the concept
of credition embraces processes in individuals as well as in
groups or societies it is argued in this article that the concept
of credition encourages a cohesive systematization of human
behavior. In contrast with coherence in conventional science,
“credition-centered” thinking finds expression in systemic ways
while credition-centered learning might be best described as
“the productive knowledge of community,” where community
is generated by productive enhancement and the embrace of
otherness over time (Gallagher, 2008; Tononi et al., 2016; Bente
and Novotny, 2020).

Therefore this article intends to contribute to the
“Architecture of Creditions” from a specific perspective
which focusses on the combination of different poles, namely
“Openness and Otherness.” From this perspective the terms
“Openness” and “Otherness” together are understood to be
key aspects for a definition of creditions. This article seeks
to address a far-reaching problem concerning the nature of
productive human relations. The academy is used to large
scale population studies on the one hand and to small scale
(face-to-face) sociality on the other. The intervening level of
extended intimacy or productive sociality is far less present.
And yet this is the level at which our “belonging” appears and
is stabilized. It is the domain of our integrated identity. It is
here then that the concept of “creditions” has a critical role to
play. “Credition-theory” allows the emergence of “otherness” as
a form of social openness. This in turn opens up to the sphere
of ritual, in which the material properties of the linguistic
sign, as shape and sound, are celebrated, in accordance with
the presence of our advanced linguistic consciousness (Bell,
1992; Konvalinka and Roepstorff, 2012; Ramstead et al., 2016).
Credition theory however enables the unfolding of a further
analytical stage. This is the development of our understanding
of the linguistic sign as mediating freedom. Credition theory
can offer the realization of a typology of freedom, as a key
factor in the development of our self-understanding, through
the embrace of “openness” and “otherness” (Anderson, 2016).
Integrating both concepts seems to be the basic challenge for
learning the higher prosocial level.

Beliefs as results of believing and
believing processes

The credition concept highlights the dynamic of believing
processes which result in mental representations which might
be called beliefs. One of the innovative aspects of this approach
results from neurophysiological findings which focus on specific
believing processes (Seitz et al., 2018; Seitz and Angel, 2020).
Three types can be distinguished. These are labeled as empirical,
relational, and conceptual beliefs. These processes contribute in

mutual interaction to the production of beliefs. My focus will
be on conceptual beliefs. They are language-bound, narrativist
and participative; and they involve ritual. This generates a
stance of “believing in.” “[G]iven the involved neural processes
of meaning-making and affective loading, conceptual beliefs
appear similar to empirical and relational beliefs but are far more
abstract” (Seitz and Angel, 2020, p. 3).

The capacity to develop more complex believing processes
can be seen as the result of brain evolution. “The neural
processes underlying formation and maintenance of beliefs
in an increasingly complex social environment demanded
augmented processing resources in the brain” (Fuentes, 2017;
Seitz and Angel, 2020, p. 3–4). There is evidence for the
possibility that “this enhanced processing demand was the
force driving the phylogenetic enlargement of the parietal and
frontal cortex which are key cortical areas in cerebral circuits
affording integrative supramodal information processing” (Seitz
and Angel, 2020, p. 3–4). The crucial further point here is that
human complexity points to choice and so also to the complex
phenomenon of freedom.

Evolution, rituals, and tool use

Seitz and Angel propose that there is a consistent link
between “conceptual beliefs” and “ritual,” whereby multi-
modal complexity is constantly enhanced (Whitehouse, 2021).
But what is the most concrete evolutionary source of this
complexity? It has been proposed that the so-called “ratcheting
effect” (Tennie et al., 2009) has played a key role whereby
two different orientations in the world – interfacial orientation
and hand-world tool use in combination – generated a new
system which itself represents enhanced creativity. Advanced
linguistic consciousness then is based in the interplay of the
human interface and sociality on the one hand, and tool
use or technology on the other. These are powerful, rotating,
evolutionary drivers. From this perspective, words can be
defined as “social tools” which combine sociality and technology
in their original pre-modern setting.

Recent experiments in the learning of stone tool-making
techniques reinforce the role of technology in the origins of
language (Hurford, 2007; Lombao et al., 2017). Clark (2011) has
pointed to the ways in which language and stone use mirror
each other. In turn, Jayne Wilkins has argued for the emergence
of “dialects” in key areas of the Still Bay and Howieson’s Port
in Southern Africa, on the basis of “imitative social learning”
and discrete sets of “stone tool technological traits.” Wilkins
argues persuasively that distinctive sequences of strikes but also
of the sounds of tool-making developed, and were expressed as
distinct “dialects” or “schools” which paralleled the emergence
of distinctive linguistic dialects (Stout and Chaminade, 2012;
Wilkins, 2020; Dunbar, 2022).

But how are we shaped by this inheritance today? Firstly,
according to Saussurean linguistics from the early 20th century,
each utterance (parole) requires a choice between a range of
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potential linguistic possibilities (langue). We choose our words
from all the available words we might have used, and so we allow
ourselves to be held to account for them (De Saussure, 1986).
Saussurean linguistics reinforces the role of freedom therefore,
as arising from the internalization of external tools, through
life-long practices of speaking and writing which together
constitute our Advanced Linguistic Consciousness or “ALC”
(Chalmers, 2010; Huth et al., 2016).

Re-reading historical concepts
with the modern lenses of
cognitive science

It is increasingly evident today that there are no grounds
for uncoupling our positivist, controlling freedom “from” and
freedom “to” from the strongly consensual, rhythmic social
modalities of our human “social cognition,” which is our
freedom “in” (Schilbach et al., 2013; Bente and Novotny, 2020;
Davies, 2021). Indeed, this broader integration arguably marks
the point of a deeper humanization, and indeed is perhaps the
locus of our power of choice. But we need to take note too of the
effect of “otherness.” Creditions theory allows the coexistence
of a community at Time “A” and Time “B.” Time “A” might
be the launch of the Franciscan community in the 13th century
with records of its compelling need to come to judgment about
this new, enriched but also very challenging form of ethical life.
Time “B” on the other hand may be the current reader’s own
time framework. In Time “B,” those who have been influenced
by contemporary community-based credition theory may well
empathize with the records and data of Time “A.” It may be
that Time “B” and Time “A” can interact with one another,
as Time “B” discerns the “otherness” of Time “A” and begins
openly to engage with it and to learn from it, in the formation
of a trans-historical community based upon the reception of a
productive “otherness.” The productivity of “creditions” needs
to be grounded both in the cultural and the historical forms of
our sociality, on the one hand, and in the contemporary science
of human sociality, on the other.

Dante (1265–1321) offers the classical, transformational
definition of language, which is that language is both sensuale
and rationale. This means that “language, as a system of
visible or oral signs, reproduces that peculiarly human mix
that we ourselves are, of matter and mind, materiality and
conceptuality,” reflecting the concept of “rational animality”
as developed by Thomas Aquinas (Turner, 2004, p. 89–93;
Davies, 2015, p. 248). In De vulgari eloquentia Dante writes:
“It is more truly human for a human being to be perceived
than to perceive” (Botterill, 1996, 1.3.7). The Divine Comedy
is the cosmic enactment of that reality which is, as such,
deeply consistent with the integrated science of our own times.
Here Dante offers us a profound image of our “freedom in”
on a cosmic scale which parallels current thinking on the

TABLE 1 Medieval and modern concepts of sociality.

Identifier Original
theme

Keyword Modern
application

Level of
correspondence

(1–5)

3d (2I) “Thisness” Haecceitas Immersiveness (4)

3d (2II) “Natural
Law”

Impressa Social cognition (5)

3d (2III) “Projected
sociality”

Condilectio Prosociality (5)

3d (2IV) “Decision-
making”

Non-velle Symmetry (4)

This table represents the comparison between early Franciscan notions of the social
and current scientific conceptions of the social on a scale of 1–5. 1 represents minimal
similarity and 5 represents extensive similarity.

role of the materiality of language in human relationality and
human cognition.

The text known as the Summa Halensis (SH) was
collaboratively authored by the founding members of the
Franciscan school at Paris (1236–1245). It was not only the
first official statement of Franciscan thought but also became a
defining text which explored fundamental distinctions between
philosophy and theology (Saccenti, 2020; Schumacher, 2020). It
is this text, together with the later writings of the Franciscan
scholar Duns Scotus, which appear to break new ground in
understandings of the long-term practices of human sociality as
manifest in “immersiveness” (4d i), “social cognition” (4d ii),
“prosociality” (4d iii), and “symmetry” (4d iv) (see Table 1).
(4d i–iv) can all be identified as modes of openness toward
otherness. These are core representations of creditions as ways
of integrating openness within complexity.

Haecceitas – “immersiveness”
Scotus roots his anthropology in space and time and

in our embodied human particularity. But he also develops
an innovative metaphysics of particularity or what he calls
haecceitas (“this-ness”). Haecceitas signals that we cannot define
real things through the language either of “matter” or “form”
alone, but neither can we define them through “matter and
form” in combination, as was the norm. This also is too abstract.
Rather, haecceitas points to real things as being a particular
combination of both “matter” and “form” in this space and time.
This finds parallels among contemporary philosophers today
(e.g., Dancy, 2018). Scotus’ emphasis on particularity and “this-
ness” yielded a new kind of metaphysics, one which participates,
for Scotus, in the beauty of the original divine creation. This
points to the otherness of the particular.

Impressa – “social cognition”
The SH argues decisively for an account of morality which is

based in “natural law.” Once again the thinking is physicalist:
“natural law is knowledge of the eternal law impressed in
the soul.” Here our sense of morality is a given. The early
Franciscans argued that “the eternal law is received by rational
creatures and thus it is made present to their minds through
impression rather than through an autonomous search on
the part of reason itself.” (Saccenti, 2020, p. 227–250). This
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is arguably a physicalist ethics or an ethics of embodiment.
It corresponds well with our own contemporary accounts of
the role of the social cognition system as embedded, and as
constituting the active ground of our social understanding
and social bonding.

Condilectio – “prosociality”
The Franciscans were drawn in particular by the concept

of condilectio as “shared love” or “co-love,” which they also
understood to be related to a “love of justice.” As Lydia
Schumacher states: “co-love occurs when a third is loved by the
two in harmony and collectively (concorditer et socialiter) so
that the two persons’ affects are fused to become one because of
the flame of love for the third.” (Schumacher, 2019, p. 174). In its
original context this is a version of Trinitarian theology, which
places a particular emphasis on the “third” beyond the dyad of
the “inter-face.” But we can also read this today as proposing
“love” as a form of radical openness which is actualized beyond
the “interface.” This appeals to the extension of love, as based in
the social cognition system, into larger scale society, along the
axis of a universalist “love for justice.”

Non-velle – “symmetry”
The Franciscan vocation itself (which involved a vow of

radical poverty) focused the minds of leading intellectuals,
and especially Duns Scotus, on the nature of decision-making.
For Scotus, three kinds of freedom predominate: velle (“I
want”), nolle (“I don’t want”) and non-velle (“my mind is still
open”) (Ingham and Dreyer, 2004, p. 146–172). Velle and nolle
both point to a form of self-interested possessiveness (affectio
commodi), while the third points to our preparedness to remain
detached and open in our moral questioning. Scotus calls this
affectio iustitiae, or “love for justice.”

Here parallels emerge between openness in decision-making
as Scotus and the early Franciscans develop it (Schumacher,
2020) and the neurological work, for instance, of Robert
Kane. Kane describes how ethical challenges are represented in
“movement away from thermal equilibrium – in short a kind
of stirring up of chaos in the brain that makes it sensitive to
micro-indeterminacies at the neuronal level.” Kane observes
that the brain is a kind of “parallel processor (. . .) which can
simultaneously process different kinds of information relevant
to tasks such as perception or recognition through different
neural pathways.” This processing capacity is “essential to the
exercise of free will.” Kane adds that “[t]he key to difficult ethical
decision-making, in which none of the initial possibilities appear
to allow resolution, is time, effort and finally the formation of
new neural pathways in the brain through the top-down effect.”
These create the possibility of a new future and identity, and they
constitute “growth” (Kane, 2011).

Discussion

We can postulate that “creditions” can ultimately be defined
in terms of the openness of the self as emergent within

evolutionary contexts, involving “the phylogenetic enlargement
of the parietal and frontal cortex which are key cortical
areas in cerebral circuits affording integrative supramodal
information processing” (Seitz and Angel, 2020, p. 3–4).
The credition-centered thematization of complexity which is
undertaken in the present project itself constitutes an openness
to, or within, complexity. Furthermore, this openness bears
the characteristics of freedom, or play, as an originary and
fundamental characteristic of the human. Playing together is one
of the key ways in which we develop and express our humanity.
In particular, play can also be characterized in terms of freedom,
or irrepressible non-compulsion.

It is this aspect of “freedom,” within an “architecture
of complexity and otherness,” which begins to open up the
possibility that the hermeneutics developed within creditions-
theory may also overlap more directly with other forms of
human self-possession; and specifically with that kind of self-
possession which we can identify with the self ’s belonging. Our
social belonging is grounded in our acceptance by the other. The
free movement of the other is prior. But this points to a further
configuration, which is the foundational role of co-ordinated
movement within relationality, as we speak and interact with
each other, not least through maintaining eye contact. If they
are viewed from another perspective and from within a different
set of presuppositions, the spontaneity of such movements can
be judged from the perspective of the terminology of ritual and
repetition. Here it may appear that the freedom of movement we
associate with the spontaneity of formal ritual can re-emerge as
a form of life, and so contribute to a new phase in our human
self-understanding.
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Categorical Versus Graded Beliefs
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This essay discusses the difficulty to reconcile two paradigms about beliefs: the binary or

categorical paradigm of yes/no beliefs and the probabilistic paradigm of degrees of belief.

The possibility for someone to hold beliefs of both types simultaneously is challenged by

the lottery paradox, and more recently by a general impossibility theorem by Dietrich and

List. The nature, relevance, and implications of the tension are explained and assessed.

Keywords: logic vs. rational choice theory, yes/no belief vs. graded belief, subjective probability, belief binarization,

lottery paradox, impossibility theorem, binary belief, credence

1. TWO TYPES OF BELIEF AND THEIR POTENTIAL

COEXISTENCE

Rational choice theory and logic have very different concepts of belief, each of which enjoys
significant appeal and wide applications. Rational choice theory takes agents to have graded beliefs
of the form of subjective probability assignments. One might believe that it rains with subjective
probability 2/3, or that one will stay healthy with subjective probability 3/4. By contrast, logic
takes agents to have categorical beliefs, of the form of “yes” or “no” (or abstention). One might
believe that it rains, or that one will stay healthy, in a categorical rather than graded sense. Believing
something categorically should not be confused with complete certainty, i.e., with maximal graded
belief: otherwise one would hardly ever believe anything in the categorical sense.

The advantage for rational choice theory of assuming probabilistic beliefs is considerable: it
opens to the door to the classic notion of a rational agent seeking to maximise expected utilities,
since expected utilities are the result of combining the probabilistic model of beliefs with the utility-
based model of goals, values, or desires. As such, probabilistic beliefs form an intrinsic part of the
classic homo oeconomicus. By contrast, logicians are less interested in decisionmaking, and, hence,
do not need to combine beliefs with goals, values, or desires. Instead, they often focus on beliefs
alone, which they usually take to be truth-oriented, logically consistent, and deductively closed,
and to evolve via reasoning and belief revision. Categorical beliefs lend themselves to reasoning
and belief revision, as logicians have amply demonstrated.

Of course, rational choice theory has its own theory of belief revision: a highly unified Bayesian
theory, in which probabilistic beliefs undergo Bayesian updating as new information arrives. But it
is questionable whether Bayesianism yields a theory of reasoning as opposed to revision, and more
generally whether probabilistic beliefs and reasoning go well with one another. Reasoning differs
fundamentally from revision, by drawing not on new information but on inferences from existing
beliefs. For logicians, reasoning happens in language, and is a process of drawing conclusions
from initially believed premises. Reasoning works much more naturally with categorical than with
graded beliefs.

Rational choice theorists and logicians are both right in their own terms, since both models of
belief fulfill the purpose set by the respective discipline. But can both kinds of belief coexist in the
same agent? Such an agent would for instance simultaneously believe that it rains with subjective
probability 2/3 and that it rains simpliciter. More generally, for any relevant proposition p, the
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agent would hold some subjective probability of p and some
yes/no belief about p. Depending on the context, the agent
might draw either on their categorical beliefs or on their graded
beliefs. In some contexts, the agent might reason logically
with categorical beliefs, by drawing inferences from existing
beliefs, thereby forming new beliefs. When learning information,
the agent might on the one hand logically revise categorical
beliefs, and on the other hand Bayes-revise graded beliefs. In
decision-making contexts, the agent might either use a simple
heuristic based on categorical beliefs and values, or use a more
sophisticated decision rule (possibly the expected-utility rule)
based on graded beliefs and values. In short, each type of belief
would play a different functional role. Neither type would be
redundant, since each type is tailored to its own role, and each
type outperforms the other in its own area of application. Under
this attractive division-of-labor picture, both belief types would
be legitimate components of psychology.

But this ecumenical picture can only be maintained if the
two belief types are mutually compatible in some sense, i.e.,
can coexist coherently. What exactly coherence amounts to is a
question on its own. Prima facie, one would expect the agent to
categorically believe propositions in which they have high degree
of belief, and to categorically disbelieve propositions in which
they have low degree of belief. This has come to be known as
the “Lockean Thesis” (Foley, 2009). As we shall however see, this
thesis leads straight into the “lottery paradox,” from where an
active literature unfolds about whether and how both belief types
are co-tenable.

2. FROM THE LOTTERY PARADOX TO A

GENERAL IMPOSSIBILITY THEOREM

ABOUT COEXISTENCE OF BOTH BELIEF

TYPES

Our notion of “can coexist” is normative, not positive. That is,
we do not describe real agents, but ask whether an idealised
agent—perhaps called a “rational” agent—can hold both belief
types. The coexistence of both belief types is challenged by the
well-known lottery paradox (Kyburg, 1961). This paradox starts
from the Lockean Thesis—whereby one believes a proposition
categorically if and only if one has a high enough degree of belief
in it—and shows that this thesis generates a serious problem: even
when graded beliefs are perfectly rational, i.e., obey probability
theory, the corresponding set of categorical beliefs, formed via
the Lockean Thesis, can be irrational, i.e., neither consistent nor
deductively closed.

Why? In the lottery paradox, you are given a book of 100
pages. You know that exactly one page is black and all others
are white. You have no idea about which page is black. So for
each page you have a subjective probability of 99/100 that it is
white. This subjective probability is high enough to make you
(categorically) believe that the page is white. Meanwhile you
have a subjective probability of 1 that not all pages are white.
This maximal subjective probability is of course high enough to
make you (categorically) believe that not all pages are white. Your

categorical beliefs present two logical flaws. For one, you believe
that the first page is white, that the second page is white, and
so on, but you fail to believe an implication of these 100 beliefs,
namely that all pages are white—a violation of deductive closure.
Worse, you believe the opposite of this implication, namely that
not all pages are white—a violation of logical consistency.

Though special in its setup, the lottery paradox highlights
a deep and general problem. The literature has responded
to it in different ways. One approach is “constructive” and
consists in introducing, defending, or criticising concrete non-
Lockean relations between both belief types that avoid the
paradox. A number of potential relations are on the table;
see for instance the “odds-threshold rule” in Lin and Kelly
(2012a,b), the “stability theory” in Leitgeb (2014, 2017), and
the “premise-based,” “distance-based,” “sequential,” “relevance-
based,” and “holistic-threshold-based” relations in Dietrich and
List (2018, 2021). Douven and Rott (2018) critically analyse the
first two mentioned proposals. Earlier work about the lottery
paradox includes (Hawthorne and Bovens, 1999; Douven and
Williamson, 2006; Douven and Romeijn, 2007).

Taking an axiomatic rather than constructive approach, the
lottery paradox was recently generalised into an impossibility
theorem, proved in two versions by Dietrich and List (2018,
2021). Other impossibility theorems generalising the paradox
were proved by Schurz (2019).

We here sketch Dietrich and List’s theorem. It says: There is
no form of coexistence of both belief types that respects certain
initially plausible conditions. What are these conditions? There
are six of them. The first three pertain each to one belief type only,
and the next three pertain to the relationship between both belief
types. Here are informal statements of the conditions:

1. The agent only ever holds categorical beliefs that are
consistent and deductively closed.

2. The agent only ever holds degrees of belief that are
probabilistically coherent (so that, for instance, the probability
of “rain or snow” is the sum of the probabilities of “rain”
and “snow.”)

3. Any (probabilistically coherent) degrees of belief are allowed,
i.e., can be held jointly with at least some categorical beliefs.

4. Whenever a proposition is believedwith subjective probability
1, then it is believed categorically.

5. The two belief types impose at least some non-trivial
constraints on one another, rather than being essentially
independent of one another.

6. Any dependence between the two belief types is “local”
(“proposition-wise”) rather than ‘global’ (“holistic,”) in a sense
defined below. For instance, the Lockean Thesis postulates
a purely local dependence, since the categorical belief in
a proposition depends solely on the degree of belief in
this proposition.

To state these conditions more precisely, let me sketch the
formal setup. Consider a set X of propositions (or events) of
interest; in the lottery paradox, X contains at least propositions
about page colors. X could be very large, possibly containing all
meaningful propositions, or very small, possibly containing only
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propositions about a particular topic such as page colors, the
Corona virus, or tomorrow’s weather1. The agent’s graded beliefs
are represented by a degree-of-belief function Pr that assigns to
each proposition p ∈ X a subjective probability Pr(p) ∈ [0, 1].
The agent’s categorical beliefs are represented by a belief set
B ⊆ X, containing the (categorically) believed propositions.
Certain combinations (Pr,B) of a degree-of-belief function and
a belief set are “coherent” or “(rationally) co-tenable,” the others
are not. Formally, coherence or co-tenability defines a binary
relation between degree-of-belief functions Pr and belief sets
B—the relation of being mutually coherent or co-tenable.

The theorem assumes that this coherence relation satisfies six
conditions. They were stated informally above. Here, are more
formal re-statements:

1. Categorical beliefs are logically coherent: all permissible
belief sets B are logically consistent and deductively closed.
“Permissible” means that B is coherent with at least one
degree-of-belief function Pr. Deductive closedness is defined
relative to X: every proposition from X that B entails is
contained in B.

2. Graded beliefs are probabilistically coherent: any permissible
degree-of-belief function Pr obeys the laws of probability.
“Permissible” means that Pr is coherent with at least one
belief set B.

3. No coherent graded beliefs are ruled out: every
probabilistically coherent degree-of-belief function Pr is
permissible. “Permissible” was just defined.

4. Completely certain propositions are categorically believed: for
any coherent combination (Pr,B) and any proposition p ∈ X,
if Pr(p) = 1 then p ∈ B.

5. The two belief types are non-loosely related: at least one
(permissible) degree-of-belief function Pr requires to believe
some proposition p ∈ X that is not completely certain, i.e.,
satisfies Pr(p) 6= 1. This rules out that all categorical beliefs
are optional except under complete certainty. Technically, a
degree-of-belief function Pr is said to “require” to believe
a proposition p if p is contained in all belief sets coherent
with Pr.

6. Any dependence between both belief types is “local” or
“proposition-by-proposition:” whether the graded beliefs
require to believe a given proposition only depends on the
graded belief in this proposition (where “require to believe”
was just defined). For instance, if the graded beliefs require to
believe in rain, then changing the degree of belief in sunshine
without changing the degree of belief in rain does not lift
the requirement to believe in rain. The Lockean Thesis is an
example of locality: here, believing a proposition is required
if and only if the degree of belief in this proposition is
high enough.

1Propositions could for instance be modeled as sets of possible worlds, i.e.,
subsets of some fixed underlying set � of possible worlds. This “semantic” or
“set-theoretic” notion of proposition is common in rational-choice theory and
probability theory, where propositions are usually called “events.” Technically, X
should be non-empty and closed under negation, i.e., a union of disjoint pairs of a
proposition and its negation (The negation of a semantic proposition is of course
its set-theoretic complement).

The impossibility theorem says: these six conditions are
mutually incompatible2.

A special kind of coherence relation deserves being
mentioned: so-called functional or deterministic relations,
in which the graded beliefs fully determine the categorical beliefs.
Formally, functionally means that each permissible degree-of-
belief function Pr is coherent with exactly one belief set B. Such
a functional relation can be captured by a binarization function
f which maps any (permissible) degree-of-belief function Pr
to the corresponding belief set B = f (Pr). The mentioned
impossibility result was initially stated under the assumption
of functionality, hence as a theorem about the inexistence of
any binarization function satisfying certain conditions (Dietrich
and List, 2018). To our later surprise, the impossibility extends
to the much broader case without functionality assumption
(Dietrich and List, 2021). The non-functional case allows one’s
categorical beliefs to be related much more loosely to one’s
graded beliefs: one’s degrees of belief could impose almost no
constraints on categorical beliefs, thereby leaving much freedom
in what to believe categorically. Despite such freedom, it remains
impossible to hold both belief types in accordance with the
mentioned conditions.

3. WHAT TO MAKE OF THIS

IMPOSSIBILITY?

Different reactions to the impossibility theorem are
imaginable. Either one takes rational agents to have
only graded beliefs, no categorical beliefs—against the
logical paradigm. Or one takes rational agents to have
only categorical beliefs, no graded beliefs—against the
rational-choice-theoretic paradigm. Or one maintains
coexistence, but gives up some of the conditions assumed
in the incompatibility theorem. As a matter of fact,
most conditions seem inescapable. But there are two
important exceptions:

• One might give up the locality of the dependence between
both belief types (condition 6). This would in particular
give up the Lockean Thesis. Although locality is less
demanding than the Lockean Thesis—it for instance does
not imply functionality—locality is a strong constraint,
normatively and mathematically, so that sacrificing it might
be in order. Examples of non-local (“holistic”) relations
between both belief types are the mentioned relations
in Lin and Kelly (2012a,b), Leitgeb (2014, 2017), or

2The theorem assumes that the set X of propositions under consideration contains
enough interconnections. Unsurprisingly, there is no impossibility of holding both
belief types relative to X if X contains only one (contingent) proposition-negation
pair p,¬p, ormore generally if all such pairs inX are logically independent, because
holding consistent and deductively closed belief sets is trivial for such X. However
the impossibility result does for instance apply under the standard assumption that
the set of propositions X forms a Boolean algebra that is not trivially small, i.e.,
contains more than one (contingent) proposition-negation pair. Boolean algebras
are usually taken for granted. Interestingly, they are not essential for the theorem.
For details, we refer to Dietrich and List (2021).
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Dietrich and List (2018, 2021). Some of these relations are
functional, others are non-functional.

• More radically, one could turn to a different theory of
graded beliefs, by giving up probabilistic beliefs in favor
of some other notion of graded belief. Multi-valued logic
and ranking theory provide alternative kinds of graded
belief. This intervention goes beyond giving up condition
2, since it alters the formal object of a degree of belief,
and hence the range of degree-of-belief functions (initially,
the set [0, 1]). Interestingly, ranking-theoretic beliefs (Spohn,
2012) would escape the impossibility and allow for a
viable coexistence of graded and categorical beliefs—even
a functional one. Needless to say, orthodox rational choice
theory would be reluctant to replace “their” probabilistic
paradigm by an altogether different, albeit graded, notion
of belief.
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Introduction

The article presents a doxastic-nested-deontic formalization of epistemic deontology

(Feldman, 2000; Forrai, 2021) for static and dynamic belief revision, in AGM theory

(and extensions) and Dynamic Epistemic Logic, respectively. The article also introduces

a linear system model for beliefs1.

Doxastic and deontic logics axiomatize propositions about beliefs (“it is believed

that”) and prescriptions (“it is obligatory that”), respectively. They belong to the family

of modal logics.

Static and dynamic belief revisions follow from adding conflicting information to a

belief database: in the static setting the doxastic value of the information is fixed (revision

is non-iterated); in the dynamic setting information can be revised (revision can be

iterated). In light of this, static belief revisionmight seem incompatible with belief update

(Katsuno and Mendelzon, 1992) since update deals with information change (Seitz et al.,

2018). This position has been variously challenged (Friedman and Halpern, 1994; Peppas

and Williams, 1995; Gabbay, 1999; Aucher, 2004). Belief revision theories do relate to

models for database update (Val and Shoham, 1994; Williams, 1997; Ditmarsch et al.,

2008).

The article’s outputs address: doxastic voluntarism; a paradox in strong epistemic

deontology; the specificity of religious beliefs (Oviedo and Szocik, 2020).

1 The limits of this article do not allow consideration of other belief revision theories – e.g.,

ranking theory (Spohn, 1988, 2012; Huber, 2006, 2021) and Bayesian model (Brown et al., 2019)

– nor discussion of AGM theory being an idealization of actual human doxastic agents in light

of the logical, epistemological, and empirical simplifications involved in AGM (Wassermann, 1999;

Berto, 2019). However, this idealization is useful to formalize belief revision (Hansson, 2022), thus

paving the way to models more adherent to real doxastic situations, such as Dynamic Epistemic

Logic (Section 3) and the linear system model (Section 4). Any adherence is nevertheless a�ected

by the distinction between model and modeled object. AGM’s clarity and logical and computational

versatility (Delgrande et al., 2013; Spurkeland et al., 2013) make it a good candidate to introduce the

doxastic-nested-deontic grammar in this article.
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Static belief revision

Beliefs are elements of a set B (Alchourrón et al., 1985;

Gärdenfors, 1988) over which three relations are defined:

(1) logical consequence “⊢” (Gärdenfors, 1984; Alchourrón

et al., 1985); (2) epistemic entrenchment “4” (Gärdenfors and

Makinson, 1988), and (3) spheres inclusion “≥” (Grove, 1988).

Concerning 1, elements of B are logical consequences of

other elements (e.g., believing that tomorrow will rain follows

from believing in the reliability of weather forecasts).

B = Cn (B) = {α :B ⊢ α} (Huber, 2013; Hansson, 2022).

In case of a new information ϑ contradicting some elements of

B,B is revised (“∗”) by clearingB from all elements contradicted

by ϑ , and adding ϑ :

B ∗ ϑ = Cn(B −¬ϑ ∪ {ϑ}) (Levi, 1977).

Concerning 2, entrenchment is a preorder on B (Peppas, 2008)

based on belief firmness: the more a belief is entrenched,

the more it costs to give it up. This applies also to logical

consequences; thus 1 and 2 are related: α ⊢ β → α 4 β

(Dominance postulate). Belief revision deals with clearing B

from anything that is less or equally entrenched than all elements

contradicted by ϑ , and adding ϑ .

B ∗ ϑ = Cn({ψ∈ B :¬ϑ ≺ ψ} ∪ {ϑ}).

Revision consists in the “minimal mutilation” (Rott, 2000;

Leitgeb, 2010) of B [keeping as much old beliefs as possible

(Ditmarsch et al., 2008)], and the addition of ϑ .

Concerning 3, worlds w in which elements from B are true

are placed on spheres ordered per inclusion. Given a Kripke

model M, [B]M = {w ∈ WM
: M,w � ϕ ∀ϕ ∈ B}. Inclusion

can be grasped as plausibility order (Peppas, 2008): the most

plausible possible worlds are located on spheres with the least

radius. Thus, 3 is related to 2: ϕ 4 ψ ∼= [ϕ]M ≥ [ψ]M .

Considering [ϑ]M = {w ∈ WM
: M,w � ϑ}, agent a’s belief

in ϕ conditioned on ϑ (“Bϑa ϕ”) is true in the minimal-radius

spheres (i.e., most plausible worlds) in which ϑ is also true. By

simplifying Baltag and Renne, 2016:

M,w � Bϑa ϕ ∈ B ∗ ϑ ≡ mina([ϑ]M) ⊆ [ϕ]M .

This corresponds to making φ a safe belief (Baltag et al., 2008):

M,w � Bϑa ϕ ∈ B∗ϑ ≡ M,w � �aϕ.

Thus, the formula for epistemic deontology of belief revision in

a static setting corresponds to:

((�aϑ ∧ ∃x ∈ Ba :ϑ 0 x)→) 3O(∀φ ∈ Ba, φ → �aϕ).

Since Bϑa ϕ is a doxastic conditional, 3O is a conditioned

obligation presupposing that agent a has at least a safe belief on

ϑ , and that ϑ is in a negative relation with at least one element

of B. The formula represents the duty to increase the epistemic

degree of set B: it formalizes Kant’s “Sapere aude!” (Kant, 2013).

The nested formula applies to negative doxastic voluntarism

(NDV), the idea that we have control not over belief formation

but over belief withdrawal (Rott, 2017). The formula translates

“belief withdrawal” into “epistemic-degree-increase duty,” and

it associates the notion of “negative control” to the whole

spectrum of duty realizations, including duty non-realization;

thus, voluntarism pertains also to the refusal of epistemic

degree increase. Moreover, since the duty is conditional, the

formula expands NDV to include (or even presuppose) belief

expansion (�aϑ).

Dynamic belief revision

In static belief revision, information ϑ is included in the

revised set (Success postulate: ϑ ∈ B ∗ ϑ). Thus, static revision

assumes the epistemic value of ϑ to be unchangeable. This

is problematic, e.g., in the case of Moore sentences involving

higher-order beliefs (Baltag et al., 2008). To amend this, ϑ shall

be considered susceptible of revision too. Research in dynamic

belief revision distinguishes at least three epistemic degrees of ϑ

(van Benthem, 2007; Baltag and Smets, 2009; Baltag et al., 2014):

(1) ϑ is “hard information” issued from an infallible source: it is

neither revisable nor revocable; (2) ϑ is “soft information” from

a fallible, yet highly reliable source; (3) ϑ is “soft information”

from a barely trusted source (truthfulness can be easily given up).

To these three doxastic degrees correspond three types of

dynamic belief revision:

1. Radical revision [!ϑ]: it eliminates all ¬ϑ-worlds and

the previous plausibility order is preserved between the

remaining worlds.

2. Lexicographic (radical) revision [⇑ϑ]: all ϑ-worlds are

made more plausible than ¬ϑ-words, and the rest of the

order is unchanged.

3. Conservative (neutral) revision [↑ϑ]: themost plausible ϑ-

words become themost plausible worlds overall, and all rest

is unchanged.

Thus, the formula for the epistemic deontology of belief revision

in a dynamic setting corresponds to (the lexicographic formula;

van Benthem, 2011 is a generalization of the conservative one):

�/3O







[!ϑ]Baϕ ≡ (ϑ → Bϑa ([!ϑ]ϕ))

M,w � [⇑ ϑ]Baϕ ≡ M ⇑ ϑ ,w � Baϕ

[↑ ϑ]Baϕ







The deontic operator might be not conditioned since the

doxastic conditions for revision are within the obligation. This

would introduce to a strong epistemic deontology: under no
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condition a belief is allowed to be held if no sufficient evidence

supports it.

This leads to a paradox in strong epistemic deontology. Let’s

assume two scenarios: 1. the revision process halts, 2. it does

not halt. In 1, the revision halts because a belief has received

sufficient evidence to be no longer revisable. Thus, it is not

even a (safe) belief: it is infallible and indefeasible knowledge

resisting any information (true or false) (Baltag and Smets,

2008). In 2, the reiterated halt delay means that the collection

of evidence never ends: the belief is never allowed to be held.

Thus, from a strong epistemic deontology, no belief is ever

legitimate, regardless of the doxastic degree of it: either a belief is

transformed into knowledge, or it is never sufficiently justified.

Hence, the paradox: believing is always wrong for the fact itself

of believing.

The deontic encapsulation of dynamic belief revision might

address this paradox by including not only belief revision,

but also information ϑ in the deontic environment. The duty

of belief revision is not unconditioned, but conditioned by

the duty of evaluating the object itself of duty (collecting

ϑ) either positively or negatively. This might include the

rejection or neglection of information ϑ as forms of epistemic

deontology satisfaction.

Linear system model

The aforementioned theories conceive beliefs as elements

of a set. This set model imposes at least three requirements:

(1) The elements of a belief set must be orderable according to

some (pre)orders; (2) The belief set must be somehow coherent,

and belief revision corresponds to the maximal preservation

of this coherency; (3) A new information is needed, which

contradicts at least one belief. The weight of the revision work

is proportional to the number of beliefs connected to the new

information, and to the negativity of this connection.

Do these three requirements apply to all belief set revisions?

If we take the case of religious beliefs, then: (1) An ordering

relation implies a comparability between the set elements which

at its turn implies a homogeneity of the elements’ epistemic

bases. However, religious beliefs cover different epistemic

spheres: metaphysical, moral, aesthetic, pragmatic, etc. It’s not

clear how beliefs referring to such different epistemic spheres

can be fully comparable. (2) The issue of theodicy is evidence

against the (at least prima facie) coherency of religious beliefs

since theodicy tries to address the incompatibility between the

belief in divine omnipotence and the belief in divine justice.

(3) The revision of a religious set may start not only from

external information, but also from introspection, i.e., the

internal evaluation and investigation of one’s faith.

Thus, I propose an alternative model, in which beliefs are

elements of a system of linear equations. This linear system

model has at least two advantages compared to the set model:

1. Bottom-up organization. In the set model, a belief ’s

relevance depends on its being an element of a set, i.e., the

belief characteristics are deduced from the set definition.

This is why in the set model beliefs constitute a coherent

unity and are ordainable: conditions 1 and 2 follow from

the application of the set model to beliefs (and their

revision). In the linear system model, the solution of the

system is given by the linear equations (the elements)

constituting the system. Thus, the belief ’s characteristics

precede (and not follow from) the system including them:

rather than selecting beliefs in light of a certain model (a

certain definition of belief set), the model is constructed

and constantly readjusted in light of the elements we aim

to investigate. This bottom-up organization respects the

epistemic “matter” by building the model upon this matter.

2. Representation of belief stratification. Beliefs are stratified

vertically and horizontally. The vertical stratification is

the succession of beliefs, represented by the order of

the equations in the linear system; this succession is

not necessarily a preorder since the equations’ order

does not change the system’s solution. However, the

vertical stratification has a procedural function: it eases

the substitution of the variables that are gradually known.

Moreover, the system might allocate different epistemic

spheres in different vertical strata, thus not overlapping

epistemically distinct beliefs. The horizontal stratification is

the composition of a belief as a sum of sub-beliefs: each sub-

belief is a part of the greater belief, and their order in the

summation corresponds to their relevance within the whole

belief. For example, the belief in the 10 commandments is

composed by the sub-beliefs in all single commandments,

each sub-belief doxastically introducing the successive.

This linear system model is:

R =











a1,1�1 + a1,2�2 + a1,3�3 + . . .+ a1,n�n = w1

. . .

am,1�1 + am,2�2 + am,3�3 + . . .+ am,n�n = wm

R =

m
⋂

i=1

n
∑

j=1

ai,j�j =

m
⋂

i=1

wi

A system R represents the vertical stratification of m beliefs: it

is the intersection of m polynomial equations with n variables.

In each equation, the coefficient ai,j is the content of a belief or

sub-belief, e.g., an equation with ten coefficients might represent

the belief in the ten commandments. The variable �j is the

doxastic value associated to the belief content in position j. The

doxastic value is the same for all coefficients in position j since

it follows the horizontal stratification: a sub-belief in j is the

doxastic “step” to reach the sub-beliefs in positions k > j. The

constant term wi expresses the possible world plausibility of the

entire polynomial.
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This model permits a more “economic” belief revision.

In the set model (for both static and dynamic scenarios),

revision consists in a modification of the set structure: a

subset is eliminated or displaced in light of new information.

In the linear system model, the elimination of a belief

(equation) does not necessarily affect the system: the

condition is for the number of equations to be at least

equal to the number of doxastic values; one can obtain

this by readjusting some coefficients (sub-beliefs), e.g.,

expunging the filioque belief without touching other

religious-metaphysical beliefs, but maybe modifying some

religious-aesthetic beliefs.

This model also permits a simpler procedure to compare

different belief systems. For example, an orthodox and a non-

orthodox Christian might have belief systems (resp. R1 and R2)

which differ for the third equation (non-filioque in R1, in bold),

but are identical for the rest.

R1 =



















a1,1�1 + a1,2�2 + a1,3�3 + . . .+ a1,10�10 = w1

b2,1�1 = w2

c3,1�1+0�2+c3,3�3 = w3

. . .

R2 =



















a1,1�1 + a1,2�2 + a1,3�3 + . . .+ a1,10�10 = w1

b2,1�1 = w2

c3,1�1+c3,2�2+c3,3�3 = w3

. . .

Matrix form is even clearer:

R1 =













a1,1 a1,2 a1,3 · · · a1,10

b2,1 0 0 · · · 0

c3,1 0 c3,3 · · · 0
...

...
...

...
. . .













R2 =













a1,1 a1,2 a1,3 · · · a1,10

b2,1 0 0 · · · 0

c3,1 c3,2 c3,3 · · · 0
...

...
...

...
. . .













The linear system model presents an intuitive

approach to synthetically grasp a relationship

between belief systems. Thus, the model might better

capture the limits and extent of ecumenical and

interreligious dialogues.

Discussion

Aspects of future investigation include: establishing the

doxastic-nested-deontic grammar; assessing the approach

it provides to doxastic voluntarism; presenting a deontic

investigation of the epistemic deontology paradox; deepening

the potentialities and weaknesses of the linear system model for

beliefs; exploring belief translatability from the linear model to

the set model and vice-versa.
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INTRODUCTION

In recent academic philosophy, representationalism is probably the dominant model of belief. I
favor a competing model, dispositionalism. I will briefly describe these views and their contrasting
implications, including some theoretical and methodological implications relevant to research
psychologists and cognitive scientists.

REPRESENTATIONALISM VS. DISPOSITIONALISM, DEFINITIONS

According to representationalism, to believe some proposition P (for example, that there’s beer
in the fridge or that men and women are intellectually equal) is to have a representation with
the content P stored in your mind, available to be deployed in relevant reasoning. It’s somewhat
unclear how literally the “storage” idea is to be taken, but leading representationalists, such as
Fodor and Mandelbaum (Fodor, 1987; Mandelbaum, 2014; Quilty-Dunn and Mandelbaum, 2018;
Bendaña and Mandelbaum, 2021), appear to take the storage idea rather literally. One might
compare to the concept of the “long-term memory store” in theories of memory. The stored
representation counts as available to be deployed in relevant reasoning if it can be accessed when
relevant. If asked whether men and women differ in intelligence, you’ll retrieve the representation
that men and women are intellectually equal, engage in some simple theoretical reasoning, and
answer “no” (if you want to be honest, etc.). If you feel like drinking a cold beer, you’ll retrieve
the representation that beer is in the fridge, engage in some simple practical reasoning, and walk
toward the kitchen to get the beer.

According to dispositionalism, to believe that P is to be disposed to act and react in ways that are
characteristic of believers-that-P. Maybe there’s a representation really stored in there; maybe not.
If you are disposed to go to the fridge when you want a beer, if you are disposed to say “yes” when
asked whether there’s beer in the fridge, if you display surprise upon opening the fridge and finding
no beer, etc., then you count as believing that there’s beer in the fridge, regardless what underlying
cognitive architecture enables this. Dispositionalism has its roots in philosophical behaviorism and
Ryle (1949). However, I and other recent dispositionalists eschew behaviorism, allowing that some
of the relevant dispositions can be “phenomenal” (i.e., pertaining to conscious experience), such as
the disposition to feel (and not just exhibit) surprise upon opening the fridge and seeing no beer, and
other dispositions can be cognitive (i.e., pertaining to inference or other cognitive transitions), such
as the disposition to draw the conclusion that there is beer in the house (Schwitzgebel, 2002, 2021).
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Representationalism commits to a particular type of cognitive
architecture—the storage of representational contents matching
the contents of the believed propositions—and it is to a
substantial extent neutral about the extent to which the stored
contents are behavior-guiding. Dispositionalism commits to
belief as behavior-guiding, while remaining neutral on the
underlying architecture. The difference matters to psychological
theory and method as I will now explain.

IN-BETWEEN BELIEVING

On representationalism, it’s natural to think of belief as a
yes/no matter. P is either stored or it’s not. You either believe
it or you don’t. Representations can’t normally be “half-
stored.” What would that even mean? If the representation
isn’t retrieved when relevant, it’s a “performance” failure; the
underlying “competence” is still there, as long as it could in
principle be retrieved in some circumstances. This leads some
representationalists, especiallyMandelbaum, to unintuitive views
about what we believe. For example, if someone tells you “dogs
are made of paper,” Mandelbaum holds that you will believe
that proposition—even after you reject it as obviously false—
because the representation gets stored and starts influencing your
cognition. Of course you also simultaneously believe that dogs are
not made of paper.

On dispositionalism, believing is more like having a
personality trait: You match the dispositional profile to some
degree, just like you might match the dispositional profile
characteristic of extraversion to some degree. Sometimes, the
match might be nearly perfect. I might have all the dispositions
characteristic of the belief that there’s beer in my fridge. Other
times, the match might be far from perfect. Cases of highly
imperfect match can be described as in-between cases of belief.

Consider the belief that men and women are intellectually
equal. Someone—call him the “implicit sexist”—might be
disposed to act and react in some ways that are characteristic
of that belief. He might say “men and women are intellectually
equal” with a feeling of confidence and sincerity, ready to defend
that view passionately in a debate. Other dispositions might
tilt the other way. He might feel surprised if a woman makes
an intelligent comment at a meeting, and it might take more
evidence to convince him that a women is smart than that a man
is smart.

Or consider gradual forgetting. In college, I knew the last
name of my roommate’s best friend. I could easily recall it. Over
time, as memory faded, I would have been able to recognize
it, picking it out from nearby alternatives, but recall would
have been weaker. As memory continued to fade, I would have
recognized it less and less reliably until eventually it was utterly
forgotten. During the intermediate phase, I would in some
respects act and react like someone would believed his name was
(let’s say) Guericke, in other respects not. There was no precise
moment at which the belief dropped from my mind, instead a
long period of gradual, fading in-betweenness.

Dispositionalist views naturally invite us see belief
as permitting in-between cases, as personality traits do.

Representationalist views have more difficulty accommodating
this idea.

CONTRADICTORY BELIEF

Conversely, representationalist views naturally allow for
contradictory belief, as discussed in the “dogs are made of paper”
example, while dispositionalist views appear to disallow the
possibility of having contradictory beliefs. There seems to be
no problem in principle in storing both the representation “P”
and the representation “not-P.” But one cannot simultaneously
have the dispositional structure characteristic of believing that
men and women are intellectually equal and the dispositional
structure characteristic of believing that women are intellectually
inferior. That would be like having the dispositional structure of
an extravert and simultaneously the dispositional structure of an
introvert—structurally impossible.

Given an implicit sexism case, then, representationalism tends
to favor the idea that the sexist believes both that women andmen
are intellectually equal and that women are intellectually inferior.
The two contradictory beliefs are both stored and accessible
(perhaps in different cognitive subsystems, retrieved under
different conditions). Dispositionalism tends to favor treating
such cases as in-between cases of belief. Similarly for other
inconsistent or conflicting attitudes: the Sunday theist/weekday
atheist; the self-deceived husband who sincerely denies that his
wife is cheating on him but sometimes acts as if he knows;
the person who would say the road runs north-south if queried
in one way but who would say it runs east-west if queried in
another way.

Let me briefly defend the dispositionalist stance on this issue.
We have no need for contradictory belief. It helps none to say
of the implicit sexist that he believes both “men and women are
intellectually equal” and “women are intellectually inferior.” To
make such a claim comprehensible, we need to present the details:
In these respects he acts and reacts like an egalitarian, in these
other respects he acts and reacts like a sexist. But now we’ve just
given the dispositional characterization. If necessary—if there
are good enough architectural grounds for it—we might still say
that he has contradictory representations. But representation is
not belief.

EXPLANATORY DEPTH VS. EXPLANATORY

SUPERFICIALITY

Quilty-Dunn and Mandelbaum (2018) argue that
representationalism has an explanatory depth that coheres
well with the aims of cognitive science. If the belief that P is a
relation to a stored representational content “P,” we can explain
how beliefs cause behavior (retrieving the stored representation
does the causal work), we can explain why there’s usually such
a nice parallel between what we can say and what we can
believe (speech and belief involve accessing the same pool of
representations), and so forth. The dispositionalist approach, in
contrast, is superficial: It points to the dispositional patterns but
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it does not attempt to explain the causal mechanisms beneath
those patterns.

While explanatory depth is a virtue when available, it is
not a virtue in this particular case. To think that belief that P
always, or typically, involves having an internal representational
content “P” is a best empirically unsupported. (Contrast with the
empirically well supported claim that the visual system represents
motion in regions of the visual field.) At worst, it is a simplistic
cartoon sketch of the mind. It’s as if someone insisted that
having the personality trait of extraversion required having an
internal switch flipped to “E,” because otherwise we’d be stuck
without an internal causal explanation of extraverted patterns of
behavior. Of course there are internal structures that help explain
people’s extraverted behavior, and of course there are internal
structures that help explain people’s implicitly sexist behavior and
their beer-fetching behavior. But we need not define belief in
terms of a simplistic representationalist understanding of those
internal structures.

Still, a partial compromise is possible. Itmight be the case that
internal representations of P are present whenever one believes
that P. The dispositionalist need not deny this—any more than
a personality theorist need not deny that extraversion might
involve an heretofore-undiscovered E switch. The dispositionalist
just doesn’t define belief in terms of such structures, permitting a
skeptical neutrality about them.

INTELLECTUALISM VS. PRAGMATISM

I will now introduce a second philosophical distinction.
According to intellectualism about belief, sincere assent or
assertion is sufficient or nearly sufficient for belief. According to
pragmatism about belief, to really, fully believe you need not just
to be ready to say P; you need also to act accordingly.

The intellectualism/pragmatism distinction cross-cuts the
representationalism/dispositionalism distinction. However, I
submit that the most attractive form of dispositionalism is also
pragmatist. To really, fully believe that women are intellectually
equal requires more than simply readiness to say they are. It
requires not being surprised when a women makes an intelligent
remark. It requires treating the women you encounter as if
they are just as smart as men in the same circumstances.
Alternatively, to really believe that your children’s happiness
is more important than their academic success it’s insufficient
to be disposed to say that is the case; you must also to live
that way.

THE PROBLEM WITH QUESTIONNAIRES

I conclude with two methodological implications.
First, if pragmatist dispositionalism is correct, then you

might not know what you believe. Do you really believe that
men and women are intellectually equal? Do you really believe
that your children’s happiness is more important than their
academic success? You’ll say yes and yes. But how do you
really live your life? You might be more in-betweenish than
you think.

When psychologists want to explore broad, life involving
beliefs and values, they often employ questionnaires.
Questionnaires are easy! But if pragmatist dispositionalism is
correct, questionnaires risk being misleading when asking about
beliefs or other attitudes with an important lived component
that can diverge from verbal endorsement. Questionnaires get at
what you say, not at how you generally act.

A brief example: The Short Schwartz’s Values Survey
(Lindeman and Verkasalo, 2005) asks participants how
important it is to them to achieve “power (social power,
authority, wealth)” and various other goods. If intellectualism
is the right way to think about values, this is an excellent
methodology. However, if pragmatism is better, it’s reasonable to
doubt how well people know this about themselves.

DEVELOPING BELIEFS

Developmental psychologists often debate the age children reach
various cognitive milestones, such as knowing that objects
continue to exist even when they aren’t being perceived and
knowing that people can have false beliefs. If representationalism
is correct, then it’s natural to suppose that there is in fact
some particular age at which each individual child finally
comes to store the relevant representational content. However,
if dispositionalism is correct, gradualism is probably more
attractive: Such broad beliefs are slowly constructed, involving
many relevant dispositions, which might accrete unevenly and
unstably over months or years.

In my experience, developmental psychologists often endorse
gradualismwhen explicitly asked. Yet their critiques of each other
seem sometimes implicitly to assume the contrary. “Boosters”
(who claim that knowledge in some domain tends to come early)
reject as too demanding methodologies that appear to reveal
later knowledge. “Scoffers” (who claim that knowledge in some
domain tends to come late) reject as too easy methodologies that
appear to reveal earlier knowledge. Each trusts only the methods
that reveal knowledge at the “right” age. But while of course some
methodologies might be flawed, the gradualist dispositionalist
ought to positively expect that across a variety of equally good
methods for discovering whether the child knows P, some should
reveal much earlier knowledge than others, though none are
flawed—because knowing that P is not a yes-or-no, not an on-
or-off thing. There need be no one right age or set of methods.
(For more on this issue, see Schwitzgebel, 1999.)
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INTRODUCTION: A DIFFERENCE WORTH MEASURING

What does it mean to have “strong beliefs”? My thesis is that it can mean two very different things.
That is, there are two distinct psychological features to which “strong belief” can refer, and these
often come apart. I call the first feature epistemic confidence and the second identity centrality. They
are conceptually distinct and, if we take ethnographies of religion seriously, distinct in fact as well.
If that’s true, it’s methodologically important for the psychological sciences to have measures that
tease them apart.

EPISTEMIC CONFIDENCE VS. IDENTITY CENTRALITY

The following hypothetical case illustrates the distinction.

Johan (a young Afrikaner man) frequently insists that his deceased father was an opponent of
Apartheid in the 1970s and 1980s. This is part of the standard narrative of his family history he
gives to people he meets. Yet privately he knows he doesn’t have that much evidence it’s true,
and sometimes he suspects his father just told him that to make himself look good.

Johan also has a great deal of certain knowledge of various things that matter little to him. He
knows Istanbul used to be called Constantinople, one is technically not a prime, and Toyota has
manufacturing facilities in South Africa.

In this case, identity centrality and epistemic confidence come apart in both directions. Johan has
a high degree of identity centrality for the idea that his father opposed Apartheid (that idea is part
of his social identity), but he has a low degree of epistemic confidence in that idea (he’s not sure
it’s true). Conversely, he has a high degree of epistemic confidence that Istanbul used to be called
Constantinople, but that same idea, for him, has a low degree of identity centrality—if it has any.

The difference between the two psychological features is also apparent in real-world
ethnographies of religion. I focus here on ethnographies of The Vineyard Church (a large,
representative American Evangelical sect1) by Luhrmann (2012) and Bialecki (2017). A central
practice of the Vineyard is “hearing” the voice of God, where this typically involves having
internal auditory mental imagery. Yet Vineyard members often speak of such experiences like this:
“Sometimes when we think it’s the spirit moving, it’s just our burrito from lunch” and “There’s
always a choice to believe what it is” (Luhrmann, 2012, p. 70). Relatedly, Bialecki notes that
Vineyard members commonly joke about the difficulty of determining whether the feelings they’re
having are from God or from the pizza they had for lunch. Hence, Vineyard members are often
unsure (epistemically unconfident) that God spoke to them. Uncertainty is apparent also in that
they describe it as a “choice” to believe and commonly find it difficult to “believe,” as do members

1The Vineyard is now an international movement, but it originated in the US and still has many features characteristic of
American Evangelicalism.
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of other Christian sects (Appiah, 2019, p. 37–38). Vineyard
members often struggle with doubt. One Vineyard member even
said, “I don’t believe it. But I’m sticking with it. That’s my
definition of faith” (Luhrmann, 2012, p. 316). I propose that this
cluster of phenomena can best be explained by positing thatmany
Vineyard members have a low degree of epistemic confidence
in their “beliefs,” while those “beliefs” are nevertheless central to
their identities, which is why they keep showing up, putting in
effort, and saying things like “I’m sticking with it.” Without being
confident that their “beliefs” describe how things really are, they
maintain them because of who they are (cf. Heiphetz et al., 2014).

To capture the difference in question, let the following serve
as working definitions that can be refined through iterative stages
of empirical inquiry and theoretical reflection.

Epistemic confidence: The degree to which someone feels a
belief state approximates knowledge.

(Knowledge, for purposes of this definition, implies clear
contents, objective truth, and rational justification2.)

Identity centrality: The degree to which someone experiences
a belief state as part of their social identity.

(Social identity, for purposes of this definition, is a cluster of
psychological states and behavioral dispositions that constitute
someone as a member of an actual or potential in-group, or that
an individual uses to achieve a desired social position3.)

To be clear, I am not suggesting that identity centrality is more
important than epistemic confidence, or vice versa. They are just
different psychological features that should not be confused. So
now let’s examine how some current measures of “belief” in
psychology of religion fare in light of this distinction4.

On Fullerton and Hunsberger’s (1982) “Christian Orthodoxy
Scale,” respondents write down integers ranging from −3
(“strongly disagree”) to +3 (“strongly agree”) next to various
claims. For example: “God exists as: Father, Son, and Holy Spirit,”
“Man is not a special creature made in the image of God, he is
simply a recent development in the process of animal evolution”
(where this is contrary to Christian orthodoxy), “Jesus Christ was
the divine Son of God,” etc.

No doubt the Fullerton and Hunsberger scale captures
something important about religious psychology in that it
measures Christian orthodoxy in some sense. But suppose a
researcher administered the scale to a group of participants and
most of them put “+3” next to all orthodox items and “−3”

2This characterization of “knowledge” is intended for purposes of this definition
only and not as a fundamental analysis of that term. Note also that I am not
saying that an epistemically confident belief state must be knowledge—only that
the person who has it must feel (to some degree) like it approximates knowledge.
3The in-group in Johan’s case would be socially liberal South Africans. I should
also note that there are interesting relations between the two kinds of “strength.”
In particular, one uses one’s perceived knowledge about one’s group to figure out
what “beliefs” should be accorded identity centrality. So epistemic confidence does
play a foundational role in relation to identity centrality, even if identity centrality
guides symbolic behaviors that often seem to go against it. This is similar to the
anti-symmetric cognitive governance relation I discuss in my (2014) paper, and I
thank one anonymous referee for raising the issue.
4I focus here on psychology of religion, but my points are likely to generalize to
other sub-fields as well.

next to all contra-orthodox items. Would that researcher know
whether the “+3” and “−3” responses were driven more by
epistemic confidence or more by identity centrality? She would
not. The reason why is that either psychological feature could
cause a participant to put down “+3” next to the orthodox
items. People who are epistemically confident an idea is true
will typically be motivated to express “strong agreement” with it
(conversely for disagreement), but so will people for whom that
idea is central to their identity. So the Fullerton and Hunsberger
scale doesn’t capture this important difference.

To put the point abstractly, for any proposition p, a person
with a high degree of epistemic confidence that p and a person
with a high degree of identity centrality for p are both likely
to put “+3” next to a sentence expressing p. So the scale does
not discriminate.

Furthermore, if we trust the ethnographies just mentioned,
this is a domain in which we might expect the two features to
come apart. A researcher might hypothesize that many orthodox
Christians are high in identity centrality with respect to orthodox
beliefs, while being low or lower in epistemic confidence. The
scale itself, however, would not help test that hypothesis.

This is not the place for an exhaustive catalog of belief
measures, but it is worth observing how some prominent
measures tilt toward one psychological feature or another, while
others are entirely ambiguous between them.

In developmental psychology, Paul Harris has initiated
a cross-cultural research program that compares people’s
confidence (probed in various ways) in the existence of scientific
entities (e.g., germs, oxygen, etc.) to their confidence in the
existence of supernatural entities of their religions (God, angels,
etc.). Findings indicate that, even in religious societies like the
United States and Iran, children and adults alike generally have
lower degrees of confidence in religious than in scientific entities
(Harris et al., 2006; Davoodi et al., 2018; Clegg et al., 2019).
Measurement instruments in this line of research tilt in the
direction of tracking epistemic confidence, but it is hard to rule
out that identity centrality is also playing a role in driving some
of the “confident” responses concerning religious entities. Hence,
the findings could understate people’s difference in epistemic
confidence concerning scientific and religious entities.

Within social psychology of religion, some measures do help
track identity centrality. Lindeman et al. (2020), for example,
have items that probe how desirable religiosity is for respondents,
whether they take religion to be harmful, and the degree of
strong emotions elicited by religion. They also ask directly:
“How important are religious attitudes to your identity?” Such
questions are indeed useful in tracking the identity centrality. But
they do not offer much in terms of assessing whether and how
epistemic confidence and identity centrality converge or diverge.
They also do not assess those psychological features in relation to
specific religious doctrines and stories, such as the existence of a
triune God or the Virgin Birth.

In psychology of religion more generally, there are indeed
measures that track adherence to specific belief contents, but
(like Fullerton andHunsberger) without distinguishing epistemic
confidence and identity centrality. Jong et al. (2013), for example,
include these items: “There exists an all-powerful, all-knowing,
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TABLE 1 | Dimensions of difference: epistemic confidence and identity centrality.

Epistemic confidence Identity centrality

Formation

conditions

Constrained by cognition of

evidence

Social opportunity (Stark

and Finke, 2000), voluntary

choice (Kierkegaard,

1843/1985; Luhrmann,

2012).

Extinction

conditions

Cognition of contrary

evidence

Value conflict with group

leaders or group in general

(Sauvayre, 2011; Bialecki,

2017).

Action output Decision theoretic,

instrumental

Symbolic, experiential (Van

Leeuwen and Van Elk, 2019;

Luhrmann, 2020), solidarity

building (Sosis and Alcorta,

2003; Bulbulia, 2004, 2012;

Alcorta and Sosis, 2005;

Henrich, 2009).

loving God,” “Some people will go to Heaven when they die,”
etc. Their scale runs from −4 (strongly disagree) to +4 (strongly
agree). They write, “The two ends of the scale are therefore
designed to indicate extreme disbelief or atheism... and confident
belief... whereas the midpoint of the scale (i.e., 0) implies
agnosticism or uncertainty” (496). Other measures of “belief”
have similar Likert scales (Tobacyk, 2004; Pennycook et al., 2012;
e.g., Lindeman et al., 2015). The “strongly” in these scales is
what’s problematic: strong in which way—epistemic confidence
or identity centrality? We don’t know.

DISCUSSION: WHERE DO WE GO FROM
HERE?

But why, one might ask, should we want measures that
separate those features? The answer is that the difference matters
for both descriptive psychological research and for normative
philosophical research.

With regards to descriptive psychology, I submit that
epistemic confidence and identity centrality are likely to
differ along the following practically important dimensions:
formation conditions (how a given attitude is formed), extinction
conditions (how a given attitude is extinguished), and action
guidance (what sorts of behaviors that attitude generates and
how). In other words, an epistemically confident belief that p is
likely to be formed, be revised, and generate action differently
from a belief that p that is central to one’s identity.

The table above (Table 1) lays out likely differences. (Here, the
properties of epistemic confidence are standard in literature on
“degrees of belief” in decision theory and formal epistemology5.)

Much more can be said about each of these dimensions of
variation. But the broad outlines are clear: Epistemic confidence
is, with various exceptions, likely to respond to evidence and
guide instrumentally rational actions; identity centrality is likely
to respond to social pressures and guide in-group-oriented

5See also Van Leeuwen, 2014, 2017a,b, 2018 for parallel comparisons between
factual belief, which has epistemic confidence, and religious credence, which has
identity centrality.

behavior and self-presentation. So this is a distinction that makes
a host of differences.

With regards to normative philosophical research, it is fair
to say that this distinction raises a range of questions. The
most basic one is this: Should the norms of evidence and truth
that seem clearly to apply to epistemic confidence transfer over
to identity centrality? In point of fact, it seems that identity
centrality is far less constrained by evidence. But should it be?
This is an important question, whose answer I don’t know, that
the present work at least puts us in a position to ask more clearly.
And if it turns out that the proper norms for the respective
psychological features do differ, it is even more important to
develop measurement tools that would detect which of the two
phenomena we are dealing with for any given “belief” set.
Otherwise we wouldn’t know which norms are applicable in any
given case.

One of the reasons, I suspect, why such tools are lacking is
that teasing out the distinction using survey instruments is likely
to be extremely hard. That is why the difference is easier to notice
in ethnographies, which incorporate observation of non-verbal
behavior and of more nuanced verbal behavior.

Yet building measurement scales would still be worth the
attempt, and I suggest that the above chart could be used
to generate proxies for the features in question in relation to
specific belief contents. To what extent is one’s belief (say) that
God is triune constrained by evidence vs. being voluntarily
chosen? To what extent is it likely to be rejected due to contrary
evidence vs. value conflict with group leaders? Does it guide
instrumental or symbolic actions? No doubt any such scale would
elicit some noise in addition to signal. Nevertheless, appropriate
measurement tools could well be crafted that get at important
and striking differences in the ways people can and do have
“strong” beliefs.
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INTRODUCTION

The intriguing experience that somebody is nearby when no one is actually present and cannot
be seen or heard has been reported in many different contexts and has been referred to as the
sense of presence, feeling of a presence, invisible presences, or presence hallucination (PH) (James,
1902; Critchley, 1979). PHs are often vivid experiences, have a clear location in space—with people
frequently turning around to search for the invisible presence—and some even offering it a chair or
food (Jaspers, 1913; Nightingale, 1982). PHs are a common theme in fiction, having been alluded to
in the literature of divinity, occultism, and parapsychology (Green and McCreery, 1975; Critchley,
1979) and studied in history and anthropology (Solomonova et al., 2011; Wyatt et al., 2016).
Following reports of PHs in extrememountaineering (Smythe, 1935; Messner, 2003), long-distance
solo-biking (Davie, 2013), solo-sailing (Suedfeld and Mocellin, 1987) and in shipwreck survivors
(Critchley, 1943), PHs have also been investigated in psychology and medicine (Critchley, 1979;
Brugger et al., 1996; Arzy et al., 2006). Initially described in psychiatry (Jaspers, 1913; Llorca et al.,
2016), PHs have more recently been mostly investigated in neurological patients with epilepsy,
stroke, neoplasia, and Parkinson’s disease (PD) (Brugger et al., 1996; Fénelon et al., 2011).

However, despite its intriguing experiential characteristics and the broad academic and clinical
interest, scientific studies and experimental data on PHs continue to be sparse. This is likely due to
difficulties in investigating a spontaneously occurring phenomenon, the absence of experimental
procedures able to induce PHs reliably in real time, and to their occurrence in the large majority of
cases in situations not prone to empirical investigations (far from laboratories). Here we provide
an overview of recent investigations in clinical neuroscience on PH and in neuroscience using
methods to induce PH experimentally, linking them to altered self-monitoring and sensorimotor
processing. We analyze selected spiritual-religious experiences associated with PH and propose a
new extended account of PH, by integrating and extending the altered self-monitoring account with
the prominent agent detection theory in spiritual-religious experiences (Guthrie, 1989; Barrett and
Lanman, 2008). We conclude by proposing that the mechanism and the controlled induction of
invisible presences will likely have an impact in clinical and fundamental neurosciences and may
provide a powerful experimental approach in biological anthropology and the cognitive science
of religion.

NEUROLOGY AND NEUROSCIENCE

The feeling of presence has long interested psychologists (James, 1902), psychiatrists (Jaspers,
1913), and neurologists (Critchley, 1979), and has recently also been investigated as a clinical
symptom. PH has been reported to co-occur with temporoparietal tumors (Brugger et al., 1996),
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epilepsy (Critchley, 1979; Brugger et al., 1996), stroke (Blanke
et al., 2014), or schizophrenia (Llorca et al., 2016; Stripeikyte
et al., 2021). Lately, PH has been classified as a frequent
early hallucination in Parkinson’s disease (Fénelon et al., 2011;
Bernasconi et al., 2021) and Lewy Body dementia (Nagahama
et al., 2010). Early evidence about specific brain areas was
reported by Arzy et al. (2006), where PH was induced by
electrical stimulation in temporoparietal cortex. Interestingly,
with repeated stimulations, the PH was perceived with varying
attributes (unknown, identified) and with mental states of
intentionality and perceived attempts of interference. These
data were extended by work using lesion overlap analysis of
neurological patients, highlighting the involvement of several
cortical regions (Blanke et al., 2014). Due to the high frequency
of PH in Parkinson’s disease (i.e., Fénelon et al., 2000), a recent
study used functional lesion network analysis in patients with
Parkinson’s disease (Bernasconi et al., 2021) and determined
a fronto-temporal PH network, involving ventral premotor
cortex, inferior frontal gyrus, and posterior superior temporal
sulcus region.

Based on these data and a prominent model that describes
hallucinations as a disturbance or misattribution of self-related
predictive sensory signals (Fletcher and Frith, 2009), Blanke
et al. (2014) developed a robotic stimulation system that
exposed participants to temporally and spatially conflicting
sensorimotor signals. Participants were asked to repeatedly
move the front robot with their hand (motor, tactile, and
proprioceptive signals) and received tactile feedback on their
back (back robot), under conditions of sensory deprivation
(Figure 1). Being subjected to such conflicting somatosensory-
motor stimulations characterized by an additional delay between
front and back robot (Bernasconi et al., 2021) elicits PH in healthy
individuals (Blanke et al., 2014; Bernasconi et al., 2021; Dhanis
et al., 2022). Such robot-induced PH (ri-PH) also allow to study
whether certain functions are associated with PH. When ri-PH
are elicited while participants carry out a second task, changes
in several perceptual and cognitive functions occur, including
auditory perception (Orepic et al., 2021), thought insertion
(Serino et al., 2021), and cognitive processes (Faivre et al., 2020).
Do neurological and ri-PH and the described somatosensory-
motor mechanisms relate to presences and invisible agents in
anthropology and the science of religion?

SPIRITUAL-RELIGIOUS EXPERIENCES

AND PH

The occurrence of invisible or imperceptible supernatural
presences is commonly positioned at the core of religious or
spiritual belief systems (Luhrmann et al., 2021), with wide
cross-cultural variability, ranging from angels, spirits, natural
forces to gods. Such presences can be broadly distinguished
into intended or voluntary presences (individual actively sought
out PH) and unintended, spontaneous presences (individual did
not seek to experience PH). Since experiencing supernatural
presences is often judged as socially and personally desirable,
it is actively sought-after via rituals (Otero, 2003; Johnson

et al., 2015), ingestion of psychedelic compounds (Sayin, 2016),
as well as kindled through training, prayer (Luhrmann and
Morgain, 2012; Luhrmann, 2020), or deliberate interaction
(Morton, 2020). For example, intended presences have been
described by Luhrmann (2012, p. 148) in her anthropological
field work with American Evangelicals, actively invoking God’s
presence (“to feel sensorily aware of God, as if God were a
person who was physically present”). Presences with spiritual-
religious connotations also happen involuntarily (clinical or
non-clinical) and may have transformative effects on a person’s
life. Non-clinical supernatural presences may “visit-upon” an
unsuspecting, healthy person in extreme social or environmental
conditions (i.e., Messner, 2003) but may also occur during
mundane situations. The latter caught the attention of James
(1902), reporting people that “felt a consciousness of a presence
in the room (. . . ) not the consciousness of a live person, but
of a spiritual presence” (p. 62). James explicitly links PH to
the “religious sphere of experience, (where) many persons (. . . )
possess the objects of their belief not in the form of mere
conceptions which their intellect accepts as true, but rather in
the form of quasi-sensible realities directly apprehended” (p. 64).
In the clinical context, PH experiences with spiritual-religious
aspects have been noted for a long time. Jaspers (1913) described
a patient with schizophrenia who reported PH characterized by
“the feeling that the soul of his deceased father is with him,”
that the fatherly presence “is behind him” (p. 153), interfering
with the patient’s life (akin to reports of experiencing presence of
ancestral spirits or in the context of grief; Klass and Goss, 1999;
Pérez, 2011). Another patient noted at the onset of an epileptic
seizure that he felt, “overwhelmingly real,” somebody standing by
his side (not seen or heard) and that “God was about to take me
home and that I had not to fear anything in the world” (Brugger
et al., 1996, p. 116). Despite their different contexts, these reports
indicate many PH similarities including spatial aspects (presence
behind the person or shoulder, mirroring how angels or other
spirits are often represented), psychological attributes of the
presence such as strong familiarity, psychological affinity, and
identification of presence, and specific intentions (leading a
person somewhere; guiding in danger, interfering with a task).
PH also mostly appears in low luminosity or contrast conditions,
at night and in extreme or monotonous environments, devoid of
sensory stimulation—like revelations on mountains (Arzy et al.,
2005), Inuit igloo confinement to evoke spirits (Geiger, 2009) or
in hermits who retreated to deserts in early Christianity (Suedfeld
and Mocellin, 1987).

INVISIBLE PRESENCES, HYPERSENSITIVE

AGENT DETECTION AND THE COGNITIVE

SCIENCE OF RELIGION

In brief, Guthrie’s anthropomorphism account (Guthrie, 1980,
1989, 2001) linked agent-detection to supernatural beliefs,
arguing for a low-level perceptual tendency anthropomorphizing
the environment and detecting the presence of humans in
environments devoid of others. Generating such false-positive
agent perceptions may be adaptive in human evolution, because
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FIGURE 1 | Experimental induction of PH using sensorimotor stimulation (modified after Bernasconi et al., 2021). (A) The robotic set-up used for induction of invisible

presences in patients with Parkinsons’ disease in a sitting position. Patient was moving the front robot in a poking motion, using the right-hand index finger, while

receiving a corresponding tactile stimulation on their back. They were in a state of sensory deprivation, wearing headphones playing white noise and with their eyes

closed, wearing a blindfold. The stimulation on the back was either synchronous with their movement of the front robot (the back robot had 0 ms of delay) or

asynchronous (the back robot randomly delayed from 0 to 500ms in steps of 100ms), with the asynchronous stimulation being significantly associated with

experiencing robot-induced PH (ri-PH) as a function of sensorimotor delay. (B) The robotic set-up was adapted to be MR-compatible and used for an fMRI study in a

healthy population of participants. (C) The brain activation and connectivity patterns were collected in an fMRI experiment with healthy and neurological

non-parkinsonian patients. The schematic bilateral display of the connectivity overlap between the network connectivity in spontaneous PH identified using lesion

network and connectivity analysis and ri-PH network from healthy participants. The bilateral regions are ventral premotor cortex (vPMC), inferior frontal gyrus (IFG), and

posterior superior temporal sulcus (pSTS).

agents are sources of potential danger or opportunity (Van
Leeuwen and van Elk, 2019). Accordingly, it has been argued that
PH and supernatural agents (ghosts, gods, spirits) result from
the recruitment of hyperactive perceptual mechanisms related to
agent-detection. This account on over-detection of humans was
extended to include non-human agents such as animals by Barrett
(2000, 2011), and Barrett and Lanman (2008) and the broader
detection of agency in the environment. As Guthrie’s proposal
did not account for the intentionality of presences, Barrett
and colleagues proposed that agency-detection also involves
perception of intentional states (motivations, intentions, desires),
beyond mere detection of the presence, based on additional
cognitive brain mechanisms (such as mentalizing).

Neuroscience data suggest a different account regarding
invisibles presences: altered self-monitoring based on conflicting
somatosensory-motor processes involving specific bodily signals.
This self-monitoring approach is based on the misperception
of oneself as another agent and was tested experimentally
with ri-PH: The self is at the origin of invisible presences,
being misperceived as another agent. We argue that invisible
presences result not from visual-auditory mechanisms, as
argued previously, but from a different perceptual mechanism:
motor signals and their integration with somatosensory signals.
These somatosensory-motor signals are specific and involve
the global self-representation of a person’s body (Blanke
and Metzinger, 2009; Park and Blanke, 2019). The self-
monitoring approach of PH sides with Guthrie that agent-
detection is associated with perception, but primarily results from
somatosensory-motor (not visual-auditory) perception, as shown
in experiments applying somatosensory-motor stimulation in

blindfolded noise-isolated participants (Blanke et al., 2014;
Bernasconi et al., 2021; Dhanis et al., 2022; Orepic et al., 2021;
Serino et al., 2021). Our proposal refines the anthropomorphic
account and supports that the detection of human agents
(self, global-body representation) and not the broader, less
specific detection of human and non-human agency (animals,
body-part representation) is key in PH. We strongly agree
with Barrett that intention recognition, mentalizing, and the
notion of minimally counterintuitive states are important to
consider in PH. However, the involvement of (too) many
different perceptual and cognitive functions conceptually seems
to over-complexify matters, hindering empirical verification.
Moreover, Barrett’s proposed list of additional perceptual and
cognitive mechanisms, may not be necessary to perceive
invisible agents endowed with intentionality. As reviewed
above, perceptual somatosensory-motor mechanisms related to
a person’s global self-representation are sufficient to perceive
an intentional presence and fit well within the category of
minimally counterintuitive states (Barrett and Lanman, 2008).
Many fascinating questions remain. How does agent detection
lead to religious beliefs, how is it shared among kin, and why do
humans not simply discard these incorrect perceptions (Boyer,
2001; Van Leeuwen and van Elk, 2019)?

We conclude that the self-monitoring account of invisible
presences is relevant not only in neurological and ri-PH, but
also anthropology. It is perceptual in nature and links PH
to human agent detection based on altered somatosensory-
motor processing. It differs from previous accounts that have
focused on altered perceptual or cognitive mechanisms related
to the extrapersonal environment (unrelated to the observer’s
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somatosensory-motor body). Key aspects of supernatural agent
detection, as noted by Barrett and Guthrie, are also accounted for
by the self-monitoring proposal. We argue that these different
accounts are not mutually exclusive: it is rather likely that
self-related (egocentric) and environment-related (allocentric)
mechanisms are complementary, although we argue that the self-
monitoring account is the primary and most basic mechanism of
supernatural agent-detection. Finally, the narrative style of both
earlier theories has made it difficult to empirically test them,
leading to numerous studies with conflicting results (Gervais
et al., 2011; van Elk, 2013; van Elk et al., 2016; Maij et al., 2017,
2019). The new method of ri-PH (Blanke et al., 2014; Bernasconi
et al., 2021; Serino et al., 2021; Dhanis et al., 2022) provides a
promising way to investigate the role of the self in the intriguing
human experience of supernatural agents, spirits, and gods.
Future studies of invisible presences in different cultural contexts,
integrating robot-induced PH with social science approaches,
may facilitate the interaction of scholars from neuroscience,
anthropology, and the cognitive science of religion.
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Religious beliefs emerged in conjunction with moral beliefs, political, and legal

beliefs (Cristofori and Grafman, 2017). As pointed out by Oviedo and Szocik (Oviedo

and Szocik, 2020) recent debates attempted to determine whether compared to other

beliefs, religious beliefs have a specific (Van Leeuwen, 2014) or shared cognitive structure

(Boudry and Coyne, 2016). Empirical evidence supports both positions (Levy, 2017; Van

Leeuwen, 2018), while neuroscientific findings support a shared neural network between

religious and other beliefs [e.g., political beliefs (Cristofori et al., 2015)]. Religious beliefs

shape a person’s character and influence daily decision-making and social interactions

(Cristofori and Grafman, 2017). Religious beliefs are often concerned with the existence

of supernatural agents and are often entangled with moral, political, economic, and

legal beliefs that have collectively had a profound influence throughout known human

history. Their pervasiveness and power have suggested they have a special status in

the human brain. However, despite being much in need of investigation, studying the

neurobiological basis of religious beliefs has proved difficult. Here, we focus on the

contribution of a set of brain-lesions studies that shed light on the neurocognitive

underpinnings of religious beliefs. We then compare the findings of these brain-lesions

studies with results from neuroimaging studies.

The unique contribution of brain lesion studies

Lesion studies were among the first approaches to investigating how neural-

anatomy relates to brain-function (Harlow, 1848). Since the 1990 s, however, functional

neuroimaging studies have come to dominate functional-anatomic brain research
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[e.g., (Fox and Raichle, 2007; Raichle, 2009)]. Despite their

popularity, functional neuroimages studies have two limitations.

First, while such studies can reveal correlations between

brain activation and behavior (e.g., area X is active when

behavior y is present), they are limited in their scope for

providing causal understanding about the relationship (Siddiqi

et al., 2021). The extent to which randomized controlled

experiments may manipulate brain anatomy is clearly limited.

Second, even where interventions may in principle yield causal

inferential knowledge, in practice, most neuroimaging studies

are underpowered [e.g., (Marek et al., 2022)]. On the other hand,

the distribution of brain lesions across a population is typically

a matter of chance. For this reason, by comparing religious

cognition in a population with focal lesions and without lesions,

causal identification if functional neuroanatomical relationships

may be possible. Another virtue of functional neuroanatomical

lesion studies of religious cognition, as we shall next describe, is

that they are not underpowered. It is important to acknowledge

that even whether brain lesions mapping is a model for

studying structure/function relationship, lesions emerging from

a traumatic brain injury can involve adjacent brain areas

that, may accommodate different neurological and/or cognitive

functions. For instance, see Rorden et al. recommendations

(Rorden et al., 2009) for performing lesion behavior mapping.

We do note, however, that we have studied penetrating traumatic

brain injuries and, in that case, identification of the lesion

parameters like volume loss and areas affected are made

somewhat easier by the relative focality of the lesion (Raymont

et al., 2011). In addition, we must highlight the studies presented

here involve a slightly different cohort number, depending if

the participant performed the test or not. As a reminder, our

participants were tested over a 1-week period, with extensive

neuropsychological and experimental assessments (for more

details see Raymont et al., 2011).

The Vietnam head injury study and
its contribution for understanding
the neural basis of religiosity

The Vietnam Head Injury Study [VHIS (Raymont et al.,

2011)] is a longitudinal follow-up of American male combat

veterans who served in the Vietnam War, most of whom

suffered from focal penetrating traumatic brain injury (pTBI).

This dataset provide data on participants who are similar in

age, and education level, and is unique in that it includes

pre-injury intelligence. The study has followed the veterans

(those with, and those without, focal brain lesions) for about

50 years post injury. Particularly, in the final phase of the

VHIS (2008–2012), 169 participants (134 with pTBI, 35 with no

injury) were assessed for executive functions, social cognition,

personality, as well as large battery of tests dedicated to religious

beliefs, including fundamentalism, God-Image, and mystical

experiences. Individuals studied here are from a monotheistic

culture with one God (or no God) rather than many Gods.

Highlighted findings

The ventromedial prefrontal cortex and
its involvement in religious beliefs

Religious beliefs can reflect the particular relationship an

individual has with God. A strong personal relationship with

God is theoretically (Fiori et al., 2006) and empirically (Newton

and McIntosh, 2010) associated with an enhanced sense of

control. A recent study by Cohen-Zimerman et al. (2020) aimed

at understanding whether damage to the vmPFC—a region

associated with emotionally meaningful religious experiences

and with a sense of control—could modulate self-reports of a

personal relationship with God and a sense of control. Voxel-

based lesion-symptom mapping found that damage to the right

vmPFC caused a stronger personal relationship with God, and

patients with damage to this region reported a greater sense

of control compared to patients with damage to the posterior

cortex as well as matched healthy patients. Moreover, the

association between the vmPFC damage and a greater sense of

control was associated with a stronger personal relationship with

God. Taken together, these results suggest that a strong personal

relationship with God can serve a crucial psychological function

by affecting a sense of personal control, with both enhanced after

right vmPFC lesions.

More recently, Cristofori et al. (2021) investigated the neural

interplay between empathy and personal relationship with God.

Extending previous observations that theory of mind networks

is recruited during prayer (Boyer, 2003, 2008), the authors

found that people with vmPFC damage reported higher scores

on the personal relationship with God inventory (Lawrence,

1997) even when they were not praying. The results showed that

vmPFC and posterior superior temporal sulcus/temporoparietal

junction (pSTS/TPJ) lesions, associated with the strength

of the personal relationship with God, affected empathetic

responses. The authors suggested that the neurological networks

underpinning God representations amplify human empathetic

responses. The cultural evolutionary study of religion has argued

that supernatural beliefs evoke pro-social responses because

people fear the wrath of Gods (Atran and Norenzayan, 2004). In

accordance with other studies e.g., (Norenzayan et al., 2012), our

findings imply that, in contrast to the focus of the evolutionary

literature on punishment, greater attention should be addressed

to investigating the mechanisms by which the religious belief

system modulates empathetic responses to others. It may

seem that a stronger relationship with God, based on the

lesioned right vmPFC, is counterintuitive. However, a stronger

relationship with God post-injury might be due to the crucial

role of the vmPFC in scaling and evaluating social behavior
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(Moretti et al., 2009; Cristofori et al., 2015). Counterintuitive

behavior changes provided by lesion-free contralateral

homotopic areas are documented in the neuroscientific

literature. However, recovery from severe and complex neural

deficits may be more dependent upon extended neural networks

rather than on a confined neural structure.

The dorsolateral prefrontal cortex and its
involvement in religious beliefs

Religious beliefs can be influenced by certain experiences,

such as mystical experiences, i.e., subjectively believed

encounters with a supernatural world. Mystical experiences

diverge from religious beliefs, in the sense that someone can

experience a mystical phenomenon even without prior religious

beliefs. Cristofori and collaborators (Cristofori et al., 2016)

investigated pTBI patients and healthy volunteers. Mystical

experiences were assessed using the Mystical scale [M-Scale

(Hood, 1975)]. The M-scale refers to mystical experiences

that the people may have previously experienced (e.g., “I have

had an experience that was both timeless and spaceless”).

Voxel-based lesion-symptom mapping analysis showed that

lesions to frontal and temporal brain regions were linked

with greater mystical experiences. Such regions included the

dlPFC and middle/superior temporal cortex (TC). Performing

a confirmatory group analysis, the researchers found that

the dlPFC lesion group reported experiencing increased

mysticism. Notably, longitudinal analysis of pre-injury data

(correlating with general intelligence and executive functions

task performance) excludes explanations from individual

differences. These findings support previous speculation linking

executive functions to mystical experiences and reveal that

executive functions (particularly those aspects of executive

functions that depend upon dlPFC) causally contribute to the

down-regulation of mystical experiences. This study provided

evidence in favor of the executive inhibition hypothesis,

for the emergence of mystical experiences. This hypothesis

was based on previous studies where the authors observed

decreased activity in the dlPFC during mystical exercises

in practitioners of glossolalia [i.e., religious prayer group

experiences in which individuals speak an incomprehensible

language (Newberg et al., 2006)] or a reduction of cognitive

resources invested in error monitoring during religious rituals

(Schjoedt et al., 2013). Another neuroimaging study has shown

that participants down-regulated regions in the dlPFC during

prayers performed by charismatic speakers (Schjoedt et al.,

2011).

Among the different aspects that characterize religious

beliefs, a crucial one is the strength of the beliefs, i.e., the

fundamentalism aspect. Previous research has identified

the vmPFC as critical to representing fundamentalism

(Asp et al., 2012). However, the means by which vmPFC

regulates fundamentalism was still less certain. Zhong and

collaborators hypothesized that the vmPFC represents diverse

religious beliefs and that a vmPFC lesion would be associated

with religious fundamentalism or the narrowing of religious

beliefs (Zhong et al., 2017). To test this prediction, the authors

assessed religious adherence with a widely-used religious

fundamentalism scale (Altemeyer and Hunsberger, 1992).

The results showed that participants with dlPFC lesions had

fundamentalism beliefs similar to patients with vmPFC lesions,

however, the effect of a dlPFC lesion on fundamentalism was

associated with decreased cognitive flexibility and openness.

These findings indicated that cognitive flexibility and openness

are necessary for flexible and adaptive religious commitment

and that such diversity of religious thought is dependent on the

functionality of the dlPFC.

The increase of fundamentalism and diminished flexibility

and openness might be related to hemisphere dominance

laterality. There is evidence that the left hemisphere is focused

on facts whereas the right hemisphere represents contextual

information and, therefore more adapted to specific situations

(McGilchrist, 2012). Moreover, in mental tasks, like meditation,

left-brain dominance is effective in top-down regulation, while

interhemispheric integration of facts and context takes place in

anterior brain areas (Raffone et al., 2019). In addition, other

psychological factors such as emotional support and self-efficacy

(Zahodne et al., 2014) may influence diminished cognitive

resources and induce increased fundamentalism to control new

experiences and daily life.

Conclusion

In summary, the lesion studies we describe above identify

a network of neural substrates involved in the production

of religious cognition, and clarify the functional relationship

between religious beliefs, mystical experience, executive control,

TABLE 1 Represents a summary of how damage to a brain region

a�ects religious beliefs/experience, cognition/social cognition.

Lesions Religious

belief/experience

Cognition/social

cognition

vmPFC Relationship with god Control* & empathy

dlPFC Mystical experiences Executive functions

dlPFC Fundamentalism Flexibility & openness

Pointing up/down arrows indicated an increased/decreased religious or cognitive

mechanism. *The relationship with God and sense of control involved specifically the

right vmPFC.
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emotional regulation, rigidity of ideological commitments,

and other features of social cognition. The following Table 1

summarizes the main results.

We have delineated a network of lesioned areas within

the prefrontal cortex including dlPFC and vmPFC, and more

posterior regions such as superior temporal cortex (STC),

and pSTS/TPJ (default mode network). More importantly, the

network involved included areas damaged in both hemispheres,

i.e., vmPFC on the right (belonging functionally to the default

mode network) and dlPFC on both sides (belonging functionally

to the fronto-parietal control network). In addition, spared areas

of the left hemisphere might have driven recovery, e.g., left

vmPFC homotopic to its damaged right counterpart.

To sum up, the studies reviewed here complement

functional neuroimaging [e.g., (Schjoedt et al., 2011)] and non-

invasive brain stimulation [e.g., (Holbrook et al., 2016)] in

contributing to our understanding of the religious belief system.

Our results support the belief system model proposed

by Seitz and collaborators (see Seitz et al., 2018). According

to the credition model, beliefs are the result of neural

processes involving the perception and evaluation of external

information, and they drive individuals’ decisions. Beliefs are

unique representations with imaginative and emotional content,

using linguistic and memory functions by which beliefs can

be expressed, stored, and recalled (Seitz, 2022). Beliefs are

fundamental cognitive constructs connecting people’s prior

experiences with their future behaviors (Krueger and Grafman,

2017).
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COVID-19 vaccination 
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Background: Believing processes represent fundamental brain functions 

between cognition and emotion. Shortly before the introduction of a 

compulsory vaccination against COVID-19 in Austria, motives and underlying 

believing processes regarding the vaccination were collected in individuals 

with affective disorder (AD) and healthy controls (HC).

Methods: 79 individuals with AD and 173 HC were surveyed online to assess 

believing processes with the parameters of the credition model (narratives, 

certainty, emotion, mightiness) about (1) the coronavirus itself and (2) why 

someone is vaccinated or not. In addition, we calculated congruence scores 

between content of narrative and type of emotion and divided the narrative 

content into positive, negative, and indifferent.

Results: There were no differences in vaccination status between AD and HC. 

Higher levels of certainty were observed in HC compared to AD in both vaccinated 

and unvaccinated individuals. The effects were higher when asked about the 

motivation to vaccinate or not than about the coronavirus itself. In HC, more 

positive emotions and more congruence between emotions and narratives were 

reported during believing in their vaccination motives. No group differences were 

found in mightiness for both items. Independently from diagnosis, unvaccinated 

people had high levels of certainty and more negative emotions and narratives 

while believing in their motives for not getting vaccinated.

Conclusion: When believing about the COVID-19 vaccination, individuals with 

AD were more uncertain and experienced fewer positive emotions than HC, 

although both groups did not differ in vaccination status. These effects were 

not that strong when believing about the coronavirus in general.
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Introduction

In Austria, containment measures against the coronavirus 
disease (COVID)-19 issued by the government included the 
obligation to be vaccinated or recovered when in public. In the 
period from December 1, 2021, to January 31, 2022, the number 
of individuals tested positive for COVID-19 increased from 
1,175,785 to 1,891,468, and the number of deaths from or with 
COVID-19 increased from 12,458 to 13,669 (AGES, 2022; 
Epidemiologisches Meldesystem, 2022b). Starting on November 
15, 2021, a lockdown for unvaccinated individuals was introduced, 
which lasted until January 31, 2022 (Niederösterreichische 
Nachrichten, 2022). A general lockdown was imposed from 
November 22 to December 11, 2021. On January 11, 2022, the 
decision of a nationwide vaccination obligation was proclaimed 
and with February 5, 2022, compulsory COVID-19 vaccination 
was required for adults aged 18 and older (Bundesministerium für 
Soziales, Gesundheit, Pflege und Konsumentenschutz, 2022a), 
which has been suspended again since March 9, 2022 
(Bundesministerium für Soziales, Gesundheit, Pflege und 
Konsumentenschutz, 2022b). Up until January 31, 2022, 75.9% of 
Austrians had been vaccinated at least once, 72.1% had been 
vaccinated twice, and 49.8% had received the third shot 
(Epidemiologisches Meldesystem, 2022a). In comparison, 63.3% 
of Europeans had been vaccinated two times (Our World in 
Data, 2022).

Vaccination rates of individuals with psychiatric disorder were 
lower than those of the general population, despite having been 
given priority status in some countries (Tzur Bitan et al., 2021; 
Arumuham et al., 2022; Curtis et al., 2022). One reason for this 
might be  vaccine hesitancy, which was more pronounced in 
individuals with mental illness than in healthy controls (HC; Hao 
et  al., 2021; Jefsen et  al., 2021; Eyllon et  al., 2022). Factors 
associated with vaccine hesitancy were misinformation, fear 
(Payberah et  al., 2022; Peritogiannis et  al., 2022), mistrust 
(Payberah et al., 2022), and negative attitudes towards vaccines 
(Danenberg et al., 2021). Believing in the safety of vaccines and a 
good preventive effect were associated with vaccination 
willingness in individuals with psychiatric disorder (Huang 
et al., 2021).

Believing is a cognitive process consisting of formation, 
revision, and evaluation of beliefs (Angel and Seitz, 2016; Connors 
and Halligan, 2017). Credition describes the dynamic process of 
believing (Angel, 2013; Paloutzian and Mukai, 2017) as an 
interface between cognition and emotion. The credition model by 
Angel and Seitz (2016) encompasses four major parameters: 
proposition, certainty, emotion, and mightiness. The content of 
the statement about a certain belief is called “proposition.” A 
person’s inclination to believe the proposition is referred to as 
“certainty.” The affective valence of the proposition is termed 
“emotion.” The degree of significance of the proposition is termed 
“mightiness.”

In a recent study during the COVID-19 pandemic, our study 
group demonstrated that credition parameters highly differed 

between patients with bipolar disorder and HC (Tietz et al., 2022). 
As the attitude towards the COVID-19 vaccination and motives 
to get vaccinated of individuals with psychiatric disorder remain 
largely unexplored and the underlying cognitive processes are 
unknown, we aimed to investigate believing processes around 
COVID-19 vaccination and to compare patients with affective 
disorders (AD) and HC. Additionally, we  aimed to test for 
differences in believing depending on vaccination status 
(vaccinated or not vaccinated), as the understanding of believing 
processes (narrative, certainty, emotion, and mightiness) can 
provide a better overview of the motivators for vaccination and 
consequently increase the vaccination rate of people who are 
particularly at risk.

Materials and methods

An online survey was conducted with LimeSurvey (GmbH, 
2003) and a link was sent out via e-mail to a pool of currently and 
previously treated patients at the Department of Psychiatry and 
Psychotherapeutic Medicine in Graz and was also shared via 
social media. The survey took place from December 14, 2021 to 
January 31, 2022. The study was approved by the local ethics 
committee and informed consent was given prior to study 
participation. In sum, 356 people opened the survey (104 of them 
indicated having a psychiatric disorder), and 252 (79 AD and 173 
HC) of them filled out all items and were included in the analyses. 
The participants were surveyed on their vaccination status, 
demographic data, and with two questions in German language 
concerning their individual beliefs. The items of interest are listed 
in Table 1.

In addition to the proposition (narrative), the degree of 
certainty, the experienced emotion while believing (evaluated via 
an Emotion Wheel, see Figure 1), and the mightiness (strength of 
emotion) were assessed. As certainty and mightiness were rating 
scales, emotion was categorized into positive (happy), negative 
(sad, angry, anxious, disgusted), and indifferent (surprised) 
emotions. In addition, it was evaluated whether the narrative was 
positive, negative, or indifferent, and whether it matched the 
emotion (congruent) or not (incongruent).

Although the survey was sent out to former patients of the 
Department of Psychiatry and Psychotherapeutic Medicine, some 
diagnoses of AD (unipolar or bipolar affective disorder) were self-
reported, as the link was additionally shared via social media for 
volunteers (Facebook and WhatsApp). HC had to state no 
psychiatric disorder themselves or in first-degree relatives (see 
control items).

Statistics

A multivariate analysis of co-variance (MANCOVA) with 
group (AD vs. HC) as independent variable controlling for age 
was calculated to test for between-subject differences in the 
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credition parameters certainty and mightiness for both credition 
items. The a priori power analyses with Gpower 3.1.9.7. revealed 
for MANOVA (Global effects) a total sample size of n = 252, given 
effect size 0.0625, Power = 0.95, and Alpha = 0.05. As cell 
distribution was unequal in vaccination status, we could not enter 
this variable as second factor into the model but used t-tests to test 
for differences between vaccinated vs. non-vaccinated individuals 
(as homogeneity of variance was given). Differences in congruence 
(between emotion and narrative yes vs. no), emotion 

(positive = happy; negative = anxious, disgusted, angry, sad; 
indifferent = surprised), and narrative (positive, negative, 
indifferent) were calculated with chi-square tests and two-tailed 
Fisher’s exact tests when more than 20% of expected frequencies 
were > 5. MANCOVA assumptions (normal distribution, 
homogeneity of variance) were checked. In ANOVA models, 
partial eta square (η2

p), and for t-tests, Cohen’s d as measure of 
effect size are presented. The obtained data were analyzed using 
IBM SPSS Statistics for Windows version 26.0 (Armonk, 

TABLE 1 Items of interest (Believing processes, vaccination status, psychiatric diagnosis control items).

 I. Believing processes

Item 1 COVID-19 beliefs:

a. Proposition: When I think about the coronavirus (COVID-19), I believe that … (narrative)

b. Certainty: On a scale from 0 (not sure) to 100 (quite sure), how sure are you about that while believing?

c. Emotion: Using the Emotion Wheel, please identify an emotion that most closely relates to your state while you are believing:…

d. Mightiness: On a scale of 0 (not at all) to 10 (very much), how strongly do you experience the emotion while believing?

Item 2 Vaccination/Non-vaccination motive beliefs:

a. Proposition: I am vaccinated/not vaccinated against COVID-19, because I believe that … (narrative)

b. Certainty: On a scale from 0 (not sure) to 100 (quite sure), how sure are you about you about that while believing?

c. Emotion: Using the Emotion Wheel, please identify an emotion that most closely relates to your state while you are believing:…

d.Mightiness: On a scale of 0 (not at all) to 10 (very much), how strongly do you experience the emotion while believing?

 II. Vaccination status

Have you been vaccinated against COVID-19? [Yes, fully immunized (at least 2 vaccinations)/Yes, one vaccination/No]

 III. Psychiatric Diagnosis Control Items

1. Please indicate which psychiatric disorder(s) you currently have (multiple answers possible): [None/Depressive disorder/Bipolar disorder/Panic disorder/Generalized Anxiety 

Disorder/Schizophrenia/Eating disorder/Alcohol use disorder/Other substance use disorder/Personality disorders/Other]

2. Please indicate which psychiatric disorder(s) you have ever been diagnosed with (multiple answers possible): [None/Depressive disorder/Bipolar disorder/Panic disorder/

Generalized Anxiety Disorder/Schizophrenia/Eating disorder/Alcohol use disorder/Other substance use disorder/Personality disorders/Other]

3. Do you have first-degree relatives with a severe mental disorder (schizophrenia, bipolar disorder, major depressive disorder) [Yes/No]

FIGURE 1

Frequencies in emotions and word clouds of items 1 and 2 in AD and HC.
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New York: IBM Corp). In addition, we created word clouds in 
MAXQDA 2020 (VERBI Software, 2019) to present propositions 
for each item in the groups. Prepositions and conjunctions were 
ignored and added to a stop list in MAXQDA. The word clouds 
were translated from German into English for this study.

Results

In AD, the mean age was 43.78 years, 66.3% were female, and 
the median years of education were 16.20 years (see Table 2). In 
HC, the mean age was 37.17 years, 67.3% were female, and the 
median years of education were 16.7 years. Patients were 
significantly older than controls.

In AD, 96.2%, and in HC, 90.4% were vaccinated, i.e., had 
received at least one vaccination. Regarding immunization, i.e., 
having received at least two vaccinations, 3.8% of patients with AD 
and 10.2% of HC were not vaccinated or had only received 
one vaccination.

Differences between AD and HC

In response to COVID-19 beliefs in general (item 1), there 
was no multivariate effect [F(2,248) = 1.24, p = 0.291, η2

p = 0.01; see 
Table  3]. Chi-square tests showed that HC had more positive 
emotions and fewer indifferent emotions than individuals with 
AD, who showed more indifferent emotions. There was no 
difference between the groups in frequencies of congruence or 
content of narrative.

Regarding item 2 Vaccination/Non-vaccination motive 
beliefs there was a significant multivariate group effect 
[F(2,248) = 5.19, p = 0.006, η2

p = 0.04; see Table 3] indicating 
higher certainty in HC than in AD. No group effects were 
shown in mightiness. In addition, emotion differed between 

AD and HC, the latter reporting more positive and less 
negative emotions (see Figure  2). Furthermore, there was 
more congruence between emotion and narrative in HC than 
in AD. No group differences were shown in content 
of narratives.

Figure 3 shows the frequencies in emotions and the word 
clouds in AD vs. HC.

Differences between vaccinated and 
non-vaccinated individuals

T-tests showed significantly higher certainty levels in 
non-vaccinated people (item 1: M = 90.6, SD = 15.7) than in 
vaccinated people [M = 83.9, SD = 16.4; t(255) = 1.75, p = 0.041, 
Cohen’s d = 0.35]. This effect was slightly higher for item 2 
Vaccination/Non-vaccination motive beliefs [Non-vaccinated 
individuals: M =  94.1, SD =  9.9 vs. vaccinated individuals: 
M = 89.1, SD = 14.8; t(254) = 2.04, p = 0.026, Cohen’s d = 0.39]. No 
group differences in mightiness were observed item 1: 
t(255) = 0.05, p = 0.482; item 2: t(254) = 0.33, p = 0.370.

Vaccinated people showed highly more positive emotions 
(68.2%) when believing about their motives for vaccination in 
comparison to non-vaccinated individuals, who reported more 
negative emotions while believing in their motives for 
non-vaccination [63.2%; χ2(2) = 13.60, p = 0.001]. No group 
differences were found in emotion in item 1 [χ2(2) = 2.02, 
p = 0.364].

In addition, non-vaccinated people showed highly more 
negative (85% vs. 4.6%) and fewer positive narratives (10.0% vs. 
93.7%) than vaccinated individuals [Fisher’s exact test: 
χ2(1) = 125.70, p < 0.001] for item 2. No group differences were 
found for item 1 [χ2(2) = 3.80, p = 0.149].

Two-tailed Fisher’s exact tests showed that frequencies of 
congruence did not differ between vaccinated and non-vaccinated 

TABLE 2 Sociodemographic characteristics of individuals with affective disorder and healthy controls.

Variables Group Test statistic (t, χ2)   p-value Cohen’s d

AD (n = 79) HC (n = 173)

Age (M ± SD) 43.44 (13.86) 37.24 (13.36) t(249) = −3.38 <0.001 −0.46

Sex (n, %) χ2(1) = 0.05 0.818

Female 52 (65.8%) 118 (67.3%)

Male 27 (34.2%) 55 (31.8%)

Median years of education (M ± SD) 16.25 (6.24) 16.66 (3.60) t(102,469) = 0.55 0.586 0.09

Vaccination status (n, %) χ2(1) = 2.75 0.098

Vaccinateda

Unvaccinated

77 (97.5%)

2 (2.5%)

157 (90.8%)

16 (9.2%)

Immunization against COVID-19 (n, %) χ2(1) = 1.94 0.164

Immunizedb 76 (96.2%) 156 (90.2%)

Not immunized 3 (3.8%) 17 (9.8%)

AD = Affective disorder, HC = Healthy controls. 
aAt least one shot.
bAt least two shots.
Bold value indicates a statistically significant difference p<0.05 between AD and HC.
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people [item 1: χ2(1) = 1.31, p = 0.631; item 2: χ2(1) = 4.09, 
p = 0.165].

Discussion

At the same time as the decision to introduce mandatory 
COVID-19 vaccinations in Austria in December 2021/January 
2022, we  surveyed 79 individuals with AD and 173 mentally 
healthy people. Their attitudes and beliefs about the coronavirus 
and their motives for vaccination/vs. non-vaccination were 
assessed using the parameters of the credition model (Angel, 2013; 
Angel and Seitz, 2016).

Individuals with AD and HC did not differ in their vaccination 
status. This has been shown in former Austrian studies with other 
samples (Fellendorf et al., 2022) as well as in international studies 

(Batty et al., 2021; Hao et al., 2021; Jefsen et al., 2021), although 
other studies showed a lower vaccine rate in individuals with 
psychiatric disorders (Arumuham et al., 2022; Curtis et al., 2022). 
We suppose a strong influence of socioeconomic circumstances, 
e.g., age, sex, education, and income, as well as cultural factors, 
such as governmental regulations in vaccination decision 
(Schwarzinger et  al., 2021; Schernhammer et  al., 2022). For 
example, both groups did not differ in education, although 
individuals with AD generally have lower levels of education 
(Lorant et al., 2003), which is more often found in unvaccinated 
individuals (Troiano and Nardi, 2021). There were also no 
differences in terms of sex. In this case, it would have been 
important to consider women’s lower vaccine uptake (Troiano and 
Nardi, 2021). In relation to government regulations, the lockdown 
for unvaccinated people as well as the upcoming obligatory 
vaccination could have strongly encouraged both Austrian HC 

TABLE 3 Descriptive statistics of the believing parameters of individuals with affective disorders and healthy controls.

Variables Group Test statistic p-value ηp
2

AD (n = 79) HC (n = 173)

  COVID-19 pandemic in general a 

Narratives (n, %) χ2(2) = 5.17 0.075

Positive 20 (25.3%) 57 (32.9%)

Negative 57 (72.2%) 102 (59.0%)

Indifferent 2 (2.5%) 14 (8.1%)

Emotions (n, %) χ2(2) = 8.78 0.012

Positive 14 (17.7%) 47 (27.2%)

Negative 52 (65.8%) 116 (67.1%)

Indifferent 13 (16.5%) 10 (5.8%)

Congruenceb (n, %) χ2(1) = 0.43 0.440

Congruent 56 (70.9%) 131 (75.7%)

Incongruent 23 (29.1%) 42 (24.3%)

Certaintyd (M ± S) 83.30 (15.32) 85.80 (16.64) F(1,249) = 2.11 0.147 0.01

Mightinessd (M ± SD) 66.04 (26.26) 69.47 (23.80) F(1,249) = 0.93 0.337 0.00

  Vaccination e 

Narratives (n, %) χ2(1) = 0.77c 0.771

Positive 70 (88.6%) 152 (87.9%)

Negative 8 (10.1%) 20 (11.6%)

Indifferent 1 (1.3%) 1 (0.6%)

Emotions (n, %) χ2(2) = 9.97 0.007

Positive 40 (50.6%) 123 (71.1%)

Negative 34 (43.0%) 43 (24.9%)

Indifferent 5 (6.3%) 7 (4.0%)

Congruenceb (n, %) χ2(1) = 3.84 0.071

Congruent 53 (67.1%) 136 (78.6%)

Incongruent 26 (32.9%) 37 (21.4%)

Certaintyc (M ± SD) 85.58 (17.08) 91.79 (12.83) F(1,249) = 10.38 0.001 0.04

Mightinessc (M ± SD) 74.67 (23.94) 77.62 (19.76) F(1,249) = 1.43 0.233 0.01

AD = Affective disorder, HC = Healthy controls. 
aWhen I think about the coronavirus (COVID-19), I believe that…
bCongruence between the narratives and the emotions.
cFisher’s exact test was used.
dIn percent.
eI am vaccinated/not vaccinated against COVID-19, because I believe that….
Bold value indicates a statistically significant difference p<0.05 between AD and HC.
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and individuals with AD to get vaccinated. Moreover, there are no 
or only minimal private costs for healthcare in Austria for the 
individual, and although there were supply shortages, an easier 
general access to healthcare than in other countries could have 
further contributed to the results.

The COVID-19 pandemic is a highly emotional topic that is 
very much polarizing (Alam et al., 2021; Liew and Lee, 2021). This 
was also supported by the present study’s results. When thinking 
about the coronavirus, HC reported more positive and less 
indifferent emotions while believing than individuals with 
AD. This is consistent with other studies that found that 
individuals with psychiatric disorders experienced more distress 
during the pandemic than HC (Solé et al., 2021). However, two 
thirds of both individuals with AD and HC reported negative 
emotions (anger, sadness, anxiety) when believing about the 

coronavirus, highlighting the continued negative influence of the 
pandemic on the population even at the beginning of 2022.

When thinking about their motives of vaccination, individuals 
with AD reported more negative emotions while believing than 
HC, most of whom reported positive emotions. Comparably, 
other studies found less vaccine acceptance in individuals with 
mental illness (Danenberg et  al., 2021; Huang et  al., 2021; 
Payberah et al., 2022), which is linked to negative feelings about 
the vaccination (de Vries et al., 2022). However, as vaccination rate 
did not differ in this study, emotions supposedly might not have 
played the essential role for individuals with AD when deciding 
whether they wanted to get vaccinated.

The results further showed that individuals with AD were less 
certain about their beliefs, especially regarding the COVID-19 
vaccination. We assume that patients with AD have developed 
greater insecurity about potential threats based on their existing 
chronic mental disease, which could also lead to more self-care or 
a more ambivalent/incongruent attitude according to the stress-
vulnerability model. Other possible reasons for our results might 
be mistrust, misinformation, and heightened fear, which has been 
shown to relate to vaccination hesitancy in individuals with mental 
illness (Payberah et al., 2022; Peritogiannis et al., 2022). The finding 
that individuals with a psychiatric disorder show less certainty 
about what they believe has also been observed in our first 
credition study in a sample of bipolar disorder (Tietz et al., 2022).

Independently from diagnosis, lower levels of certainty were 
also observed in vaccinated compared to non-vaccinated 
individuals. We  assume that someone who is not vaccinated 
decides so with greater conviction (than someone who is 
vaccinated), and very strong negative emotions go along with it as 
supported by our findings. This goes in line with results by de 
Vries et al. (2022) demonstrating that individuals with vaccine 
hesitancy were less convinced.

of the emotional and rational advantages of COVID-19 
vaccination and expressed more negative feelings about it. 
However, underlying reasons for non-vaccinations, including 
beliefs, have to be explored in samples with larger sample sizes.

This study has the following limitations. One problem of 
online studies is the sampling bias, such that only data from 
individuals who were motivated to participate in the survey were 
collected. This explains why most participants were vaccinated at 
least once and the group of unvaccinated was rather small. As 
vaccination rate in Austria was 70% at this time, there was a higher 
likelihood to recruit vaccinated people in a random sample 
(Epidemiologisches Meldesystem, 2022a). Thus, the cell sizes 
between vaccinated and unvaccinated individuals were too small 
to perform further statistical calculations, e.g., a 2 × 2 design with 
group and vaccination status would have been desirable. In 
addition, the diagnoses of AD were self-reported, but several 
control items were included. Moreover, instead of believing 
processes themselves, only verbal expressions could be examined. 
Believing processes might have been influenced by the subjects’ 
introspective ability, which was not measured in the study. 
Furthermore, qualitative data had to be reduced by transforming 

FIGURE 2

Flow chart of the participant selection.

FIGURE 3

Emotion wheel used to select the emotion while believing.
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into positive, negative, and indifferent. It should also be noted that 
information may have been lost because of translation.

In conclusion, people with AD were more uncertain and 
experienced fewer positive emotions when thinking about their 
beliefs in the COVID-19 vaccination than HC. However, as both 
groups did not differ in vaccination rate, sociopolitical circumstances 
were presumably more influential in the decision to get vaccinated. 
Unvaccinated people were more likely to display negative emotions 
and narratives accompanied by high levels of certainty while 
believing in their motives for not getting vaccinated, but not when 
believing in the coronavirus in general; however, the cases of 
unvaccinated individuals were too small to draw final conclusions.
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Introduction

Models of dysfunctional beliefs and belief systems have a long tradition in psychiatry

and psychotherapy and have been used to explain and help treat various psychiatric

disorders. In this article, we focus on the role of beliefs and belief updating in

psychotic disorders, but also discuss how these phenomena extend into the normal

and various other patient populations. In addition, we review insights from the field

of “computational psychiatry,” an area of research that uses mathematical models to

describe andmechanistically explain how beliefs are formed, maintained or changed over

time. We close by describing how cognitive behavioral therapy (CBT) uses the notion of

beliefs to help treat psychiatric disorders and how an integration with “computational

psychiatry” and digital phenotyping may help to provide new perspectives.

How beliefs can help to explain psychiatric
disorders

Having beliefs about oneself and states of the world is indispensable for human life,

because they allow us to constrain behavior even when we are faced with incomplete

sensory information about the environment (Seitz, 2022). Here, beliefs can be defined

as relatively stable accounts of what a subject holds to be true and anticipates to happen

in the future, even though this typically takes the form of a probabilistic representation,

because we can bemore or less sure about something. These probabilistic representations

are typically formed below awareness, but they powerfully influence emotions and

actions in often predictable or sometimes even inflexible ways. Also, people tend to trust

their beliefs and may even do so in the presence of conflicting evidence (Fletcher and

Frith, 2009). In extreme cases, persons may even hold “fixed beliefs that are not amenable

to change in light of conflicting evidence.” Such beliefs according to the Diagnostic and

Statistical Manual of Mental Disorders, Fifth Edition (DSM-V) are characteristic of what

in psychiatric terms would be described as a delusion. Delusions, in turn, are a common
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feature of schizophrenia and other so-called psychotic disorders

that can cause a person to lose touch with reality.

Research has investigated whether these so-called positive

symptoms in schizophrenia are related to abnormal perception

and/or abnormal beliefs. Both appear to be relevant, but

according to a seminal review by Fletcher and Frith (2009)

can be traced back to the same underlying core abnormality,

i.e, a disturbance in error-dependent updating of inferences

and beliefs about the world, which can be conceptualized

as a disturbed hierarchical Bayesian framework. In such a

framework–as introduced above–a belief is the subjective

probability that some proposition about the world is true. This

probability is continually updated in light of new incoming

sensory evidence. Abnormal belief formation occurs when

beliefs are not updated appropriately on the basis of new

evidence (Hemsley and Garety, 1986). In line with these ideas,

it has repeatedly been shown that persons with a diagnosis

of schizophrenia show the tendency to jump to conclusions

and to developed fixed beliefs more easily even in remission

and when tasks are presented unrelated to delusional themes

(e.g., Moritz and Woodward, 2005; Moritz et al., 2007). In the

presence of psychotic-like experiences, persons seek less advice

when making decisions (Scheunemann et al., 2021) and persons

with a diagnosis of a psychotic disorder thought that a multitude

of different interpretations of a given situation was plausible

even when provided scarce or implausible explanations (Moritz

and Woodward, 2004). Participants with psychotic disorder

have also demonstrated both higher levels of certainty and

a higher error rate in two studies on source attribution and

the degree of subjective certainty for this judgement (Moritz

and Woodward, 2002; Moritz et al., 2003). Furthermore, a

bias against disconfirmatory evidence has been demonstrated

repeatedly as an additional potential mechanism for the

development and persistence of delusional ideation (Moritz and

Woodward, 2006; Woodward et al., 2006a,b, 2008; Veckenstedt

et al., 2011).

Beliefs seen through the lens of
computational psychiatry

The new burgeoning field of “computational psychiatry”

seeks to complement traditional, symptom-based diagnostic

schemes in psychiatry with mathematical modeling in order

to infer on the mechanisms which generate observed behavior

and brain activity in psychiatric patients (Stephan and

Mathys, 2014). Next to this theory- and mechanism-driven

interpretation of computational psychiatry, another important

trend has been to use so-called big data approaches and

interrogate them in a pure data-drivenmanner by usingmachine

learning algorithms (Huys et al., 2016). To address the topic

of belief formation and updating in psychiatric conditions the

theory-driven approach appears to be particularly well-suited,

because it involves using mathematical models that formally

describe the cognitive processes, including beliefs and their

probabilities, that underlie observable behavior. To this end,

a wide variety of models can be used, but two have found

particularly widespread application: models of reinforcement

learning and Bayesian inference. The latter approach has even

give rise to the notion that the human brain can be described as

a “Bayesian brain” that constructs and continuously updates a

generative model of its sensory inputs (Knill and Pouget, 2004;

Friston, 2010).

According to this approach, behavioral and neuroimaging

studies are conducted that, for instance, use probabilistic

learning tasks that ask study participants to learn from different

types of information. In one such study conducted in our

lab, we used a task that required learning about the winning

probabilities of two cards and about the probability of a

face giving the player advice by shifting gaze toward one of

the two cards (Henco et al., 2020). Importantly, we did not

explicitly tell participants to learn about the social information.

The two types of information (non-social and social) were

varied independently of each other during the course of the

experiment, thereby constituting a volatile context, in which

study participants with three major and severe psychiatric

disorders were investigated: major depression (MDD; n= 29),

schizophrenia (SCZ; n= 31) and borderline personality disorder

(BPD; n = 31). In addition a group of participants was

investigated without a history of a psychiatric disorder (n =

34). In other words, the study investigated whether volatility

and probability learning is equally affected when inferring on

the hidden states of non-social and social outcomes across

the three different patient groups. We used the so-called

hierarchical Gaussian filter (HGF; Mathys et al., 2011) to obtain

a profile of each participant’s particular way of updating beliefs

when receiving social and non-social information while making

decisions and selecting one of the cards on each trial. The HGF

is a generic hierarchical Bayesian inference model for volatile

environments with parameters that reflect individual variations

in cognitive style. We went beyond other recent computational

psychiatry studies using the HGF by using two parallel HGF

hierarchies for social and non-social aspects of the environment.

Our modeling framework was, thus, specifically designed to

quantify the relative weight participants afforded their beliefs

about the predictive value of social compared to non-social

information. We found that patients with SCZ and BPD showed

significantly poorer overall performance compared to healthy

participants and patients with MDD, which raises the question

which mechanisms underlie these patterns of behavior. Here,

mathematical modeling allowed insights into how beliefs are

updated and how these beliefs are translated into decisions:

Results demonstrated revealed that SCZ and BPD patients both

weighted their social-domain predictions more strongly than

healthy study participants and patients MDD (Figure 1). This

explains the lower performance of BPD and SCZ patients.
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FIGURE 1

(Taken from: Henco et al., 2020). (A) Patients with borderline personality disorder (BPD) and schizophrenia (SCZ) gave social information more

weight compared to healthy controls (HC) and patients with major depressive disorder (MDD). Boxes mark 95% confidence intervals and vertical

lines standard deviations. (B) Simulations demonstrate the impact of varying weighting factor on combined belief. (B) shows that the combined

belief of agents with high zeta values is aligned with the social input structure (blue dots) whereas these agents show a stochastic belief

structure with regard to the non-social input structure (green dots) in (C). Conversely, agents with low zeta values show a belief structure more

closely aligned with the non-social input structure and a stochastic belief structure with regard to the social input as shown in (B).

Their stronger reliance on social cues was detrimental because

the social cue was more volatile than the non-social one.

The commonality of over-weighting social-domain predictions

in SCZ and BPD patients suggests itself as the decision-

making aspect of a general interpersonal hypersensitivity in both

conditions. This is also reflected in excessive, albeit inaccurate,

mental state attributions (also described as hypermentalizing)

that are often observed in patients with BPD and SCZ.

Hypermentalizing is also a possible explanation for the

findings by Seow and Gillan (2020), who used similar modeling

to show that healthy participants at the high end of the

paranoia spectrum used similar weighting of social information

irrespective of whether incorrect advice was framed to be

intentional or not, while low-paranoia participants reduced

their social weighting when negative advice was cued to be

intentional. This indicates that dysfunctional belief systems

also play a role in the normal population and may present

a dimensional continuum, on which different individuals can

be placed. Interestingly, environmental changes also seem to

affect belief systems and belief updating: Research by Suthaharan

et al. (2021) has demonstrated that the initial phase of the

COVID pandemic in 2020 increased individuals’ paranoia and

made their belief updating more erratic. This was examined by

combining self-rated paranoia scores and computerized social

and non-social belief updating tasks. Here, it was found that

the increase in self-rated paranoia was less pronounced in

US states that enforced a more proactive lockdown and more

pronounced at reopening in states that mandatedmask-wearing.

Computational modeling revealed that certain types of behavior

(win-switch) and volatility priors tracked these changes in self-

reported paranoia with policy.

Taken together, computational psychiatry provides

important new tools to investigate the mechanisms that underlie

cognition and behavior. By doing so, computational psychiatry

aims at establishing a new andmathematically formalized way of

assessing beliefs, how they change over time and how they relate

to subjective experience and observable behavior. This powerful

approach also holds great potential for the investigation of

the neurophysiology related to psychiatric conditions and

may inform differential diagnosis and subgroup detection in

accordance with what has been described as personalized or

precision psychiatry (Stephan and Mathys, 2014; Friston et al.,

2017). In addition, it has more recently been suggested that

computational psychiatry could also play an important role in

elucidating the computational mechanisms of cognitive and

behavioral psychotherapeutic interventions, which often aim at

changing a person’s beliefs in order to alleviate symptoms and

treat psychiatric conditions (Moutoussis et al., 2018; Nair et al.,

2020; Smith et al., 2021).

Discussion and outlook: How beliefs
(and changing them) can help to
treat psychiatric disorders

The cognitive turn of what at the time was still described

as “behavioral therapy” consisted in introducing the idea that

beliefs play an important role in mediating between so-called
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“activating events” and “emotional consequences” (Ellis, 1958).

In addition, the notion of “cognitive distortions” was introduced

to indicate that beliefs can be unhelpful of even distorted (Beck,

1963). Such unhelpful beliefs can lead to negative emotions and

maladaptive actions, thereby forming what has become known

as a cognitive triangle (belief–affect–behavior). Reviewing the

complete history of what is today referred to as “cognitive

behavioral therapy” (CBT) and studies to investigate its effects

and underlying mechanisms clearly is beyond the scope of this

article. But it is safe to say that a large and increasing body

of literature indicates that CBT techniques such as disputation

of beliefs and cognitive restructuring are efficient and allow to

target the general and specific belief systems that are deemed

relevant for different psychiatric conditions. With regard to

psychotic disorders, in particular, it has been demonstrated that

meta-cognitive training (MCT) is a novel cognitive approach

geared toward the treatment of positive symptoms in psychosis,

but also other clinical conditions. MCT tries to help individuals

experiencing psychosis to become more aware of the beliefs

involved in their illness and to counteract the biased beliefs

and assumptions that may predispose an individual to develop

delusions (see Moritz et al., 2022 for a recent overview).

Importantly, MCT typically takes place in a group setting, which

allows for social interaction and exchange between different

persons with the aim to reflect upon experiences and thoughts

from different perspectives and consider information provided

by others. In fact, the social interactions between groupmembers

are seen as a crucial aspect and key to the learning process.

Consistent with this, it is well-known that the social

interaction between patient and therapist and the so-

called therapeutic relationship plays a fundamental role in

contributing to the success of psychotherapy (Leahy, 2008).

In this regard, the concept of a so-called “complementary

therapeutic relationship” has been proposed (Caspar et al.,

2005), which suggests that therapists are “supposed to offer

each patient an individually custom tailored relationship

that suits his or her important goals.” In other words, the

therapist should adjust to the interactional profile and needs

of the patient in order to contribute to and allow for a smooth

and harmonious interaction, which lays the foundation for a

helpful therapeutic relationship by promoting the development

of trust. This also resonates with findings from non-clinical

populations, where it has been demonstrated that the degree of

interpersonal similarity is closely related to relationship quality

(Bolis et al., 2021). In other words, how well/little people match

interpersonally is important for the success of social interaction

and communication, both in a non-clinical and a clinical

context. This has been described as the “social interaction

mismatch hypothesis” and can help to guide studies in social

neuroscience toward the investigation of cross-brain processes

(see Redcay and Schilbach, 2019 for a review). In a therapeutic

context it is often a requirement that the therapist adjusts to

the interactional needs of the patient to create a therapeutic

relationship that later on can also be used to initiate change and

to help the patient make so-called corrective experiences that

challenge one’s fears or expectations.

In addition, it can be argued that “disorders of social

interaction” represent a defining feature of psychiatric disorders

(Schilbach, 2016) and that addressing social interaction

difficulties as a transdiagnostic phenomenon constitutes an

important therapeutic goal (Schilbach et al., 2022).

With regard to the dyadic micro-processes relevant for the

establishment of a helpful, motivating and trusting therapeutic

relationship, it has been demonstrated that engaging in joint

attention and sharing experiences with another person–even

outside a therapeutic context – recruits reward-related neuro-

circuitry, which can be interpreted in terms of an intrinsic

motivation for social connection (Schilbach et al., 2010; Pfeiffer

et al., 2014). Moreover, results from a wide range of studies

demonstrate that non-verbal synchrony in dyadic interactions

plays an important role to create rapport and may act as a “social

glue” that binds persons together (Schilbach et al., 2008; Neufeld

et al., 2016; for a review see Schilbach, 2015). Consistent with

these ideas, results from a study by Ramseyer and Tschacher

(2011) have shown that differences in synchrony at the level

of nonverbal behavior are linked to relationship quality and

therapy outcome (see also Koole and Tschacher, 2016 for

a review). In this regard, the advent of novel technologies

and methodologies now allows for a more fine-grained and

quantitative analysis of interpersonal behavior during dyadic

social interactions (Lahnakoski et al., 2020). Here, it has been

found that it is not only synchrony that matters, but that

aspects of interpersonal orienting and distance also predict the

subjective quality of social interactions. Combining these new

methods with computational modeling and other approaches

from computational psychiatry promises to provide completely

new insights into the mechanisms of social interaction and

into how beliefs are (sometimes) shared across different brains

(Henco and Schilbach, 2021). Furthermore, it appears feasible

to investigate how differences in nonverbal synchrony during

a social interaction may influence beliefs a person holds. Here,

the dynamics of a social interaction could help to consolidate

or change previously acquired social beliefs by providing a

form of social feedback and validation. In combination with

experimental tasks that record psychophysiology from two

interacting persons, these developments could help to increase

our understanding of how to improve the relationship quality

and efficacy of psychotherapeutic interventions in the future

(Bolis et al., 2017).

In summary, beliefs play a prominent role in our daily lives

and help us to successfully navigate the environment and social

interactions by providing probabilistic estimates of what we can

hold to be true. But beliefs can also lead us astray and cause

intense suffering as evident in psychotic disorders, but also a

wide range of other psychiatric conditions. Fortunately, beliefs–

in many, if not all instances–are subject to change or can be
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recognized as just that, beliefs. Consequently, we may even show

adaptive behavior in the presence of unhelpful beliefs and can

make new experiences - often during social interactions - that

may help us to leave certain beliefs behind.
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Introduction

Where do our preferences come from? Traditional neurocognitive models of

value-based choice view decision-making as a serial process in which stable preferences

are the basis of subsequent choices (Dolan andDayan, 2013). An alteration of preferences

is only expected if new (external) information about choice alternatives becomes available

(e.g., through the consumption of a good). Accordingly, in a supermarket we assign

values to items based on our stable preferences and choose the item we assigned the

highest value to. After we tasted our selection, we can adjust our preferences for that

item based on this recent experience. However, one highly debated question over the

past decade has been whether preferences can change endogenously, that is, in the

absence of any additional external information about the choice options, and merely

as a function of our past choice history. Specifically, a growing body of studies found

that when individuals must make binary choices between items they initially indicated to

prefer equally well, their preferences for the chosen option increases and decreases for the

rejected option. This empirical observation is now commonly referred to as the choice-

induced preference change effect (reviewed by Izuma and Murayama, 2013; Enisman

et al., 2021).

Prominent explanations of the choice-induced preference change effect are based

on (Festinger, 1957) theory of cognitive dissonance, which proposes that discrepancies

between actions and preferences cause psychological discomfort. Preferences are then

adjusted after a hard decision has been made to reduce the dissonance between initial

preference and the decision outcome (reviewed by Harmon-Jones et al., 2015). This

explanation is in line with neuroimaging studies, which suggested that at the time of re-

evaluation, after dissonance between preferences and choices is detected by the anterior

cingulate cortex (ACC; van et al., 2009; Kitayama et al., 2013), the dorsolateral prefrontal

cortex (dlPFC) triggers changes in the neural representation of value (Izuma et al., 2010,

2015; Mengarelli et al., 2015) in the ventromedial PFC (vmPFC) or ventral striatum (vStr;

Izuma et al., 2010; Chammat et al., 2017). However, what happens in situations when we

equally prefer two choice alternatives and therefore existing preferences are not sufficient

to differentiate among them? In other words, how do we solve hard decisions?
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An alternative possibility is that preferences are adjusted

much earlier, that is, while a hard decision is being made,

when the value differential of the options is not sufficient to

choose among them. As such, preference adjustments might

constitute a necessary adaptive (online) mechanism to deal

with hard choices, as opposed to a post-decisional process for

eliminating cognitive dissonance (Izuma et al., 2010, 2015). This

new hypothesis, however, remains largely untested as existing

functional neuroimaging studies focused entirely on the neural

mechanisms of preference change during re-evaluation (Izuma

et al., 2010; Chammat et al., 2017). Studying decisions among

equally preferred items, however, holds key in understanding

how our preferences are dynamically constructed based on the

choice context.

Our recent neuroimaging study is the first to study

preferences changes during hard decisions and provides

evidence for this alternative theory of choice-induced preference

changes (Voigt et al., 2019). Preference changes were predicted

from activity in left dorsolateral prefrontal cortex and precuneus

while making hard decisions. Fixation durations during

this phase predicted both choice outcomes and subsequent

preference changes. These preference adjustments became

behaviorally relevant only for choices that were remembered

and were in turn associated with hippocampus activity.

These findings suggest that preferences evolve dynamically as

decisions arise, potentially as a mechanism to prevent stalemate

situations in underdetermined decision scenarios. Based on

this recent evidence from neuroimaging I propose a novel

neural framework of choice-induced preference changes, which

is described in the following.

An integrative neural model
underlying endogenous preference
formation during hard decisions

In the next section i will integrate recent empirical evidence

that supports an alternative model of choice-induced preference

effects. This tentative, integrative neural process model describes

endogenous preference formation during hard decisions in four

processing steps: (1) value computation (2) conflict detection,

(2) value updating, (3) value-based decision, (4) updated value

representation (Figure 1).

(1) Value computation: The first process involves the

computation of value for both choice alternatives. This

computation facilitates a comparative process, allowing the

decision maker to identify and pursue the option with greatest

expected value (Samuelson, xbib1938). Value computation is

further essential in triggering the preparation of upcoming

motor responses: to make appropriate decisions, these values

must be reliable predictors of the benefits that are likely to

result from each action. There is converging evidence that value

computation is predominantly associated with prefrontal areas,

such as the vmPFC (Kable and Glimcher, 2007; Chib et al.,

2009; Bartra et al., 2013), dlPFC (Hare et al., 2009; Sokol-

Hessner et al., 2013), but also the vStr (Bartra et al., 2013). The

vmPFC in particular has been shown to compute value as a

‘common currency’ (Chib et al., 2009) and its activity is related

to upcoming computations of motor choice responses (Rudorf

and Hare, 2014).

(2) Conflict detection: If the result of value computation is

that the value differential between both items is not sufficient

to distinguish between the choice items, and therefore, no

motor preparations can be triggered, a moment of indecision

or decision conflict occurs. If no decision conflict is detected,

that is, the value differential is sufficient to discriminate among

the options (e.g., during easy decisions), then the system can

compute a decision value and continues with the value-based

choice (as described in the fourth step of this model). Behavioral

evidence suggests that preference changes do not occur for

easy choices, but only for hard decisions and individuals take

significantly longer to solve hard over easy decisions (Voigt

et al., 2019). Neuroimaging studies revealed that hard decisions,

compared to easy decisions, were associated with dACC activity

(Kitayama et al., 2013; Voigt et al., 2019). Previous studies linked

activity in the dACC to decision conflicts (Kitayama et al., 2013;

Shenhav et al., 2013; Shenhav and Buckner, 2014).

3) Value updating: Fixation duration plays a causal role in

value-guided choice (e.g., Shimojo et al., 2003; Glaholt et al.,

2009). Krajbich et al. (2010) showed that the fixation duration

for an item mirrors the evidence accumulation process for

an decision outcome. Eye-tracking data during the process of

making hard decisions revealed that the total and first fixation

duration for of an item was predictive of its choice and,

importantly, its subsequent change in value (when controlling

for choice) (Voigt et al., 2019). The latter finding gives reason

to assume that fixations contribute to the construction process

of new preference values prior to the choice. In the light of

these and our findings, the proposed preference formation

model implies that in underdetermined decision scenarios, the

decision system extracts new information in the moment of

choice via fixation on a particular item in order to construct new

preferences guiding upcoming choices. This in turnmight reflect

an adaptive mechanism to solve hard decisions.

Activity in the dlPFC and precuneus was linked with online,

trial-by-trial updates of preferences during hard choices (Voigt

et al., 2019). The left dlPFC was previously shown to be involved

in the implementation of preference change after the difficult

choice was made (Izuma et al., 2010; Harmon-Jones et al., 2015;

Mengarelli et al., 2015). Both the dlPFC and precuneus have

been previously associated with dissociable roles in working

memory (Brodt et al., 2016), shifts of spatial attention (Yan

et al., 2016) and value reconstruction (Harris et al., 2011).

Specifically, the precuneus was shown to be involved in the early

bottom-up selection of spatial attention, whereby the dlPFC was

associated with later top-down selection of spatial attention. As
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FIGURE 1

Integrative neural model underlying endogenous preference formation. Left Panel: The underlying cognitive mechanisms of choice-induced

preference change e�ects can be described into four main processing steps: (1) value computation (orange) (2) conflict detection (red), (2) value

updating and (3) value-based decision (green), (4) updated value representation (blue). Right Panel: Neural regions and networks associated with

the cognitive processing steps of choice-induced preference change e�ects. Colors of cognitive processes match the neural correlates as

depicted in the neural processes. Hipp, Hippocampus; Prec, Precuneus; dACC, dorsal anterior cingulate cortex; vmPFC, ventromedial prefrontal

cortex; dlPFC, dorsolateral prefrontal cortex.

fixations were shown to play a role in preference reconstruction

it is reasonable to assume that initially the precuneus, which

has rich connections to the superior colliculus administering

eye-movements (Yeterian and Pandya, 1998), allocates spatial

attention to the salient stimulus (i.e., bottom up) and forwards

this information to the dlPFC. Previous studies showed that the

dlPFC ‘holds’ choice-relevant information in working memory

(Brodt et al., 2016) in order to guide performances toward

targets. This temporal dynamic value representation evolving

from posterior to prefrontal regions was demonstrated in other

studies (Harris et al., 2011). These findings suggest that initial

bottom-up shifts in spatial attention are explained by in-

decisional precuneus activity controlling the reconstruction of

new value information, which is forwarded to the dlPFC. This

representation is then stored into working memory assisting the

individual tomaximally discriminate between the choice options

and implementing the choice.

(4) Value-based decision: Based on the rapid fixation-

guided computation of a new value signal, which might be

subserved by a network subtending the precuneus and dlPFC,

the decision system is now able to compute a decision variable

as the value differential among the alternatives is now sufficient

to distinguish between them. This means, the decision scenario

now has transferred from a hard to a (relatively) easy one.

The computation of decision value has been associated with

dlPFC activity, which is connected to premotor areas conducting

the actual motor choice (Miller and Cohen, 2001). Further,

transient disruption of human dlPFC induced by theta-burst

transcranial magnetic stimulation has been shown to interfere

with forward planning and flexible, outcome-specific decision

behavior (Smittenaar et al., 2013). This functionality of dlPFC

activity might also explain why previous research investigating

choice-induced preference change effects found the involvement

of the dlPFC at the stage of re-evaluation (e.g., Izuma et al., 2010,

2015). In themodel, this might simply reflect the computation of

an upcoming value-based choice, but not necessarily the update

of value itself as it was previously proposed.

(5) Updated value representation: Although preference

changes were updated during hard choices, behavioral

evidence indicates that only choice outcomes that are explicitly

remembered were encoded as preference changes long-term

(i.e., at re-evaluation); choice outcomes that were forgotten

or guessed did not trigger long-lasting preference changes

(Salti et al., 2014; Chammat et al., 2017; Voigt et al., 2019).
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Neuroimaging studies showed that this memory-dependent

choice-induced preference change effect is associated with

left hippocampus activity (Chammat et al., 2017; Voigt et al.,

2019). The hippocampus plays a key role in long-term and it

has strong reciprocal anatomical connections with the vmPFC

(Weilbächer and Gluth, 2017), supporting its role in long-term

representations of endogenous preference changes.

Conclusion

This opinion paper presented empirical findings that

support the notion that our preferences evolve endogenously

during the process of making decisions between equally

preferred items. In those situations of indecision, the

information gathered via fixation toward an item seems

critical to reconstruct upcoming value-based decisions.

This online mechanism of fixation-driven preference

formation might be depended on the idiosyncrasy of an

underlying prefrontal-parietal brain network. Such rapid

changes in preferences prior to the initial undetermined

decision, could constitute an adaptive mechanism enabling

the individual to act. These in-decisional changes in

preferences become behaviorally manifested when choice

outcomes were explicitly remembered and encoded by

episodic memory regions. Overall, these findings suggest a

potential rethinking of the very notion of preferences and

value-based choice. Further, they suggest a shift away from

previous explanations of endogenous preference formation.

Rather these findings suggest that seemingly self-determined,

subjective cognitive concepts, such as our preferences,

might be emergent consequences from the particulars of

the decision scenario itself and brain networks underlying

value-based decisions.
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INTRODUCTION

Many decisions are guided by expectations about their outcomes. For instance, we may decide to
visit a restaurant because we anticipate the food to be outstanding. How these expectations are
represented in the brain, and how they allow us to make adaptive choices are important questions
for understanding the neural basis of behavior.

Work across species has revealed brain areas that signal expected rewards (Haber and Knutson,
2010; Kahnt, 2018). This work typically focuses on neural correlates of the value of choice
options (Padoa-Schioppa, 2011), that is, how desirable an option is. Activity in many brain
areas, including the striatum, ventromedial prefrontal cortex and orbitofrontal cortex (OFC), is
correlated with expected value. However, expected outcomes are more than their value—they have
a specific identity. Even though we may equally desire pizza funghi and spaghetti arrabiata, they
are not the same, and representing expectations about the identity of outcomes is important for
adaptive decision-making.

In this opinion, I will summarize recent work from my lab that has shown how the lateral
OFC represents expectations about specific outcomes, how these expectations are learned, and
how they can be used for adaptive decision-making. Finally, I will summarize evidence that
disrupting activity in OFC networks that represent specific outcome expectations impairs adaptive
behavior. Together, these findings support the view that the OFC contributes to expectation-guided
decision-making by enabling us to simulate the consequences of our choices.

NEURAL REPRESENTATIONS OF OUTCOME EXPECTATIONS

Recent studies have shown that the OFC represents not only expectations about the value of
future outcomes but also their identity (Howard and Kahnt, 2021). For instance, in one study, we
used food odors as specific rewards and selected one sweet and one savory odor for each subject
that were matched in rated pleasantness (i.e., value) (Howard et al., 2015). We then lowered the
concentration of the food odors to create a set of low-intensity odors, which were rated as less
pleasant than the high-intensity odors. The four food odors were then paired with different visual
stimuli, such that each odor was reliably predicted by a different symbol. Finally, subjects were
presented with these symbols while undergoing functional magnetic resonance imaging (fMRI).
Multi-voxel pattern analysis (Kahnt, 2018) to the fMRI responses evoked by the symbols revealed
that activity patterns in the lateral OFC, anterior cingulate cortex, and hippocampus differentiated
between the two expected food odors, whereas activity patterns in the medial OFC represented the
value of the odors, independent of their identity. These findings are in line with other work from
our lab (Howard and Kahnt, 2017) as well as with studies showing that activity patterns in the lateral
OFC represent values that are tied to specific reward categories, whereas activity in the medial OFC
is independent of reward category (Mcnamee et al., 2013).
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LEARNING OF OUTCOME EXPECTATIONS

Outcome expectations are based on associations between
predictive stimuli and rewards, and these associations need to
be learned and updated through experience. Work in non-
human primates has shown that dopamine neurons in the
midbrain contribute to learning the value of rewards by signaling
reward prediction errors, or the difference between received
and expected rewards (Schultz et al., 1997). We hypothesized
that midbrain activity encodes a similar signal for identity
prediction errors, which may be used for learning reward
identity expectations.

In one experiment, hungry subjects were presented with
visual symbols that predicted one of two preference-matched
food odors (e.g., strawberry or potato chips) in either low
or high intensity (Howard and Kahnt, 2018). As in previous
studies, subjects reported a higher preference for the high-
intensity odors, but there was no preference difference between
the sweet and savory food odors. After a number of trials of
receiving the predicted odor, either the identity (e.g., subjects
expected strawberry but received equally-preferred potato chips)
or the intensity (e.g., subjects expected potato chips in low
intensity but received the preferred high-intensity odor) of the
odor was unexpectedly changed. fMRI activity in the midbrain
showed signatures of value-based prediction errors, increasing
when subjects received the more preferred high-intensity odor
after expecting the less preferred low-intensity odor. However,
activity in the samemidbrain region also increased when subjects
received strawberry after expecting potato chips, in line with the
signaling of value-neutral identity prediction errors. Importantly,
value- and identity-based prediction errors were found in the
same part of the midbrain and were correlated, suggesting that
they may originate from the same neural population. Similar
findings have been observed in a study that recorded activity
from dopamine neurons in rats (Takahashi et al., 2017), as
well as in other human imaging studies (Boorman et al., 2016;
Schwartenbeck et al., 2016; Suarez et al., 2019).

A question that follows is whether midbrain identity
prediction errors actively shape identity learning in downstream
areas, or whether they merely act as a permissive gating (i.e.,
salience) signal to direct attention and boost learning (Bromberg-
Martin et al., 2010). We addressed this question, reasoning
that if identity prediction errors conveyed salience information
without providing specific information, there should be no
difference between the midbrain response to reward B when A
was predicted and themidbrain response to reward Awhen Bwas
predicted. In contrast, if identity prediction errors actively shape
learning in downstream targets, they should contain specific
information such that midbrain responses differ between these
two cases. In line with the latter idea, we found that midbrain
fMRI patterns in humans and dopamine ensemble responses in
rats contain information about the specific identity of the error
(Stalnaker et al., 2019), suggesting they could directly update
identity expectations in downstream areas, such as OFC.

Indeed, we found that the magnitude of identity prediction
error response in the midbrain was correlated with how much
identity expectations in the lateral OFC changed after an

identity error (Howard and Kahnt, 2018). This suggests that
identity expectations in the lateral OFC are updated through
a mechanism that involves identity prediction errors in the
dopaminergic midbrain.

USING EXPECTATIONS FOR INFERENCE

In many cases, we can learn the expected value of choice options
through direct experience. For instance, we can learn the value of
an item on a restaurant menu by ordering it. However, for many
other decisions in life, we simply have not had the opportunity
to directly learn values in this way. This especially applies to
decisions that are less frequently or only indirectly experienced,
like deciding to try out a new restaurant or whether to visit a
new country. Also, the values we have learned from previous
decisions may have changed since we last made that choice,
and using these old values would lead to maladaptive decisions.
In these situations, value expectations need to be computed by
mentally simulating or inferring the value of the option based
on incomplete information. Specific outcome expectations allow
us to do this because they are part of a model of the relevant
environment which we can use to simulate the consequences of
our actions.

Such simulations can be studied in the devaluation task. In
a typical experiment, subjects first learn to associate different
sensory cues with different foods, e.g., M&Ms and peanuts
(Rudebeck et al., 2013; Murray et al., 2015; Reber et al., 2017).
After one of the rewards is devalued by feeding the food to satiety,
subjects can make choices between the sensory cues. To access
the current value of the choice option, subjects must simulate
what outcome they will receive by making a particular choice and
infer its current value. This allows them to avoid selecting the
cue that predicts the devalued outcome. In contrast, if they use
the previously learned value, they will make choices that result in
both the valued and the devalued outcome.

We have used transcranial magnetic stimulation (TMS) to test
whether outcome identity expectations represented in the lateral
OFC are necessary for adaptive responding in the devaluation
task (Howard et al., 2020). Hungry participants first learned
associations between visual symbols and sweet or savory food
odors and were then allowed to make choices between these
symbols. Stimulation coordinates in the lateral PFC were selected
for each participant based on resting-state fMRI connectivity
with lateral OFC. After a session of continuous theta burst
stimulation (cTBS), which has inhibitory after-effects lasting for
50–60min (Huang et al., 2005), or sham stimulation, subjects
ate a meal that was matched to either the sweet or the savory
food odor. After this devaluation procedure, subjects could
again make choices between the cues. Targeting the lateral OFC
with cTBS had profound effects on subjects’ choices after the
meal. Whereas, subjects in the sham group adaptively stopped
selecting symbols that predicted the devalued odor, subjects
in the cTBS group continued to select these stimuli. This
shows that OFC activity is required for using specific outcome
expectations for making inferences about the current value of
choice options.
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A different type of inference can be probed in the sensory
preconditioning task (Brogden, 1939; Hoffeld et al., 1960). In this
task, subjects first learn associations between sensory stimuli A
and B, and C and D (A → B, C → D). Then, the second cue of
each pair (B and D) is paired with either a reward or no reward
(B → reward, D → no reward). Finally, responses to all stimuli
(A, B, C, and D) are probed. Humans and other animals show
stronger responding to stimulus A compared to stimulus C in
this final test (Sadacca et al., 2016; Sharpe et al., 2017; Wang et al.,
2020b). This pattern of responding is compatible with the idea
that subjects mentally step through the associations A → B and
B→ reward to infer that A→ reward.

Activity in the OFC correlates with learning of the stimulus-
stimulus associations during the initial learning phase (Sadacca
et al., 2018; Wang et al., 2020b), suggesting that the OFC
represents the associative structure of the task. In other words,
stimulus-stimulus associations appear to be represented in the
same way as associations between a sensory stimulus and a food
reward. Moreover, OFC is critical for using these associations to
perform mental simulations. Pharmacological inactivation of the
lateral OFC in rats (Jones et al., 2012) as well as cTBS targeting
the lateral OFC network in humans before the final phase of
the sensory preconditioning task impairs responding to cue A,
without affecting responding to cue B (for which subjects had
directly learned the stimulus-outcome associations) (Wang et al.,
2020a). Thus, just like neural representations of specific outcome
expectations, representations of stimulus-stimulus associations
in the lateral OFC network are critical for making mental
simulations required for adaptive decision-making.

DISCUSSION

The work described above outlines the neural mechanisms
underlying expectation-guided decision-making. In brief, the
OFC represents expectations about specific outcomes, and these
expectations are learned through an error-based mechanism
that involves the dopaminergic midbrain. The same networks
that represent outcome expectations also represent expectations
about future events, even if they do not possess any value. Of note,
while we often make decisions between options with outcomes
that belong to very different categories, our experiments used

outcomes from the same reward category (i.e., food). This
can be considered a stronger test of the outcome-specific
coding hypothesis, because differences in neural responses to
different reward categories may not only reflect outcome-specific
coding but also different preparatory or consummatory reward
responses. Thus, results from within category experiments are
likely to generalize to across category settings. Indeed, previous
work on neural representations of different reward categories
has revealed comparable findings (Levy and Glimcher, 2011;
Mcnamee et al., 2013; Gross et al., 2014).

Neural representations of specific outcomes enable us to
perform mental simulations that are required for adaptive
behavior in novel situations or when the value of an outcome
has changed since we last made that decision. In other words,
these representations allow us to flexibly assign value or meaning
to expected outcomes in order to guide our decisions. Together,
the findings discussed here are compatible with the view that the
OFC network contributes to decision-making by representing a
model of the environment, which enables us to make flexible
inferences about the outcomes of our decisions.
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Introduction

In society there is this widely common assumption, that engineers when developing

a mechatronic product only make quantifiable and rational decisions. There are many

details which lead to a successful product development, but the most important factor

considering all aspects is sound decision-making. Eriksson even suggested, that product

development can be viewed as a decision production system (Eriksson, 2009). Based on

many failed engineering projects, the assumption that engineers mostly make rational

decisions must be questioned. How to support decision-making is therefore a central

topic in product development. In this paper the so called SMH Approach (S: system-

thinking, M: model based, H: human factor) (Kranabitl et al., 2021) is presented. This

short paper does not claim to address all relevant aspects of this far-reaching Research

Topic in detail but aims to give an overview of the core steps which improve the decision-

making capabilities of engineers based on amethodological concept in order tomaximize

the chances of success for product development. To better understand the human factor,

creditions are integrated as a so far neglected human capacity which is rooted in brain

function (Angel and Seitz, 2016).

In literature, many approaches exist, that have the purpose to support decision-

makers. Many of them are summarized under the term “decision support systems,”

defined by Little as model-based set of procedures for processing data and judgments

to assist a manager in his decision-making (Little, 2004).

When developing a powertrain, a usual method which is applied after the design

phase is the FMEA (failure mode and effect analysis). In this method, engineers from

different disciplines (mechanical, electric/electronics, and software) work together to

define and assess possible weak spots of the design. Engineers have to define possible

failures and rate them on a scale from one to ten in three categories (severity, occurrence,

and detection). This is considered one of the key methods in product development since

design changes and expensive verification activities are based on the outcome of this

method. The comparison of powertrain projects showed, that engineers made different

assessment to similar failure modes on different occasions. Therefore, to propose a

concept for decision support, one has to consider human aspects of decision-making

processes. Kahneman (2003) distinguishes between two thinking systems. First, he

describes system 1 that summarizes intuitive thinking which is fast, automatic, effortless,

emotional and implicit. Secondly, he describes system 2 thinking, that is seen as slower
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but conscious, effortful, explicit, and logical way of thinking.

In an ideal approach the decision-maker should rely on

system 2 thinking, while considering that system 1 thinking

happens unconsciously and can only be influenced by knowing

the circumstances of the decision, such as the situation, the

emotions regarding the subjects etc.

An approach to support decisions therefore has to consider

the following aspects:

- Structured illustration of the decision context and possible

affected aspects.

- Traceability of the information that is the base for the decision

to be made.

- Emphasize the impact of the human factor on the

decision output.

The developed decision-support concept, the so-called SMH

approach (Kranabitl et al., 2021), considers these aspects and

reflects them in its methodical steps.

The SMH approach

The situation for companies in the automotive domain

is defined by vast competition, cost pressure, legislative

regulations, the emergence of new technologies, and changing

customer expectations. In consequence, the future of companies

in this industry heavily depends on making the right decisions

in both a technical and strategic sense. To deepen the

understanding of the presented theory in this paper, an example

will be discussed with every step of the SMH approach. On what

powertrain variant a company should focus on and consequently

invest R&D budget over the next years to maintain profitable

on a very competitive market is discussed. A wrong decision

on questions like this, could cost companies large amounts of

market share and therefore have to be considered very thorough.

Figure 1 shows the decision situation with options to choose

from (powertrain variants), the three steps of the SMH approach

(which are discussed in detail in the next subsections) and the

option chosen based on the evaluation of the SMH approach.

Systems thinking to define decision
context

To define the context of a decision, including the situation

it is made within, the stakeholders of the decision as well as the

influences on society environment and more, systems thinking

is necessary. As a key principle of systems engineering, systems

thinking is a philosophy and state of mind to think beyond

the system under development (Haberfellner et al., 2015). The

decision on which powertrain to invest R&D resources isn’t only

a technical question. Political decisions, customer perception,

environmental situations, infrastructure development andmany

more aspect also play a role in whether the developed product

will be a success on the market or not. Therefore, the aim of

this first step of the SMH approach is to widen the view of

the decision maker in order to consider all relevant aspects for

this decision.

To visualize the results of this first step, a semantic network

including various aspects that are linked to this decision is

considered. A semantic network basically consists of nodes

(objects) and links (relations) between them (Bajzek et al.,

2021). This developed network can be reused and adapted in

future projects and illustrates the considered aspects of possible

implications of a decision.

Information base in form of models

As described in the first step, a decision-making process

takes several aspects into account. To describe these different

aspects, many models are required. In this second step of

the approach, these models are collected, adapted, generated.

Models in this matter reach from a technical model like a

structural or functional model of a subsystem of the powertrain

to models which aim to represent the preferences of future

customer or political situations. Of course, models of future

customer or political situations can only be modeled with a high

degree of uncertainty. Yet these models are of high importance.

Models with high and known uncertainty (the decision-maker

should be aware of the model accuracy) should be embedded

into the model landscape and updated when necessary instead of

being not considered due to lack of significance. If a model with

high uncertainty turns out to be wrong after some time, it needs

to be updated and the changes to the whole decision situation

have to be evaluated.

In the SMH approach all models are structured with the

concept of a three-dimensional model cube to maintain an

overview. This cube represents the sum of the consideredmodels

and structures these models in three dimensions: discipline,

technical domain and level (Hick et al., 2019).

Consideration of the human factor

Influences on decision can be understood by considering the

way human brains work (Hammond et al., 2015). In literature,

some of these influences are summarized in decision traps and

biases by scientists such as Hammond et al. (2015), Korhonen

and Wallenius (2020), or Kahneman et al. (2021).

The SMH approach includes human influences on a decision

by forcing its applicant to consider decision traps and credition

aspects (Hick et al., 2021). While the human influences are not

yet quantified in the SMH approach, it provides a framework

for decision-makers to consider the anchoring trap, status-

quo trap, sunk cost trap, confirming evidence trap, simplicity
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FIGURE 1

Generic illustration of the SMH approach to support decision-making in the context of powertrain development, inspired by Kranabitl et al.

(2021).

trap and credition aspects in a structured way. As discussed

in step two, models which have a low level of accuracy due

to high uncertainty need to be interpreted as such by the

decision maker. Considering the confirming evidence bias for

this matter, a model which is of low accuracy but confirms

the decision-makers initial believe, may be not considered as

the vague information it represents but as way more accurate.

Misjudgments due to flaws in human judgement like these are

a threat to good decision-making and need to be reduced by

following a proven process. This process can consist of a few

simple questions which force the decision-maker to question if

the derived belief is influenced by one of those biases. It can

also dictate different people who have to confirm those beliefs in

order to continue. The C-E-C (cognitions, emotions, creditions)

triangle by Angel which states that forming a belief or believing

is not possible without an associated emotion and cognition,
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forms the basis for the considered aspects in this step (Angel,

2017).

Discussion

This short article does not aim to explain all steps of the

SMH approach in detail but give an overview of core tasks and

objectives. Further research is required to develop concepts and

eventually applicable methods for persons in charge that have

to make decisions. The chosen example of a powertrain variant

selection illustrates that such a decision has many possible

implications on the company, the society and the environmental

system. A decision that appears to be solely of technical nature at

first sight, such as the described example, has huge impact on the

company’s future economic success which leads to investment

in research for new technologies or more employees. This

directly influences society by providing work for people and by

taxes as a result of sales and profits. Furthermore, the decision

for a technology affects the environment because of required

resources, CO2 equivalent emissions, and many more aspects.

The SMH approach is a concept to support responsible

persons in taking decisions with a technical context. As this

approach is more described on sja theoretical basis, future work

regarding its implementation has tomake sure that the following

prerequisite are considered and fulfilled:

- Quantified parameters based on the models and the semantic

network to better illustrate the possible options.

- Implementation in form of a method that is simplified to a

certain extent, to ensure quick application also for decision-

makers that are non-researchers in decision-making theory.

- Providing traceability of taken decisions and the information

they are based on.

The SMH approach describes steps to extensively prepare

the base or input for a decision by analyzing the situation,

by relying on models as main source of information, and by

considering the human factors in decision-making. It does

not describe how the ideal trade-off between several factors is

identified, such as in classical multicriteria decision models. The

decision-maker is still challenged to draw conclusions out of

the developed decision input in form of the semantic network

and models. In the future this approach has to be enhanced

and implemented as an IT solution to provide benefits for

decision-makers in the sense of an expert system (Butler et al.,

1997).

A further interesting addition to the proposed approach is to

consider uncertainties in a quantified way and to apply statistics

(Pfeifer and Lüthi, 1987). Especially for models which describe

a future aspect, such as a model that describes the customer

behavior when using the vehicle, a degree of uncertainty has to

be considered. E.g., the customer might use the car in 10 years as

a shared vehicle with other people rather than using it alone for

weekend trips.
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Understanding artificial intelligence (AI) and belief formation have interesting bidirectional
synergies. From explaining the logical derivation of beliefs and their internal consistency,
to giving a quantitative account of mightiness, AI still has plenty of unexploited
metaphors that can illuminate belief formation. In addition, acknowledging that AI should
integrate itself with our belief processes (mainly, the capacity to reflect, rationalize, and
communicate that is allowed by semantic coding) makes it possible to focus on more
promising lines such as Interpretable Machine Learning.

Keywords: artificial intelligence, belief, machine bias, complexity, reinforcement learning

INTRODUCTION

The research program “Credition” has provided a solid framework to understand the phenomenon
of believing and belief formation.
“Credition, the processes of believing, are fundamental brain functions that enable a non-human
animal or human being to trust his/her inner probabilistic representation(s). Credition is based on
neural processes, including perception and valuation of objects and events in the physical and social
environment in secular as well as religious contexts. By predictive coding, credition guides one’s actions
and behaviors through reciprocating feedback involving learning (Angel et al., 2017).”

Artificial Intelligence (AI) can be understood as a sequence of algorithms (that is, the mechanical
application of some predefined steps) that is applied to a set of data and that generates
a probabilistic representation of these data with the aim of making predictions, inferring a
consequence or selecting the best possible option. AI can be understood as a machine that supports
the formation and valuation of beliefs in the human and can be understood metaphorically as a
belief-machine itself.

Artificial intelligence encompasses techniques such as clustering or pattern recognition.
However, this paper focuses primarily on Reinforcement Learning (RL), where intelligent agents
take actions in an environment to maximize a reward and punish mistakes. In RL, there are
steps that are metaphorically described as perception (collecting new data), decision (selecting
the optimal action), valuation (evaluating the outcome of a decision), or learning (the successive
improvements in valuation obtained through repeated cycles of decision and valuation). For
instance, a RL system could learn to play chess through cycles of selecting a move and valuing
the possible positions.

For this reason, it is extremely interesting to examine AI from the lens of the credition process:
understanding how AI works can give us insights to inform our hypothesis about the workings
of credition. In parallel, acknowledging that AI should support belief formation helps to design it
better and make this support as effective as possible.
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SYNERGIES FROM UNDERSTANDING
ARTIFICIAL INTELLIGENCE TO
UNDERSTANDING BELIEF FORMATION

Figure 1, taken from Seitz et al. (in press), presents a schematic
representation of how a RL process can be understood in
the context of credition, displaying the different levels of
memory that are at play (Rolls, 2000). The inner probabilistic
representation (which we refer to as “belief”) is built around
the data received (perception) and is also used to value future
actions (valuation). This representation is used to select the
preferred course of action and predict its outcome. When
new data are collected about the outcome (the prediction
error), the probabilistic representation is updated through
a new valuation in the process of RL. It is important to
note that, according to this model, the credition process
happens in a spontaneous and automatic manner, below the
level of awareness.

For instance, one particularly interesting insight from the
Creditions model and RL is the interpretation of the balance
of exploration (which, in this context, we will understand the
examination of new decisions or beliefs not tested before) vs.
exploitation (the use of the existing belief system to make
a decision in an efficient manner). This balance, which is
key to the performance of RL algorithms, can be seen as an
essential feature of belief formation and update that depends
greatly on the psychological characteristics of each individual.
In addition, In RL, each new data point is integrated into the
probabilistic representation of the world. The specific manner in
which this is done can be represented as an error minimization
strategy. This model could be tested in experimental settings
to improve our current understanding of how beliefs are
formed and updated.

In addition, there also are interesting insights outside
RL that can help us improve our understanding of the
mechanisms of credition.

Illuminating Metaphors From Artificial
Intelligence Outside Reinforcement
Learning
Reinforcement learning does not capture all the complexities
of belief formation and update. Importantly, RL takes a blind
approach to the inner probabilistic representation and does not
necessarily impose any internal consistency to beliefs. However,
we do know that new beliefs are more easily accepted when
they are consistent with prior ones (Fryer et al., 2019) or that
cognitive dissonance is an unpleasant experience (Cooper, 2007).
We also know that some beliefs are derived logically from others.
This makes it beneficial to resort also to some AI tools that
have an emphasis in this logical consistency, or on the logical
derivation of consequences. These are inference engines and
Bayesian networks.

Inference Engines and the Logical
Derivation of Belief
Inference engines are tools that apply predefined logical rules to a
knowledge database (also previously defined) to derive new facts
from already known ones. We refer the reader to Colmerauer
(1990) for a good introduction to Prolog, one of the first and
most widely used inference engines which name is derived from
the expression “Propositional Logic,” which is the basis of its first
version (Prolog I), which was later upgraded to include first-order
logic (quantification) or fuzzy logic (Zadeh, 1988) (which allows
for intermediate states between true and false). Inference engines
work in a similar manner to generic theorem provers such as the
well-known Isabelle (Paulson, 1994).

Inference engines apply the logical rules first to the
facts contained in the knowledge database to derive an
initial set of consequences. This is performed by examining
every potential pair for a possible conclusion. Then, both
the initial facts and the newly obtained consequences are
combined again to generate a second round of consequences.

FIGURE 1 | Schematic representation of a RL process in the context of credition. Source: Seitz et al. (in press), reproduced with permission.
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This process is repeated iteratively until no more new facts
can be derived.

At some level, human beings also scan new knowledge for
possible consequences using inference rules (Rodriguez et al.,
2016). We could even understand that the more iterations of the
process need to be performed in order to find a consequence,
the more obscured it will be. It should be useful to incorporate
a metaphor of the inference engine to the creditions model
to understand how logical consequences are derived from new
beliefs at the step of the inner probabilistic construction.

Bayesian Networks and the Internal
Consistency of Belief
A Bayesian Network is a probabilistic graphical model that
represents a set of variables and their conditional dependencies
via a directed acyclic graph. This means that variables are
connected always with a direction (there is one cause and
one consequence, without any possible circularity). Bayesian
networks are a very interesting tool for understanding the
contributing factor for an event. For example, it can represent the
probabilistic relationships between diseases and their symptoms,
so we could calculate the specific probabilities that an observed
symptom is due to a given disease. We refer the reader to
Chen and Pollino (2012) for a good tutorial on this topic. We
know that beliefs are not held in isolation but could rather be
understood as a network (Friedkin et al., 2016). For this reason,
including the remarkable understanding of networks and their
relationships that AI has created with Bayesian Networks can be
extremely interesting.

Complexity Theory to Understand the
Global Properties of Belief Systems
A complex system is a system composed of many elements in
interaction. We can find complex systems in contexts as different
as the global climate, social organizations or the metabolism
within a cell (Mitchell, 2009). Very importantly, the algorithms
that support the developments of AI are also complex systems.

Complex systems have distinct properties which are shared
by belief systems, which include being goal-oriented, open to
receiving information from the exterior, spontaneous order (with
hierarchies and context appearing), adaptation, being difficult
to predict, experiencing non-linear phenomena (for instance,
it is much more difficult to change a belief than to form
it). I refer the reader to my paper (Lumbreras and Oviedo,
2020) for a more detailed account of these properties and
their implications.

Understanding Mightiness in a
Quantitative Manner
In addition to its object, a belief can be characterized by
its certainty, which can be very aptly represented by the
certainty level in fuzzy logic that is embedded in Bayesian
networks. Moreover, there is also a second qualifier: mightiness,
which refers to the intensity that is attributed to this
emotion. AI can also help us to understand this mightiness
at a quantitative level. There is a property of the variables

involved in a prediction model that is called importance. The
importance of a variable is a measure of how much this
variable affects the final decision. Arguably, we feel more
intensely the beliefs that more profoundly affect our own
identity and actions.

DISCUSSION: FROM UNDERSTANDING
BELIEF TO CREATING BETTER
ARTIFICIAL INTELLIGENCE

As explained in the section “Introduction,” the synergies between
understanding AI and understanding belief are bidirectional,
so there are positive outcomes that can be expected if we
introduce what we know about belief formation into the way we
design and use AI.

There are two main issues that plague the applications of AI:
overfitting and machine bias. We need to remember that AI
extracts patterns from the data that it receives for training, so it
deeply depends on these data.

In overfitting, the data provided to the machine is not enough
to be able to generalize. Much like a student that, instead of
understanding, learns examples by heart, the algorithm fails when
a new situation is considered.

In the same way, it is possible that the data we present to
the algorithm does not represent reality fairly. For instance, it
has been well documented that some algorithms disfavor African
Americans, for instance when calculating their probability of
recidivism in crime with the objective of deciding whether
to grant them parole (Hajian et al., 2016). This was due to
the database that was used for training containing a higher
proportion of African American recidivists.

The problem with overfitting and machine bias is that they
are not easy to detect. Most applications of AI are designed as
black boxes, so we only have access to their specific predictions
for every case but not to any reasoning behind them. Without
detailed analyses, for instance, it is not possible to determine
that the prediction is based on race, age, sex, or any other
discriminatory variable. This means that when black-box AI is
used in a high-stake decision (such as granting parole), this can
have disastrous consequences.

As I have presented, black-box AI only shares predictions,
and this can have disastrous consequences in high-
stake problems. However, there is an emerging field
within AI, Interpretable ML, which does allow for the
understanding of models and their dynamics. This makes
it possible avoid the problems derived from overfitting
and machine bias (Molnar, 2020). The basic idea behind
Interpretable ML is that, for many problems, it is possible
to create AI that is so simple that can be expressed in
rules understood by a human, and yet result in accurate
predictions. These models would be the opposite to black
boxes, they are transparent decision rules that can be
understood and discussed.

For instance, Rudin (2019) developed an alternative to the
parole algorithm that was based only on prior violent crimes and
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age. This shows that it is possible to create AI that better fits
the way we form beliefs and is a more efficient support for our
decision making.

CONCLUSION

Understanding AI and understanding belief formation have
interesting bidirectional synergies. From explaining the
logical derivation of beliefs and their internal consistency,
to giving a quantitative account of mightiness, AI still
has plenty of metaphors to illuminate belief. Potentially,
these can be used to simulate belief systems and arrive to
testable predictions.

In addition, acknowledging what our belief processes have
that AI lacks (mainly, the capacity to reflect, rationalize and

communicate that is allowed by semantic coding) makes it
possible for us to focus on creating AI that can better support
decisions such as Interpretable ML.
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Belief involves the ability to think beyond what is here and now and developmental representations
in order to see and feel and know something not immediately present to the senses, and invest
in that something so that it becomes one’s reality (Fuentes, 2019). Belief involves mental activity
constituted by neural circuits in the brain (Boyer, 2003), but it is more than that. Belief involves the
human ability to draw on cognitive and social resources, histories and experiences, and combine
them with imagination to produce neurobiological, physiological, mental and social experience.
Belief is a capacity, which may include manifestations of a mental state or attitude involving the
appraisal of a proposition, but is not simply this particularly cognitively complex human ability of
perceptive and affective information processing (e.g. Seitz and Angel, 2020). Nor is belief solely a
property arising from the human capacity for extensive shared agency and shared intentionality
(e.g. Tomasello, 2019), although both of those processes form aspects of the human capacity for
belief. The capacity for belief enables the human to commit wholly and fully to an idea, a sensation,
a concept such that it structures perceptual and experiential processes. Beliefs and belief systems
permeate contemporary human neurobiologies, bodies, and ecologies, acting as dynamic agents in
evolutionary processes and playing core roles in structuring human societies and the human mind
(Stotz, 2010; Downey and Lende, 2012; Han, 2017; Fuentes, 2019; Seitz and Angel, 2020).

Belief is not an ‘emergent property’, something ephemeral floating above the material reality of
being human. It is a central component of the human experience. The ability to believe is part of
the human system similar to the way that fingers are part of our arms and hands. Fingers are core
aspects of human anatomy, modified over evolutionary time dramatically expanding our options
for interacting with the world and each other. In humans, mammalian and then primate limbs were
shaped and altered over evolutionary time so that their ends contain structures (prehensile digits
and hands with precision grips) expanding the capacities for engagement with, and manipulation
of, the world. The capacity for belief is similar: it expands human cognitive, sensory and perceptual
dynamics and is critical in the human ability to engage with and shape the world.

In an evolutionary context, beliefs provide for both novel alterations and continued coherence
in the human niche. In this brief essay I outline key elements in human evolutionary history
that facilitated the emergence of the capacity for belief and suggest that beliefs act as core niche
constructive processes in the development of the human mind.

EVOLUTIONARY CONTEXT AND HISTORY

A niche is the structural, temporal, and social dynamic in which a species exists. The niche involves
the interfaces between individuals and space, structure, climate, nutrients, and other physical and
social factors as a dynamic set of interacting processes (Wake et al., 2009). Over the last two million
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years members of the genus Homo (humans) underwent
significant changes via the emergence of a distinctively
human niche. Relative to other hominins, Homo underwent
specific morphological changes alongside significant behavioral,
ecological and cognitive shifts as they forged and were shaped
by this human niche (Fuentes, 2015; Marks, 2015; Antón and
Kuzawa, 2017; Kissel and Fuentes, 2021). During this time
core human patterns emerged including: hyper-cooperation
and complex collaboration in social interactions and material
technologies; substantially extended childhood development and
complex caretaking behavior; intricate and diverse foraging
and hunting patterns involving complex technologies, behavior
and communication; novel and dynamic material and symbolic
cultures eventually resulting in complex cognitive and material
meaning-making processes; emergence of exchange networks
and increasingly dynamic intergroup relations; and increasingly
complex communication and information sharing, eventually
resulting in language (Foley, 2016; Fuentes, 2017, 2018; Galway-
Witham et al., 2019) (Figure 1).

Across the last million years there were manymorphologically
and behaviorally diverse populations of the genus Homo
occupying and shaping the human niche, initially across Africa
and Eurasia and eventually into Australasia, the Americas and
multiple islands across the planet. The taxonomic distinctions
between these populations are far from clear. Some argue for
multiple species and others for many subspecies, with others
suggesting that it is not currently possible to determine the
correct number and types of taxa within the genus Homo
(Schwartz and Tattersall, 2015; Wood and Boyle, 2016). Given
the morphological and ecological diversity, and the multiple tool
technologies and lifeways evident across this period it is clear that
there weremany successful ways to navigate the human niche and
that they all were intricately connected to, and stemming from, an
evolving cognitive capacity setting the stage for the contemporary
human mind. Contemporary Homo sapiens are inheritors of a
diversity of biological and cultural histories facilitated by the
dynamics of the human niche (Kissel and Fuentes, 2021).

Current integrative approaches to human evolution
emphasize mutual mutability between agents, bodies, collective
action, social perceptions, and the roles of experiences, cultures
and institutions in structuring human behavior (Fuentes, 2009,
2017; Marks, 2012; Fry, 2013; Kim and Kissel, 2018; Seitz et al.,
2018; Sykes, 2020; Kissel and Fuentes, 2021; e.g. DeSilva, 2021).
Such complex and multifarious dynamics model interfaces of
ecological, behavioral, cultural and cognitive processes as core
in the human niche enabling conjectures about the processes
at play in the emergence of distinctively human cognition and
thought, a “human mind.”

In previous work (Fuentes, 2015, 2016, 2017) I’ve argued for
envisioning the human niche as encompassing individual bodies
and their evolutionary histories and the patterns and dynamics
of interactions within social groups, interactions among/between
social groups, and at the community/population levels all within
an interactive dynamic with local ecologies (see also Whiten and
Erdal, 2012; Foley, 2016). In such amodel, evolutionary processes
exert pressures at various nodes in the system and responses
to those pressures emerge at individual, group, and community

levels. The human niche is a dynamic produced by proactive
and reactive responses to social and ecological pressures and
contexts at various levels creating local and regional ecologies of
interactive material, social, cognitive, and historical aspects that
flow from one generation to the next; it creates a shared ecology
across time and space, the cultural context in which humans
evolve (Henrich, 2016; Fuentes, 2017; Laland, 2017; Boyd, 2018).
In the development of that human niche the capacity for belief
emerged as a significant component creating a dynamic suite of
affordances and constraints on human lives facilitated through
human cognition, perception, and thought. The evolution of
the human niche then, included the emergence of a shared
imagination and a suite of distinctive socio-cognitive processes
(Whiten and Erdal, 2012; Tomasello, 2014; Fuentes, 2017; Laland,
2017) and a ubiquitous semiotic ecosystem (Deacon, 2016) as
central to the context in which humans evolve.

MEANING MAKING, CULTURE, AND

CONTEMPORARY HUMAN COGNITION

The environment humans make for themselves is created
through their symbol using ability, their capacity for abstraction.
The symbols, the ideas, are created in the mind... but the human
animal learns not only to create them, but to project them
onto the external world, and there transform them into reality.
–Montagu (1965), The Human Revolution [1965:2–3]

The patterns and processes of contemporary human cognition
and culture, the human perceptual landscape and core facets of
human minds, emerged alongside the processes of toolmaking,
foraging, caretaking, the control of fire, the creation of symbolic
materials, and the ecological expansion of humans across the
planet. This ongoing dynamic, the feedback between neural
and behavioral plasticity, laid the neurobiological, social, and
ecological foundations in human populations for a particularly
complex cognition, and for belief (Deacon, 1997; Fuentes, 2019;
Tomasello, 2019; Corbey, 2020). The ratcheting up of social
and ecological complexity, combined with increased interactions
among populations of the genus Homo, particularly over the
last 200,000 to 500,000 years, created opportunities for the
connections and exchanges between groups and populations that
enabled shared beliefs, and eventually belief systems, to emerge
(Galway-Witham et al., 2019; Kissel and Fuentes, 2021). The
last few hundred thousand years offer material evidence for an
increase in, and eventual ubiquity of, meaning-making, art and
symbol in human populations (Malafouris, 2013; Deacon, 2016;
Roberts, 2016; Fuentes, 2017; Sykes, 2020). Across this process
humans developed a capacity for imagination and conceptual
innovation. These cognitive processes entailed the emergence
of two significant patterns. First, the imagining of novel items
and/or representations and either making them or altering other
things to become them. Such a capacity appears in a limited form
in other animals but becomes permanently and ubiquitously part
of the human niche by the middle to late Pleistocene. Second
and drawing on the first, over the last few hundred thousand
years of our history, as part of our intensive communicative
and semiotic capacities, humans began creating explanations of
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FIGURE 1 | A summary overview of the many key capacities, events and processes in the human niche dated to their first appearances in the fossil and archeological

record. Reproduced from Fuentes, 2018, 2019, with permission from University of Chicago Press and Yale University Press.
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widely observable phenomena such as death, the behavior of
other animals, weather, or the sun and moon. They did not,
for example, simply connect clouds, thunder, rain, and floods,
they also developed explanations for why these things happen
(Deacon, 1997, 2016; Tomasello, 2014; Henrich, 2016; Fuentes,
2017, 2018, 2019; Kissel and Fuentes, 2017). This capacity is
what Bloch (2008) refers to in arguing that over evolutionary
time humans went from socially complex transactional beings
(like most social mammals and other primates) to groups of
organisms who exist simultaneously in both transactional and
transcendent realities, and who use imagination and belief to
reshape themselves and the world around them (Fuentes, 2019).

HUMAN CULTURE/HUMAN MIND

While many organisms have cultures (Whiten, 2021), human
culture is demonstrably distinctive. Human culture affects
the way that humans do almost everything: fighting, eating,
reproducing, innovating, interacting, cooperating, perceiving,
making and using technology, expressing ourselves, experiencing
emotions, and a host of other cognitive and behavioral processes
and events. Culture makes human reason, human being, possible;
it forms the central facet of the human niche (Tomasello, 2014;
Laland, 2017). Yet individual cultures constrain as much as
they enable. Cultures shape social processes and outcomes as
well as individuals’ development. Cultural contexts, the “webs
of significance” that are symbolic meaning, are both materially
and perceptually real for the people within them and thus
structurally relevant to, and affected by, evolutionary processes
and societal processes. When something happens – an action,
observation, or experience – our cultural context helps give it
meaning, and our participation in that culture enables us to
interact with that meaning, making the engagement dynamic
and malleable. So, if culture has meaning, then the symbols,
ideals, and traditions human participate in come ready-made
with relevance and connection to our personal schemata; they
make sense to us and shape how we interact with the world.
When culture becomes a species’ capacity and necessity, as it
is for Homo sapiens, understanding the mechanisms by which
cultural processes evolved, how they function and how such
function impacts members and populations of that species
itself is of primary interest in any evolutionary narrative of
the mind.

For example, a stone tool is not relevant to human evolution
simply as the combination of a person altering and using a shaped
stone, but rather requires the fact that a person has a set of
beliefs, or concepts, of a tool to begin with. The stone object
is given shape but also a functional capacity in affecting the
world by being transformed from stone to tool, not just through
mechanical modification, but also by an understanding about
“tool” as a concept. Such assemblages of practical and conceptual
processes are a cognitive outcome of evolved capacities in the
human niche. A human with the tool concept, and beliefs
about the tools themselves, is not constrained by existing tools
or materials when novel challenges arise. Rather they can try

to innovate and find and modify a stone, or other material,
into a novel or altered tool for the job. Likewise, beliefs can
shape how social interactions and behavior impact bodies. The
contemporary belief of an infant as a fragile (or not) body affects
adult handling of infants in ways that influence the maturation
processes in a child’s motor system, leading to differences in the
attainment of landmark events inmotor development by working
through parental behavior on developmental pathways (Hopkins
and Westra, 1990). On a broader populational scale, a shared
cultural belief in monotheism can affect social organization and
has significant impacts on human reproduction, phenotype, or
functioning. It can be linked, for example, to entrenched social
inequality such that it makes hierarchy and differential resource
distribution more likely to occur, and it increases the likelihood
of large state formation or endurance (see Norenzayan, 2013;
Henrich, 2020).

Cultural beliefs are important because they fundamentally and
reliably change humans’ relationships to our environments, the
resources at our disposal (e.g., tools, senses, communication),
and the conditions of our maturation (the developmental niche),
which can have both intra- and intergenerational impact (Seitz
et al., 2018; Fuentes, 2019). They are a fundamental part of
the niche into which humans born and through which they
will interact with the world and other people. Rather than
rehashing either side of well-worn debates about the relative
importance or contribution of biological and cultural processes, it
is evident that the human experience is composed of interacting,
co-determining elements of both. And that this process
evolved as a central component of the human niche. Human
neuroanatomy makes experience material—neural systems adapt
through long-term refinement and remodeling, which leads
to learning, memory, maturation, which structure perception
and affect the creation of beliefs. Through systematic change
in the nervous system, and immersion in cultural contexts,
humans learn to orchestrate themselves. Cultural concepts
and meanings become anatomy (Downey and Lende, 2012).
Beliefs infuse human minds, bodies, and ecologies, creating
dynamic perceptual and interpretative assemblages that can
act either as robust ‘enculturalizing’ forces in human social
systems/socioecologies (our cultures) or disrupt them, facilitating
new and/or modified dynamics in perceptual and cultural
processes. Therefore belief, and its related cognitive processes and
their evolutionary history, matters in assessing human behavior
and experience; belief shapes the human mind, past, present,
and future.
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INTRODUCTION

This paper focuses on abstract concepts like “fantasy,” “self-determination,” and belief. Proficiently
mastering abstract concepts and the words expressing them is a complex ability at the core of
human cognition. Notably, we distinguish between “abstraction,” i.e., the process leading to the
formation of categories and order them hierarchically, and the related but independent notion
of “abstractness,” a characteristic of abstract concepts (Borghi, 2022). Scholars have a growing
consensus that abstract concepts evoke sensorimotor experiences, although they are more detached
from them than concrete concepts. Specifically, feature production tasks showed that, with abstract
concepts, participants produce sensorimotor and interoceptive properties (Harpaintner et al., 2018;
Banks et al., 2021). Rating tasks showed that participants judged that sensorimotor features and
effectors such as the mouth and hand are involved in abstract concepts (Ghio et al., 2013; Villani
et al., 2019). Finally, brain imaging evidence reveals that sensorimotor brain areas are recruited
during abstract concept processing (Sakreida et al., 2013; Kiefer and Harpaintner, 2020). Typically,
abstract concepts do not refer to single objects or entities but rather to situations, events, and
feelings. Compared to concrete concepts, they evoke more interoceptive, inner bodily experiences
and are more variable across individuals, languages, and cultures. Notably, concrete and abstract
concepts are not dichotomously opposed; we can distinguish concrete and abstract categories into
subkinds. Within concrete categories, the most widely investigated include artifacts, natural objects
(Humphreys and Forde, 2001), and food (Rumiati and Foroni, 2016). As to abstract concepts,
various sub-kinds exist too, like emotional (Ponari et al., 2018), numerical (Fischer and Shaki,
2018), social (Mellem et al., 2016), and Theory of Mind concepts (Desai et al., 2018; review: Conca
et al., 2021). For each of these conceptual kinds, different dimensions—sensorimotor, interoceptive,
linguistic, social—might be varyingly relevant in a flexible and contextual-dependent way (Borghi,
2022). For example, emotional concepts rely more on interoceptive experience (Connell et al.,
2018; Villani et al., 2021b) and institutional concepts on linguistic and social ones, but expertise
modulates the relevance of these dimensions (Villani et al., 2021a).

ABSTRACT CONCEPTS AND BELIEF

Belief During Abstract Concepts Acquisition and Use
Why might research on abstract concepts be relevant to literature on beliefs? We contend
that it is significant for various reasons. First, because of the mechanism underlying abstract
concepts’ processing, which entails forming relevant beliefs on the conceptual content and
the status of our own knowledge. Literature on categorization reveals that children and
adults form relevant beliefs on categories, fostered by language generics (e.g., “sharks attack
swimmers”: Gelman et al., 2010; Gelman and Roberts, 2017). We propose that such beliefs
are particularly relevant for forming and using abstract concepts. In our view, being more
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complex than concrete concepts, abstract ones involve a
monitoring process (Borghi et al., 2019; Borghi, 2022);
individuals assess the reliability of their knowledge. If we
define beliefs as meaningful probabilistic representation (Seitz
et al., 2018), then during conceptual processing, we would form a
belief, which might not be explicit, about the conceptual content
and the level and status of our knowledge of a given domain.
While the outcome of this monitoring process is typically
successful with concrete concepts, this is often not the case
with abstract ones. We continuously seek evidence to confirm
(and eventually confute) our beliefs, the character of which is
dynamic and changeable. Because abstract concepts are complex
and indeterminate in meaning, the beliefs concerning their
content might be easily disconfirmed and require updating.
Consistently, we typically feel more uncertain of our knowledge
and understanding of abstract than concrete concepts. As recent
evidence suggests, this feeling of uncertainty and low confidence
can sometimes become explicit. A rating study demonstrated that
people are less confident with abstract than concrete concepts
(Mazzuca et al., 2022). Curiously, participants were not only less
confident in their own knowledge, but they were also less trustful
about experts’ knowledge of the same domains.

We posit that a second mechanism showcasing the
relationship between abstract concepts and beliefs enters
into play when the monitoring process fails. We have called
social metacognition (Borghi et al., 2018) the process occurring
when we fail to find responses in ourselves and resort to others
(Shea, 2018). Consistent evidence shows that participants
performing an image-word guessing task tend to ask more for
advice from others with abstract compared to concrete words;
when performing a subsequent joint action task they show more
inter-individual synchrony (Fini et al., 2021a). Furthermore,
much evidence showed higher activation of the mouth motor
system during abstract than concrete concepts acquisition and
processing (review: Mazzuca et al., 2021; see also Ghio et al.,
2013; Dreyer and Pulvermüller, 2018; Fini et al., 2021b; Reggin
et al., 2021). One possible explanation for this activation is that
we might prepare to ask others for information. When uncertain
about word meaning, we might appeal to others.

We propose that this process might occur explicitly because
we think that others might contribute to our knowledge, or it
might be simply an automatic tendency. We might resort to
others for various reasons. First, we might need them as experts
who explain a concept or help us grasp it more in-depth. Forming
beliefs about the authority and expertise of various people might
help us select our possible interlocutor. Second, we might appeal
to others because we struggle to understand their understanding
of a concept or beliefs about its conceptual content. To illustrate,
we might attempt to understand our interlocutor’s notion of
“freedom” to maximize the conversation’s quality and mutual
understanding. Notably, in some cases, peoplemight violate these
maxims and deliberately misinterpret others, especially when
their ideological positions differ from their interlocutor’s. Finally,
we might rely on others because abstract concepts, having a
less determined meaning, are more contestable than concrete
concepts (Mazzuca and Santarelli, 2022). So, we might feel
the need to negotiate their meaning with others. For example,

imagine two scientists defining the notion of “belief.” In this case,
the two scientists will compare their beliefs on the notion to reach
a consensus. Importantly, people might adopt different strategies
to evaluate a source as reliable. For example, many people
might consider a source reliable if the source agrees with them
and unreliable in the opposite case. However, developmental
literature on testimony reveals that, even if children tend to
favor informants of their ingroup, they revoke their trust in
familiar teachers if aware that they receive inaccurate information
and select informants who do not flaunt confidence (Kominsky
et al., 2016). Reliance on others is clearly more complex when
the novel information pertains to issues that are the object of
different ideologies.

Similarly, recent findings show that people are more uncertain
about abstract concepts and tend to revolve more toward others.
For instance, in a recent study, participants had to imagine
a dialogue with an acknowledgment; they were prompted by
a sentence including different kinds of abstract and concrete
concepts (e.g., “I thought about destiny” vs. “I saw a lion”)
and had to write a possible response. With abstract concepts,
and particularly with the more abstract among them, i.e.,
philosophical-religious concepts, participants asked more “why”
and “how” questions—as opposed to “what” and “where”
questions. In addition, they were keener to relaunch the
conversation instead of closing it (e.g., “Explain me better”) and
used more words signaling uncertainty (e.g., “mmm”) (Villani
et al., 2022). This might be because the indeterminate character
of the former might leave more space for the conversation
to grow and for the exposition and possible alignment of
idiosyncratic beliefs to emerge. Finally, Fini et al. (in preparation)
found that during a virtual conversation, the psychological
closeness between the interlocutors increased as a function of
the importance attributed to the other’s contribution to the
dialogue. The other’s contribution was especially relevant when
the conversational topic was abstract. Conversing about an
abstract topic might foster the creation of common beliefs; these
processes of intellectual agreement might boost the overlapping
between self-other representations.

To sum up, the study of abstract concepts might be significant
for research on belief because during the use of abstract more
than concrete concepts, we form a belief in the reliability and
solidity of our knowledge, and because we seek to understand
more the beliefs of others in given domains (see Figure 1—An
example of the mechanisms described: the abstract concept “Self-
determination”).

The abstract concept of belief: There is another, probably
more straightforward way studies on abstract concepts are
relevant to the literature on beliefs. The notion of belief
is inherently abstract, and those that are commonly called
conceptual beliefs (Seitz and Angel, 2020) represent a sub-
kind of abstract concepts. Research on abstract concepts can
contribute to understanding how laypeople conceptualize the
notion of belief. Notably, however, what people think about
beliefs and how they actually use them are not necessarily
strictly interrelated. In a study targeting 425 Italian abstract
concepts, Villani et al. (2019) asked participants to evaluate
them according to various dimensions, including imageability,
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FIGURE 1 | The process of social metacognition.

contextual availability, activation of the five senses, interoception,
metacognition, and sociality. A Principal Component Analysis
revealed these concepts were characterized by three main
dimensions (i.e., sensorimotor aspects, inner grounding, and
abstractness∼concreteness), and four distinct clusters were
identified. Among these, one cluster is predominantly composed
of the more abstract among abstract concepts, which are more
detached from sensorimotor and inner bodily experiences.
We called these Philosophical-Spiritual abstract concepts.
Notably, this cluster encompasses several mental states concepts,
including “belief,” together with concepts like “religion,” and
“faith.” Further information on how belief is conceptualized
comes from research on the neural underpinnings of
concepts; for example, evidence shows that the brain
representation of Theory of Mind concepts, like “belief,” partially
overlaps with the regions engaged by moral and emotional
concepts (Desai et al., 2018).

CONCLUSION

To conclude, in this paper, we identified two main reasons
why investigating abstract concepts can be useful for research
on beliefs. First, we suggested that the mechanisms underlying
abstract concepts processing and use involve multiple forms of
beliefs. This is evident in the assessment of the solidity of our
knowledge and the knowledge of our interlocutors. Second, we
proposed that studies on abstract concepts can provide insights

into how we represent the notion of belief in our brain and mind.
We hope that future research will produce exciting new findings
in this novel area.
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The processes of believing integrate external perceptual information from

the environment with internal emotional states and prior experience to

generate probabilistic neural representations of events, i.e., beliefs. As

these neural representations manifest mostly below the level of a person’s

conscious awareness, they may inadvertently affect the spontaneous person’s

bodily expressions and prospective behavior. By yet to be understood

mechanisms people can become aware of these representations and

reflect upon them. Typically, people can communicate the content of

their beliefs as personal statements and can summarize the narratives of

others to themselves or to other people. Here, we describe that social

interactions may benefit from the consistency between a person’s bodily

expressions and verbal statements because the person appears authentic

and ultimately trustworthy. The transmission of narratives can thus lay

the groundwork for social cooperation within and between groups and,

ultimately, between communities and nations. Conversely, a discrepancy

between bodily expressions and narratives may cause distrust in the

addressee(s) and eventually may destroy social bonds.

KEYWORDS

belief, trust, narratives, rituals, preferences, valuation, credition

Introduction

Believing conveys personal meanings that are constructed by means of perceptual and
evaluative processes (Coltheart et al., 2011; Seitz et al., 2017). Believing processes also
include predictive coding, which influences peoples’ behavior as they make decisions.
Whereas in philosophy beliefs are thought to be consciously held propositions (Stanford
Encyclopedia), the concept of credition posits that beliefs are based on believing processes
that are mostly nonconscious but that may become conscious when a person is believing
(Angel et al., 2017). Accordingly, at the neuropsychological level believing can be
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considered as a higher-order, integrative brain function similar
to cognition and emotion (Angel et al., 2017; Angel, 2021).
Notably, behavioral studies have revealed that the formation
and updating of beliefs occur at a pre-linguistic level in
non-human primates (Maravita and Iriki, 2004). However,
humans can become aware of their beliefs and express their
content and strength verbally (Oakley and Halligan, 2017; Seitz
and Angel, 2020). Consequently, beliefs can be expected to
play an important role in both verbal and non-verbal social
interactions.

The findings and argument of this article lead to a
novel perspective of the role of believing and beliefs in the
shared realities of cultural dynamics that is underrepresented
in recent literature (Kashima et al., 2018). They also raise
the intriguing question of how communicating personal
statements touches upon the as-yet not well-understood role
of conscious awareness of belief contents in transmitting
them from one person to other people. In order to explore
these and related issues, let us begin with a look at the
relationship between information processing and the formation
and articulation of beliefs, trusting them, the human capacity
to be conscious, and other aspects of human engagement
that are rooted in credition–processes of believing. We will
then be prepared to conceptualize the role of perceptual
information processing, emotional valuation, and their appraisal
in believing and decision making. Our discussion then shifts
to examining the impact of believing on the generation of
bodily expressions and verbal statements—which may be either
intended or involuntary but are nevertheless interrelated in
social communication. We conclude by describing these aspects
of believing processes in relation to the dynamic evolution of
social collaborations in ethnic groups, which may also apply to
cultures and worldviews.

Belief formation, trust, and
awareness

Information processing

Living beings process a great deal of information about
physical objects in their environment. Importantly, at the
neurophysiological level, they process this information very
rapidly. This speed of transmission is part of what enabled
them to evolve. In the same manner, they also rapidly
process information about events, which are things perceived
by an observer as a change in the environment with a
beginning and an end (Zacks and Tversky, 2001; Asprem
and Taves, 2021). The information about objects and events
has to be weighed as beneficial or aversive, and must
allow a person to react both fast and appropriately. When
positive emotions are involved, affirmative beliefs become
manifest; this is in contrast to when negative emotions are

involved, which render objects and events as threatening,
irritating, or disgusting (Seitz et al., 2018). Such processes,
which involve the complex interaction of the perception
of objects and assessing their positive or negative value
and emotional tone, are intimate to meaning-making and
remaking (Paloutzian and Mukai, 2017). They constitute
the fundamental ground of the processes of believing at
the neuropsychological level, and they extrapolate to the
psychological, social, and cultural levels as well, with increasing
complexity at each step. Therefore, across levels of analysis, a
belief is a meaning that has been made and stored in memory
(Seitz et al., 2022).

In addition to the pre-linguistic type of belief formation
and updating as noted above, humans also process verbal
information. From birth onwards, verbal information is
provided by caregivers, and later with increasing age by many
other people. Also, verbal information is often presented
in a ritual fashion through nursery rhymes, songs, fairy
tales, and stories. Such narratives are spoken or written
accounts of events that are connected and loaded with
positive emotions. Often, such narratives can function as
the basis for the intuitive generation of conceptual beliefs
about a personal self, a family, a social group, and a
community, as well as place, time, morals, justice, and
many other aspects of social life (Belzen, 2010a,b; Zaidel,
2019). From an evolutionary perspective, it is interesting
that ritual activities and play behavior have a number of
features in common and are widespread in non-human animals
(Mori, 2020).

Repetition and trusting

People typically believe that what they have perceived is
accurate and true; they intuitively trust their perceptions,
because they are processed easily and concerning the
environment typically are true (Brashier and Marsh, 2020).
However, if the events are below 200 ms, and, therefore, cannot
be stored in memory correctly, claims about the perception
are typically not accurate (Bear et al., 2017). Thus, there is
a close relationship between believing and trust. Trust has
been defined in different fields of study—personality theory,
sociology, economics, social psychology—and summarized
as an individual’s belief and willingness to act (Lewicki and
Tomlinson, 2014). As such, trust comprises a number of
social-cognitive dimensions such as competence, integrity,
predictability, compassion, compatibility, etc. (Kappmeier,
2016). For example, it has recently been shown that repetitive
stimulation induces people to trust their perceptions, which can
lead to an illusory truth-effect (Fazio and Sherry, 2020). These
findings suggest that, although someone may believe one or
another element of environmental information, it may require
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a number of converging observations before a person trusts a
situation or another person.

Awareness

The processes of believing occur so rapidly that information
perceived from the environment is integrated with internal
emotional loadings prior to conscious awareness (Wegner, 2003;
Seitz et al., 2009; Park and Tallon-Baudry, 2014). The speed
of this integration is similar to that of the generation of a
simple motor action; for example, as when the flexing of an
index finger is initiated below conscious awareness (Libet, 1985;
Hallett, 2016). In a similar way, when developing expectations
and preferences humans typically rely on relatively stable
conceptual beliefs without being aware of them (Williams,
2020). This finding supports the notion that understanding how
unconscious knowledge works is fundamental to understanding
human thought processes and mentation more generally
(Augusto, 2010).

Even so, the content of thoughts and beliefs may enter
conscious awareness and allow an individual to give a verbal
account of what he or she believes (Oakley and Halligan,
2017). The neural processes underlying belief formation and
updating have been shown to demand a phylogenetic expansion
of brain functions that enable people to make verbal statements
that begin with “I believe . . .” (Seitz and Angel, 2020). The
ability to express what one believes has been hypothesized to
be the prerequisite for auto-reflexive as well as interpersonal
belief evaluation (Langdon and Coltheart, 2000; Seitz, 2022).
However, most behavior is not pre-thought or generated by
“reason”. But as soon as someone becomes aware of an intended
action, the person is capable of voluntarily modulating the
behavior up to a certain point, as has been shown experimentally
(Filipović et al., 2000). This capability is reflected in the common
German expression “sich beherrschen” (keep calm). It means
that a person who might spontaneously act with high internal
drive in a possibly exaggerated manner has a limited time
window in which to calm down and voluntarily suppress aversive
acts, so that the behavior turns out to be appropriate for
the circumstance. The need for humans and other animals to
modulate their actions so that they are consistent with the norms
and values of the individual’s social network requires that a
valuative process be part of the processes of believing.

Valuation of information

Probabilistic

When humans interact with objects or other people, they
intuitively develop an affective attitude that reflects the putative
beneficial or aversive impact of the encounter (Seitz et al., 2009;

FIGURE 1

The neural processes underlying believing below and above a
person’s conscious awareness. The processes on the left evolve
fast, within the range of milliseconds in cortico-subcortical
brain structures, allowing for the formation and updating of
beliefs and corresponding action generation. Perception pertains
to environmental information, whereas valuation mediates the
emotional valence. These processes can be the object of
empirical neuroscience research. The neural processes on
the right occur in the realm of conscious awareness and
capitalize on verbalized information which can become the
object of a person’s reflection or appraisal. Note that the
participation in rituals provides an immediate emotional loading
to such stereotypic events that are instructed by corresponding
narratives. These putative processes have stimulated epistemic
theories in the humanities since antiquity.

Prochnow et al., 2013). The resulting probabilistic perceptive-
emotional accounts are the basis for the person’s predictions
of future events as well asfor context-related adaption of his
or her behavior (Figure 1). Accordingly, the emotional valence
renders the perceived object or event personally relevant, and
shapes what a person intuitively uses for behavioral control.
The neural representation that provides this tight neural link
between the information that has been perceived and the
prediction that determines the selection of a subsequent action
has a probabilistic character and, thus, may be considered a
consequence of believing processes, i.e., a belief (Seitz et al.,
2018). Similarly, narratives about how an individual comes to
belong to or be part of a certain group—such as a family, ethnic
tribe, or regionally defined group—exert a strong influence when
they are presented in ritual acts. And because of their strong
affective components, rituals stabilize social behavior within and
across generations—a phenomenon that has also been described
in non-human animals.

Speed and affect

In addition to its probabilistic nature, emotionally-laden
information may be differentially detected as, e.g., when its
speed is in the range of milliseconds (below human conscious
awareness). For example, people could not detect fearful-looking
faces when they were flashed for 33 ms, but they did detect the
faces when presented for 67 ms (Pessoa et al., 2006). Also, in
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a backward masking task, the occipitotemporal N170 electrical
potential was enhanced when people observed facial expressions
that were categorized as emotional, which suggests that their
brains were processing information from the faces without
conscious awareness (Smith, 2012). In another study of how long
it takes for someone to detect a fearful face when presented
subliminally and supraliminally, it was found that detecting
a fearful face occurred at approximately 260–300 ms after
presentation (Pegna et al., 2008). This finding corresponds to the
notion that perceptual awareness emerges at about 200 ms, with
modality-specific negative changes in the brain at 120–200 ms
and a later modality-independent positive potential at about
300 ms (Koivisto and Revonsuo, 2010; Marti and Dehaene, 2017;
Dembski et al., 2021). The amygdala seems to be of critical
importance for this to occur since it is said to coordinate the
activity of cortical networks during the early evaluation of the
biological significance of affective visual stimuli (Pessoa and
Adolphs, 2010). The activity of the amygdala has also been found
to be modulated in people who had to look at photos with stimuli
placed to the left or right of pictures that depicted emotionally
loaded fearful human faces (Straube et al., 2010; Kim et al., 2016).
These data suggest that under certain conditions, subconscious
processing of inferences may overcome the threshold of
awareness, e.g., when there are temporally extended or repetitive
observations. In fact, there is evidence that low-level inferences
may occur fast and below conscious awareness, whereas high
level conscious inferences integrate information across different
sensory modalities and larger spatial scales and, therefore, take
more time (Olcese et al., 2018).

Emotions shape what a person remembers because
emotional cues play a fundamental role in gating relevant
information and suppressing non-relevant information. For
example, positively valenced stimuli improve prospective
memory performance such that events with a strong emotional
loading can be retrieved from memory more vividly than
neutral events (Hostler et al., 2018; Kensinger and Ford,
2020). In addition, in empirical studies with more than
20,000 individuals, it was found that attitudes based on
emotions were relatively fixed and decayed less over time if the
emotions were positive (Rocklage and Luttrell, 2021). Thus, the
emotional loading of the inherently ambiguous information
about objects and events enhances the probability of its encoding
as a personal imagination in memory.

Fluidity

Nevertheless, owing to their probabilistic nature, beliefs are
fluid and can be updated upon new evidence depending on the
subjective weighing of the previous or new information (Angel
and Seitz, 2017; Seitz et al., 2018; Kube and Rozenkrantz, 2021).
Even positive perceptions can turn into negative perceptions.
An example is the change of attitude towards wetness of the

skin. Thermoregulatory behavior is known to depend both
on peripheral sensors that communicate their information to
the brain, as well as on temperature sensing within the brain
(Tan and Knight, 2018). Specifically, individuals were found to
perceive warm-wet and neutral-wet stimuli as significantly less
wet than cold-wet stimuli on their skin, although the stimuli had
the same moisture content (Filingeri et al., 2014). Likewise, on a
hot summer day, very wet skin due to a lot of perspiration can
cause someone to feel uncomfortable and possibly some disgust,
whereas similarly wet skin as the result of a cool bath may be
perceived as joyful and refreshing. Yet, on the evening of such a
summer day, a bath of similar temperature may be experienced
as unpleasant and to be avoided, very much similar to a bath
on a cold and overcast day. These examples are consistent with
the observation that attitudes, preferences, and values are not
absolute. Rather, their coding of valence seems to follow a
relative scale (Vlaev et al., 2011; Pischedda et al., 2020).

Evolving of valuation

Early age

Before children begin to speak and learn words for
the objects and events around them, they learn to interact
nonverbally with other people. They learn to recognize
emotional facial expressions and communicative gestures. Thus,
children learn to make sense of communicative acts and
nonverbal gestures from first-hand observation (Harris et al.,
2018). In addition, they imitate the motor acts they observe
and learn that they get praise for doing this well (Piaget,
1978). In doing so, they learn to associate their own facial
expressions with their emotional feelings. Evidence for this is
illustrated by a field experiment in which it was found that
young people who reported more intense experiences of fear and
happiness were more accurate in recognizing facial expressions
of fear and happiness by the early age of 5 years (Buchanan
et al., 2010). Children have also been reported to understand
the content of other minds through social and communicative
interactions with others, which requires that they compare
their own perspective to that of others (Tomasello, 2018).
As children learn to acquire such information, which comes
from multimodal external sources, they apparently reason about
how trustworthy the information they are receiving is (Harris
et al., 2018). Children thereby develop a sense of trust in their
representations of their environment, of which two important
aspects are a sense of authorship and causal inference.

Inferences and conceptual beliefs

It has been shown that humans track the likelihood that
their inferences are correct such that probabilistic learning and
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estimating confidence in what has been learned are intimately
related (Meyniel et al., 2015). Although confidence increases
with the number of observations, children have been found
to be prone to set aside their own prior convictions and
defer to informants for social reasons when they are presented
with unexpected or counterintuitive but still credible testimony
(Harris et al., 2018). Thus, beliefs can be modified in view of new
information that is valued higher than previous information.
Specifically, social reasoning appears to be valenced higher
than one’s own sense of trustworthiness (Harris et al., 2018).
It may seem remarkable that personal appreciation of a social
relationship is intuitively valued so strongly as to override
one’s individual stance. But people in close relationships are
likely to be connected by similar beliefs and values, which
allows them to maintain common meaning systems (Andersen
and Przybylinski, 2018). Such commonality seems to involve
predictions about the other person’s most likely behavior,
including the non-verbal mentalizing capacity called “theory of
mind” (Bird and Viding, 2014). For example, in the cortical
areas that have been associated with the “theory of mind”,
personally familiar faces have been shown to evoke stronger
responses than faces of famous people who happen to be known
but not personally (Gobbini et al., 2004). Further, people show
an inherent tendency toward intuitive prosociality, as social
learning involves areas ascribed to the so-called social brain
such as the ventral medial prefrontal cortex, in addition to areas
involved in self-relevant learning (Lengersdorff et al., 2020).

Children probably acquire conceptual beliefs in an intuitive
fashion from early on. For example, nursery tales, narratives
about ritual acts, and the proper prayers in religious families
are communicated to children regularly and shape their beliefs
and worldviews. Consistent with this, it has been argued that
a sense of morality could emerge in a developmental system
in which children’s early capacities are shaped by interpersonal
engagement (Carpendale and Hammond, 2016). Only later,
upon explicit reasoning about such conceptual beliefs, will the
information in these communications be brought into conscious
awareness so that the person can begin to talk about their beliefs
and what their implications mean to them (Figure 2).

Communicating the contents of
beliefs

Mentalizing and self-narratives

Beliefs about objects and events are behaviorally highly
important and inadvertently affect bodily movements, as can be
observed in facial expressions, gestures, and other coordinated
or uncoordinated actions (Dael et al., 2012). It typically
seems almost impossible to suppress these spontaneous bodily
reactions because their purpose is to immediately convey

FIGURE 2

Interpersonal exchange of personally relevant information.
Believing can result in bodily, non-verbal expressions and/or
verbal statements executed spontaneously below the realm
of conscious awareness (dotted line). Narratives include
spontaneous personal statements and refined conceptual
beliefs. Note that interpersonal interactions involving non-verbal
and/or verbal expressions and narratives also occur within
groups of people and among members of communities.

behaviorally relevant information to others (Figure 2). An
example of such a bodily reaction is facial mimicry. Facial
mimicry occurs when someone observes the facial expression
of an emotion and has a strong impulse to express the same
emotion (Müller et al., 2019). Thus, emotionally loaded attitudes
and beliefs can facilitate bodily expressions of feelings of
which the individual may be unaware. However, people can
also become aware of their beliefs and express their content
semantically—a process that has been referred to as internal
broadcasting (Oakley and Halligan, 2017). Such intrapersonal
communication occurs in several modes including inner
dialogue and self-talk (Oles et al., 2020). These inner dialogues
are characterized by so-called “I positions”, which represent
familiar elements of first-person experience (Langland-Hassan,
2021). Such first-person semantic expressions are “I find”,
which is primarily emotional, “I think”, which sounds rational
but is nevertheless vague, and “I believe”, which conveys a
clear, unambiguous personal stance (Seitz and Angel, 2020).
Expressions such as “I like . . .”, “I want . . .” and “I believe . . .”
may also convey an affirmative attitude. In contrast, verbal
expressions that convey aversive information or a negative
attitude are “I fear ...”, “I hate . . .”, “I am angry about. . .”, and
“I am disgusted . . .”. Both the affirmative and the negative
meanings of these and similar expressions are stored in
long-term memory and can be retrieved at later times. In both
cases, the individual entertains either an inclination towards or
an aversion to the perceptual-emotional accounts. These internal
propositions enable a person to perform abstract thought and
executive functions, and thereby support meta-cognition.

Narrating our personal past connects us to ourselves, our
families, our communities, and our cultures (Fivush et al., 2011).
Conceptual beliefs as expressed in personal narratives are
comprised of information about autobiographical memory that
underpins constructs of personal self and agency that were
created in non-conscious systems (Oakley and Halligan, 2017).
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Thus, the so-called narrative or autobiographical self represents
a self-image that consists of memories of the past and intentions
about the future, constituted from the various stories that
people have been told (Gallagher, 2000). Based on this, self-talk
supports self-reinforcement, self-management, self-criticism,
and social assessment (Oles et al., 2020; Paloutzian et al., 2021a).
In other words, humans are in the position to reflect upon the
contents of their beliefs (Figure 1). Evaluation of such internal
narratives help someone assess the degree to which they reflect
reality and are trustworthy, and to modify them with respect to
relevant environmental conditions. An implication is that people
can reflect on their behavior and act for reasons they can specify.

Honest or not?

Communicating to others via narratives may be intended
to convey personally relevant information in order to enhance
interpersonal relationships, possibly for the sake of socio-
ecology allowing for common goals or actions (Romano et al.,
2021). We tend to perceive someone as authentic when the
person’s verbal reports and spontaneous bodily expressions
including the facial expressions are congruent with each other
(Franz et al., 2021). Then, we tend to trust what the person
says. However, someone with a manipulative or deceptive intent
can covertly modify the narrative as detailed in the truth-
default theory (Levine, 2022). In these cases, the speaker’s
spontaneous bodily expressions may convey an intent that
differs from his or her statements or narratives. If the recipients
of the communication detect such a discrepancy, they may
perceive the speaker’s message as false and the person as
unreliable. In particular, a delay and discrepancy between the
speaker’s thought-based verbal expressions and spontaneous
bodily expressions may signal that the speaker is anxious,
unsure, thoughtless, or deceitful. Concerning narratives, there
is an intriguing question about whether emotional valence is
communicated by the vocal tuning of verbal expressions, or
is conveyed by words themselves. On this issue, a correlation
analysis of the assessment of more than 1,400 English words
found that abstract words receive higher ratings for affective
associations, including valence and arousal, than concrete
words (Vigliocco et al., 2014). This finding supports the
notion that abstract words are more emotionally valenced
than concrete words (Montefinese, 2019). Likewise, language
metaphors probably covertly influence people’s reasoning even
when different options of how to phrase something are available
(Thibodeau and Boroditsky, 2013).

Although narratives evolve rapidly, they can extend over
variable lengths of time, depending on the complexity of their
content. Neural processing evolves fast enough to allow for
the information to be decoded. For example, in audiovisual
recognition of vowels coordinated oscillations in speech areas
including the inferior frontal gyrus can be detected (Lange et al.,

2013). The neural activity changes in relation to the complexity
of semantic tasks. For example, it was found recently that neural
oscillations encoded endogenously generated linguistic content
that surpassed exogenous stimulus-driven timing and rhythm
information (Kaufeld et al., 2020). This finding is consistent
with the notion that these bioelectric changes could reflect
computations related to how humans and other animals infer
structure and meaning from acoustic signals (Kaufeld et al.,
2020). In other words, the data suggest that the human brain
is capable of creating a meaning from a sequence of acoustic
stimuli that goes beyond a single stimulus. This may be the basis
for abstraction, which allows us to make “bigger” meanings out
of the initially specific meanings, i.e., in conceptual psychological
terms, to make more global meanings out of lesser situational
meanings (Park, 2010). This is also of relevance to the notion of
transcendence in language processing (Mesulam, 1990).

Individuals in groups

Identity and bonding

Groups allow their members to behave differently (Barrett
et al., 2001). For example, primates of the same species do
not necessarily act in an identical way to all members of their
species. But they do demonstrate in-group bias, favoritism, and
altruism, as well as out-group prejudice, disfavor, and lack of
help of an “other”. This pattern of behavior is identical to
what Tajfel described in elaborating the social identity theory
(Outten et al., 2018). In classic research, when subjects (children,
adults, teenagers, adults) originating from different cultures
are randomly divided into groups (and know that they are
assigned to their group by random chance), they still show
an in-group bias and out-group prejudice (Tajfel, 1981). The
in-group (“Us”) is better, smarter, prettier, and the out-group
(“Them”) is stupid, worse, and more ugly. Such findings suggest
that primate sociality has evolved so that it is based on bonded
social relationships (Dunbar and Shultz, 2007). Bondedness is an
explicitly emotional experience that integrates group perception
with an internal affective state or intuitive emotional valence.
This is related to what has been called relational beliefs (Seitz
and Angel, 2020), i.e., a person who feels emotionally connected
to another person or persons spontaneously tends to trust them.

An integrated trust model unifies the existing literature on
the multidimensionality of trust, and allows us to explore the role
of trust in social collaboration as well as the bases of intergroup
conflict or tension, as illustrated in ethnic discrimination
(Kappmeier et al., 2019). It also is consistent with Tajfel’s social
identity theory and can account for the reactions of majority
group members towards minorities in different societies (Outten
et al., 2018). There is also a close relationship between social
identity and the impact of collective memory such that their
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combined residue can foster either intra-group trust or inter-
group conflict (Kappmeier and Mercy, 2019). Thus, someone
in Group A claims to have “owned” or “created” this desired
object but believes that the “other” in Group B deserves only
that undesired thing. Likewise, social comparison processes that
result in attitudes and behaviors of the “I am better than you”
sort are manifest not only in competition for staples like food
and sex, but also in competition for the sake of social recognition
and the superiority of oneself within one’s own group. These
processes occur without necessarily being clear or explicit to an
individual.

In accordance with these intuitive processes, narratives have
been stated to support social and cultural structures (Oakley
and Halligan, 2017). Narratives can convey the contents of
similar conceptual beliefs such as family, honesty, fraternity,
equality, charity, etc. to different people. Because narratives
are stored in the memory of individual subjects and can be
retrieved from their memory at later time points (Seitz et al.,
2022), they are fundamental for the conservation of conceptual
beliefs in social groups and societies. Narratives provide the
reason for and occasion to engage in ritual acts that are
practiced in families, social groups, and communities (Schnell,
2012; Gelfand et al., 2020; Mori, 2020). People thereby develop
their social identity narratives of ethnic culture as well as
individual self-concept (Knight et al., 2018). Concurrent with
this, children are taught and learn how to behave in their social
environment.

Cultures and values

Religions are, amongst other things, cultures (Cohen, 2009).
One observation consistent with the above argument is that
there is an association between the profession of religious
devotion and greater trusting behavior (Norenzayan and Shariff,
2008). This association may occur as beliefs in a morally
concerned god may stabilize prosocial norms within the culture
even in the absence of social monitoring mechanisms. Such
stabilizing may occur at the neural level, in that religious beliefs
were found to activate regions within a network related to
mentalizing of intent and emotion, abstract semantics, and
imagery (Kapogiannis et al., 2009). In related research, the
comparison of religious and non-religious subjects did not reveal
any differences in these activations—in accordance with the
notion that religiosity is integrated into cognitive processes
and brain networks used in social cognition (Boyer, 2003).
Extending the above notions, there are potent models to
explain how ethnic views expand among groups and extrapolate
to explain the acquisition of similar views and subsequent
related behavior in other cultures (Galesic and Stein, 2019).
Even so, it is possible for someone’s cultural orientation to
change over time as a function of their experiences with
and membership in multiple groups, in addition to their

normal age-related developmental changes (Knight et al.,
2018).

In any case, language is considered to be an inadequate
medium for describing inner emotional experiences and
communicating them (Dunbar and Shultz, 2007). The
reasons are twofold, namely that the speaker needs to
become aware of his/her emotional experience and needs
to know how to express this experience clearly in words.
These descriptions of personal experience also need to have
some meaning for the listener. Such communication of
meaning is probably straight-forward for basic emotions
like happiness, sadness, anger, and fear. However, more
complex feelings or “higher” emotional values like empathy,
forgiveness, and altruism may not be easily understood or
straight-forwardly shared spontaneously. Instead, they may
need to be explained by more elaborate verbal descriptions or
perhaps be accompanied by a positive emotional descriptor.
In this context the concept of shared reality is important.
There is lot of evidence that communicators fine-tune their
statements in an effort to align them with the attitudes
of those to whom they are speaking. Doing this in turn
shapes their recall (Higgins et al., 2021) and has been
said to promote interpersonal closeness and epistemic
certainty.

Extending the above argument further, certain moral values
may be considered as higher order emotions and may function
in a way similar to them. For example, the feeling of empathy
is highly value-laden and implies accepting another person
and his or her difficulties in a manner similar to accepting
oneself. A common illustration is the moral values codified
in religions, such as the Ten Commandments, which provide
a guideline for how to behave properly. These and similar
teachings are transmitted among people across generations
and reflect not only stable language use but are also suited
to guide certain behavior according to their norms. Thus,
people can reflect on their thoughts, wishes, and actual actions
in light of these norms, and thereby become responsible
for their actions. At the neural level, a study in which the
participants viewed scenes evocative of moral emotions showed
that the orbital and rostral medial prefrontal cortex and the
cortex along the superior temporal sulcus are involved in
mediating the above noted value-related events (Moll et al.,
2002). Processes such as trusting, forgiving, and believing
matter because humans make attributions about these properties
and respond accordingly (Paloutzian et al., 2021b). Problems
arise between parties when there is an inconsistency between
what one says and what one does when verbal behavior
and overt actions are discrepant (ibid). Collaboration can
only re-start in small, reciprocal, trust-inducing steps (ibid).
This means that the actual experience with the counterpart
matches what he or she believes about the counterpart being
of particular relevance for international and cross-cultural issues
(Schoorman et al., 2007).
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Discussion

The neural processes that afford belief formation, believing,
and the updating of beliefs occur spontaneously in the time
domain of milliseconds. As summarized in Figure 1, belief
formation includes the integration of information coming from
the environment and attribution of emotional value, with both
aspects resulting in personal probabilistic representations. This
model accounts also for the formation of socially adaptive
beliefs that are sensitive to social rewards and punishments
(Williams, 2020). Accordingly, beliefs are intimately coupled
with subjective experience prior to complex processing of
prediction of a behavioral outcome and to awareness of the
incoming information as suggested recently (Key et al., 2022).
Belief updating occurs by means of reinforcement learning
via cortico-subcortical circuits when actual and predicted
information match, whereas new information of high subjective
relevance is able to induce a change in the belief (Figure 1).
Therefore, the cerebral networks that are involved allow for
the storage of beliefs in memory (Seitz et al., 2022). This
is consistent with the notion that cerebral representations
are memories that are localized in neural networks and,
when activated, enable access to this stored information
(Wood and Grafman, 2003).

In a very similar hypothesis, experienced events were labeled
as event knowledge (Taves and Asprem, 2016). Even though
event recognition and other processes are occurring, most brain
processes are not accompanied by any discernable changes in
subjective awareness (Halligan and Oakley, 2021). But people
can retrieve stored information from memory, whereby it then
enters their conscious awareness (Figure 1). This retrieval is
a critical prerequisite for a person to be able to semantically
phrase what he or she is believing. This can typically be done
by implicit or deliberate self-talk or a prayer. Either way, people
can reflect on their beliefs and sharpen their awareness of
the information. This reflection probably corresponds to the
notion of the belief evaluation systems (Coltheart et al., 2011;
Sugiura et al., 2015), which may be explained by invoking the
concept of event models. Event models are constructed from
the point of view of the person who perceives the entities
and functional relations involved in understanding a specific
state of affairs (Radvansky and Zacks, 2017). As a result, they
contain information that the person considers relevant regarding
spatiotemporally located entities (agents and objects) and
establish the structural and linking relations between them as he
or she understands them in light of their previous experience
[i.e., in light of plausible types of events (event schemas) and
their own particular memories of past events (other event
models)]. Also, relations that link objects and events, which
include the causes and consequences of events, play a crucial
role in the way the model is structured, linked to other events,
and retrieved on later occasions. In fact, upon reflection people
can modify their behavior so that it deviates from the predictions

based on beliefs only. Beyond that, belief evaluation enables
humans to communicate what they believe to other people
(Oakley and Halligan, 2017). Consequently, exploring the neural
principles of belief formation and updating is central to the
research discipline of social cognitive neuroscience (Lieberman,
2010).

In the concept of credition, believing is a fundamental brain
function that links emotional valence to sensory perceptions,
rendering them personally relevant and memorable (Angel
et al., 2017; Seitz et al., 2018, 2022; Seitz and Angel, 2020;
Angel, 2021). In fact, emotion signals have been shown to
enhance processing efficiency and competitive strength of
emotionally significant events through gain control mechanisms
mediated in the amygdala and interconnected prefrontal
cortical areas (Pourtois et al., 2013). By this means, emotions
become fundamental to the self-regulation of behavior (Peil,
2014), although they may change over one’s lifetime. For
example, toys, food, and drinks that infants and children
love can be undesirable to adults. Conversely, the personal
relevance of objects or events can be modified by diseases.
For example, patients handicapped by a disabling disease
of the body may still have a positive perspective on life
in a way that may seem impossible for a healthy person.
Thus, valence may inadvertently be changed by external
events, which can result in an update or even dismissal of
a hitherto held belief (Angel and Seitz, 2017). Moreover,
brain diseases leading to neuropsychological deficits and
psychopathological disorders have been shown to result in
the formation of abnormal beliefs that can cause inadequate
or even aversive behavior which can undermine social bonds
(Connors and Coltheart, 2011; Seitz, 2022).

Probably because of the emotional and rapidly evolving
nature of underlying neural processes, the processes of believing
take place below a person’s awareness and, thus, outside
his/her reach. This becomes obvious in social interactions in
which a person judges his/her counterpart and vice versa.
Humans are known to rapidly develop an intuition or belief
about whether to trust another person and how to react to
him/her (Potthoff and Seitz, 2015). Such primal beliefs influence
our spontaneous bodily expressions, as has been found in
facial mimicry and bodily movements (Figure 2). Both are
expressions of non-verbal communication (Dael et al., 2012).
However, beliefs may enter conscious awareness—probably
in a graded fashion rather than in an all or none manner
for the different sensory modalities. Their content then can
be phrased verbally, rehearsed internally, and communicated
as narratives to others (Figure 2). It is a specific human
capability that narratives underlying conceptual thinking and
believing cannot only be transmitted via speech but can also
be written down and transferred to other people as scripts,
letters, or books (Belzen, 2010a,b). Such documents can be read,
reflected on, and re-read, allowing for new associations and
novel creative thoughts. Written concepts also support social
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memory. Thereby, narratives turn out to be fundamental for the
autobiographical self and the formation of social groups.

As to the bases for making predictions from such narratives,
humans are in a position to explore whether their actions
concur with norms, rules, and expectations of other people or
whether they offend them. Having these options corresponds
to what has been called to act based upon reasons (Proust,
2003). In so doing, people become “responsible” for their
actions. This does not exclude that they may flexibly manipulate
group-mates’ behavior to tactically deceive them, as has been
shown in experimental food competitions in primates (Hall
and Brosnan, 2017). Humans may also intentionally deceive
people, such as when there is a discrepancy between their
pre-thought verbal statements and their spontaneous motor
expressions. In this connection, there are neurophysiological
and neuroanatomical bases for cognitive and affective theory
of mind, with interpersonal and intrapersonal dimensions that
humans can use to determine when cheaters need to be punished
(Westby, 2014). In fact, humans are highly capable of detecting
whether someone’s verbal and non-verbal communication are
consistent or inconsistent with each other. For human behavior,
these different possibilities are accounted for by the cultural
brain hypothesis. This hypothesis posits that brains have been
selected by evolution for their ability to store and manage
information that was acquired through social and asocial
learning (Muthukrishna et al., 2018). Consistent with this
idea, many components of language, including extra-linguistic
meaning systems and the communication of symbolic meaning,
have neurobiological roots that go back millions of years in
evolutionary time (Zaidel, 2019).

The data are consistent with the notion that our capacity
to use language creatively enables us to gain awareness of the
mental worlds of other people, and that we can communicate
our own imaginative play, creative narratives, original thoughts,
arguments, and feelings to them (Markl, 2002). In essence, the
multi-level analysis presented in this article appears capable of
bridging the gaps between the level of neural systems to the
behavioral level in individuals to the social level. We assume
that probabilistic processes at the neural level and increased
probability in a stepwise fashion as we go up to the behavioral
and social levels. Nevertheless, it is important to remember
that the relations between symbols and content can be quite
variable across different cultures. For example, the association
of white with joy and black with grief is a Western tradition, with
associations in the opposite directions in Asia. Also in Western
communities, shaking one’s head means “no” and nodding
means “yes”, but these head movements convey opposite
meanings in other cultures. Similarly, there are complex patterns
of language evolution with respect to different ethnicities that
involve adopting, keeping, and replacing vocabularies and
grammars (Das et al., 2016). Relatedly, ratings of the degree of
affect in neutral faces have been shown to not be neutral; they
are instead loaded with different levels of ambiguity, and thus

may yield important differential psychological consequences
(Schneider et al., 2016). These findings raise interesting issues
(yet to be solved) about the concurrence, discrepancy, and
ambiguity of our verbal and non-verbal communication. In
any case, human intelligence appears to be a combination
and enhancement of properties found in non-human primates
including mentalizing (theory of mind), imitation, and learning
from verbal testimony (Roth and Dicke, 2005; Harris et al.,
2018).

There is much psychological evidence that supports
the proposition that majority views are held with stronger
confidence and expressed more quickly than are minority views,
regardless of any social pressure to conform (Koriat et al.,
2016). Thus, social consensus plays a causal role in supporting
and enhancing a person’s confidence in beliefs, opinions, and
attitudes (ibid). Further, social influence is involved when
one attempts to either gain social approval or avoid social
isolation. But when we consider real-world groups and the
issues between them (men vs. women, blacks vs. whites, Middle-
Eastern Muslims vs. Western Jews, and Christians, . . .. the list
is endless), with actual fighting and lethal confrontations, we
can understand not only why there is intergroup conflict but
also how the tendency humans have towards outgroups has its
roots in our genetic makeup from eons of evolution (Paloutzian
et al., 2021b). Even so, if we humans can evolve inclinations
to trust, including trusting our enemies (in graded mutual and
reciprocal steps, so that it is possible for the process to work),
we may evolve out of group conflict as “built in” to our genes
towards contact and collaboration with all humans as one group,
so that everybody can love everybody instead of being afraid
of them. Ultimately, if everybody would just sit down and
talk about their processes of believing, we would learn that
we are more ike each other instead of the various ways that
we differ.

Quite unexpectedly, it was found that affective content
is highly relevant in abstract thoughts and conceptual beliefs
(Montefinese, 2019). For example, religious beliefs have been
shown to be maintained by prayer and ritual acts but not
by deductive or inductive reasoning (Atran and Norenzayan,
2004; Feierman, 2009). Today, many people have greater
confidence in their scientific beliefs than in their religious
beliefs, although similar patterns of justification have been
described for both kinds of believing (Harris and Corriveau,
2020). However, the comfort and support provided by
religious organizations may grow when people experience
more harshness, when coping resources begin to diminish,
and when environmental pressures demand a greater effort
(Seryczynska et al., 2021). Because the adults’ perception of
the relation between religion and science is heavily shaped by
their sociocultural contexts, the relation between religiosity and
the valuation of science varies profoundly between different
countries (Payir et al., 2021). This does not preclude that
the contents of different beliefs, such as political or religious
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beliefs, may be reported to be equivalent but not identical
(Oviedo and Szocik, 2020).

In conclusion, the notions of belief and believing
are complex cognitive constructs similar to culture and
consciousness that may be amenable to naturalistic exploration
in an evolutionary framework (Singer, 2019).
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Introduction

In the 2000s with the discovery of the so-called God-spot—a brain region that

was suggested to be involved in the experience of God (Biello, 2007)—the field of

neurotheology came to flourish, according to which supernatural beliefs are engrained

in our brain. At the same time, other researchers have pointed out the relevance of socio-

cultural factors for the learning and proliferation of supernatural beliefs (Norenzayan

and Gervais, 2013), in line with the view that ultimately religion evolved through

a process of cultural evolution, thereby fostering in-group cohesion and cooperation

(Norenzayan et al., 2016). Still others have argued that religion primarily fulfills an

epistemic need to understand and predict the world (Kay et al., 2010) and that it provides

a palliative mechanism to cope with the fear of death (Vail et al., 2010).

Which of these viewpoints is right? What are the proximate and ultimate

mechanisms that help us to understand why some people believe in supernatural

phenomena, like an afterlife, spirit communication or a soul, whereas others don’t? In

this perspective paper I will provide a critical examination of the existing literature on this

topic, especially in light of the so-called replication crisis: many published findings in the

scientific literature turned out not to be replicable (Nosek et al., 2015). This was mainly

related to questionable research practices, underpowered studies, lack of independent

replication studies and the file-drawer problem and similar concerns have haunted the

psychology and cognitive science of religion as well (van Elk et al., 2015; Charles et al.,

2019). Therefore, in the Religious Replication Project (Hoogeveen and van Elk, 2018),

over the past years we set out to assess the replicability of key findings in the field, by

conducting direct replication studies of existing findings, registered report studies and

large-scale cross-cultural replication studies. In this review I will specifically focus on

what we learned about the (1) proximate cognitive mechanisms underlying supernatural

beliefs, (2) the psychological functions subserved by supernatural beliefs, and (3)

socio-cultural mechanisms contributing to the proliferation of supernatural beliefs (see

Figure 1). I will end by discussing the implications of these different mechanisms for our

understanding of the nature of supernatural beliefs and how they come about.
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FIGURE 1

Overview of the di�erent explanatory levels (Left) and the hypothesized mechanisms (Right) that have been proposed to account for the

emergence and proliferation of supernatural beliefs.

Cognitive mechanisms underlying
supernatural beliefs

Different proximate cognitive mechanisms have been

proposed in the literature to underlie supernatural beliefs,

including the ability to mentalize (Barrett, 2000), dualistic

reasoning (Bering et al., 2005) and intuitive thinking (Boyer,

2001).

Mentalizing

The ability to apply theory of mind reasoning has been

suggested to be a necessary prerequisite for enabling belief in

an anthropomorphic supernatural agent and it has been found

for instance that personal prayer to God is associated with the

activation of brain regions involved in mentalizing (Schjoedt

et al., 2009). Hyper-mentalizing, i.e., the tendency to attribute

intentions to natural phenomena such as thunderstorms and

earthquakes, has also been associated with an increased tendency

to believe in supernatural and paranormal phenomena (Willard

and Norenzayan, 2013). By using correlational designs, across

several studies we were also able to show that stronger

supernatural beliefs were associated with a stronger bias for

illusory agency detection by using perceptual decision making

tasks in which participants were required to indicate whether

a human agent was visible in a display or not (van Elk, 2013,

2015). It has also been found that mentalizing deficits, e.g.,

as observed in people scoring high on the autism spectrum,

are negatively related to belief in a personal god (Norenzayan

et al., 2012). We replicated this finding in a large-scale

cross-cultural study including more than 65,000 participants,

showing that an increased mentalizing ability was indeed

positively associated with supernatural beliefs (Maij et al.,

2017). Thus, the hypothesized relation between mentalizing and

supernatural beliefs appears robust, even though reported effect

sizes are small and several studies have highlighted that despite

mentalizing deficits, people scoring high on the autism quotient

can still endorse supernatural beliefs and have supernatural

encounters (Schaap-Jonker et al., 2013; Visuri, 2020).

Dualism

According to the naturalness of religion hypothesis (Bloom,

2007), humans have an early developing tendency to reason

dualistically about the mind and the body. This tendency may

be deeply engrained in our brain as we appear to have separate

brain networks involved in reasoning about mental states (i.e.,

the theory-of-mind network and the default-mode-network)

and for engaging in bodily processing (i.e., the fronto-parietal

attention network; cf., Milliere, 2017). The bias for mind-body

dualism already becomes prevalent from an early age onwards

(Bering and Bjorklund, 2004; Bering et al., 2005): young children

have a predisposition for applying dualistic reasoning about

the mind and the body as being two separate entities, which

might be at the basis of afterlife beliefs. In a large-scale cross-

cultural study (using data collected in 24 countries across all 6

continents and including more than 10,000 participants) we set

out to test the apparent cross-cultural universality of dualistic

thinking (Hoogeveen and van Elk, submitted). To this end we

presented participants with a vignette (using a similar design
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as: Giménez and Harris, 2005) describing a grandmother who

passed away, and we asked participants to make continuity

judgments about physical (e.g., “Do you think she can still be

hungry?”) andmental states (e.g., “Do you think she can still love

Bill?”). Overall, we found evidence for the hypothesis that the

tendency to make continuity judgments for mental compared

to physical states was cross-culturally prevalent, as participants

judged mental states to be more likely to continue to exist than

mental states. However, at the same time most people indicated

cessation rather than continuation for all states (i.e., the modal

response was to indicate that both mental and physical states

would cease to exist after a person died), calling into question

the apparent universality of mind-body dualism. Instead, the

data appear more in line with an intuitive materialism account

(Barrett et al., 2021), according to which the default is to view

death in biological terms upon which all mental activity ends.

Intuitive thinking

Dual-process accounts of religion suggest that supernatural

beliefs are primarily related to an intuitive (compared to

an analytical) thinking style, whereas disbelief is related to

analytical thinking (Pennycook et al., 2012). In other words:

believers may be more prone to accept intuitive ideas and may

have a reduced tendency for detecting cognitive conflict between

potentially contradictory beliefs. An initial study attempted to

show that priming analytical thinking reduces supernatural

beliefs (Gervais and Norenzayan, 2012), however this finding

could not be replicated in a high-powered replication study

(Sanchez et al., 2017). In a large-scale cross-cultural study

moreover, we found that the hypothesized relationship between

religiosity and intuitive thinking was cross-culturally highly

variable and only became apparent in three out of the 13

countries that were included (Gervais and Norenzayan, 2018).

Other research also calls into question the presumed generic

relationship between conflict detection and religiosity. For

instance, in a registered report fMRI study we failed to find

evidence for a negative relationship between religiosity and

neural conflict responses (i.e., activity in the anterior cingulate

cortex in response to a Stroop-task; cf., Hoogeveen et al., 2020).

Other labs have shown similar null-results when attempting to

replicate the relation between religiosity and intuitive thinking

(Farias et al., 2017). The lack of a consistent relationship

between intuitive thinking, conflict detection and supernatural

beliefs could well be related to the lack of ecologically valid

measures. For instance, the cognitive reflection task—one of

the most widely used measures to assess analytical thinking—

has been criticized for conflating mental abilities with processes

(Blacksmith et al., 2019) and it is questionable whether making

errors on a Stroop task relates in any meaningful way to the

anxiety-relieving effects of religion.

In sum, there appears to be mixed evidence for the role

of mentalizing, dualistic reasoning and intuitive thinking as

cognitive precursors underlying supernatural beliefs.

Psychological functions subserved
by supernatural beliefs

It has often been suggested that religion and supernatural

beliefs can provide a palliative mechanism for coping with

stressful events (Inzlicht et al., 2011), resonating with KarlMarx’s

adage that religion is opium for the people. Specifically, it has

been suggested that religion helps us to cope with a lack of

control and can provide direct benefits for one’s mental and

physical health.

Control

According to compensatory control theory (CCT), belief in

a controlling God provides a palliative mechanism to cope with

a lack of control (Kay et al., 2010). This theory is supported

by a large amount of experimental findings showing that

inducing a control threat manipulation (e.g., thinking back

about a situation in which they lacked control) increased a

compensatory efforts for restoring one’s sense of control, such

as an increased tendency to see illusory patterns (Whitson

and Galinsky, 2008) and a preference for stage compared to

continuous theories of development and evolution (Rutjens

et al., 2013). However, in a registered report study (Hoogeveen

et al., 2018) we failed to find evidence for an effect of lack of

control on increased belief in a controlling God. However, we

found—again in line with CCT—that in the US (but not in the

Netherlands), experiencing less control in one’s life in general,

was associated with an increased belief in a controlling God.

Health

A wealth of studies have shown the positive effects of

believing in God, religious practices (e.g., prayer and church

attendance) and religious experiences on feelings of control,

mental health and wellbeing (see for instance: Braam and

Koenig, 2019; Garssen et al., 2021). However, most of these

studies have been conducted in highly religious countries,

thereby calling into question the cross-cultural generalizability

of these findings. In a large-scale cross-cultural study, involving

data collected in 24 countries across 5 continents, we set out

to determine the boundary conditions of the religion-health

relationship (Hoogeveen et al., 2022b). We used a many-

analyst approach, whereby the data analysis was outsourced

to 120 analysis teams who independently analyzed the data.

Synthesizing the findings from these teams provided strong
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evidence for the hypothesis that (1) religiosity is indeed

positively associated with increased mental and physical

wellbeing and (2) that this relationship depends on the perceived

cultural norms of religiosity. Specifically: in highly religious

countries such as the US or India, being religious is beneficial for

one’s health, whereas in more secular countries this relationship

is absent or even reversed.

In sum, religiosity appears to have a positive relationship

with mental health and can provide a sense of control, but only

in countries in which being religious is the social norm.

Socio-cultural mechanisms
underlying supernatural beliefs

Cultural-evolutionary accounts of religiosity have pointed

out the relevance of socio-cultural factors for the learning and

proliferation of supernatural beliefs (Norenzayan and Gervais,

2013), including religious role models and source heuristics.

Credibility-enhancing displays

CREDS are ostensible markers of religious commitments

such as visiting religious services, wearing religious clothing, or

adhering to a specific diet. CREDS have been suggested to be a

strong predictor of the extent to which supernatural beliefs are

transmitted from parents to children, as important role models

do not just “talk the talk, but also walk the walk” (Henrich,

2009). This finding fits in a broader literature proposing that

ultimately supernatural beliefs subserve an adaptive function by

fostering in-group cohesion, cooperation and prosocial behavior

(Norenzayan et al., 2016). Indeed, in a cross-cultural study we

found that CREDS displayed by one’s parents, were the strongest

predictor of supernatural beliefs—much more so compared to

thinking style, agency detection or mentalizing abilities (Maij

et al., 2017). Thus, central role models during one’s development,

have a strong impact on the proliferation of supernatural beliefs.

Source heuristics

Next to CREDs, in general people appear more willing

to trust information from sources that they credit with

authority. The so-called Guru-effect refers to the observation

that incomprehensible statements originating from a Guru are

perceived to be meaningful, thereby only adding to the status

of the Guru (Sperber, 2010). By using a vignette study in which

participants were presented with seemingly profound statements

that were attributed to a Guru or to a scientist, we found

what we dubbed the Einstein-effect: across the globe participants

rated the statement from the scientist as more profound than

from the Guru (Hoogeveen et al., 2022a). We also found that

this effect interacted with one’s worldview: the Einstein-effect

was most pronounced for atheist participants, but religious

participants tended to attribute significance to statements from

both the scientist and the guru (Hoogeveen et al., 2022a; van

der Miesen et al., 2022). Source heuristics provide a proximate

mechanism underlying the transmission of supernatural beliefs,

and through their down-stream effects on cognitive processing

(i.e., the down-regulation of executive functioning; Schjoedt

et al., 2011) they also directly underlie the induction of placebo-

and expectancy effects.

In sum, we found strong evidence for the role of CREDs

and source heuristic effects in the proliferation and acceptance

of supernatural beliefs.

Discussion

Why do some people believe in supernatural phenomena,

whereas others don’t? The research reviewed in this opinion

paper points to the central relevance of socio-cultural factors

for acquiring and maintaining supernatural beliefs. Rather

than being rooted in deeply engrained tendencies for agency

detection, mentalizing, reduced conflict detection or dualistic

reasoning, the available evidence points toward the role

of cultural scaffolding and explicit teaching for endorsing

supernatural beliefs. Children are more likely to endorse the

faith of their parents in case their parents engaged in ostensible

religious displays. And in general people appear more willing to

attribute significance to information from a source they deem

trustworthy. Once these supernatural beliefs have been acquired,

they encourage a self-sustaining loop by fostering agency-

detection experiences, dualistic thinking, and encouraging a

more intuitive processing style, providing a feeling of control

and even having a protective effect on one’s mental and

physical health.
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Believing is seeing: A Buddhist
theory of creditions
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The creditions model is incredibly powerful at explaining both how beliefs are

formed and how they influence our perceptions. The model contains several

cognitive loops, where beliefs not only influence conscious interpretations

of perceptions downstream but are active in the subconscious construction

of perceptions out of sensory information upstream. This paper shows how

this model is mirrored in the epistemology of two central Buddhist figures,

Dignāga (480–540 CE) and Dharmak̄ırti (c. 550–650 CE). In addition to

showing these parallels, the paper also demonstrates that by drawing on

Dignāga and Dharmak̄ırti’s theory, we can extend the explanatory power of

the creditions model. Namely, while creditions explain how beliefs influence

both the conscious interpretation and subconscious construction of sensory

information, Dignāga and Dharmak̄ırti suggest beliefs can even be generative

of sensory-like information. I recruit ancient Buddhist texts in conjunction

with contemporary cognitive science scholarship to o�er a hypothesis for the

cognitive mechanisms responsible for this.

KEYWORDS

perception, epistemology, Buddhism, cognitive science, meditation

Dignāga and Dharmak̄ırti’s epistemology

Dignāga and Dharmakı̄rti’s epistemology advocates a sharp divide between

perception and inference. On their view, perception is our direct encounter with

the world, namely (though not exclusively, as we will see) through the senses. They

understand perception as largely causal, with external objects affecting the senses to

produce a perception. Inference, on the other hand, uses perceptual information to

adduce non-perceptual facts.

The classic example of inference is that of fire from smoke. Because smoke is

necessarily created by fire, the perception of smoke warrants an inference of fire. Thus,

even when a fire is occluded from our sight, one is justified in concluding there is

a fire present after seeing smoke rising. Dignāga and Dharmakı̄rti argue that these

two epistemic instruments (perception and inference) give an exhaustive epistemology,

explaining all instances of warranted knowledge.

Dignāga and Dharmakı̄rti’s differentiation between perception and inference has led

some authors to conclude that their theory is a species of sense-data theory. That is,
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while we perceive colors, shapes, sounds, or textures, we use this

information to infer the presence of common-sense objects and

medium-sized dry goods. On this view, one never even directly

perceives smoke. Instead, one perceives gray forms that are

inferred to be “smoke,” and based on this inference, one further

infers fire (Arnold, 2017, para. 24, Arnold, 2019, p. 227–228).

If this were Dignāga and Dharmakı̄rti’s position, it would pit

them close to the philosophy of Alfred J. Ayer, who argued that

common sense objects are inferred based upon our perception

of sense data (Ayer, 1967, p. 129).

There are some aspects of Dignāga’s and Dharmakı̄rti’s

thought that suggest a sense-data theory. Like Ayer, they do

argue that we do not perceive medium-sized dry goods, like

tables, chairs, peoples, and trees. They consider such objects to

be merely conceptual (vikalpaka) constructs, reified “universals”

(sāmānya). As such, they are the referent objects of inferences.

Reality itself, on the other hand, is composed of discrete

particles that only last for a moment. These are particulars

(svalaks.an. a). On this theory, we could think of reality like a

buzzing soup of static and white noise. Our tendency to construe

enduring, extended objects out of this soup is like a case of

ongoing apophenia, the recognition of patterns in otherwise

random data.

However, Dignāga and Dharmakı̄rti’s theory of

conceptualization is distinct from apophenia in an important

regard. Unlike apophenia, concepts have pragmatic utility

(arthakriyā). Dharmakı̄rti gives an analogy to a jewel to make

this point. Two people see some shimmering light, and both

think that it is a jewel reflecting light. Both cognitions are

erroneous (bhrānti), since (according to Buddhists) no universal

“jewel” inheres in the world. Nevertheless, in one case the light

is produced by a lamp and in the other by a group of particulars

that collectively have the qualities we would expect of a jewel.

In the latter case, then, the cognition is informative (sam
¯
vāda)

despite being erroneous, since we can use that cognition to

reach particulars that behave in the way we expect of a jewel,

even if no jewel is there really (Miyasaka, 1972, 2:v.3.57-8;

Devendrabuddhi, 1744, F. 145a−146b).

In some ways, this is compatible with Ayer’s (perhaps

counterintuitive) notion of inference. As a logical positivist,

Ayer agrees that the ultimate arbiter of our cognitions is

their efficacy, and not whether they represent “real” things.

Nevertheless, Dignāga and Dharmakı̄rti’s theory of conceptual

construction does not entail sense data theory. This is because

they consider even the apprehension of color to be a conceptual

process, a construction of a universal. As Dignāga states, “The

apprehension of a color, or the like, [arises] from both the

particular, which is ineffable (avyapadeśya), and a color, which is

a universal” (Hattori, 1968 p. 24 and 81n1.19). In other words,

even the recognition of some color involves a constructive

process. This follows fromBuddhist ontology, since even patches

of color (no matter how small) are things that appear to take up

time and space.

What, then, is perceived according to Dignāga and

Dharmakı̄rti? They argue perception perceives particulars. Yet,

as Dignāga states, because particulars are completely unique and

momentary, they are “ineffable” (avyapadeśya). Thus, we cannot

say anything about perceptual content, since any such saying is

conceptual. This may seemmystical at first. But if we understand

perception causally, it becomes less so. “Perception” just means

the causal interaction between the senses and the world. It has

no content to speak of. Such content only arises to awareness

once conceptual processes have done their work (see Sharf, 2018

for details).

This theory comes close to that of another thinker, Charles

Peirce.1 Like Dignāga and Dharmakı̄rti, Peirce also argues

perception is “subconscious” and not operative at the level of

awareness. In place of Ayer’s inference, he appeals to “abduction”

to bridge the divide between perception and our awareness

of medium-sized dry goods. Abduction involves pragmatic

heuristics that help us navigate our world even though they

may misrepresent reality. They are thus “extremely fallible” and

updatable as new information arises (Peirce, 1955, p. 304). Like

Peirce, Dharmakı̄rti argues that our conceptualizations do not

have any necessary authenticity, but are the product of certain

“patterns of thought” (āhitā vāsanā) (Gnoli, 1960, 42 ll.13–14).

These patterns of thought are preserved or culled to the degree

they help us get what we want and avoid what we do not want

(Mikogami, 1979).2

Believing is seeing

For anyone familiar with the creditions model of belief

formation, Dignāga and Dharmakı̄rti’s theory will appear

familiar. In the creditions model, awareness of perceptual

information only comes at the end of a multistep process.

Such information is first parsed through pre-linguistic, “primal”

beliefs that are predictive. Like in Dharmakı̄rti’s jewel analogy,

such beliefs might predict finding a jewel based on the

perception of shimmering light. Also like in Dharmakı̄rti’s

analogy, these beliefs can be refined based on their efficacy.

So, if someone sees a shimmer but does not find a jewel, such

shimmers will be less likely to produce the assumption of a jewel

in the future.

Rüdiger Seitz describes two ways in which these primal

beliefs can be updated. The first is through the processing of

prediction errors. The person who does not find a jewel updates

1 Dunne (2004, p. 49) also notes parallels between Dharmak̄ırti and

Peirce, though he cautions not to overstate the similarities.

2 In Dharmak̄ırti’s epistemology, “conceptual habituation”

(vikalpābhyāsa) probably comes closest to Peirce’s abduction, which

describes how repeated experience leads to an automatic cognitive

association between the perceptual stimulus and a given concept

(Eltschinger, 2014, §1.2; Kellner, 2004, p. 30–31).
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their valuation processes spontaneously so that they make

better predictions. This occurs below the level of awareness.

However, these processes can also be updated via conscious

awareness. Because beliefs can be semantically encoded into

language, we can become aware of them. By reflecting on these

beliefs, the brain can affect valuations, changing beliefs and the

processing of perceptual information (Seitz et al., 2019; Seitz and

Angel, 2020; Seitz, 2022a,b). For example, by reflecting on the

irrationality of racist beliefs, one can affect their snap judgements

about others.

The creditions model is thus abductive in Peirce’s sense

and pragmatic in Dharmakı̄rti’s. All three models understand

cognitive processing to be fallibilist rather than apodictic,

updating itself as information arises. However, both Peirce and

Seitz present these updates as a transformation of the valuation

process. In other words, while the flow of perceptual information

stays consistent, it is only how the information is processed

that is affected. It is on this point that Dharmakı̄rti offers a

variant theory.

On Dharmakı̄rti’s theory, perception has greater epistemic

weight than inference. This is because all inference is

erroneous. To comprehend Buddhist ideas deeply, then,

Dharmakı̄rti argues the practitioner must perceive these truths

in addition to understanding them conceptually. This perceptual

understanding is achieved not by sensory perception, but

by a special type of perception called “yogic perception”

(yogipratyaks.a). Dharmakı̄rti explains yogic perception is the

product of sustained meditation. He claims that by meditating

on some universal, holding it in themind’s eye, themeditator will

eventually have “a nonconceptual clear appearance constructed

by the power of meditation.” Although this is not an instance

of sensory perception, Dharmakı̄rti argues that its clarity is

qualitatively indistinguishable from “seeing” something “as if it

were right in front of them” (Miyasaka, 1972, 2:v.3.282-4).

Admittedly, it is somewhat unclear what it would be like

to “see” an abstract Buddhist concept in such a vivid manner.

Nevertheless, Dharmakı̄rti presents an intriguing possibility. If

we think of meditation as a type of reflection, Dharmakı̄rti

argues that reflective processes do not just affect valuation

systems, but perceptual systems as well. In other words,

reflection might generate perceptual information, not merely

affect how that information is processed.

In this regard, Dharmakı̄rti offers several analogies to

cognitive processes similar to yogic perception. Specifically,

he cites hallucinations that are caused by intense emotion,

such was when “one is driven crazy by desire, fear, or grief”

(Miyasaka, 1972, 2:v.3.282). Dharmakı̄rti’s assertion that grief

can lead to hallucinations is well documented. Indeed, vivid

hallucinations of the deceased are not uncommon during

bereavement (Castelnovo et al., 2015). Dharmakı̄rti argues that

intense rumination on a loved one eventually spills over into

a perceptual event, such that they are no longer just in the

mind’s eye but seen “as if they were right in front” of the

griever. Meditation operates through the same mechanism.

By fixating on an idea for a sustained period of time, it

will eventually appear clearly and perceptually (Miyasaka,

1972, 2:3.285-6).

Cognitive underpinnings

Dharmakı̄rti wants to differentiate yogic perception from

meditative hallucinations. It is only when the initial meditative

idea is “true” that the resultant perception is yogic (Miyasaka,

1972, 2:3.286).3 This epistemological issue aside, I want to focus

on the mechanisms for how meditation might be generative

of novel perceptual content, since the creditions model does

not account for such a possibility, nor how it might influence

belief formation.

For example, Seitz explains hallucinations as either

misinterpretations “triggered by items in the patient’s

environment” or arising “spontaneously,” perhaps as

cognitive misfires (Seitz, 2022a, p. 27). Phillip Gerrans

also understands hallucinations as false valuations of perceptual

events, “an imaginative state triggered by a sensory or

perceptual anomaly” (Gerrans, 2014, p. 137). Seitz’s and

Gerrans’ model would theorize grief hallucinations as the

product of over-interpreting sensory information, leading

to the sensed presence of a missed loved one. Justin Barrett

gives a similar account of the apparition of supernatural

agents, where beliefs manipulate the interpretation of

sensory information so that bumps and creaks in the

night become confirmations of ghosts (Barrett, 2004,

chap. 3).

While, indeed, many hallucinations are the product of

misinterpretations, others appear too phenomenologically rich

to be the result of exaggerations upon sparse perceptual data.

For example, consider the following account of a man grieving

the loss of his father. The man claims he “was certainly

awake” and saw his deceased father in the middle of the night

“sitting on the corner of my bed . . . He was opaque, not

ethereal in any way.” What is even more telling about this

event is that the griever did not believe that he really saw

his father. “I do not know whether this was a hallucination

or something else, but since I provisionally do not believe in

the paranormal, it must have been” (Sacks, 2012, chap. 13).

In other words, the hallucination did not appear to be the

result of a proclivity to over interpret sensory information to

conform with preexisting beliefs. Rather, the hallucination had

a perceptual richness despite his belief to the contrary. This

suggests that something about the reflective process affects

not just how perceptual information is interpreted, but can

3 There is debate in the secondary literature as to how Dharmak̄ırti

make this di�erentiation. Compare Dunne (2007, p. 515) vs. Eltschinger

(2009, 169n1) and Franco (2011, 87 �.).
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generate perceptual content, even when that content contradicts

reflective beliefs.

Although this account is only anecdotal, there is a wealth

of evidence that suggests hallucinations can originate from

top-down processes, like rumination, in this fashion. To be

sure, much, if not the majority, of hallucinatory phenomena

is the result of some imbalance between bottom-up perceptual

information and top-down predictive coding. Nevertheless,

hallucinations can also be the result of top-down processes

unilaterally affecting the visual cortex, such as the suppression

of sensory signals by the prefrontal cortex (Ranson et al., 2019),

coupling between the default mode network (DMN) and the

visual cortex (Walpola et al., 2020), and visual cortex activation

by higher cortical areas during visualization (Howe and Carter,

2016). The last two examples are especially pertinent to the

case of meditation, since what Dharmakı̄rti has in mind is

an intense visualization practice—which is either instigated

be intense emotion, such as grief, or the result of deliberate

cultivation. Several studies reveal that meditation increases

DMN-visual-cortex coupling (Faber et al., 2014; Berkovich-

Ohana et al., 2016; Fujino et al., 2018; Zhang et al., 2021),

which may offer a mechanism of how deliberate meditation

induces hallucinations.

Another possible mechanism to explain vivid hallucinations

induced by meditation is hypnosis. Some research suggests

that hypnosis and meditation create vivid visual experiences

through a shared mechanism. Namely, both downregulate

executive prefrontal systems as well as the DMN (Dietrich

and Al-Shawaf, 2018), creating a space within which imaging

systems can create vivid representations from the bottom-up,

unimpeded by prefrontal regulation (Winkelman, 2017). Even

though meditation is highly focused, the high recruitment

of attentional systems in both meditation and hypnosis

creates hypoactivity in other prefrontal systems, leading to

deregulation (Dietrich and Al-Shawaf, 2018). However, recent

scholarship has brought this hypofrontality thesis into question

(Fingelkurts et al., 2007; Facco, 2021). Thus, other scholarship

concludes that hypnosis enhances the vividness of mental

imagery top-down via the prefrontal cortex (Sireteanu et al.,

2010; Lanfranco et al., 2021). This might explain how images

in the mind’s eye can become vividly visual via deliberate

meditative practice.

In sum, this research suggests at least three possible

mechanisms through which meditation might produce

perceptual content: (1) the coupling of the visual cortex

with other cognitive systems, (2) the downregulation

of prefrontal systems, letting imagery bubble up from

the bottom up, and (3) the creation of vivid imagery

from the top down. It is not unlikely that all these

procedural alternatives are possible, meaning that

visual hallucination is overdetermined by meditative

practice. Indeed, there are many different types of

meditative practices, each of which may exploit these

pathways differently.

Our analysis thus reveals that higher-order cognitive

processes, like reflection, might not just transform how

perceptual information is processed, but may generate

perceptual content itself. In other words, belief may not just

manipulate how we see but generate what we see.

Conclusion

Dignāga and Dharmakı̄rti’s theory thus shares many

affinities with the creditions model, particularly concerning how

belief formation develops under normal circumstances. Both

theories argue that perception is causal and subconscious, that

perceptual awareness is highly entangled with beliefs about the

world, and that these beliefs are fallible, formed by abductive

processes that are patterned by experience.

Dignāga and Dharmakı̄rti, however, present an additional

picture of how this processing can flow in special circumstances.

That is, beliefs do not just organize perceptual information

upstream nor merely interpret that information downstream.

In rare cases, beliefs can generate perceptual information itself.

Dignāga and Dharmakı̄rti argue that it is only in some cases that

this process is epistemic, when these starting beliefs are “true.”

But if we bracket epistemology, meditative hallucinations may

be instrumental in belief formation, regardless of whether those

beliefs constitute knowledge. For example, fixation on concepts

like “ghost” might not just cause someone to interpret perceptual

data as ghosts, but produce the perception of a ghost, reinforcing

their belief in ghosts.

The hypothesis at this point is speculative. Future research

could use fMRI imaging to gain a closer look at how meditation

affects the visual cortex, and whether that activity is highly

correlated with visual hallucinations. Such research should

be sensitive to the meditative practices involved, particularly

whether they are the type of concentration-demanding practices

described by Dharmakı̄rti.

If meditation does prove to be generative of perceptual

content in the fashion hypothesized, then it offers another

important clue into the phenomenon of belief formation,

especially of the religious sort. That is, religious beliefs might

not merely arise as ways to make sense of aberrant sensory

experiences (as in Seitz’s and Gerrans’ model), nor do they

merely persist as intuitive explanations of our sensory world

(Sperber, 1996, p. 98–118). In addition to these modes, beliefs

may also generate their own perceptual content in a manner that

makes them self-confirming. Tanya Luhrman’s work has also

explored this possibility (Luhrmann, 2012). If this is true, what

remains to be seen is the pervasiveness of these experiences—

whether they are only the provenance of elite practitioners

engaged in meditative practices, or they are operable even
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among a wider population and explain the persistence of their

religious beliefs.
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Introduction

The word “Zen” in Buddhism is derived from the Sanskrit word “Dhyāna,“meaning”

“abandoning evil” and “meditation.” It comes from Ancient Indian philosophy. This

method of “sitting in silence with Pranayama andmeditating to practice nyujo (Buddhist

Sanskrit, Chinese: Ruding, 入定)” was introduced into Buddhism as a practice to

suppress one’s desires, introspect upon one’s actions and problems, and keep one’s heart

from any evil from in the outside world. This practice is called “sitting meditation”

or “meditation” in Buddhism, and through introspection (cognitively) and meditation

(behaviorally), one can free oneself from external influences andmake themind peaceful.

Rinzai (Lin-ji ) Zen is a widely known and important school of Buddhism that advocates

the practice of meditation. In modern society, there are many kinds of meditation. Some

of them are related to Zen Buddhism. Others seem to be unrelated to it. This article

explores Zen and the psychological significance of meditation as related to believing. It

focuses on the meditation related to Zen Buddhism. However, there are other forms of

meditation as well, because not all practitioners are Buddhists, although they must have

beliefs about meditation for it to be effective and significant for them.

Subsections relevant to the subject: Zen and
meditation

The origin and spread of Zen

Zen Buddhism, which advocates the practice of Zenmeditation, is an essential school

of Buddhism. Zen Buddhism was founded by the first Bodhidharma, who came to China

from India, to the sixth master Huineng 慧能, who developed five schools and seven

sects. It became the primary school of Chinese Buddhism after the Mid and Late Tang

Dynasty. But after the Southern Song Dynasty, only two schools (Rinzai and Caodong

曹洞) were prevalent and brought to Japan, while the rest were not transmitted to

subsequent generations. As an important school of Japanese Zen, Rinzai Zen originated

mainly from the Lin-ji branch of Chinese Zen Buddhism (Chinese: Lin-ji zong,临济宗).

This meant that a disciple’s satori could be directly imparted and received through the

teacher’s word. Some religious scholars reiterate the well-worn truism that the scholar
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has no direct access to the inner experience of themystic but only

access to a verbal or written account of this experience. But this

claim relies on a linguistic assumption that may not be shared by

the mystics themselves (Johnson, 2017).

The history of Zen meditation went from Indian Zen to

Chinese Zen, and then fromChinese Zen to Japanese Zen, which

then evolved into a step-by-step development of Zen from the

West to the East. Just as there is no such thing as “religion” in

the singular, but there are many things called “religions” based

on themyriad variations in which beliefs are acquired and evolve

and incorporated into one’s life, so also there is no “meditation”

in the singular but there are a variety of “meditations,” both

religious and non-religious, that both manifest and modify

beliefs. They exist because they serve the needs of human

spiritual and mental health. In the process of Zen’s Westward

journey, the renowned scholar Suzuki Daizo played a great

role in the introduction and promotion of Zen Buddhism in

Europe and America. He once said, “Zen is essentially the art

of gaining insight into the nature of human life, which points

the way from slavery to freedom” (Erich et al., 1987). Some

meditation practices are related to Buddhism and some are not.

This distinction will be discussed next.

The psychological significance of
meditation related to Buddhist beliefs

During modern times, “sitting meditation” became a

cultural symbol of traditional eastern psychotherapy after Zen

Buddhism was introduced to the Western world by Japanese

scholars. Meanwhile, in the Asian regions, such as in some cities

of China, where psychology is in the process of being established

as a new and developing discipline, there are a number of

psychologists who draw on traditional Buddhist theories to

apply them to their clinical practice in order to promote mental

health. Because of the reciprocal benefit between various forms

of meditation and the discipline of psychology in recent decades,

the ancient Buddhism has had to adapt itself to meet the needs of

modern people for spiritual health in the face of transformations

inmodern society.Modern Buddhist priests explain and practice

Buddhist meditation from the perspective of psychology and

mental health believing that it helps people relieve the pain of

psychological and mental illnesses. There are some courses on

the psychological bases of meditation for monks or nuns in some

Buddhist colleges and institutes in Taiwan, so that they could

provide psychological counseling services for their society after

training. Based on their own experience in meditation, some

senior monks have been able to help people become happier

physically and mentally and to rid themselves of worries and

fatigue by sitting inmeditation and teaching sutras to the faithful

(Chen and Deng, 2001).

Sitting meditation requires both “inward introspection”

(which includes one’s self-examination of not only one’s own

beliefs, but also of one’s own believing process), freed from

outside interference to achieve enlightenment, and adjustment

of the body and mind through “meditation” to achieve a healthy

state. The practice was developed in Japan into “Inner Vision

Therapy,” which was absorbed by Europe more than 1,000

years later. In Germany, Hewels created the “Self-Therapy”—

a psychotherapy based on sitting in meditation that had an

influence on psychological and other helping techniques around

the world. Coleman suggests that Buddhism’s doctrine of no-

self can help solve the fragmentation of self that can occur

in postmodern societies (Coleman, 2001). Buddhist meditation

practices underpin some cognitive behavioral therapies (which

involve working with a client to change his or her negative

beliefs about self) currently used in psychology to treat mental

disorders (Carmody et al., 2008).

The Swiss psychoanalyst Jung concluded that “sitting

meditation” has an important role in psychology. Since he wrote,

some psychologists studied “meditation” and summarized the

five techniques of “sitting in meditation,” which are equivalent to

the “five dharma-paryaya” (dharma-gate, Chinese: Famen,法门)

in Buddhism: (a) Pranayama (to regulate the breath, Chinese:

Tiaoxi, 调息); (b) Asubha (to reflections on repulsiveness,

Chinese: Bujing, 不净); (c) Karunā (compassion or mercy,

Chinese: Cibei, 慈悲); (d) Hetu-pratyaya (Karma, Chinese:

Yinyuan, 因缘). For all the above, the practitioner must use

reason and calmness to understand the cause and effect of things

and use reason to overcome evil thoughts. Finally, (e) Patha

(chanting, Chinese: Songnian, 诵念), which means imagining

the Buddha’s sitting posture and chanting his name to get rid

of fear, conquer desires, and reach a state of purity and peace.

This method is also used in suggestion therapy, such as with self-

referral words, imagination, etc., (Xu, 2007). Success in all five of

the above cases hinges on believing being central to the process

of meditation; and in this way it demonstrates its significance.

The psychological significance of
meditation in non-religious believing

In recent years, sitting meditation has become a fashion

in some regions, but not necessarily practiced as part of

one’s religiousness. The psychological and mental health fields

have introduced parts of oriental Zen theory into their

own disciplinary areas and developed a body of knowledge

and discourse that has been de-contextualized over a long

period of time so that it longer puts an emphasis on

having originated from Rinzai Zen Buddhism. For example,

Mindfulness meditation, in particular, has often been as part

of psychotherapy with little or no attention to its religious

roots or underpinnings. Current teaching and practice of
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mindfulness are limited to focus on one’s personal wellbeing,

which has therapeutic benefits but is only a small part of the

wisdom, philosophy, and fundamental principles of Buddhist

teaching and practice. The use of mindfulness in such a

limited fashion has caused concern and raised questions.

Nonetheless, mindfulness is more than that which meets the

breath. It has a more powerful message and a deeper purpose;

it is fundamentally about the human condition and liberation

(Manikam, 2016).

Modern people are more likely to use sitting meditation as

an exercise related to the promotion of spiritual and mental

health. Shanghai Yufo Temple 上海玉佛寺in China has held

a free 2-day sitting meditation activity for many years, and

participants do not need to have Buddhist beliefs, nor do

they need to pay any fees, which are open to the public and

very popular among urban young people (Du, 2015). Further

research is needed to understand the implications of isolating

such practices from their historical roots and religious contexts.

Many modern psychologists have highly evaluated the

psychological significance of “sitting meditation” and generally

believe that “sitting meditation” is not only a mystical religious

system but also a psychological practice in the modern sense.

Van Gordon et al. (2017) mentioned that a number of studies

had investigated the utility of a secular (but Buddhist based)

8-week intervention known as meditation awareness training

(MAT), which assigns to training participants in the concept

and practice of emptiness (as well as other Buddhist meditative

and spiritual techniques). Findings—including from clinical case

studies as well as randomized and non-randomized controlled

trials—have shown that MAT can improve: (a) work-related

stress, (b) stress, anxiety, and depression, (c) workaholism, (d)

co-occurring schizophrenia and pathological gambling, and (e)

job satisfaction, organizational citizenship, and job performance

(Shonin and Van Gordon, 2015).

By what processes does meditation have these effects? Such

effects are related to what someone comes to believe and how

they come to believe it. Meditation could also be related to

the processes through which someone’s beliefs change over

time—for example, from pre-to-post meditation. It is exactly

such hoped-for changes that many people practice mindfulness

meditation. And if the changes that they want happen, they come

to “believe in” meditation more than they did before—which

illustrates how the believing process is not static, but fluid. This

illustrates a different kind of significance of mediation, i.e., that

practicing meditation involves processes of believing at its core.

Other significance of meditation related
to the believing

Scholars have increasingly become interested in silence

and its role in social interaction during Buddhist meditation

(Kurzon, 2007, 2011; Ephratt, 2008). Fennell (2012) analyzed

the silences created in an unprogrammed Quaker Meeting

for Worship as well as the meditation practices of three

Buddhist groups: a sitting group associated with a Vipassana

organization, a Zen sitting group under the leadership of a

person ordained by Thich Nhat Hanh, and a temple under

the leadership of a Zen priest of the Soto school. Such

participants were able to get something out of sitting with

the groups because the leaders treated learning as a shared

experience. They were willing to listen to and learn with

other participants, and created spaces for participants to

share their perspectives. Some researchers consider silence in

a spiritual context as fostering intrapersonal communication

(Smith et al., 2010). Such silence operates as a conduit for

people to communicate with God, deities, nature, or the “self ”

(Bauman, 1993; Jaworski, 1993; Dandelion, 1996; Lightstone

et al., 2006; Levine, 2008), but not necessarily other people.

Quakers feel they can communicate with God (Fox, 1671),

and Buddhism “has in some cases been reconfigured as a

technique for self-discovery” (McMahan, 2008). Even when

silence is seen as active, it may be construed as functioning

to turn people inward and away from each other. Instead,

meditation demonstrates how silence for these groups is not

necessarily socially isolating. For instance, participants not only

learned, practiced, and reflected on silence together, but drew

connections between the practice of silence and changes in

everyday social interactions, including bringing compassion into

them (Fennell, 2012).

Discussion and conclusion

Meditation has its roots in Zen Buddhism, but later

developed in a number of different variations. This article

explores “sitting meditation,” not only as a mystical religious

practice but also as a spiritual practice related to the believing

processes understood inmodern psychology. Buddhism is full of

educational psychology theories, and the Buddha himself was an

effective educator. The Buddha made meticulous observations

of the human mind, revealed the incredible potential of the

human heart, and proposed a series of operational techniques for

self-knowledge, self-purification of the mind, and development

of the potential of the mind (Chen, 2006). Besides those

related to Buddhism, there are other types of meditation

whose practitioners engage in believing in order for meditation

to be effective and meaningful to them. They may not be

Buddhist believers, but believing certain things is an intimate

component in the very process of performing the practice

of meditation, for the practice can be significant for them

only if it is underpinned by believing. The dialogue between

believing and psychology makes it possible to tackle more

issues to be addressed in the fields of religious spirituality and

mental health.
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Introduction

One of the first realities of death is the presence of the physical dead body. In

studies of death in fields such as neuroscience or psychology, we focus on the biological

basis or clinical implications of grief and bereavement (Neimeyer, 2004). But grief and

bereavement are a response to death and, thus, a dead body. Psychologists have paid

little attention to the material body of the deceased and the meaning-making processes

associated with it (White et al., 2016). I will approach the meaning making process from

two perspectives: the first, how our beliefs affect the appraisal of the deceased body of

another person, perhaps a loved one, and the second, how those same beliefs may be

similar or different in how we appraise our own deceased body as we consider what we

want done with it after our own death.

I aim to shift the focus from the experience of grief specifically to the construction

of meaning in relation to the physical body after death or, as they say in the profession,

the choice of body disposition. To do so, we can turn to Park (2010) integrated notion

for meaning making as it relates to how people might appraise a dead body. While

cremation and conventional burial practices (in which a person is embalmed, placed in

a casket, and then buried in a vaulted grave) are still the most popular choices for bodily

disposition in the United States, other practices like green or natural burial, alkaline

hydrolysis, and natural organic reduction are becoming more widely available and

requested, particularly by non-religious people. I argue that in choosing these alternative

methods of bodily disposition for themselves or for their loved ones, non-religious people

are enacting a different kind of belief by simultaneously recognizing the materiality

of the body and ascribing value and meaning to it from spiritual, environmental,

and/or cultural perspectives. This way of viewing appraisal will draw from a relational-

deictic framework and consider how people often hold simultaneous and sometimes

contradictory appraisals.

Integrated meaning making and global meaning

Our global meaning systems are made up of beliefs, goals, and subjective feelings as

well as internal representations of desired processes, events, or outcomes (Park, 2010).

These beliefs, which take many forms, e.g., religious, spiritual, ethical, or material,

guide how we make sense of the world around us. As we encounter stressful moments

throughout life, we must make sense of them in some way; we must ascribe meaning
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to them. In forming meaning in these moments, called

situational meaning, we must attempt to either assimilate–

change our view of the situation–or accommodate–change our

global meaning. This process is not simply cognitive, but also

relies on emotional processing. For many, viewing a dead body

and/or making decisions about how to dispose of it is one of

those stressful moments.

The meaning-making process begins with the physical

reality of the deceased body. There are two separate ways to

approach the idea of the deceased body. One is through the

experience people have in choosing a disposition method for

another person at the time of their death. Another is making

a future appraisal of your own dead body. Keeping these two

kinds of events in mind, we can consider how non-religious

individuals in the United States react to death when they often

lack the institutionalized rituals and routines for responding to a

death that religious institutions typically provide (MacMurray

and Fazzino, 2017). For example, if you are Catholic in the

United States, most of the time from the guidance of your

parish priest you would choose to bury a loved one or to

personally be buried in a Catholic cemetery. There are rituals

and masses associated with death that are congruent with your

global meaning structure. The growing number of people in the

United States that do not subscribe to any religious tradition

do not have the rituals, rites, and ceremonies around bodily

disposition and therefore do not necessarily move as smoothly

through the meaning making process when deciding what to do

with the deceased (Kosmin et al., 2009; MacMurray and Fazzino,

2017; Smith and Cragun, 2019). As such, they must find new

ways to make meaning that can help them make sense of death

and dispose of the body in a way that makes sense to them as

secular people.

Shifting disposition methods in the
United States

The self-understanding that people brought to the dead used

to be relatively consistent. In the antebellum United States,

funeral services were presided over by Christian clergy, occurred

soon after death, and were rarely attended by anyone other

than immediate family (Laderman, 1996). The family’s concerns

centered on religious beliefs, namely the deceased’s soul and

whether it was bound for heaven. Both the form and content

of these services shifted after the Civil War. After the 1860s,

technological advancement allowed for the professionalization

of the funeral industry, notions about the ontology of heaven

and hell changed, and there was extended time before burial

(Laderman, 1996; Prothero, 2001). Together, this meant that the

presentation of an embalmed corpse in an open casket in the

context of a religious service became popular in theUnited States

and, until about the 1960s, was the norm.

Cremation increased in popularity in the 1960s in response

to Jessica Mitford’s aggressive critique around pricing in the

funeral industry, the Catholic Church lifting the cremation

ban, and the rise of the counterculture (Prothero, 2001). But

cremation numbers remained relatively low even in the 1990s.

Since 2005, the Cremation Association of North America has

been collecting data on cremation rates based on their members

and affiliates. Their data demonstrate that cremations have been

climbing steadily only to surpass the number of burials in 2015

and come to represent more than 50% of dispositions in 2016.

Cremation rates have been increasing steadily over the past

several decades; there has not been an overwhelming jump or

shift since that period in the 1960s (Kemmis, 2021). This trend

is like much of Europe, although the numbers in Europe have

increased to even greater heights in many places. Cremation is

not the only “new” practice growing in popularity. Other, more

diverse options are also arising.

Non-religious people and
disposition choice

Interest in alternative forms of disposition is on the rise

(National Funeral Directors Association, 2022). The National

Funeral Directors Association found that over 60% of people

expressed interest in green burial in particular. This is also

demonstrated by the increase in the availability of alternatives

to cremation and conventional burial like alkaline hydrolysis,

or water cremation, and natural organic reduction (i.e., human

composting) as well as body donation, which has long been

favored by the non-religious–specifically Atheists (Copeman

and Quack, 2015). As the numbers of non-religious people

rise in the United States, there may be greater opening to

exploring utilitarian or other disposition options that do not

have religious associations (Marsh, 2021). One of the values

that may be applied to disposition is a concern for the

environment (van Mulukom et al., 2022). Even though there

is an important overlap in environmental protection impulses

in both religious and non-religious individuals, in death these

innovative and “green” practices are relatively free of religious

baggage (Beaman, 2017).

I suggest that the focus on the environmental impact

of their own deceased body indicates an appraisal of

that body as less sacred and more material. It may also

demonstrate how secular people are creating practices for

themselves around death that reflect a change in belief.

Non-religious people often do not believe that the body

is critical to any kind of afterlife, so they are reframing

the appraisal. But their intentional choices suggest that

non-religious people are actively seeking actions associated

with their understanding of death and the dead body that

align with their values and beliefs in life, even those not

religion related.
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How belief influences disposition:
Relational-deictic framework

Alongside a change in disposition preference, we are also

seeing an increasing number of people who do not believe in

a particular afterlife. One-in-six Americans do not believe in

any afterlife at all (Pew, 2021). When discussing non-religious

individuals, I am describing a subsection of this identification

that have a materialist worldview and are part of this group

that does not believe in a particular afterlife. This certainly

does not describe the plurality of people who identify as non-

religious. But within this group, we see this belief pattern

that has an increasing number of people believing that death

is the final end and wanting these environmentally friendly

disposition practices.

To further consider how non-religious people might be

thinking about the dead body, I propose that we turn to

a “relational-deictic” interpretation of the physical world.

Appraisal through a relational-deictic interpretation is an

alternative to promiscuous teleology or the bias toward purpose-

based reasoning (ojalehto et al., 2013). Teleological explanations

become promiscuous when applied to natural objects rather

than artifacts. For example, the clouds exist because they provide

shade. These biases exist in humans from childhood into

adulthood, although often not explicitly, and religion can be

thought of as a product of this kind of reasoning (Kelemen et al.,

2013). In this example, clouds would be a product of divine

creation. As an alternative, the relational-deictic framework

takes into account the importance of relational and ecological

reasoning as well as the points of view within that relation

(ojalehto et al., 2013). Rather than taking an intentional design

stance with respect to natural forms, which presupposes that the

purpose arises from a designer or a sole source, the relational-

deictic stance assumes that purposes come frommultiple sources

and therefore purpose arises from the perceiver’s sense of

purpose. This becomes critical when considering the reality of

the dead body.

While ojalehto et al. (2013) point out that it is Indigenous

populations in the United States that most clearly display this

kind of cognitive approach, I argue that this reasoning can be

a better way to talk about the cognition of the non-religious

people who are choosing alternative disposition methods. The

key relationship is between the living and the dead body. From

this relationship emerges additional connections because both

are part of the natural world, but one will continue on existing

in that natural world (the living) and another will decompose.

So, although the living recognizes the dead body as part of that

cycle of nature, as material, it remains important because of

the ongoing connection with the person the body used to be.

From a teleological perspective, death may be “part of God’s

plan,” or it may “happen for a reason,” but these phrases are not

only laden with religious connotation, but also fundamentally

incongruent with many non-religious people who subscribe to

materialist worldviews. And yet, even if you do not believe in an

afterlife, or believe in a soul, or the sacrality of the body from

a religious or spiritual perspective, which many non-religious

people do not, you still maintain a relationship to that person

who has died. When we appraise the deceased body of another

person, particularly a loved one, we see that body as more than

simply material.

Using a relational-deictic framework would shift the

language associated with death, particularly when choosing

these alternative forms of disposition, to phrases like, “the body

is part of a natural cycle,” or “the person’s body will go back to

the earth to support it.” Hence, the body becomes a key part of a

purpose or cycle without the baggage of promiscuous teleology.

This framework is critical to the non-religious because they lack

theistic global meaning about the purpose of the dead body, or

death in general, and the traditional forms of disposition do

not necessarily allow the same kind of reasoning. Conventional

burial and cremation do not lend themselves to this natural

return to the earth as easily.

Discussion

Relational frameworks use sophisticated ecological

reasoning that is particular to Indigenous communities, but

this argument suggests a biological basis to this process,

which may be why we apply it in considering the cognitive

underpinnings of non-religious people. And a possible pathway

for this cognitive logic is that there is a coexistence of natural

and supernatural explanations for things within people’s minds

for both themselves and for others (Legare and Shtulman,

2018). The physical body can represent the vessel for the soul,

but it is also a biological fact. The physical body may both

be important and not be important. Relational frameworks

are most important for the bodies of those to whom people

are related. This explains why some people tend to be quite

flippant about their own death and their own bodies after death

but would very rarely be as cavalier about a loved one’s body.

This suggests that global meaning is not necessarily a fixed or

total system, but it can have contradictory pieces that are held

simultaneously and constantly shifting.

Global meaning systems can consider several different

causalities and with several contradictory points of view within

the same person, but then we return to the physical reality of

the dead body. This short article suggests that as non-religious

people are moving away from the dominant religious narratives

that provide meaning and structure around the dead body for

both themselves and others, they are introducing other kinds

of meaning. These meanings include values and beliefs around

environmentalism, secularism, economics, or tradition outside

of religion, which has perhaps influenced the growing numbers
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of people who are interested in green burial, natural organic

reduction, and other means of bodily disposition. For them,

the body is not sacred in the religious sense, but is indeed

value-laden from a relational and natural perspective. Many,

despite their non-belief, still ascribe a specialness to the deceased

body, a cognitive and emotional response that bears further

investigation. Future research may directly investigate how non-

religious people think about the deceased body and relate to

other phenomena around death, not limited to after-death

communications, or sensing presences, and the experiences

of grief.
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