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Physics Clues on the Mind Substrate
and Attributes
Joaquin J. Torres* and Joaquín Marro

Institute Carlos I for Theoretical and Computational Physics, University of Granada, Granada, Spain

The last decade has witnessed a remarkable progress in our understanding of the
brain. This has mainly been based on the scrutiny and modeling of the transmission
of activity among neurons across lively synapses. A main conclusion, thus far, is
that essential features of the mind rely on collective phenomena that emerge from
a willful interaction of many neurons that, mediating other cells, form a complex
network whose details keep constantly adapting to their activity and surroundings. In
parallel, theoretical and computational studies developed to understand many natural
and artificial complex systems, which have truthfully explained their amazing emergent
features and precise the role of the interaction dynamics and other conditions behind
the different collective phenomena they happen to display. Focusing on promising
ideas that arise when comparing these neurobiology and physics studies, the present
perspective article shortly reviews such fascinating scenarios looking for clues about
how high-level cognitive processes such as consciousness, intelligence, and identity
can emerge. We, thus, show that basic concepts of physics, such as dynamical

phases and non-equilibrium phase transitions, become quite relevant to the brain activity
while determined by factors at the subcellular, cellular, and network levels. We also
show how these transitions depend on details of the processing mechanism of stimuli
in a noisy background and, most important, that one may detect them in familiar
electroencephalogram (EEG) recordings. Thus, we associate the existence of such
phases, which reveal a brain operating at (non-equilibrium) criticality, with the emergence
of most interesting phenomena during memory tasks.

Keywords: collective brain phenomena, adaptive complex networks, dynamic synapses, non-equilibrium phase

transitions, EEG oscillations, intelligence, identity, consciousness

INTRODUCTION

As humans we are interested in the age-old question What are we?, perhaps now rephrased Can
one identify guidelines to understand our intimate being? The doubt is not banal. Looking into this
requires involving the mind that, for a very long time, has been an ambiguous entity, and therefore
source of misunderstandings and unfortunate hypotheses. However, by developing new means of
observation and computation, science has uncovered details, and paths are now open on which to
begin to walk confidently. So much so that we may rationally precise, for instance:What makes us
be the way we are? Where is located our own identity? Could it be manipulated? Even more, it has
been uncovered that probing solutions to these queries equals looking for the keys of our identity
and consciousness and, in trying to do so, it has been realized that the relevant scenarios closely
relate to intelligence.
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According to thesauruses, intelligence is “ability to acquire
and apply knowledge and skills,” and relate this term to
“understand,” “solve problems,” “experience,” and “competence.”
We stuck to this. Nevertheless, we are not interested in meanings
such as “purely spiritual substance,” and forget for the moment
the so-called social intelligence—the one ascribed to groups of
ants, bees, birds, fish, and humans. In any case, this eclectic
vision is insufficient for us, as it hides the essence or content
of what we could name intelligence “function,” i.e., how those
capacities unfold as an essential part of our being. This is what
most interests us here.

We manage to go one-step farther by exploring what in
this connection distinguishes the animal species. Perhaps it
then surprises that the sperm whale has a bigger brain than
we have, and that the shrew’s one weights more relative to
the total. To have humans leading a list in this context, we
must ponder the neurons connectivity—in which case however
dolphins follow us, not primates as one might have expected
(Roth and Dicke, 2005). Endorsing a popular identification,
this associates intelligence with gray matter that, leaving aside
other structures, consists of near 100 billion somas or neural
bodies. These extend through long eager-to-connect filamentous
extensions that end in terminals with a complicated internal
structure and one may call synapses, the name of one of its parts.
All this stuff forms the cerebral cortex that, just under the skull,
is the best-organized part of our very well-organized nervous
system. The 1011 neurons (Azevedo et al., 2009) thus continually
interact with any part of our body, including muscles, organs,
and senses, through about 1015 synapses mainly in the neocortex
(DeFelipe et al., 2002).

This picture suggests that properties of the cortex, such
as its thickness, may be related and perhaps aid to estimate
the intellectual capacity of an individual. However, today we
understand this, together with some of the mechanisms that
improve the brain operation and eventually may induce its
malfunction, in more detail. For example, we have a harmonious
framework (Marro, 2014; Marro and Torres, 2021), coherent
with what we learned from experiments, which allows one
to quantitatively exploring intriguing phenomena associated
to the concept of intelligence and the mechanisms that seem
to favor it up. This is a simple though rigorous scheme,
kind of “mathematical metaphor” that includes, together with
other details, a realistic description of synaptic cooperation
between neurons. That is, it does not presume a passive
participation of the synapses, but it specifies how these,
constantly using both intrinsic and external information, actively
modulate the interrelation between neurons, including its
network effective topology, which affects, even dramatically,
the current result of that collaboration. In short, synapses
should now be viewed as effective processors responsible for
achieving certain, fruitful, mutual influence between neurons
at every time, and they do so with the mediation of several
relatively complex biophysical mechanisms. Insomuch that
these show up to the observer (using suitable techniques) as
“noises” or fluctuations along several time scales propagating
through an adapting complex network. These “noises” carry
relevant information that characterizes some brain activity states

(Lendner et al, 2020), and may be important to understand brain
interrelations (Waschke et al., 2021), so that the resultant scene is
very subtle.

This perspective article shortly reviews the framework
supporting the above scenarios, namely, we follow here a
statistical physics point of view looking for indications about how
high-level cognitive processes such as consciousness, intelligence,
and identity can emerge. In particular, we, thus, illustrate
how basic concepts of physics, such as dynamical phases and
non-equilibrium phase transitions, are quite relevant for the
emergence of intriguing synchronization phenomena and for the
understanding of the dynamical features of actual brain activity
which can be related with different brain cognitive functions.
In addition, we explore the factors at the subcellular, cellular,
and network levels that seem to induce the non-equilibrium
phases that happen to show up, and remark the important
role that synaptic mechanisms and network development, and
refinement processes such as synaptic pruning, have on the
observed phenomena. We also show here that the nature of the
relevant non-equilibrium transitions depends on how incoming
stimuli are processed in a noisy background, which might
provide a useful and plausible tool to detect them in actual
electroencephalogram (EEG) recordings. Additionally, we, thus,
associate the existence of such phases, which reveal a brain
operating at (non-equilibrium) criticality, with the emergence of
the most interesting phenomena during memory tasks.

A FIRST MESOSCOPIC VIEW

An important and widely accepted fact here is that the synaptic
actions connecting neurons are conditioned by “memories,”
namely, patterns that previously stored within during a kind of
learning process and which are constantly adapted throughout
the individual life due to new acquired information (Hebb,
1949; Amit, 1989). That is, by means of biophysical processes,
we plastically store pieces of information (sensory perceptions,
behavioral procedures, etc.) in our synapses, and we continually
update that data while undergoing new circumstances (Marro
and Torres, 2021). In practice, this happens to determine a very
changing agenda of neuronal collaborations, which constantly
conditions most high-level mental functions. On the other hand,
in association to each mental process, there is now clear evidence
that sets of synapses organize themselves into specific dynamics
whose objective is to achieve constantly operating economy and
proximity between different, even quite distant regions (Muñoz,
2018). Thus, by a proper combination of all this—mainly,
continuous modulation of the synaptic interactions between
neurons as well as eventual efficient coordination among groups
of them—most elaborated mental properties emerge, including
human intelligence and associated high-level functions such as
working memory (Mongillo et al., 2008) or episodic memoires
(Takeuchi et al., 2013). In particular, definite correlations between
the familiar intelligence coefficient IQ and properties of the
underlying neuron network, including its topology, effectiveness
in transmitting information throughout, and the synaptic links
dynamic activity have been reported (Li et al., 2009). This
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complex scenario is celebrated at the light of the relative
components simplicity producing it.

The fact is that the mind functions and how the brainmanages
to structure itself just result from cooperation among (verymany)
rather humble neurons mediating continuous dynamic actions
of their synaptic links, which may eventually (a few or many)
abstain from acting (Marro and Torres, 2021). A crucial aspect of
this image is that synaptic fluctuations, especially those on short
time scales, are determined to induce and constantly maintain
a situation that physics describes as “critical” (Muñoz, 2018),
which is in all similar to the one that characterizes the so-
called critical points in condensed matter phenomena such as,
for instance, condensation and ferromagnetism (Stanley, 1987).
This intriguing situation is characterized, for instance, by the
appearance of avalanche dynamics for neural population activity
showing power law distributions (Beggs and Plenz, 2003), as
well as by the existence of long-range correlations in space
and time that have recently been associated with the sense
of identity (Sugimura et al., 2021). Therefore, neuroscientists
have today the possibility to explore the emergence of such
“critical” conditions during brain activity as many theoretical
and experimental works, including neuronal cultures, functional
MRI (fMRI) data, EEG time series, have already revealed (Beggs
and Plenz, 2003; Tagliazucchi et al., 2012; Yaghoubi et al., 2018;
Fontenele et al., 2019). This notion of criticality, brought to these
non-equilibrium settings from the study of equilibrium physical
systems, can be extended to the concept of the Griffiths phase
(Griffiths, 1969) in the brain with structural heterogeneity. In
fact, the existence of critical zones has been computationally
verified for humans and Caenorhabditis elegans connectomes
(Moretti and Muñoz, 2013). This clarifies our understanding
of how some high-level cognitive functions can emerge during
brain operation, as well as possible clinical applications to some
neurological disorders (Zimmern, 2020). Furthermore, particular
features of such emerging critical state can be important to
understand our capacity to solve problems and make decisions,
thus conforming our intelligence and identity (Ezaki et al., 2020;
Jiang et al., 2021) as we explore next.

INTELLIGENCE AND IDENTITY

One may highlight now two main aspects that concern
intelligence. Firstly that we, as humans, essentially are kind
of mixture of neuron collaborations and time variations of
the intensities at which synapses happen to relate them. Even
popular newspapers long ago recognized that “Brainpower May
Lie in Complexity of Synapses” (Wade, 2008), then properly
explaining that “synapses get considerably more complex going up
the evolutionary scale [. . . ] It is likely this is one of the design
principles by which the human brain is constructed.” Indeed, it
is sensible to say that our most important part as humans is the
whole of our about 1015 synapses (DeFelipe et al., 2002). It is this
mesh what likely houses our identity. In this way, each of us is
uniquely—as a matter of probability—identified by information
contained in all this enormous wired set of filaments (see
Figure 1). This is the main of our identity, namely, all the data

there plastically stored, which is a mixture of genetic inheritance
and information frequently acquired and updated. Thanks to this
immense and continually renewed data warehouse, the whole
of processes that we associate with our intelligence are able, at
any time and quickly, of remembering, combining, contrasting,
and making decisions, computing, etc., making it possible what
we call consciousness. Hence, the identity relying on this can
diminish in any measure, due to loss or deterioration of part
or that entire network or of the mechanisms that make it to
correctly work and be efficiently useful, but we do not imagine
how it could be transferred to another human being or exchanged
with actual technology. In this sense, it is crucial understanding
how the brain wiring network develops from conception until its
mature form. In particular, this will help to understand the origin
of brain network disorders, such as Autism Spectrum Disorder
(Tang et al., 2014), schizophrenia (Keshavan et al., 1994), epilepsy
(Andoh et al., 2019), and its Alzheimer deterioration.

In fact, understanding dynamical principles of how our brain
structure develops has attracted some attention (Tetzlaff et al.,
2010; Millán et al., 2018, 2019, 2021). It was reported, for
example, that a suitable mathematical framework to study brain
development is the master equation for the neuron degree
probability distribution p(k) (Johnson et al., 2009, 2010; Millán
et al., 2018):

dp (k,t)

dt
=Tgain (κ , k− 1,. . .) p (k− 1,t)+Tloss (κ , k+1,. . .)

p (k+1,t)−
[

Tgain (κ , k,. . .)+Tloss (κ , k,. . .)
]

p (k,t) (1)

where it is considered different type of microscopic mechanisms
to add and remove synapses with time, here represented,
respectively, by the transition rates Tgain(κ , k, . . .) to increase
the number of neighbors of a given neuron from k to k +

1, and Tloss

(

κ , k, . . .
)

to decrease the number of neighbors
of a given neuron from k to k − 1 (see Figure 2 on top
for a graph interpretation of the model). Assuming these
depend on global topological aspects related with homeostatic
considerations, such as the mean degree κ =

〈

k
〉

in the neural
population, and local dependencies as the neuron degree k,
this model explains the synaptic pruning curves observed in
actual brains (Johnson et al., 2010; Millán et al., 2018). See
the bottom left panel of Figure 2 for typical synaptic pruning
profiles generated with this model. The functions Tgain(κ , k, . . .)
and Tloss

(

κ , k, . . .
)

have a neurophysiological justification, as
it is well known that neuron electrical activity regulates neural
connectivity inducing axonal branch formation (Uesaka et al.,
2006) and synaptic refinement (Vonhoff and Keshishian, 2017).
Since neuron activity depends on the net current the neuron
receives from its neighbors—being larger for increasing number
of neighbors—ultimately it depends on its degree k. Also synaptic
growth and death depends on the concentration of molecules
that can diffuse through the whole neural medium, and given
that calcium ions activate proteins involved in regulation of
synaptic growth and pruning (Jourdain et al., 2003; Cornelia
Koeberle et al., 2017), such processes cannot be considered
only local. On the other hand, one may consider explicitly not
only topological factors but also neurophysiological influences
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FIGURE 1 | Forests of somas and synapses. The image on the left is a forest of synthetic pyramidal dendrites grown using Cajal’s laws of neuronal branching (Image
Credit: Hermann Cuntz, licensed under Creative Commons Attribution License, PLoS Comput Biol 6(8): ev06.i08. https://doi.org/10.1371/image.pcbi.v06.i08). The
image on the right is a visualization of neurons in a digitally reconstructed thalamus model from the “Blue Brain Project” in École Polytechnique Fédérale de Lausanne
(Image Credit: ©Blue Brain Project/EPFL 2005 – 2020. All rights reserved).

such as the synaptic currents arriving to each neuron Isyn. This
has allowed to investigate the interplay between brain function
and network topology during development (Millán et al., 2018,
2019, 2021). More plausible realistic assumptions could be
included within this framework, for example, the interplay
between subcellular mechanisms such as intracellular calcium
dynamics and astrocytes function since it has been recently
reported that astrocytes actively contribute to synaptic pruning
and developmental refinement of neural circuits in the brain
(Lee et al., 2021).

LOOKING INTO OUR MINDS

Another important aspect of the mind that is worth to be
highlighted here—since it has practical and conceptual relevance,
though one might at first glance feel it is just a technical
aspect—is that transitions among mental states of qualitatively
different properties often can be appropriately interpreted, using
physics terminology, as non-equilibrium phase transitions. In fact,
this concept (Marro and Dickman, 2005) in general concerns
a transition among different macroscopic well-defined states
(phases) in a system that, due to any fluxes or other interactions
with the outside, cannot be in thermodynamic equilibrium, so
that one cannot characterize in practice it by any Hamiltonian
function. Concerning the brain, there are many facts that prevent
equilibrium and from writing such a function, e.g., the different
type of currents and fields that affect the neural excitability at
the subcellular, cellular, and network level and time-dependent
external fields such as the stimuli currents arriving from the
senses. In spite of this and in analogy with a thermodynamic
phase transition, the brain shows some relatively sharp changes
at certain values of relevant parameters where its response to
quite small perturbations exhibits a very large susceptibility
and propagates in time and space without damping as in the

familiar equilibrium criticality in, for instance, condensation.
Under this particular condition, the brain is able to develop its
characteristic cognitive functions such as decision tasks, attention
breaks, optimal processing of information from the outside, or
the processing of episodic like memories.

In other words, what we casually name “gray matter” is
nothing but “condensed matter,” in the sense that it undergoes
(possibly dynamic) changes formally similar to those shown
by other materials, so much so that they are described with
precisely the samemathematical structures (Marro andDickman,
2005). That is, there are qualitative changes in the mind, whether
they are dynamic while brain function or structural along the
individual’s evolution, that happen to be essentially equivalent
in a formal sense (Marro and Torres, 2021) to phase transitions
in physics, such as ferromagnetism, superconductivity, and
superfluidity. The difference is conceptual more than practical in
the sense that the later ones are of a thermodynamic nature, as
they affect isolated systems in the state known as thermodynamic
equilibrium. On the contrary, the mind and the nervous system
are open systems, which experience stationary flows of matter,
energy, and/or information with its surroundings and typically
exhibit different types of inhomogeneity, so that they constantly
are far from that equilibrium state. A practical consequence of
the otherwise similarity between phases and mental states is that
both, structure and dynamics of the brain are likely to be studied
with very powerful methods and concepts developed in the study
of matter and radiation (Marro and Dickman, 2005; Marro and
Torres, 2021).

This important fact happens to offer a solid, conceptual and
mathematical, support thus washing out a certain mystery and
consequent misgivings initially affecting to reports that the mind
shows avalanches, seismicity, and critical and chaotic dynamics,
which for a time was not considered befitting of the brain.
Now it is quite clear why mental states often entail long-range
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FIGURE 2 | (Top) Graph interpretation of the mathematical model in Equation (1). Given a neuronal network configuration at time t (left), a new synapse can be
generated (lost) with probability Tgain(Tloss) at time t+ dt (green connections on the right neuronal network configurations). (Bottom left) Different synaptic pruning
curves produced by Equation (1) (details for particular choices for transition probabilities Tgain and Tloss can be found in Johnson et al., 2010). (Bottom right) Image
showing synapse phagocytosis by astrocytes reported in mouse hippocampus (Lee et al., 2021). Presynapses are colored in green, astrocytes in white, and microglia
in blue. Phagocytosed presynapses by glia were shown in red. Image has been taken from the Korea Advanced Institute of Science and Technology (KAIST) (Image
credit: Won-Suk Chung, https://www.kaistglia.org/).

correlations, as this occurs at critical points in physics where it
is well known it allows any part of the system to be strongly
receptive to what happens in any other, and vice versa. This
is surely very important, since physics shows how the most
extraordinary phenomenology emerges in this way. Moreover,
the phenomena that are associated to such strong extensive
correlations and large susceptibility in the mind, given the
prevailing inhomogeneity and flows with the environment in this
case, turn out to be even more varied and bizarre than in systems
at thermodynamic equilibrium. Even more, by adding without
reluctance the brain to the set of physical or, say, condensed
matter systems, a new and exciting world becomes accessible
to experiments. For example, it has been described how one
may detect transitions between mental states by simple, e.g.,
“psychophysics” experiments that, studying the propagation of
signals through the brain, report on the existence of stochastic
resonances (Manjarrez et al., 2002, 2003; Yasuda et al., 2008;
Torres et al., 2011). And it has thus been shown how these
turn out to correspond precisely with phase transitions clearly

denouncing very significant changes of the mind dynamics
(Torres and Marro, 2015; Marro and Torres, 2021). Particularly,
this has allowed to interpreting the celebrated cerebral “rhythms
of activity”—those named alpha, beta, and gamma waves and
ultrafast oscillations—whose existence was first revealed by the
time series of EEGs long ago. Actually, a simple model has
recently shown (Galadí et al., 2020; Pretel et al., 2021) how
the changes between these types of oscillatory behavior are
just transitions between phases or mental states that one can
classify and decipher in neuroscience performing appropriate
EEG and magnetoencephalography (MEG) experimental setups
(see Figure 3).

At the light of parallel situations in physics, one expects that a
main detail within this scenario of emerging (non-equilibrium)
mental phases will be the topology of the brain, which is
certainly expected to condition its functions and interactions
with the environment. In particular, one may anticipate that
different species will exhibit a different chart of characteristic
non-equilibrium mental phases, as illustrated in Figure 4 using a
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FIGURE 3 | Electroencephalogram (EEG) waves in stochastic resonance
phenomena. (Top) Model generation of waves, similar to the ones recorded in
actual EEGs. This is for an excitation/inhibition balanced neural population,
and the mean membrane voltage of all excitatory neurons is plotted as a
function of the level of arriving excitatory uncorrelated inputs from outside of
the population—measured by the parameter µ (the mean value of random
depolarizing inputs that an excitatory neuron receives during 4ms from other
regions outside of the population)—and in the presence of short-term synaptic
depression (Pretel et al., 2021). Note that the waves emerge around µ ≈ 0.6
and disappear in an explosive phase transition for stronger noise levels
(µ ≈ 5). This is a consequence of depression, which reduces the effect of the
strong activity of excitatory neurons over the inhibitory ones thus reducing the
firing of inhibitory neurons and increasing further the activity of excitatory
neurons. (Bottom) Signal-to-noise ratio (SNR) vs. µ when adding a weak
sinusoidal input to each neuron while processing the weak signal, which allows
detecting relevant phase transitions because of an enhancement of the SNR
around the phase transition points.

simple model implemented with a number of connectomes data
(see Torres and Marro, 2015 for model details).

Concerning mind phases, it was just shown (Calim et al.,
2020) emergence of chimera states, namely, oscillatory phases
where some neurons of the population are coherently oscillating
in synchrony and the rest are oscillating out of phase in
an asynchronous regime (see Figure 5). This seems robust
in many situations, including spiking and bursting neuronal
populations and complex network topologies including hybrid
synaptic schemes with chemical and electrical connections.
Therefore, they may possibly occur also in actual cases,
where they might be related, for instance, with neural
activity during uni-hemispheric sleep in dolphins and with
the emergence of bumps of activity in working memory tasks
(Compte et al., 2000). Since current studies have demonstrated
their occurrence in parameter’s regions between traveling

wave phases and coherent synchronous phases, these states
could be important to increase synchrony in some brain
areas or to prevent epileptic seizures associated to traveling
wave behavior.

DISCUSSION AND PERSPECTIVES

Summing up, this perspective article presents some promising
ideas and research lines for the study of the brain function
based on simple biologically motivated neural population models
that have been analyzed using statistical physics methods. This
uncovers intriguing emerging phenomena due to cooperation of
the systems basic elements, namely, neurons and synapses that
are related by a complex network topology. In particular, we
emphasize here the possibility that critical phenomena, similar
to those in condensed matter, occur in the brain, which is quite
sensible given the universality of the basic nature laws within
such scenarios. We, thus, describe emerging phase transitions
separating non-equilibrium phases that seem to characterize
mental states as well as brain functions that seemingly involved
by human identity and intelligence. No need to say that our
(statistical physics) point of view here has limitations. For
example, it is difficult to include all the microscopic details
that can affect neuronal and synaptic dynamics, and some of
them, including also the connection networks details, are yet
to be fully described by neurobiologists. On the other hand, it
yet needs to be clarified whether some brain functions are just
emergent collective phenomena. For example, it is still difficult
to fully understand and quantify how our subjective experience
is coupled to the emergent process arising from the complex
interrelation of the elements, mainly neurons and synapses.
In any case, our approach here—also followed by many other
colleagues—may be seen as a first meaningful analysis in which
one may easily incorporate additional details as provided by
new experiments.

On the other hand, it is remarkable how the whole of
the framework above (see also Marro and Torres, 2021, and
references therein) naturally leads to motivating extensions. In
particular, returning to the notion of intelligence, it makes sense
to assume within this scenario that, as a substantial part of the
cognitive process, the mind constantly and quickly simulates
relevant events and alternatives. That is, the mind would be
producing, mostly unconsciously and for its own and immediate
use, kind of well-informed “short films” including a variety of
data, feelings and emotions pertinent to each case. This means
that we instinctively imagine options that help us to decide
at every moment what could be the most convenient in view
of the “maximum” of available information (Wang, 2012). We
can imagine that this maximum includes, in addition to all the
data stored in our synapses relevant for the task in question,
sensory data on the spatial and temporal environment and other
predictions perhaps generated on the fly. In fact, an essential
deficit in today’s computers imitating intelligence would be this
intimate relationship “back and forth” between memories and
current processing that surely determines our decision-making
and characterizes our brain functions.

Frontiers in Computational Neuroscience | www.frontiersin.org 6 April 2022 | Volume 16 | Article 8365329

https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/computational-neuroscience#articles


Torres and Marro Physics Clues on the Mind

FIGURE 4 | (Left) Phase diagrams showing the emergence of different non-equilibrium phases in neural populations that are connected with each other using different
connectome data corresponding to different animal species. For each phase diagram, the vertical axis corresponds to the level of the constant current I0 injected to
each neuron in the population to increase its excitability level, and the horizontal axis corresponds to the intensity of a noisy current also injected in each neuron to
account for the possibility of random uncorrelated noises—arising from different sources—affecting neuron dynamics. Model details are described in Ref. Torres and
Marro, 2015. From top to bottom connectomes are of Caenorhabditis elegans worm, pigeon, macaque, human, and a fully connected network. The color code
represents the level of the time averaged overlap (ranged between 0 and 1) between the neuron population activity and any of the three particular patterns of activity
stored at the synaptic maximal conductances. (Right) Raster plots illustrating the dynamical features of the different mental states observed in the parameter’s regions
marked with roman letters in the left bottom panel.

Consequently, it seems that we may perceive intelligence as
the result of all this, combined with the ability with which each
individual is able to handle it. This is a human quality that
shows to us as a kind of multifaceted device able of attending,
perceiving, relating, and predicting. All this thanks to that

critical, very effective dynamics described above commissioned
to establish broad and rapid correlations between any part of our
brain and the rest of our nervous system, including the senses as
“windows” to the outside. In addition, our mind is so dynamic
and adaptive that, not only does it generate new information
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FIGURE 5 | (Left) Network architecture used for the study of the emergence of chimera behavior using nearest neighbor electrical connections (solid lines) and
long-range chemical synapses (dashed lines). (Right) Density plot depicting the time-dependent voltage traces of a 1,000 neuron population interconnected with the
topology in the left panel (Calim et al., 2020). This shows the emergence of two chimeras separating different neuron subpopulations with different dynamical regimes,
one (the center of the image) with high-amplitude normal spiking activity and the others (the non-centered regions) with high-voltage low amplitude oscillations,
constituting a so-called chaotic amplitude chimera (Calim et al., 2020). Voltage membrane dynamics of the neurons (purple circles in the right panel) has been
computed using a Morris–Lecar neuron model (Morris and Lecar, 1981).

using its warehouse to make predictions about situations that
arise, but also reinforces or weakens our memories by adapting
them to the success or failure of those predictions. Thus, apart
from its relationship with the individual’s ability to correlate,
reason, resolve, etc., intelligence brings learning effectiveness.
This increases our ability to anticipate threats and visualize even
the most remote possibilities while reviewing the past, so that
intelligence also seeks and, at best, achieves a better forecast of
the future in our environment.

In this scenario, we may wonder about the control we
have on our intelligence, besides circumstances that develop
and activate (or not) throughout our lives under the rule of
genetics, which probably determines, at least in part, aspects
such as the intelligence capacity, disease propensity, or gender
identity. In any case, it is not at all realistic to imagine that
determinism governs the mind, e.g., a noise brain level is clearly
noted during the state of consciousness (Lendner et al., 2020)
and influence our behavior (Waschke et al., 2021). Moreover,
the mechanisms involved are quite adaptive—meaning that
they may be conditioned by eventual and rather random
interactions with the outside, including social ones hanging
on others—, and there are clear indications of defects and
contradictions in relation to our decision-making processes. One
source for these is surely the prejudices, traumas, and “manias”
that, possibly hidden from ourselves, will induce biases not
necessarily consistent with the reality in those “short films”
we make. This, in addition to lessening our mind finesse and
perhaps spoiling our best forecasts, would ruin a hypothetical
determinism. Nor we should rule out that, as it is characteristic
of natural phenomena, the aforementioned processes of memory,
contrast, simulation, prediction, and decision include some
randomness to its unconscious character. In short, decisions
are probably made with certain autonomy, that is, without
explicit real consent, that perhaps would only be explicitly

communicated to us an instant after being taken without
our will.

Endorsing the above, there is evidence that voluntary acts
are preceded of subtle electrical changes in the brain, which
would reflect a preparation process before the individual realizes
it. In particular, perfecting experiments decades ago, recent
EEGs and magnetic resonance studies show that the frontal
cortex displays indications of the action to be performed a
few seconds before the subject happens to “know” it (see,
for instance, Soon et al., 2008; which confirms previous
experiments of the neurologist Benjamin Libet in the 1980s),
which suggests that the control we have of our own mind is
limited. Actually, it seems that there are a few seconds in which
we do not have a conscious supervision of each of our acts.
This delay is compatible with the image of intelligence given
above, according to which we evaluate—consciously, partially
consciously or unconsciously—our options, which takes a
finite time.

Also interesting are some consequences of the above on
the concept of consciousness. Imagine that, at the request of
an emergency phone operator, we have to distinguish whether
a person just injured in an accident is “conscious or not.”
Could we conclude with confidence? Back home, we check for
consciousness in the thesaurus. It will say something like: “our
spontaneous knowledge, more or less vague and reflective, of the
surrounding reality.” OK but insufficient; it is important to note
that it is not an eventual passive act, but a perception, where
knowledge needs to be “perfected” with an intuitive element that
constantly conditions us, to the point that it not only integrates us
into the near context but also makes that we recognize ourselves
in it. It follows that, as intelligence and identity, consciousness
rests in memory, that is, in how we do to maintain huge stores
of information and, quickly and automatically, we are able to
recovering any specific portion that we might need. In short,
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these are human activities that require both interaction with the
environment and ability to experience subjective sensations, so
that they rest in the mind. According to what we have seen above,
today one can say that consciousness and identity are a global
property of the nervous system, especially in relation to the whole
of its synapses.

We end up noticing that a main conclusion here may be
that, as compared to other cooperative—natural or artificial—
systems, an adequate activity of the intimate neural relationships
is essential for the superiority of our minds. More than a century
ago, when the matter was still believed to be a continuous
medium, Santiago Ramón y Cajal noted the existence of those
synapses that for him were “mysterious butterflies of the soul
whose beating of wings who knows if one day will clarify the
secret of mental life.” In a way, this is fully confirmed. We
know that the versatility and power of the mind is inherent
to the modulation on several time scales—kind of breathing,
from calm to anxious—that these butterflies make of neuronal
cooperation. They house indeed our intelligence, identity,
and consciousness.

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be
made available by the authors, without undue reservation.

AUTHOR CONTRIBUTIONS

JT and JM contributed to conception and design of the study and
wrote the manuscript. Both authors contributed to manuscript
revision, read, and approved the submitted version.

ACKNOWLEDGMENTS

This study is part of the Project of I+D+i Ref. PID2020-
113681GB-I00, financed byMICIN/AEI/10.13039/501100011033
and FEDER A way to make Europe and also financed
by FEDER/Junta de Andalucía-Consejería de Transformación
Económica, Industria, Conocimiento y Universidades/Project
Ref. P20_00173. We thank M.A. Muñoz and J. Pretel for
fruitful discussions.

REFERENCES

Amit, D. (1989).Modeling Brain Function: TheWorld of Attractor Neural Networks.

Cambridge: Cambridge University Press. doi: 10.1017/CBO9780511623257

Andoh, M., Ikegaya, Y., and Koyama, R. (2019). Synaptic pruning by microglia in

epilepsy. J. Clin. Med. 8, 2170. doi: 10.3390/jcm8122170

Azevedo, F. A., Carvalho, L. R., Grinberg, L. T., Farfel, J. M., Ferretti, R. E., Leite,

R. E., et al. (2009), Equal numbers of neuronal and nonneuronal cells make the

human brain an isometrically scaled-up primate brain. J. Comp. Neurol. 513,

532–541. doi: 10.1002/cne.21974

Beggs, J. M., and Plenz, D. (2003). Neuronal avalanches in neocortical circuits. J.

Neurosci. 23, 11167–11177. doi: 10.1523/JNEUROSCI.23-35-11167.2003

Calim, A., Torres, J. J., Ozer, M., and Uzuntarla, M. (2020). Chimera

states in hybrid coupled neuron populations. Neural Netw. 126, 108–117.

doi: 10.1016/j.neunet.2020.03.002

Compte, A., Brunel, N., Goldman-Rakic, P. S., and Wang, X.-J. (2000).

Synaptic mechanisms and network dynamics underlying spatial working

memory in a cortical network model. Cerebral Cortex. 10, 910–23.

doi: 10.1093/cercor/10.9.910

Cornelia Koeberle, S., Tanaka, S., Kuriu, T., Iwasaki, H., Koeberle, A., Schulz, A.,

et al. (2017). Developmental stage-dependent regulation of spine formation by

calcium-calmodulin-dependent protein kinase IIα and Rap1. Sci. Rep. 7, 13409.

doi: 10.1038/s41598-017-13728-y

DeFelipe, J., Alonso-Nanclares, L., and Arellano, J. I. (2002). Microstructure of the

neocortex: comparative aspects. J. Neurocytol. 31, 299–316.

Ezaki, T., Fonseca dos Reis, E., Watanabe, T., Sakaki, M., and Masuda, N.

(2020). Closer to critical resting-state neural dynamics in individuals with

higher fluid intelligence. Commun. Biol. 3, 52. doi: 10.1038/s42003-020-

0774-y

Fontenele, A. J., de Vasconcelos, N. A. P., Feliciano, T., Aguiar, L. A. A., Soares-

Cunha, C., Coimbra, B., et al. (2019). Criticality between cortical states. Phys.

Rev. Lett. 122, 208101. doi: 10.1103/PhysRevLett.122.208101

Galadí, J. A., Torres, J. J., and Marro, J. (2020). Emergence and interpretation

of oscillatory behaviour similar to brain waves and rhythms. Commun.

Nonl. Sci. Numer. Simul. 83, 105093. doi: 10.1016/j.cnsns.2019.

105093

Griffiths, R. B. (1969). Nonanalytic behavior above the critical point in a random

ising ferromagnet. Phys. Rev. Lett. 23, 17–19. doi: 10.1103/PhysRevLett.23.17

Hebb, D. O. (1949). The Organisation of Behaviour. New York, NY: John Wiley

and Sons.

Jiang, L., Qiao, K., and Li, C. (2021). Distance-based functional criticality in the

human brain: intelligence and emotional intelligence. BMC Bioinform. 22: 32.

doi: 10.1186/s12859-021-03973-4

Johnson, S., Marro, J., and Torres, J. J. (2010). Evolving networks and

the development of neural systems. J. Stat. Mech. 2010, P03003.

doi: 10.1088/1742-5468/2010/03/P03003

Johnson, S., Torres, J. J., and Marro, J. (2009). Nonlinear preferential rewiring

in fixed-size networks as a diffusion process. Phys. Rev. E79, 050104(R).

doi: 10.1103/PhysRevE.79.050104

Jourdain, P., Fukunaga, K., and Muller, D. (2003). Calcium/calmodulin-

dependent protein kinase II contributes to activity-dependent

filopodia growth and spine formation. J. Neurosci. 23, 10645–9.

doi: 10.1523/JNEUROSCI.23-33-10645.2003

Keshavan, M. S., Anderson, S., and Pettergrew, J. W. (1994). Is schizophrenia due

to excessive synaptic pruning in the prefrontal cortex? The feinberg hypothesis

revisited. J. Psychiatr. Res. 28, 239–265. doi: 10.1016/0022-3956(94)90009-4

Lee, J.H., Kim, J.Y., Noh, S., Lee, H., Lee, S.Y., Mun, J.Y., et al. (2021). Astrocytes

phagocytose adult hippocampal synapses for circuit homeostasis. Nature. 590,

612–617. doi: 10.1038/s41586-020-03060-3

Lendner, J.D., Helfrich, R.F., Mander, B.A., Romundstad, L., Lin, J.J., Walker, M.P.,

et al. (2020). An electrophysiological marker of arousal level in humans. eLife.

9, e55092. doi: 10.7554/eLife.55092

Li, Y., Liu, Y., Li, J., Qin, W., Li, K., et al. (2009). Brain Anatomical

Network and Intelligence. PLOS Comput. Biol. 5, e1000395.

doi: 10.1371/journal.pcbi.1000395

Manjarrez, E., Diez-Martínez, O., Mendez, I., and Flores, A. (2002).

Stochastic resonance in human electroencephalographic activity

elicited by mechanical tactile stimuli. Neurosci. Lett. 324, 213–216.

doi: 10.1016/S0304-3940(02)00212-4

Manjarrez, E., Rojas-Piloni, G., Méndez, I., and Flores, A. (2003). Stochastic

resonance within the somatosensory system: effects of noise on evoked

field potentials elicited by tactile stimuli. J. Neurosci. 23, 1997–2001.

doi: 10.1523/JNEUROSCI.23-06-01997.2003

Marro, J. (2014). Physics, Nature and Society – A Guide to Order and Complexity in

our World. Springer, Berlin.

Marro, J., and Dickman, R. (2005). Nonequilibrium Phase Transitions in Lattice

Models. Cambridge University Press, Cambridge.

Marro, J., and Torres, J. J. (2021), Phase Transitions in Grey Matter – Brain

Architecture and Mind Dynamics. American Institute of Physics Pub., New

York. doi: 10.1063/9780735421769

Frontiers in Computational Neuroscience | www.frontiersin.org 9 April 2022 | Volume 16 | Article 83653212

https://doi.org/10.1017/CBO9780511623257
https://doi.org/10.3390/jcm8122170
https://doi.org/10.1002/cne.21974
https://doi.org/10.1523/JNEUROSCI.23-35-11167.2003
https://doi.org/10.1016/j.neunet.2020.03.002
https://doi.org/10.1093/cercor/10.9.910
https://doi.org/10.1038/s41598-017-13728-y
https://doi.org/10.1038/s42003-020-0774-y
https://doi.org/10.1103/PhysRevLett.122.208101
https://doi.org/10.1016/j.cnsns.2019.105093
https://doi.org/10.1103/PhysRevLett.23.17
https://doi.org/10.1186/s12859-021-03973-4
https://doi.org/10.1088/1742-5468/2010/03/P03003
https://doi.org/10.1103/PhysRevE.79.050104
https://doi.org/10.1523/JNEUROSCI.23-33-10645.2003
https://doi.org/10.1016/0022-3956(94)90009-4
https://doi.org/10.1038/s41586-020-03060-3
https://doi.org/10.7554/eLife.55092
https://doi.org/10.1371/journal.pcbi.1000395
https://doi.org/10.1016/S0304-3940(02)00212-4
https://doi.org/10.1523/JNEUROSCI.23-06-01997.2003
https://doi.org/10.1063/9780735421769
https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/computational-neuroscience#articles


Torres and Marro Physics Clues on the Mind

Millán, A. P., Torres, J. J., Johnson, S., and Marro, J. (2018). Concurrence of form

and function in developing networks and its role in synaptic pruning. Nature

Comm. 9, 2236. doi: 10.1038/s41467-018-04537-6

Millán, A. P., Torres, J. J., Johnson, S., and Marro, J. (2021). Growth strategy

determines the memory and structural properties of brain networks. Neural

Netw. 142, 44–56. doi: 10.1016/j.neunet.2021.04.027

Millán, A. P., Torres, J. J., and Marro, J. (2019). How memory conforms to brain

development. Front. Comput. Neurosci. 13. doi: 10.3389/fncom.2019.00022

Mongillo, G., Barak, O., and Tsodyks, M. (2008). Synaptic theory of working

memory. Science. 319, 1543–6. doi: 10.1126/science.1150769

Moretti, P., and Muñoz, M. (2013). Griffiths phases and the stretching of criticality

in brain networks. Nat. Commun. 4, 252. doi: 10.1038/ncomms3521

Morris, C., and Lecar, H. (1981). Voltage Oscillations in the barnacle giant muscle

fiber. Biophys. J. 35, 193–213. doi: 10.1016/S0006-3495(81)84782-0

Muñoz,M. A. (2018). Criticality and dynamical scaling in living systems. Rev.Mod.

Phys. 90, 031001. doi: 10.1103/RevModPhys.90.031001

Pretel, J., Torres, J. J., and Marro, J. (2021). EEGs disclose significant

brain activity correlated with synaptic fickleness. Biology. 10, 647.

doi: 10.3390/biology10070647

Roth, G., andDicke, U. (2005), Evolution of the brain and intelligence. Trend Cogn.

Sci. 9, 250–257. doi: 10.1016/j.tics.2005.03.005

Soon, C.S., Brass, M., Heinze, H.J., and Haynes, J.D. (2008). Unconscious

determinants of free decisions in the human brain. Nat. Neurosci. 11, 543–545.

doi: 10.1038/nn.2112

Stanley, E. (1987). Introduction to Phase Transitions and Critical Phenomena.

Oxford University Press; Reprint edition.

Sugimura, K., Iwasa, Y., Kobayashi, R., et al. (2021). Association between long-

range temporal correlations in intrinsic EEG activity and subjective sense of

identity. Sci. Rep. 11, 422. doi: 10.1038/s41598-020-79444-2

Tagliazucchi, E., Balenzuela, P., Fraiman, D., and Chialvo, D.R. (2012). Criticality

in large-scale brain fMRI dynamics unveiled by a novel point process analysis.

Front. Physiol. 3, 15. doi: 10.3389/fphys.2012.00015

Takeuchi, T., Duszkiewicz, A. J., and Morris, R. G. (2013). The synaptic plasticity

andmemory hypothesis: encoding, storage and persistence. Philosoph. Transac.

R. Soc. London. B. 369, 20130288. doi: 10.1098/rstb.2013.0288

Tang, G., Gudsnuk, K., Kuo, S.-H., Cotrina, M. L., Rosoklija, G., Sosunov, A., et al.

(2014). Loss of mtor-dependent macroautophagy causes autistic-like synaptic

pruning deficits. Neuron. 83, 1131–1143. doi: 10.1016/j.neuron.2014.07.040

Tetzlaff, C., Okujeni, S., Egert, U., Wörgötter, F., and Butz, M. (2010). Self-

organized criticality in developing neuronal networks. PLoS Comput. Biol. 6,

e1001013. doi: 10.1371/journal.pcbi.1001013

Torres, J. J., and Marro, J. (2015). Brain performance versus phase transitions. Sci.

Rep. 5, 12216. doi: 10.1038/srep12216

Torres, J. J., Marro, J., and Mejias, J. F. (2011). Can intrinsic noise induce various

resonant peaks?”New. J. Phys. 13, 053014. doi: 10.1088/1367-2630/13/5/053014

Uesaka, N., Ruthazer, E. S., and Yamamoto, N. (2006). The role of

neural activity in cortical axon branching. Neuroscientist. 12, 102–106.

doi: 10.1177/1073858405281673

Vonhoff, F., and Keshishian, H. (2017). Activity-dependent synaptic

refinement: new insights from drosophila. Front. Syst. Neurosci. 11

doi: 10.3389/fnsys.2017.00023

Wade, N. (2008). Brainpower May ◦lie in Complexity of synapses. The New

York Times.

Wang, X.-J. (2012). Neural dynamics and circuit mechanisms of decision-making.

Curr. Op. Neurobiol. 22, 1–8. doi: 10.1016/j.conb.2012.08.006

Waschke, L., Kloosterman, N. A., Obleser, J., and Garrett, D. D.

(2021). Behavior needs neural variability. Neuron. 109, 751–766.

doi: 10.1016/j.neuron.2021.01.023

Yaghoubi, M., de Graaf, T., Orlandi, J.G., Girotto, F., Colicos, M.A., and Davidsen,

J. (2018). Neuronal avalanche dynamics indicates different universality

classes in neuronal cultures. Sci. Rep. 8, 3417. doi: 10.1038/s41598-018-

21730-1

Yasuda, H., Miyaoka, T., Horiguchi, J., Yasuda, A., Hänggi, P., and Yamamoto, Y.

(2008). Novel class of neural stochastic resonance and error-free information

transfer. Phys. Rev. Lett. 100, 118103. doi: 10.1103/PhysRevLett.100.1

18103

Zimmern, V. (2020). Why brain criticality is clinically relevant: a scoping review.

Front. Neural. Circ. 26. doi: 10.3389/fncir.2020.00054

Conflict of Interest: The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be construed as a

potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors

and do not necessarily represent those of their affiliated organizations, or those of

the publisher, the editors and the reviewers. Any product that may be evaluated in

this article, or claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Copyright © 2022 Torres and Marro. This is an open-access article distributed

under the terms of the Creative Commons Attribution License (CC BY). The use,

distribution or reproduction in other forums is permitted, provided the original

author(s) and the copyright owner(s) are credited and that the original publication

in this journal is cited, in accordance with accepted academic practice. No use,

distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Computational Neuroscience | www.frontiersin.org 10 April 2022 | Volume 16 | Article 83653213

https://doi.org/10.1038/s41467-018-04537-6
https://doi.org/10.1016/j.neunet.2021.04.027
https://doi.org/10.3389/fncom.2019.00022
https://doi.org/10.1126/science.1150769
https://doi.org/10.1038/ncomms3521
https://doi.org/10.1016/S0006-3495(81)84782-0
https://doi.org/10.1103/RevModPhys.90.031001
https://doi.org/10.3390/biology10070647
https://doi.org/10.1016/j.tics.2005.03.005
https://doi.org/10.1038/nn.2112
https://doi.org/10.1038/s41598-020-79444-2
https://doi.org/10.3389/fphys.2012.00015
https://doi.org/10.1098/rstb.2013.0288
https://doi.org/10.1016/j.neuron.2014.07.040
https://doi.org/10.1371/journal.pcbi.1001013
https://doi.org/10.1038/srep12216
https://doi.org/10.1088/1367-2630/13/5/053014
https://doi.org/10.1177/1073858405281673
https://doi.org/10.3389/fnsys.2017.00023
https://doi.org/10.1016/j.conb.2012.08.006
https://doi.org/10.1016/j.neuron.2021.01.023
https://doi.org/10.1038/s41598-018-21730-1
https://doi.org/10.1103/PhysRevLett.100.118103
https://doi.org/10.3389/fncir.2020.00054
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/computational-neuroscience#articles


ORIGINAL RESEARCH
published: 27 April 2022

doi: 10.3389/fncom.2022.876315

Frontiers in Computational Neuroscience | www.frontiersin.org 1 April 2022 | Volume 16 | Article 876315

Edited by:

Joaquín J. Torres,

University of Granada, Spain

Reviewed by:

Ana P. Millan,

Amsterdam University Medical Center,

Netherlands

Jorge F. Mejias,

University of Amsterdam, Netherlands

*Correspondence:

Claus Metzner

claus.metzner@gmail.com

†These authors have contributed

equally to this work

Received: 15 February 2022

Accepted: 04 April 2022

Published: 27 April 2022

Citation:

Metzner C and Krauss P (2022)

Dynamics and Information Import in

Recurrent Neural Networks.

Front. Comput. Neurosci. 16:876315.

doi: 10.3389/fncom.2022.876315

Dynamics and Information Import in
Recurrent Neural Networks
Claus Metzner 1*† and Patrick Krauss 1,2,3†

1Neuroscience Lab, University Hospital Erlangen, Erlangen, Germany, 2Cognitive Computational Neuroscience Group,

Friedrich-Alexander-University Erlangen-Nuremberg, Erlangen, Germany, 3 Pattern Recognition Lab,

Friedrich-Alexander-University Erlangen-Nuremberg, Erlangen, Germany

Recurrent neural networks (RNNs) are complex dynamical systems, capable of ongoing

activity without any driving input. The long-term behavior of free-running RNNs, described

by periodic, chaotic and fixed point attractors, is controlled by the statistics of the neural

connection weights, such as the density d of non-zero connections, or the balance

b between excitatory and inhibitory connections. However, for information processing

purposes, RNNs need to receive external input signals, and it is not clear which of

the dynamical regimes is optimal for this information import. We use both the average

correlations C and the mutual information I between the momentary input vector and

the next system state vector as quantitative measures of information import and analyze

their dependence on the balance and density of the network. Remarkably, both resulting

phase diagrams C(b,d) and I(b,d) are highly consistent, pointing to a link between

the dynamical systems and the information-processing approach to complex systems.

Information import is maximal not at the “edge of chaos,” which is optimally suited

for computation, but surprisingly in the low-density chaotic regime and at the border

between the chaotic and fixed point regime. Moreover, we find a completely new

type of resonance phenomenon, which we call “Import Resonance” (IR), where the

information import shows a maximum, i.e., a peak-like dependence on the coupling

strength between the RNN and its external input. IR complements previously found

Recurrence Resonance (RR), where correlation and mutual information of successive

system states peak for a certain amplitude of noise added to the system. Both IR and

RR can be exploited to optimize information processing in artificial neural networks and

might also play a crucial role in biological neural systems.

Keywords: recurrent neural networks (RNNs), dynamical system, edge of chaos, information processing,

resonance phenomena

INTRODUCTION

At present, the field of Machine Learning is strongly dominated by feed-forward neural networks,
which can be optimized to approximate an arbitrary vectorial function y = f(x) between the
input and output spaces (Funahashi, 1989; Hornik et al., 1989; Cybenko, 1992). Recurrent neural
networks (RNNs) however, are a much broader class of models, which encompass the feed-
forward architectures as a special case, but which also include partly recurrent systems, such
as contemporary LSTMs (long short-term memories) (Hochreiter and Schmidhuber, 1997) and
classical Jordan or Elman networks (Cruse, 2006), up to fully connected systems without any
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layered structure, such as Hopfield networks (Ilopfield, 1982)
or Boltzmann machines (Hinton and Sejnowski, 1983). Due to
the feedback built into these systems, RNNs can learn robust
representations (Farrell et al., 2019), and are ideally suited to
process sequences of data such as natural language (LeCun et al.,
2015; Schilling et al., 2021a), or to perform sequential-decision
tasks such as spatial navigation (Banino et al., 2018; Gerum et al.,
2020). Furthermore, RNNs can act as autonomous dynamical
systems that continuously update their internal state st even
without any external input (Gros, 2009), but it is equally possible
to modulate this internal dynamics by feeding in external input
signals xt (Jaeger, 2014). Indeed, it has been shown that RNNs
can approximate any open dynamical system st+1 = g(st , xt) to
arbitrary precision (Schäfer and Zimmermann, 2006).

It is therefore not very surprising that biological neural
networks are also highly recurrent in their connectivity
(Binzegger et al., 2004; Squire et al., 2012), so that RNN models
play an important role in neuroscience research as well Barak
(2017) and Maheswaranathan et al. (2019). Modeling natural
RNNs in a realistic way requires the use of probabilistic, spiking
neurons, but even simpler models with deterministic neurons
already have highly complex dynamical properties and offer
fascinating insights into how structure controls function in
non-linear systems (Krauss et al., 2019b,c). For example, we
have demonstrated that by adjusting the density d of non-
zero connections and the balance b between excitatory and
inhibitory connections in the RNN’s weight matrix, it is possible
to control whether the system will predominantly end up in
a periodic, chaotic, or fixed point attractor (Krauss et al.,
2019b). Understanding and controlling the behavior of RNNs
is of crucial importance for practical applications (Haviv et al.,
2019), especially as meaningful computation, or information
processing, is believed to be only possible at the “edge of chaos”
(Bertschinger and Natschläger, 2004; Natschläger et al., 2005;
Legenstein and Maass, 2007; Schrauwen et al., 2009; Büsing et al.,
2010; Toyoizumi and Abbott, 2011; Dambre et al., 2012).

In this paper, we continue our investigation of RNNs with
deterministic neurons and random, but statistically controlled
weight matrices. Yet, the present work focuses on another
crucial precondition for practical RNN applications: the ability
of the system to store information, i.e., to “take up” external
information and to incorporate it into the ongoing evolution
of the internal system states. For this purpose, we first set
up quantitative measures of information import, in particular
the input-to-state correlation C(xt , st+1), which is defined as
the root-mean-square (RMS) average of all pairwise neural
correlations between the momentary input xt and the subsequent
system state st+1. Furthermore, we compute the input-to-state
mutual information I(xt , st+1), an approximation for the mean
pairwise mutual information between the same two quantities.
We then compute these measures for all possible combinations
of the structural parameters b (balance) and d (density) on a
grid, resulting in high-resolution phase diagrams C(b, d) and
I(b, d). This reveals that the regions of phase space in which
information storage (memory capacity) and information import
(representation) are optimal, surprisingly do not coincide, but
nevertheless have a small area of phase space in common. We

speculate that this overlap region, where both crucial functions
are simultaneously possible, may represent a “sweet spot” for
practical RNN applications and might therefore be exploited by
biological nervous systems.

RESULTS

Free-Running Network
In the following, we are analyzing networks composed of
Nneu = 100 deterministic neurons with arctangent activation
functions. The random matrix of connection weights is set
up in a controlled way, so that the density d of non-zero
connections as well the balance b between excitatory and
inhibitory connections can be pre-defined independently (for
details see Section 4). Visualizations of typical weight matrices
for different combinations of the statistical control parameters d
and b are shown in Figure 1.

We first investigate free-running networks without external
input and compute a dynamical phase diagram Css(b, d) of
the average correlation Css = C(st , st+1) between subsequent
system states (Figure 2a, for details see Section 4). The resulting
landscape is mirror-symmetric with respect to the line b =

0, due to the symmetric activation functions of our model
neurons, combined with the definition of the balance parameter.
Apart from the region of very low connection densities with
d ≤ 0.1, the phase space consists of three major parts: the
oscillatory regime in networks with predominantly inhibitory
connections (b ≪ 0, left green area in Figure 2a), the chaotic
regime with approximately balanced connections (b ≈ 0, central
blue and red area in Figure 2a), and the fixed point regime with
predominantly excitatory connections (b≫ 0, right green area in
Figure 2a).

It is important to note that C(st , st+1) is a root-mean-square
(RMS) average over all the Nneu × Nneu pairwise correlations
between subsequent neural activations (so that negative and
positive correlations are not distinguished), and that these
pairwise correlations are properly normalized in the sense of a
Pearson coefficient (each ranging between –1 and +1 before the
RMS is computed). For this reason, C(st , st+1) is close to one
(green) both in the oscillatory and in the fixed point regimes,
where the system is behaving regularly. By contrast, C(st , st+1)
is close to zero (blue) in the high-density part of the chaotic
regime, where the time-evolution of the system is extremely
irregular. Medium-level correlations (red) are therefore expected
in the transition region between these two extreme dynamical
regimes, and they are indeed found in the correlation phase
diagram for densities larger than ≈0.3 in the form of narrow
stripes at the border of the chaotic “valley.” It is however
surprising that medium-level correlations also exist across the
whole chaotic valley for relatively low densities d ∈ [0.1, 0.3].
Since medium-level correlations are thought to be optimally
suited for information processing (Bertschinger and Natschläger,
2004; Natschläger et al., 2005; Legenstein and Maass, 2007;
Schrauwen et al., 2009; Büsing et al., 2010; Toyoizumi and
Abbott, 2011; Dambre et al., 2012), it is remarkable that this can
take place not only at the classical “edge of chaos” (between the
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FIGURE 1 | Examples of weight matrices for selected combinations of the balance b between excitatory and inhibitory connections and the density d of non-zero

connections in an RNN.

oscillatory and the chaotic regime), but also in other (and less
investigated) regions of the network’s dynamical phase space.

In order to verify the nature of the three major dynamical
regimes, we investigate the time evolution of the neural

activations for selected combinations of the control parameters
b and d. In particular, we fix the connection density to d =

0.5 and gradually increase the balance from b = −0.5 to
b = +0.5 in five steps (Figures 2b–f). As expected, we find
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FIGURE 2 | Dynamical phases of a free-running RNN, controlled by the structural parameters b (balance) and d (density). (a) Phase diagram of the correlation

C(st, st+1) between successive neuron activations, as defined in the methods section. The three basic regimes are the oscillatory phase for negative balances (large

correlations), the chaotic phase for balances close to zero (small correlations), and the fixed point phase for positive balances (large correlations).

(Continued)
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FIGURE 2 | (b–f) Typical time dependence of the neural activations for fixed density (d = 0.5) and balances increasing from b = −0.5 to b = +0.5. The system

behavior evolves from almost homogeneous oscillations (b), to a heterogeneous oscillatory state (c), to fully chaotic behavior (d), to a heterogeneous fix point state

state with a sub-group of slowly oscillating neurons (e), and finally to an almost global fixed point attractor (f). The low-density example (g) shows out-of-phase,

imperfect oscillations with a period larger than 2, with phase differences between the neurons. Longer state sequences of the cases (c,d) are shown in (h,i). (j) Shows

the difference of neural activations between the chaotic state sequence (d) and a second run, where the initial activation of only one neuron (with index 0) was

changed by a value of 0.1.

FIGURE 3 | Dynamical phases of a RNN driven by external input in the form of continuous random signals that are coupled independently to all neurons with a

coupling constant of η = 0.5. The suitability of the system for information processing is characterized by the statistical dependency between subsequent states (left

column), the suitability for information import by the statistical dependency between the input xt and the subsequent state st+1 (right column). First row (a,b)

Root-mean-square of correlations. Second row (c,d) Mean pairwise mutual information. Information import is optimal in the low-density chaotic regime and at the

border between the chaotic and fixed point regime (red and green color in right column). Third row (e,f) Approximation of the mean pairwise mutual information, where

only a sub-population of 10 neurons is included to the evaluation.
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FIGURE 4 | Phase diagram of information import as in Figure 3b, but with one parameter changed in each of the four panels. (a) Width of the Gaussian distribution

of weight magnitudes increased from w = 0.5 to w = 1. (b) Number of neurons reduced from N = 100 to N = 50. (c) Time delay between input signal and system

state increased from 1 to 2. (d) Width of the Gaussian distribution of weight magnitudes decreased from w = 0.5 to w = 0.25. The results are similar to Figure 3b in

all cases except for reduced weight fluctuations (d), where both edges of chaos become available for information import.

almost perfect oscillations (here with a period of two time steps)
for b = −0.5 (case Figure 2b), at least after the transient
period in which the system is still carrying a memory of the
random initialization of the neural activations. At b = 0 (case
Figure 2d), we find completely irregular, chaotic behavior, and
at b = +0.5 (case Figure 2d) almost all neurons reach the
same fixed point. However, the cases close to the two edges of
the chaotic regime reveal an interesting intermediate dynamic
behavior: For b = −0.25 (cases Figures 2c,h), most neurons
are synchronized in their oscillations, but some are out of
phase. Others show a long-period regular “beating”-like behavior
superposed on the oscillations of period two (see the longer time
trace in Figure 2h). For b = +0.25 (cases Figures 2e,i), most
neurons reach (approximately) a shared fixed point, but some
end up in a different, individual fixed point, thus resembling a
state of quenched disorder. However, a sub-group of neurons
is simultaneously engaged in long-period oscillations (see the
longer time trace in Figure 2i).

The apparent irregularity of the neural activations in case
Figure 2d does not necessarily imply chaotic behavior. To
demonstrate the sensitive dependence of the neural trajectories
on the initial condition, we change the activation of only a single

neuron at t = 0 by a small amount of 0.1 and re-run the
simulation. We find that drastic, system-spanning differences
appear between the two time evolutions after about 30 time steps
(see Figure 2j).

Moreover, we observe that the memory time τ of the system
for the information imprinted by the initialization (that is, the
duration of the transient phase) depends systematically on the
balance parameter: Deep within the oscillatory regime (b =

−0.5, case Figure 2b), τ is short. As we approach the chaotic
regime (b = −0.25, case Figure 2c), τ increases, finally becoming
“infinitely” long at b = 0 (case Figure 2d). Indeed, from
this viewpoint the chaotic dynamics may be interpreted as the
continuation of the transient phase. As we move deeper into the
fixed point regime (cases Figures 2e,f), the memory time τ is
decreasing again.

In the medium and high-density regime of the phase diagram,
we find for negative values of the bias parameter mainly
oscillations of period two, as the large number of negative weights
causes the neurons to switch the sign of their sigmoidal outputs
from one time step to the next. However, in the low-density
regime, the magnitude of the neuron’s total input is reduced and
we then find also oscillations with larger periods (case Figure 2g).
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FIGURE 5 | Information import as a function of the coupling strength η

between the RNN neurons and the external input signals. For weak coupling

[η = 0.5 in (a)], only the low-density chaotic regime and the border between

the chaotic and fixed point regime are suitable for information import. As the

coupling in increases from η = 1 in (b) to η = 2 in (c), the correlations between

input xt and subsequent RNN states st+1 become gradually large throughout

the complete chaotic regime.

Network Driven by Continuous Random
Input

Next, we feed into the network a relatively weak external input
(with a coupling strength of η = 0.5), consisting of independent
normally distributed random signals that are continuously
injected to each of the neurons (for details see Section 4).

We find that the external input destroys the medium-level
state-to-state correlations C(st , st+1) in most parts of the chaotic
regime, except at the classical edge of chaos (Figure 3a, red).
Moreover, the input also brings the state-to-state correlations in
the fixed point regime down to a very small value, as now the
external random signals are superimposed onto the fixed points
of the neurons.

Another important practical factor is the ability of neural
networks to store information, i.e., to take up external
information at any point in time and to incorporate it into their
system state. We quantify this ability of information import by
the RMS-averaged correlation C(xt , st+1) between momentary
input and subsequent system state. Surprisingly, we find that
information import is best, i.e., C(xt , st+1) is large, in the low-
density part of the chaotic regime, including the lowest part of
the classical edge of chaos (region between chaotic and oscillatory
regimes), but also at the opposite border between the chaotic and
fixed point regimes (Figure 3b, green and red). We thus come to
the conclusion that (at least for weak external inputs with η =

0.5) our network model is simultaneously capable of information
import and information processing only in the low-density part
of the classical edge of chaos.

To backup this unexpected finding, we also quantify
information storage and information import by the average pair-
wise state-to-state mutual information I(st , st+1) (Figure 3c),
and the mutual information between the momentary input and
the subsequent system state I(xt , st+1) (Figure 3d), respectively.
These mutual-information-based measures can also capture
possible non-linear dependencies, but are computationally much
more demanding (for details see Section 4).

Despite of these drastic differences between the two measures,
we obtain practically the same phase diagrams for information
import and information storage/processing when we use the
RMS-averaged pairwise correlations (Figures 3a,b) and when
we use the mutual information (Figures 3c,d). This congruence
may simply indicate the absence of higher-order statistical
dependencies between subsequent states in our specific RNN
system. However, in the context of adaptive stochastic resonance,
we have already reported a surprisingly close relation between
linear correlation and mutual information for a large range
of model systems (Krauss et al., 2017). Taken together, these
findings suggest a possible link between information-processing
and dynamical approaches to complexity science (Mediano et al.,
2021).

Furthermore, we compare the results to a computationally
more tractable approximation of the mean pairwise mutual
information, where only a sub-population of 10 neurons is
included to the evaluation. It also shows the same basic
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characteristics (Figures 3e,f), implicating the possibility to
approximate mutual information in large dynamical systems,
where an exhaustive sampling of all joint probabilities necessary
to calculate entropy and mutual information is impractical
or impossible.

Effect of Other System Parameters
In order to test the robustness of the above results on information
import, we re-compute the phase diagram of the correlations
between the input and a later system state (Figure 4), now
however varying some of the parameters that have been kept at
their standard values (w = 0.5, N = 100, 1t = 1, η = 0.5) so
far. We obtain results similar to Figure 3b when the fluctuation
widthw of the Gaussian weight distribution is increased tow = 1
(Figure 4a), when the number of neurons in reduced to N = 50
(Figure 4b), and when the lag-time between input signal and
system state is increased to 1t = 2 (Figure 4c). However, when
the fluctuation width of the weight distribution is reduced to
w = 0.5, which decreases the total neural inputs and therefore
brings the system closer to the linear regime, we find that now
both edges of chaos become available for information uptake
(Figure 4d).

Effect of Increasing Coupling Strength
We return to our standard parameters (w = 0.5, N = 100,
1t = 1), but now increase the coupling strength to the random
input signals step-wise from η = 0.5 to η = 1 and finally to
η = 2 (Figure 5). We observe that by this way also the higher
density parts of the chaotic regime become eventually available
for information import (green color).

Import Resonance (IR) and Recurrence
Resonance (RR)
Next, we increase the coupling strength η gradually from zero
to a very large value of 20, at which the random input already
dominates the system dynamics. For this numerical experiment,
we keep the balance and density parameters fixed at b =

−0.5, d = 0.5 (oscillatory regime), b = 0, d = 0.5
(chaotic regime), and b = 0.5, d = 0.5 (fixed point regime),
respectively.

When in the fixed point regime (Figure 6f), we find that
the dependence of the state-to-state correlation C(st , st+1) on
the coupling strength η has the shape of a “resonance peak.”
Since η effectively controls the amplitude of “noise” (used by
us as pseudo input) added to the system, this corresponds to
the phenomenon of “Recurrence Resonance” (RR), which we
have previously found in three-neuron motifs (Krauss et al.,
2019a): At small noise levels η, the system is stuck in the fixed
point attractor, but adding an optimal amount of noise (so that
C(st , st+1) becomes maximal) is freeing the system from this
attractor and thus makes recurrent information “flux” possible,
even in the fixed point regime. Adding toomuch noise is however
counter-productive and leads to a decrease of C(st , st+1), as the
system dynamics then becomes dominated by noise. We do not

observe recurrence resonance in the other two dynamic regimes
(Figures 6b,d).

Interestingly, we find very pronounced resonance-like curves
also in the dependence of the input-to-state correlation
C(xt , st+1) on the coupling strength η, for all dynamical regimes
(Figures 6a,c,e). Since C(xt , st+1) is a measure of information
import, we call this novel phenomenon “Import Resonance” (IR).

Network Driven by Continuous Sinusoidal
Input
Next, we investigate the ability of the system to import more
regular input signals with built-in temporal correlations, as well
as inputs that are identical for all neurons. For this purpose, we
feed all neurons with the same sinusoidal input signal, using
an amplitude of asin = 1, an oscillation period of Tsin = 25
time steps, and a coupling strength of η = 2 (Figure 7). The
density parameter is again fixed at d = 0.5, while the balance
increases from b = −0.6 to b = +0.6 in five steps. We find
that the input signal does not affect the evolution of neural states
when the system is too far in the oscillatory phase or too far in
the fixed point phase (c,g). Only systems where excitatory and
inhibitory connections are approximately balanced are capable of
information import (d-f). For b = −0.3 (d), most of the neurons
are still part of the periodic attractor, but a small sub-population
of neurons is taking up the external input signal (d). Interestingly,
the system state is reflecting the periodic input signal even in the
middle of the chaotic phase (e).

Correlations for Longer Lagtimes
So far, we have analyzed input-to-state and state-to-state
correlations mainly for a lag-time 1t = 1. We finally extend
this analysis to larger lag-times up to 50 time steps (Figure 8),
however only for three selected RNNs in the oscillatory, chaotic
and fixpoint regime, using again our standard parameters
(w = 0.5, N = 100, η = 0.5). Since our correlation
measures C(xt , st+1) (left column) and C(st , st+1) (right column)
are defined as RMS averages, these values never fall below a
certain noise level, which is in our case about 0.034. Another
consequence of the RMS-average is that perfectly oscillatory
RNN states with a period of two show up as C(st , st+1) = 1
(Figure 8b).

In the oscillatory regime, we find that input-to state
correlations (as a measure of information import) remain at the
noise level for all lag-times (a), while the system states are bound
in a perfectly periodic attractor (b). Also in the fixpoint regime,
both types of correlation are negligible for all non-zero lag-times.
But remarkably, information can be imported (c) and stored (d)
to a small but significant extent even in the middle of the chaotic
regime, although the correlations decay back to noise level after
about 20 time steps for this specific point in phase space (b = 0,
d = 0.5). Future work will analyze how this correlation decay
time depends on the statistical system parameters b and d.

DISCUSSION

In this study, we investigate the ability of RNNs to import
and store information as a function of the weight statistics, a
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FIGURE 6 | Import resonance and recurrence resonance in RNNs. We compute the input-to-state correlation C(xt, st+1) (left column) and the state-to-state

correlation C(st, st+1) (right column) for RNNs in the oscillatory (top row), chaotic (middle row) and fixed point regimes (bottom row), as the coupling strength to the

random (noise) input xt is gradually increased from zero to 20. The computation has been repeated for 10 different realizations (colors) of RNNs with the given control

parameters b (balance) and d (density). We find the phenomenon of import resonance in all three dynamical regimes (a,c,e) and the phenomenon of recurrence

resonance in the fixed point regime (f). No resonance is found in cases (b,d).

problem that has been met with considerable interest during
the past years (Bässler, 1986; Derrida et al., 1987; Gutfreund
et al., 1988; Langton, 1990; Wang et al., 1990, 2011; Molgedey
et al., 1992; Crisanti et al., 1993; Kaneko and Suzuki, 1994;
Solé and Miramontes, 1995; Greenfield and Lecar, 2001; Jaeger,
2001; Bertschinger and Natschläger, 2004; Rajan et al., 2010;
Toyoizumi and Abbott, 2011; Boedecker et al., 2012; Wallace
et al., 2013; Kadmon and Sompolinsky, 2015; Brunel, 2016;

Folli et al., 2018; Schuecker et al., 2018; Grigoryeva and Ortega,
2019; Grigoryeva et al., 2021). We specialize on discrete-time,
deterministic RNNs with an arctan activation function and
describe the weight statistics by the density of non-zero weights
and on the balance of excitatory and inhibitory connections, as
introduced in our previous studies (Krauss et al., 2019b,c). In
contrast to the human brain, where the vast majority of neurons
is either purely excitatory or purely inhibitory (Dale’s principle),
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FIGURE 7 | Effect of a “sinusoidal” input (b) on the activations of the RNN neurons (c–g) at five different points in the system’s dynamic phase space (a). For all cases

(c–g), the density parameter is d = 0.5, while the balance increases from –0.6 to +0.6. Only for balances sufficiently close to zero (d,e,f) the input is able to affect the

system state.

each given neuron can simultaneously have positive and negative
output weights in our simplified model system.

It turned out that our RNN model is simultaneously capable
of both information import and information storage only in
the low-density, i.e., sparse, part of the classical edge of chaos.
Remarkably, this region of the phase space corresponds to the
connectivity statistics known from the brain, in particular the
cerebral cortex (Song et al., 2005; Sporns, 2011; Miner and
Triesch, 2016). In line with previous findings, i.e., that sparsity
prevents RNNs from overfitting (Narang et al., 2017; Gerum et al.,
2020) and is optimal for information storage (Brunel, 2016), we
therefore hypothesize that cortical connectivity is optimized for
both information import and processing. In addition, it seems
plausible that there might be distinct networks in the brain that
are either specialized to import and to represent information, or
to process information and perform computations.

Furthermore, we found a completely new resonance
phenomenon which we call import resonance, showing that
the correlation or mutual information between input and the
subsequent network state depends on certain control parameters

(such as coupling strength) in a peak-like way. Resonance
phenomena are ubiquitous not only in simplified neural network
models (Ikemoto et al., 2018; Krauss et al., 2019a; Bönsel et al.,
2021), but also in biologically more realistic systems (McDonnell
and Abbott, 2009), where they show up in diverse variants
such as coherence resonance (Lindner and Schimansky-Geier,
2000; Gu et al., 2002; Lindner et al., 2002), finite size resonance
(Toral et al., 2003), bimodal resonance (Mejias and Torres, 2011;
Torres et al., 2011), heterogeneity-induced resonance (Mejias
and Longtin, 2012, 2014), or inverted stochastic resonance
(Buchin et al., 2016; Uzuntarla et al., 2017). They have been
shown to play a crucial role for neural information processing
(Moss et al., 2004; Krauss et al., 2018; Schilling et al., 2020).
In particular with respect to the auditory system, it has been
argued that resonance phenomena like stochastic resonance are
actively exploited by the brain to maintain optimal information
processing (Krauss et al., 2016, 2017, 2018; Schilling et al., 2021b).
For instance, in a theoretical study it could be demonstrated that
stochastic resonance improves speech recognition in an artificial
neural network as a model of the auditory pathway (Schilling
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FIGURE 8 | Information import and storage for longer lagtimes. We compute the input-to-state correlation C(xt, st+1) (left column) and the state-to-state correlation

C(st, st+1) (right column) for RNNs in the oscillatory (top row), chaotic (middle row) and fixed point regimes (bottom row), for increasing lagtimes between zero and 50.

The computation has been repeated for 10 different realizations (colors) of RNNs with the given control parameters b (balance) and d (density). Note that correlations

C never become lower than a noise level of about 0.034, because we compute C as an RMS average. Due to this RMS, the signature of an oscillatory state is

C(st, st+1) = 1, as found in (b). Import and storage of information, above the noise level (and at non-zero lagtimes), is observed only in the cases (c,d), even though

the RNN is deeply in the chaotic regime at b = 0,d = 0.5. In the oscillatory and fixpoint regimes (a,b,e,f), this is not possible.

et al., 2020). Very recently, we were even able to show that
stochastic resonance, induced by simulated transient hearing
loss, improves auditory sensitivity beyond the absolute threshold
of hearing (Krauss and Tziridis, 2021). The extraordinary
importance of resonance phenomena for neural information
processing indicates that the brain, or at least certain parts
of the brain, do also actively exploit other kinds of resonance

phenomena besides classical stochastic resonance. Whereas,
stochastic resonance is suited to enhance the detection of
weak signals from the environment in sensory brain systems
(Krauss et al., 2017), we speculate that parts of the brain dealing
with sensory integration and perception might exploit import
resonance, while structures dedicated to transient information
storage (short-term memory) (Ichikawa and Kaneko, 2020) and

Frontiers in Computational Neuroscience | www.frontiersin.org 11 April 2022 | Volume 16 | Article 87631524

https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/computational-neuroscience#articles


Metzner and Krauss RNN Dynamics and Information Import

processing might benefit from recurrence resonance (Krauss
et al., 2019a). Similarly, the brain’s action and motor control
systems might also benefit from a hypothetical phenomenon
of export resonance, i.e., the maximization of correlation or
mutual information between a given network state and a certain,
subsequent readout layer.

Finally, our finding that both, correlation- and entropy-
based measures of information import and storage yield
almost identical phase diagrams (Figures 3a,b compare with
Figures 3c,d), is in line with previously published results, i.e.,
that mutual information between sensor input and output
can be replaced by the auto-correlation of the sensor output
in the context of stochastic resonance (SR) (Krauss et al.,
2017). However, in this study we find that the equivalence of
measures based on correlations and mutual information even
extends to the phenomena of recurrence resonance (RR) (Krauss
et al., 2019a) and import resonance (IR), thereby bridging the
conceptual gap (as described inMediano et al., 2021) between the
information-processing perspective and the dynamical systems
perspective on complex systems.

METHODS

Weight Matrices With Pre-defined
Statistics
We consider a system of Nneu neurons without biases, which are
mutually connected according to a weight matrix {wmk}, where
wmk denotes the connection strength from neuron k to neuronm.
The weight matrix is random, but controlled by three statistical
parameters, namely the “density” d of non-zero connections,
the excitatory/inhibitory “balance” b, and the “width” w of the
Gaussian distribution of weight magnitudes. The density ranges
from d = 0 (isolated neurons) to d = 1 (fully connected
network), and the balance from b = −1 (purely inhibitory
connections) to b = +1 (purely excitatory connections). The
value of b = 0 corresponds to a perfectly balanced system.

In order to construct a weight matrix with given parameters

(b, d,w), we first generate a matrixM
(magn)
mn of weight magnitudes,

by drawing the N2
neu matrix elements independently from a zero-

mean normal distribution with standard deviation w and then
taking the absolute value. Next, we generate a random binary

matrix B
(nonz)
mn ∈ {0, 1}, where the probability of a matrix element

being 1 is given by the density d, i.e., p1 = d. Next, we generate

another random binary matrix B
(sign)
mn ∈ {−1,+1}, where the

probability of a matrix element being +1 is given by p+1 =

(1 + b)/2 where b is the balance. Finally, the weight matrix is

constructed by elementwise multiplication wmn = M
(magn)
mn ·

B
(nonz)
mn · B

(sign)
mn . Note that throughout this paper, the width

parameter is set to w = 0.5.

Time Evolution of System State
The momentary state of the RNN is given by the vector s(t) =
{

sm(t)
}

, where the component sm(t) ∈ [−1,+1] is the activation
of neuron m at time t. The initial state s(t=0) is set by assigning
to the neurons statistically independent, normally distributed

random numbers with zero mean and a standard deviation of
σini = 1.

We then compute the next state vector by simultaneously
updating each neuronm according to

sm(t + 1) =
2

π
arctan

(

η xm(t)+

N
∑

k=1

wmk sk(t)

)

. (1)

Here, xm(t) are the external inputs of the RNN and η is a global
“coupling strength”. Note that the input time series xm(t) can, but
must not be different for each neuron. In one type of experiment,
we set the xm(t) to independent, normally distributed random
signals with zero mean and unit variance. In another experiment,
we set all xm(t) to the same oscillatory signal x(t) = asin ·

sin (2π t/Tsin).
After simulating the sequence of system states forNstp = 1000

time steps, we analyze the properties of the state sequence (see
below). For this evaluation, we disregard the first Ntra = 100
time steps, in which the system may still be in a transitory state
that depends strongly on the initial condition. The simulations
are repeated Nrun = 10 times for each set of control parameters
(b, d, η).

Root-Mean-Squared Pairwise Correlation
C(ut, vt+1)
Consider a vector u(t) in M dimensions and a vector v(t)
in N dimensions, both defined at discrete time steps t. The
components of the vectors are denoted as um(t) and vn(t). In
order to characterize the correlations between the two time-
dependent vectors by a single scalar quantity C(ut , vt+1), we
proceed as follows:

First, we compute for each vector component m the temporal
mean,

µum =
〈

um(t)
〉

t
(2)

and the corresponding standard deviation

σum =

√

〈

(

um(t)− µum

)2
〉

t
. (3)

Based on this, we compute the M × N pairwise (Pearson)
correlation matrix,

C(uv)
mn =

〈 [

um(t)− µum

]

·
[

vn(t+1)− µvn

] 〉

t

σum σvn
, (4)

defining C
(uv)
mn = 0 whenever σum = 0 or σvn = 0.

Finally we compute the root-mean-squared average of this
matrix,

C(ut , vt+1) = RMS
{

C(uv)
mn

}

mn
=

√

√

√

√

1

MN

M
∑

m=1

N
∑

n=1

∣

∣

∣C
(uv)
mn

∣

∣

∣

2
(5)

This measure is applied in the present paper to quantify the
correlations C(st , st+1) between subsequent RNN states, as well
as the correlations C(xt , st+1) between the momentary input and
the subsequent RNN state.
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Mean Pairwise Mutual Information
I(ut, vt+1)
In addition to the linear correlations, we consider the mutual
information between the two vectors u(t) and v(t), in order
to capture also possible non-linear dependencies. However,
since the full computation of this quantity is computationally
extremely demanding, we binarize the continuous vector
components and then consider only the pairwise mutual
information between these binarized components.

For the binarization, we first subtract the mean values from
each of the components,

um(t) −→ 1um(t) = um(t)− µum. (6)

We then map the continuous signals 1um(t) ∈ [−∞,+∞]
onto two-valued bits ûm(t) ∈ {0, 1} by defining ûm(t) = 0 if
1um(t) < 0 and ûm(t) = 1 if 1um(t) > 0. In the case of a tie,
1um(t) = 0, we set ûm(t)=0 with a probability of 1/2.

We next compute the pairwise joint probabilities P(ûm, v̂n) by
counting how often each of the four possible bit combinations
occurs during all available time steps. From that we also obtain
the marginal probabilities P(ûm) and P(v̂n).

The matrix of pairwise mutual information is then defined as

I(uv)mn =

∑

ûm=0,1

∑

v̂n=0,1

P(ûm, v̂n) log

[

P(ûm, v̂n)

P(ûm) · P(v̂n)

]

, (7)

defining all terms as zero where P(ûm) = 0 or P(v̂n) = 0.

Finally we compute the mean over all matrix elements (each
ranging between 0 and 1 bit),

I(ut , vt+1) = MEAN
{

I(uv)mn

}

mn
=

1

MN

M
∑

m=1

N
∑

n=1

I(uv)mn (8)

This measure is applied in the present paper to quantify
the mutual information I(st , st+1) between subsequent RNN
states, as well as the mutual information I(xt , st+1) between the
momentary input and the subsequent RNN state.
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The face inversion effect (FIE) is a behavioral marker of face-specific processing that

the recognition of inverted faces is disproportionately disrupted than that of inverted

non-face objects. One hypothesis is that while upright faces are represented by

face-specific mechanism, inverted faces are processed as objects. However, evidence

from neuroimaging studies is inconclusive, possibly because the face system, such as

the fusiform face area, is interacted with the object system, and therefore the observation

from the face system may indirectly reflect influences from the object system. Here we

examined the FIE in an artificial face system, visual geometry group network-face (VGG-

Face), a deep convolutional neural network (DCNN) specialized for identifying faces.

In line with neuroimaging studies on humans, a stronger FIE was found in VGG-Face

than that in DCNN pretrained for processing objects. Critically, further classification error

analysis revealed that in VGG-Face, inverted faces were miscategorized as objects

behaviorally, and the analysis on internal representations revealed that VGG-Face

represented inverted faces in a similar fashion as objects. In short, our study supported

the hypothesis that inverted faces are represented as objects in a pure face system.

Keywords: face inversion effect, deep convolutional neural network, VGG-Face, face system, AlexNet

INTRODUCTION

Faces are an important type of visual stimulus in human social life and interaction, conveying
a wealth of characteristic information (e.g., identity, age, and emotion) (Bahrick et al., 1975;
O’Toole et al., 1998; Rhodes et al., 2011). Previous studies have found that humans processed faces
differently from ordinary objects (e.g., Tanaka and Sengco, 1997). A classic manifestation of face
specificity was the face inversion effect (FIE) (Yin, 1969; Valentine, 1988), in which humans are
disproportionately less likely to recognize a face correctly when it is inverted than when an object
(e.g., a cup) is inverted. However, the underlying mechanism of the FIE remains unclear.

Neuroimaging studies have been conducted to investigate how face-selective regions respond to
upright and inverted faces. They found that the fusiform face area (FFA) is activated more highly
when processing upright faces than inverted faces (Kanwisher et al., 1998; Yovel and Kanwisher,
2005; Epstein et al., 2006; Mazard et al., 2006). Further, the neural FIE observed in the FFA is
positively correlated with behavioral FIE, suggesting that the FFA is likely the neural basis of the FIE
(Yovel and Kanwisher, 2005; Zhu et al., 2011). In contrast, the activation of lateral occipital cortex
(LOC), which is specialized for processing objects (Malach et al., 1995; Epstein, 2005), is greater
during processing inverted faces than upright faces (Haxby et al., 1999; Yovel and Kanwisher, 2005).
Taken together, the double dissociation of upright and inverted faces is considered as evidence that
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they are processed by the face system and object system,
respectively. However, the findings are inconclusive; for example,
the FFA is still responsive to inverted faces (Kanwisher et al.,
1998; Yovel and Kanwisher, 2005) and the LOC is still responsive
to upright faces (Haxby et al., 1999; Yovel and Kanwisher, 2005).
It is possibly because the FFA is interacted with the LOC (Haxby
et al., 1999; Yovel and Kanwisher, 2005; Epstein et al., 2006)
and cannot completely rule out the influences from the object
processing system.

Deep convolutional neural network (DCNN), which is
inspired by biological visual systems, is used to simulate human
vision recently (Kriegeskorte, 2015; Parkhi et al., 2015; Simonyan
and Zisserman, 2015; Krizhevsky et al., 2017; Liu et al., 2020;
Song et al., 2020; Huang et al., 2021; Tian et al., 2021; Zhou
et al., 2021). Here we used a representative DCNN for face
recognition, VGG-Face (Parkhi et al., 2015), which is pretrained
to identify faces only. In recent years, various deep learning
methods have been used in face recognition systems (Fuad et al.,
2021). Among the various methods, DCNN is the most popular
deep learning method for face recognition (Fuad et al., 2021).
Further, visual geometry group network-face (VGG-Face) is one
of the most commonly used CNN models for face recognition
(e.g., Ghazi and Ekenel, 2016; Karahan et al., 2016; Grm et al.,
2017) and has shown successful performance of face recognition
under various conditions (Ghazi and Ekenel, 2016). Therefore,
we selected VGG-Face in the present study as representative of
face recognition models. VGG-Face provides an ideal model for
human face system, completely insulated from the interference
of the object system. Here we asked how the artificial face system,
VGG-Face, represented inverted faces.

METHODS

Deep Convolutional Neural Networks
As a pure face system, VGG-Face (available in https://www.
robots.ox.ac.uk/~vgg/software/vgg_face/) is pretrained with the
VGG Face Dataset. The architecture of VGG-Face includes 13
convolutional layers and 3 fully connected layers (i.e., FC1,
FC2, and FC3), and the FC3 is a 2,622-dimensional classifier,
corresponding to the 2,622 face identities to be identified during
pretraining (Parkhi et al., 2015).

FIGURE 1 | Example stimuli in our study. (A) Top, upright faces; bottom, inverted faces. (B) Top, upright objects; bottom, inverted objects.

To compare the FIE between face system and object
system, we used AlexNet (available in https://pytorch.org/) as
an object system, which was pretrained for classifying objects
with the ImageNet data set (Krizhevsky et al., 2017). AlexNet
has an eight-layer architecture; the first five layers are the
convolutional layers, and the last three layers are fully connected
layers (i.e., FC1, FC2, and FC3); the FC3 layer is a classifier
of 1,000 units.

To examine the effects of network architecture and pretraining
task on the FIE, we also used VGG-16 (Simonyan and Zisserman,
2015), which has the same network architecture as VGG-Face
but the same pretraining experience as AlexNet. In addition, we
used an AlexNet with the same pretraining experience of face
recognition as VGG-Face using the VGG Face Dataset (Grm
et al., 2017).

Experiment Settings
The Face and Object Data Sets
We used a data set of 60 groups of images, of which 30
groups were face images and 30 groups were object images
(Figure 1). Each group of face images contained images of
one individual in different scenes, all selecting from CASIA-
WebFace database (Yi et al., 2014). To rule out the effect of
the pretrained face identities on the transfer training, the face
identities in our data set did not overlap with those in VGG-
Face pretraining data set. Each group of object images contained
images of one specific cup in different scenes, and all object
images were selected from the Internet. All the images were
evaluated to ensure that the face or object in each image was
complete. In each group, there were 75 images for transfer
training, 25 images for validation, and 50 upright images and 50
inverted images for testing. The inverted stimuli were obtained
by rotating the upright images 180 degrees. Thus, a total of
12,000 images were used in this study, with 4,500 images used
for training, 1,500 images used for validation, and 6,000 images
used for testing (1,500 upright faces, 1,500 inverted faces, 1,500
upright objects, and 1,500 inverted objects). Before training,
the input images were normalized to a uniform size of 224
× 224 and normalized according to the mean and standard
deviation of the ImageNet database (mean= [0.481,0.457,0.398],
std= [0.237, 0.232, 0.231]).
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Transfer Learning
The transfer learning included a training period and a validation
period. During the training period, the DCNNs were trained
to classify images of 30 face identities and 30 cup identities.
All network parameters of the pretrained DCNNs were frozen
except for the last FC3 layer, using DNNBrain (Chen et al.,
2020) based on the PyTorch. The FC3 layer of the DCNNs
was changed to an FC classifier of 60 units to fit the training
task. The 60-group data set was presented to DCNNs, and
the classifiers of the FC3 layers were trained. A total of 100
epochs were performed in the training period, and the loss
value of the network was generated after each epoch. The
loss fluctuates within a stable range when the training is
finished. After the training period, other exemplars of the 60
faces and cup identities were presented to the DCNNs in the
validation period, and the recognition accuracy of validation
was evaluated.

Testing Experiment
After transfer learning, we presented upright faces, inverted
faces, upright objects, and inverted objects to the DCNNs
in the testing experiment. The recognition accuracy was
obtained by comparing the output and input identities
of each image. Further, for classification error analysis,
we examined the errors the DCNNs made in different
conditions (i.e., whether upright/inverted faces were classified
as objects and whether upright/inverted objects were classified
as faces).

To further explore how the DCNNs represented upright and
inverted images, we used representational similarity (RS) analysis
(Kriegeskorte et al., 2008) to examine the RS of different stimulus
identities in the DCNNs. We used DNNBrain (Chen et al., 2020)
to extract the activation values of the 6,000 testing images in
the three FC layers of the DCNNs. For both networks, the
activation values of 4,096 units in FC1, 4,096 units in FC2,
and 60 units in FC3 were extracted. The activation values of
the 50 upright images and 50 inverted images of each identity
were averaged, respectively, and for each identity, the activation
patterns of upright and inverted conditions were obtained in each
FC layer. Then, Pearson’s correlation was calculated to obtain the
representation similarity of different stimulus identities in each
FC layer.

RESULTS

Transfer Learning of VGG-Face
VGG-Face was trained to classify images of 30 face
identities and 30 cup identities in transfer learning. The
training performance reached stability after 50 epochs. The
validation accuracy of VGG-Face was 67.8%, significantly
higher than the random level (random accuracy = 1.67%),
which indicated that the transfer learning of VGG-Face
was successful.

FIE in VGG-Face
We first examined whether there was an FIE in VGG-Face as
a pure face system. We performed a two-way ANOVA analysis

on recognition accuracy with orientation (upright, inverted)
and stimuli category (faces, objects) as factors (Figure 2A).
The main effects of both orientation [F(1, 116) = 824.76,
p < 0.001] and stimulus category [F(1, 116) = 55.90, p < 0.001]
were significant. There was an interaction between stimulus
category and orientation [F(1, 116) = 228.58, p < 0.001].
The accuracy of inverted images decreased more in face
condition [F(1, 116) = 960.8, p < 0.001] than in object condition
[F(1, 116) = 92.47, p < 0.001], indicating that there was an FIE
in VGG-Face.

To further investigate why the VGG-Face showed an FIE,
we examined the classification errors of VGG-Face in different
conditions. While all upright faces were classified as faces and
all upright and inverted objects were classified as objects, only
17% of the inverted faces were classified as faces and 83%
were classified as objects in VGG-Face (Figure 2B). This result
suggested that VGG-Face showed an FIE because it tended to
classify inverted faces as objects.

VGG-Face Represented Inverted Faces
Similarly as Objects
The misclassification of inverted faces as objects behaviorally
suggested that inverted faces might be representedmore similarly
to objects in VGG-Face. To test this intuition, we performed
the RS analysis in the three FC layers of VGG-Face. We found
that in FC1 and FC2, the representation of inverted faces was
clustered with that of the objects, rather than with that of
upright faces (Figure 2C). In FC1 layer, the RS within upright
faces (0.27) was much lower than that within inverted faces
(0.84) and within objects (0.94). Importantly, the RS between
inverted faces and objects was 0.66, while the RS between
inverted and upright faces was only −0.037, and that between
upright faces and objects was −0.07. The results in FC2 layer
showed a similar pattern as in FC1. That is, the RS within
upright faces (0.12) was much lower than that within inverted
faces (0.82) and within objects (0.91). The RS between inverted
faces and objects was 0.59, while the RS between inverted and
upright faces was only −0.002, and that between upright faces
and objects was −0.013. In FC3 layer, we observed that the
representations of upright faces, inverted faces, and objects were
clustered into three clusters (Figure 2C). The RS within upright
faces was 0.66, the RS within inverted faces was 0.71, and
the RS within objects was 0.87. The RS between upright faces
and inverted faces was 0.21, the RS between upright faces and
objects was−0.68, and the RS between inverted faces and objects
was −0.05. These results indicated that inverted faces were
represented more similarly as objects than as upright faces in the
FC layers of VGG-Face, providing representational basis for the
behavioral results that VGG-Face tended to classify inverted faces
as objects.

AlexNet Did Not Show an FIE
Having shown the FIE and revealed its internal representations
in a pure face system, VGG-Face, we next examined whether
the FIE was specific to the pure face system or would also
be observed in an object system. Here we used AlexNet
(Krizhevsky et al., 2017), which was pretrained for object
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FIGURE 2 | Recognition performance and representations of VGG-Face. (A) The recognition accuracy of the upright and inverted faces and objects of VGG-Face.

The error bars denote the standard error of the mean across the 30 groups of images in each condition. (B) The classification confusion matrix of VGG-Face. The

percentage in the matrix denotes the classification errors of VGG-Face in each condition. (C) The representational similarity matrix of the three FC layers in VGG-Face.

The color in the matrix indicates correlation values between activation patterns of different stimulus identities, with cool color in the matrix indicating low correlation

and the warm color indicating high correlation.

categorization with ImageNet. The same procedure of
transfer learning was applied for AlexNet as for VGG-
Face, the training performance reached stability after 40
epochs. After training, the validation accuracy of AlexNet
was 69%.

To examine whether there was an FIE in AlexNet, we
performed a two-way ANOVA of orientation (upright, inverted)
by stimuli category (faces, objects) on recognition accuracy. The
main effects of both orientation [F(1, 116) = 62.27, p < 0.001]
and stimulus category [F(1, 116) = 70.43, p < 0.001] were
significant, but the interaction between stimulus category and
orientation was not significant [F(1, 116) = 2.57, p = 0.11]
(Figure 3A). This result indicated that there was no FIE in
AlexNet. We also performed a three-way ANOVA of orientation
(upright, inverted), stimuli category (faces, objects), and network
(AlexNet, VGG-Face), and the significant three-way interaction
[F(1, 232) = 40.41, p < 0.001] indicated that VGG-Face showed a
greater FIE than AlexNet.

Then, we examined the classification errors of AlexNet in
different conditions. In contrast to VGG-Face where most
inverted faces were classified as objects, 99.7% of the inverted
faces were classified as faces in AlexNet (Figure 3B). Besides, all
upright faces were classified as faces, and all upright objects and
99.5% inverted objects were classified as objects in AlexNet. These

results suggested that inverted faces were represented similarly as
upright faces, rather than objects, in AlexNet.

To test this hypothesis, we performed the RS analysis in the
three FC layers of AlexNet. We found that the representations
of faces and objects were grouped into two clusters in AlexNet,
regardless of the upright and inverted orientations (Figure 3C).
In all FC layers, the within-category RS was greater than the
between-category RS. That is, the RS between upright and
inverted faces (FC1 layer was 0.86; FC2 layer was 0.86; FC3
layer was 0.78) and the RS between upright and inverted objects
(FC1 layer was 0.62; FC2 layer was 0.64; FC3 layer was 0.79)
were greater than the RS between faces and objects (FC1 layer
was 0.19; FC2 layer was 0.34; FC3 layer was −0.63). These
results indicated that upright and inverted faces were similarly
represented in AlexNet.

VGG-16 Pretrained With Object
Classification and AlexNet Pretrained With
Face Recognition
The different FIEs observed in VGG-Face and AlexNet might
be accounted for either by their different network architectures
or by different pretraining tasks (face recognition vs. object
classification). In order to explore the effects of pretraining
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FIGURE 3 | Recognition performance and representations of AlexNet. (A) The recognition accuracy of the upright and inverted faces and objects of AlexNet. The

error bars denote the standard error of the mean across the 30 groups of images in each condition. (B) The classification confusion matrix of AlexNet. The percentage

in the matrix denotes the classification errors of AlexNet in each condition. (C) The representational similarity matrix of the three FC layers in AlexNet. The color in the

matrix indicates correlation values between activation patterns of different stimulus identities, with cool color in the matrix indicating low correlation and the warm color

indicating high correlation.

experience and network architecture on FIE, two more
experiments were conducted. First, we used VGG-16 (Simonyan
and Zisserman, 2015), which has the same network architecture
as VGG-Face but the same pretraining task of object classification
as AlexNet. Second, we used an AlexNet trained from scratch
with the same pretraining experience of face recognition as
VGG-Face (Grm et al., 2017).

The same procedure of transfer learning was applied, and
the training performance reached stability after 50 epochs. After
training, the validation accuracy was 65.4% for VGG-16 and
64.7% for AlexNet.

For VGG-16, we performed a two-way ANOVA of
orientation (upright, inverted) by stimuli category (faces,
objects) on recognition accuracy. The main effects of both
orientation [F(1, 116) = 51.73, p < 0.001] and stimulus category
[F(1, 116) = 150.98, p< 0.001] were significant, but the interaction
between stimulus category and orientation was not significant
[F(1, 116) = 0.96, p = 0.32] (Figure 4A). That is, the VGG-16
pretrained with object classification did not show an FIE.

Similar analysis was performed for the AlexNet pretrained
with face recognition. The main effect of orientation
[F(1, 116) = 223.96, p < 0.001] was significant and the main
effect of stimulus category was not significant [F(1, 116) = 0.002,
p = 0.96]. Importantly, there was an interaction between
stimulus category and orientation [F(1, 116) = 17.29, p < 0.001]

(Figure 4B). The accuracy of inverted images decreased more
in face condition [F(1, 116) = 182.85, p < 0.001] than in object
condition [F(1, 116) = 58.37, p < 0.001], indicating that there was
an FIE in the AlexNet pretrained for face recognition.

Taken together, the two network architectures showed similar
FIE after pretrained with face recognition task, but showed no
FIE after pretrained with object classification task. These results
suggested that the observed FIE in DCNNs may result from
pretraining experience of face recognition, rather than particular
DCNN network architectures.

DISCUSSION

In this study, we used VGG-Face to examine whether there
was an FIE in an artificial pure face system and how
upright and inverted faces were represented in this system.
We found that there was an FIE in VGG-Face and the
FIE was stronger than that in AlexNet which was pretrained
for processing objects. Further classification error analysis
revealed that in VGG-Face, inverted faces were misclassified as
objects behaviorally, and the analysis on internal representations
revealed that the VGG-Face represented inverted faces in
a similar fashion as objects. These findings supported the
hypothesis that inverted faces are represented as objects
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FIGURE 4 | Recognition performance of VGG-16 and AlexNet pre-trained with face recognition. (A) The recognition accuracy of the upright and inverted faces and

objects of VGG-16 pretrained with object classification. (B) The recognition accuracy of the upright and inverted faces and objects of AlexNet pretrained with face

recognition. The error bars denote the standard error of the mean across the 30 groups of images in each condition.

in the face system. Although fMRI studies have revealed
some neural basis of FIE, especially in the FFA (Yovel and
Kanwisher, 2005), the results are inconclusive, which may
be due to the fact that the face system is not completely
insulated from object system in human brain. By using an
artificial pure face system as well as a pure object system,
our study provides a clearer account for the representations
underlying FIE.

The FIE found in VGG-Face as a pure face system is consistent
with previous human fMRI findings showing an FIE (i.e., higher
response to upright than inverted faces) in the face-selective
FFA, and the FIE in the FFA correlates with the behavioral FIE
(Yovel and Kanwisher, 2005). Further, fMRI adaptation results
provide a possible neural basis for the behavioral FIE by showing
that the FFA was more sensitive to identity differences between
upright faces than inverted faces (Yovel and Kanwisher, 2005).
This finding fits nicely with our results that the RS within upright
faces was much lower than that within inverted faces and objects
in VGG-Face, indicating that different identities were more
uniquely represented in upright faces than inverted faces. Our
results are also consistent with a previous study which showed
a similar FIE using pretrained VGG-Face (Elmahmudi and Ugail,
2019).

More importantly, we extended previous finding by revealing
representations underlying the observed FIE. First, we found
that VGG-Face misclassified the inverted faces as objects
behaviorally. This result is in line with neuropsychological
finding that a patient with object recognition impairment was
severely impaired in recognition of inverted faces, but normal at
recognition of upright faces (Moscovitch et al., 1997). Moreover,
RS analysis showed that in VGG-Face, inverted faces were
represented similarly as objects, while representation of upright
faces was separate from those of inverted faces and objects.
Together, these results provide novel and clear evidence for an
account of human FIE that inverted faces are represented by

general object mechanisms whereas upright faces are represented
by mechanisms specialized for faces (Yin, 1969; Pitcher et al.,
2011).

In contrast, the AlexNet and VGG-16 pretrained for
object categorization did not show an FIE, and upright and
inverted faces were similarly represented in AlexNet. This
result is consistent with human fMRI results that the object-
selective LOC shows similar sensitivity to face identities for
upright and inverted faces (Yovel and Kanwisher, 2005).
Notably, although the AlexNet did not show a behavioral
FIE in our study, it is reported that responses of face-
selective units in untrained AlexNet responded more
highly to upright faces than inverted faces (Baek et al.,
2021). The discrepancy may be caused by different analysis
levels (behavioral level vs. single unit response level) or
different layers (FC layers vs. convolution layers). It will be
interesting to examine whether untrained AlexNet will show an
FIE behaviorally.

In sum, the present study showed an FIE in an artificial
pure face system. Our study highlighted the important role of
pretraining of face identification for a system to show the FIE;
future studies are awaited to examine whether other DCNN
networks or other types of deep learning models pretrained with
face identification tend to show a similar FIE and whether the
exposure of face stimuli or the task of face identification is
more critical. Additionally, our study provided evidence for a
possible mechanism of the FIE that inverted faces are represented
as objects while the upright faces are represented differently
from objects and inverted faces. Human behavioral studies have
suggested that processing of upright faces is special in that they
are processed in a holistic manner, while processing of inverted
faces and non-face objects is based on featural information
(Young et al., 1987; Tanaka, 1993; Farah et al., 1995; Tanaka
and Sengco, 1997; Maurer et al., 2002; Tanaka and Farah,
2006). Future studies are invited to examine in what manners
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upright and inverted faces are represented in artificial face
system. Finally, our study may inspire more researchers to use
DCNNs to explore the cognitive mechanisms of face recognition,
especially the problems that cannot be solved with human
subjects because of some limitations (such as ethics, experience,
and workload).
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INTRODUCTION

The prevalence of dementia is increasing globally and carries a growing personal and societal
burden (Guerchet et al., 2013). Multimodal and longitudinal neuroimaging provides biomarkers
about disease progression and informs early detection of dementia (Ten Kate et al., 2018).
However, current empirical data is still insufficient to infer the underlying mechanisms of
the disorder necessary for developing targeted therapeutics. Equally important to the lack of
empirical data, there is an absence of sufficient theoretical tools to investigate the relationships
among the genetic risks, neuropathophysiology, clinical symptoms and environmental factors in
neurodegenerative diseases.

We argue that the recent advances in computational psychiatry and computational neurology
offer a promising translational neuroscience framework for integrating multiple levels of
abstractions and investigating neurobiological and pathological mechanisms of dementia. In
addition, they can derive mechanistic models that predict disease trajectory and treatment effects.
Here, we extend historical discussions on this topic (Adams et al., 2016; Paulus et al., 2016;
Hitchcock et al., 2022) by discussing the potential of integrative computational modeling for
dementia research. We will discuss the potential translational benefits and how it might account
for some of the current limitations in dementia research.

COMPUTATIONAL PSYCHIATRY AND COMPUTATIONAL
NEUROLOGY

With the rise of computational and data sciences applications in biological, medical, biomedical,
and psychological disciplines since the early 2010s, computational psychiatry and computational
neurology have demonstrated the potential to help account for some of the limitations of traditional
techniques (Montague et al., 2012). Computational psychiatry and neurology are interwind and
overlap in disorders like dementia, so in the context of this paper, we do not distinguish them.

There are several different dichotomies of computational psychiatry and neurology
models (e.g., descriptive vs. predictive, discriminative vs. generative, exploratory vs.
confirmatory models). We recognize that all these dichotomies have their value in
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describing specific classes of computational models. However,
in this paper, we would like to make a distinction between
two types of scientific research approaches by their different
objectives: data-driven vs. theory-driven approaches. We argue
that the former primarily aims to explain patterns in novel
data or information “about” the diseased brain, while the latter
primarily aims to develop, validate, or falsify theories which
describe information of the brain.

Data-Driven Computational Approaches
The primary objective of data-driven approaches is to “label”
experimental data based on multivariate patterns or statistical
regularities in the data (e.g., by using machine learning). An
advantage of data-driven approaches is that they require minimal
prior assumptions about the data (Magoulas and Pentza, 1999).
However, this very characteristic also makes the interpretation
of data-driven models challenging as discussed by Goecks and
colleagues (Goecks et al., 2020).

The current applications of machine learning in dementia
research focus on disease detection and prediction. For example,
by using neuroimaging, biological, and clinical data based on
recurrent neural networks, support vector machines, decision
trees, Naïve Bayes classifiers, clustering, or other methods (Cui
and Liu, 2019; Kuan et al., 2021; Skolariki et al., 2021). Moreover,
the efforts were made to develop a personalized dementia risk
model that could predict the onset of dementia years before
patients develop symptoms by using ensemble learning from
demographic and medical history data (Danso et al., 2021).
Data-driven applications were also used to discriminate different
types of dementia (Dauwan et al., 2016; Bougea et al., 2021)
or to decrease the number of measures necessary for diagnosis
(Weakley et al., 2015). Other computer-aided diagnosis systems
that automatically detect neurological abnormalities have been
developed for the identification of dementia from neuroimaging
data (Siuly and Zhang, 2016). However, translating these efforts
into clinical practice is still problematic and need more of easily
used real-time methods that can be incorporated into everyday
clinical practice.

Although, some examples that directly aim to model disease
mechanisms, neuropathology, or subtypes exist (Young et al.,
2014; Oxtoby et al., 2018; Su et al., 2018, 2021), majority of
mainstream data-driven approaches do not explicitly intend to
capture the neurobiological and neuropathological mechanisms
underlying dementia. While applicable for disease prediction
and diagnosis, data-driven approaches alone are still limited to
inform novel treatments and capture the underlying complexities
of dynamic nature of dementia (i.e., interactions of multiple
disease factors on different levels that can evolve in complex ways
over time).

Theory-Driven Computational Approaches
Theory-driven approaches for computational psychiatry and
neurology are used to describe the mechanisms of altered
pathology or information processing related to the “cause” of
psychiatric or neurological conditions. They are used as tools for
characterizing what nervous systems do (i.e., descriptive models),
determining how they function (i.e., mechanistic models),

and understanding why they operate in particular ways (i.e.,
interpretive models) at multiple levels of abstraction (Dayan and
Abbott, 2001). Thus, their goal is fundamentally different from
data-driven approaches as they “force” us to seek mechanisms
and causality (Figure 1A).

First, biophysical models of synaptic, cellular, and neural
circuits aim to describe the association between psychiatric
symptoms and abnormal information processing intrinsic to
assemblies of neurons and microcircuit dysfunctions. These
models aim to investigate mechanisms underlying cognitive
decline and dementia. For instance, early work like the “synaptic
deletion and compensation” model (Horn et al., 1993; Ruppin
and Reggi, 1995) demonstrated that synaptic connections in
Alzheimer’s disease are associated with memory loss and
learning difficulties. Second, large-scale neural network models
address the links between psychiatric problems and information
processing dysfunction intrinsic to large circuit functions (e.g.,
Raj and Itturia-Medina, 2019). Third, normative models address
how the nervous system should behave and how certain behavior
or neural activity deviates from those standards (e.g., “Perception
and Attention Deficit model”; Collerton et al., 2005; Makin et al.,
2013).

A concern with many theory-driven models is that they are
often based upon mechanisms that are not directly accessible
from experimental data (Moran et al., 2011) and provide
very specific assumptions that do not lead to empirically
testable predictions (Baker et al., 2018). Hence, methods that
can bridge the gap between modeling the clinically relevant
symptoms (at macro-level) and modeling the brain where the
neurobiological mechanisms are implemented (at micro-level)
are urgently needed. Here, we argue that intermedium level
models would complement macro- and micro-level models,
being specifically targeted at “meso-level” modeling. This allows
for directly represented distributed control of neural mechanisms
and neurobiologically detailed cellular functions.

At this meso-level, the model has sufficient complexity to
prescribe the hierarchical architecture of the brain (i.e., a layer
of units rather a single unit representing a brain region);
while each layer still can implement macro-level distributed
representations for perception, action, and language. Each
unit in the model also includes micro-level biological details
(e.g., membrane potentials, ion channels, neurotransmitters)
allowing empirical validation such as by using neuroimaging.
This has the potential to extend traditional models that are
predominantly informative on only one level of abstraction
(Figure 1B).

Examples of such models include our work on modeling
attentional impairments in Alzheimer’s disease and making
predictions about possible electrophysiological features in the
relevant neural circuits (Mavritsaki et al., 2019). These models
can be seen as “virtual” patients capturing the cognitive
dysfunctions on computer simulations. By testing the models
with neuroimaging, biological and clinical data from real
patients, we can obtain mechanistic understanding and develop
new drug treatments in-silico before they are experimented on
animals and humans. This can further speed up translational
effects and drug development in an area of great unmet need,
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FIGURE 1 | Visual summary of proposed integrated computational modeling. (A) Data-driven and theory-driven pipelines. (B) Different levels of abstraction. (C)

Proposed integrated computational modeling with examples.

reduce socio-economic impact, and add to sustainability efforts
in dementia research.

Combining Data-Driven and Theory-Driven
Computational Approaches
Combining theory-driven and data-driven approaches in a
single modeling framework has the potential to account for the
complexity of different forms of dementia while considering
overlapping pathologies and clinical symptoms (Figure 1C). This
is particularly crucial for: (I.) providing the understanding of
the underlying mechanisms and “causal” interactions obtained
by theoretical models, and for (II.) overcoming the current
scalability limitations of theoretical models (Baker et al., 2018).
For example, Maia and Frank (2011) used reinforcement learning
to quantify the learning ability of individuals with Parkinson’s
disease based on the underlying dopaminergic mechanisms.
Pinaya et al. (2021) used deep learning on normative models
of brain structure to detect Alzheimer’s disease progression.
Bayesian models such as Dynamic Causal Modeling (DCM;
Friston et al., 2016) can be applied to neuroimaging data to
describe effective connectivity within and among neural circuits

providing a principled data-driven way to fit subsets of model
parameters in theory-driven models.

Theory-driven models provide prior knowledge and context
for estimating features specifically relevant to disorders. This
enables data-driven models to derive parameters for further
modeling (e.g., biophysically realistic recurrent neural network
models, algorithmic reinforcement learning models, Bayesian
models) with increased efficiency and reliability (Huys et al.,
2016). Hence, combining these approaches and linking between
the levels of abstraction have the potential to increase
translational benefits by relating symptoms and cognitive
functions to clinically traceable entities such as cellular processes.

For instance, AI models based on recurrent neural networks
are approaching human-level performance in many domains.
Thus, if implemented with plausible biological details, recurrent
neural networks can be “meso-level” models trained to simulate
patients’ clinical symptoms while the model parameters are
simultaneously fitted to patients’ neuroimaging and biological
data. These models often contain tens of thousands of
artificial neurons, making them large enough to model complex
symptomology while remaining tractable to study neural
mechanisms in unprecedented detail. Previous work summarized
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the application of such models to complex psychiatric disorders
where sufficient information about the relevant circuits exist,
such as in schizophrenia (Huys et al., 2016). We argue that
there is potential to extend these applications to study underlying
mechanisms of different forms of dementia. Additionally, by
integrating computational models with neuroimaging, neuronal
dysfunction underlying psychosis symptoms in dementia such
as hallucinations, delusions, paranoia could be explained by
impairments in multiple neurotransmitter systems (Marreiros
et al., 2013). This could link clinical symptoms with biological
details more comprehensively than was previously available.

DISCUSSION

Computational psychiatry and neurology endeavor a
biopsychological and mechanistic perspective by showing
how each level of abstraction ranging from molecular to circuit
levels can provide a context for the human brain’s hierarchical
architecture, functioning and disorders. Computational
approaches provide a whole new lexicon for understanding
neural processes (Montague et al., 2012). Machine learning
techniques can detect complex and subtle mental and brain
dysfunctions and their neurobiological underpinnings that are
otherwise difficult to uncover.

Computational approaches are a valuable toolmoving forward
in research, but the current implementation introduces several
challenges. First, the availability of good quality data is crucial
to create reliable, accurate, and robust data-driven and theory-
driven models of mental health illnesses and brain disorders.
This includes the need for widely generalisable, open access
and reproducible data of different dementia types with large
sample sizes (Pellegrini et al., 2018). Second, the differences
in the standardization in the dementia care pathway across
clinical practices, assessment centers and research might pose
a further challenge in appropriate data digitalisation, curation,
and integration (Wong-Lin et al., 2020). Third, researchers
should additionally ensure that data pre-processing steps do not
introduce unrealistic attributes to general healthcare datasets
when used in modeling less-common types of dementia.

When interpreting models, researchers need to be conscious
of potential challenges. For instance, predictive models in
psychiatry still suffer from overfitting and lack of generalisability

and validation (Meehan et al., 2022). Finding a model with the
appropriate complexity, therefore, requires finding a suitable
balance between bias and variance (Lever et al., 2016). Yet,
testing and falsifying current models and subsequent ability to
develop accurate predictions of both common and rare types of
dementia are still challenging due to the limited knowledge of
their neurobiology and neuropathology.

Traditional AI modeling techniques and biophysical models
often consider the macro-level constraints on the brain and
mind for very specific cognitive phenomena. However, existing
neural models do not satisfactorily provide an architectural-
level explanation for how symptoms experienced by patients
were mechanistically produced by genetic, molecular, and circuit
abnormalities in different inter-connected brain regions. Moving
forward, we need models that do not only describe data but can
also manipulate data while preserving the integrity of the data. In
other words, we argue to “treat the models as if they are data”.

If present limitations are considered thoroughly,
computational psychiatry and neurology models for dementia
have the potential to establish as experimental medicine platform
for personalized medicine and development of novel treatments
and to advance the predictive health systems that would support
clinicians in their decision-making process (Miotto et al., 2017).
Importantly, current challenges are likely to be minimized by
fast-evolving computational fields such as AI models based
on deep-learning, which can serve as the basis of “virtual”
patients. This allows for testing mechanistic hypotheses, while
maintaining the informative value obtained from real life data.
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Computational neuroscience has come a long way from its humble origins in the
pioneering work of Hodgkin and Huxley. Contemporary computational models of the
brain span multiple spatiotemporal scales, from single neuronal compartments to models
of social cognition. Each spatial scale comes with its own unique set of promises and
challenges. Here, we review models of large-scale neural communication facilitated by
whitematter tracts, also known as whole-brainmodels (WBMs). Whole-brain approaches
employ inputs from neuroimaging data and insights from graph theory and non-linear
systems theory tomodel brain-wide dynamics. Over the years, WBMmodels have shown
promise in providing predictive insights into various facets of neuropathologies such as
Alzheimer’s disease, Schizophrenia, Epilepsy, Traumatic brain injury, while also offering
mechanistic insights into large-scale cortical communication. First, we briefly trace the
history of WBMs, leading up to the state-of-the-art. We discuss various methodological
considerations for implementing a whole-brain modeling pipeline, such as choice of
node dynamics, model fitting and appropriate parcellations. We then demonstrate the
applicability of WBMs toward understanding various neuropathologies. We conclude by
discussing ways of augmenting the biological and clinical validity of whole-brain models.

Keywords: whole brain model, neural mass, neural field, network, neuroimaging, DTI, connectome

PHYSICAL MODELS OF THE BRAIN

Billions of years of evolution have invested the nervous system with tremendous complexity.
Modern neuroscience has sought to understand this complexity as a hierarchical ladder that spans
multiple spatial and temporal scales, starting from the interaction of biomolecules through to
more complex structures like neurons and neural networks. Building on the pioneering work of
Hodgkin and Huxley, significant progress took place toward the elucidation of the function of the
single neuron. However, in spite of all the remarkable achievements at the single neuron level,
relatively little is known about how populations of neurons coordinate with one another to facilitate
cognitive processes. While it is fair to characterize neurons, or even individual dendrites as the
canonical units of computation in the brain, it is evident that complex cognitive processes rely on
interactions between several neural ensembles (McIntosh, 2004; Bressler and Tognoli, 2006)1 that
are distributed across the cortex (Deco et al., 2008). Gaining an understanding of neural circuitry
assumes vital importance not only for explaining cognition, but also for the treatment of various
neurological diseases.

1Several thousand neurons exhibiting coordinated firing patterns.
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Early efforts toward bridging the gap between single-neuron
activity and circuit operation led to the formulation of neural
mass models (Beurle, 1956; Wilson and Cowan, 1972) which
conceptualized cortical activity as arising from the dynamic
interplay of multiple neural populations (or masses) with
excitatory-inhibitory feedback (Figure 1). Such models leverage
the fact that while the spiking of individual neurons is highly
irregular (even chaotic), the mean activity of neural ensembles
obeys fairly low-dimensional dynamics (Deco et al., 2008) 2.
Furthermore, mean-field descriptions of cortical tissue may be
extended in space and endowed with spatial gradients in neural
parameters that follow mathematically defined connectivity
(Amari, 1977). Field theory, with its deep roots in physics,
provides analytically tractable solutions and has been employed
extensively in neuroscience to explain wide-ranging phenomena.
A classic field-theoretic model is the one proposed by Amari,
which considered lateral-inhibition to explain oscillatory waves
and input-evoked transients (Amari, 1977). Two-dimensional
field models support diverse phenomena such as spiral and target
waves that are organized into complex checkerboard patterns,
reminiscent of neural activity observed during different brain
states (Ermentrout and Cowan, 1979; Jirsa and Haken, 1996).

By the turn of the century, neuroimaging modalities like
PET and fMRI were being increasingly used to study cognition.
The abstract nature of existing large-scale models made it
difficult to exploit the rich datasets which were being churned in
such experiments (Tagamets and Horwitz, 1998; Horwitz et al.,
1999, 2000). Additionally, despite their success in providing
theoretical accounts for neural phenomena such as traveling
waves (Amari, 1977) or resting-state dynamics, Robinson et al.
(2021) continuum field models had limited applicability in
the clinical setting since crucial medical observables such as
anatomical connectivity, functional correlations between brain
areas or distribution of various cell types cannot be expressed in
terms of mathematical expressions which can then be analytically
solved within the field-theoretic framework. Therefore, it was
deemed desirable to setup the neurodynamic model so that
patient-specific neuroimaging data (e.g., DTI, fMRI connectivity)
could be fused with simulations in order to facilitate precision
medicine (Ritter et al., 2013; Deco and Kringelbach, 2014).

Within this framework, anatomical connectivity derived from
diffusion MRI is used as a structural scaffold to simulate
mesoscopic neural interactions (Horwitz et al., 2000; Honey
et al., 2009). Nodes, representing mean-field activity of individual
brain areas, evolve according to differential equations under the
influence of coupling from other brain regions, external input
and noise (Deco et al., 2009). Parameters representing biological
or phenomenological properties of the nodes and edges are
systematically varied, and time-series obtained for each run. For
fMRI data, a further hemodynamic convolution is applied to the
time-series and functional correlations (FC) are estimated from

Abbreviations: MRI, Magnetic resonance imaging; WBM, Whole-Brain Model;

ROI, Region of Interest; BOLD, Blood oxygen level dependent; EEG/MEG,

Electro/Magneto encephalography; FC, Functional connectivity.
2 In mean field models, coarse-grained variables representing ensemble activity

such as the population firing rate are used to track the evolution of the system.

the resulting data (Deco and Kringelbach, 2014). Alternatively,
for EEG/MEG studies, FC is estimated from amplitude envelopes
that are extracted for each frequency band of interest and
downsampled to correspond with BOLD time-scales (Hipp et al.,
2012). Model fitting techniques are then utilized to obtain
working points and regimes that best capture the corresponding
empirical data. After model fitting, the researcher can ask how
this system responds to various perturbations like external inputs
(e.g., stimuli), noise or structural insults (e.g., lesions) (Figure 2).

Whole-brain models provide actionable insights into various
neurological deficits (e.g., identifying optimal resection zone in
epilepsy), while also retaining a link to fundamental dynamical
and graph theoretic concepts like attractors, metastability,
stochastic dynamics, chaos and modularity (Popovych et al.,
2019). In the following we outline the major variables that need
to be considered before establishing a successful WBM pipeline.

MODELING CONSIDERATIONS

Whole-brain modeling has tremendous clinical applicability
as it provides prognostic tools and predictive insights for a
host of neurological diseases (Deco and Kringelbach, 2014).
However, since not all brain pathologies have the same origin
or mechanism, the models seeking to understand them are also
customized according to the specific etiology of the disease
(Table 1). Following E.P Box’s adage- “all models are wrong,
but some are useful,” system equations are set up keeping in
mind the specific properties of the underlying clinical context
at the expense of biological realism. For example, it may be
unnecessary to include conduction delays in models seeking to
fit fMRI data due to the widely differing time-scales between
BOLD activity (seconds) and axonal propagation (milliseconds).
On the other hand, delays assume vital importance when the
object of study involves electrophysiological spectral coherence
between neural oscillators. Broadly, establishing an effective
whole- brain modeling pipeline essentially comes down to the
following choices- parcellation scheme, node dynamics, model
fitting technique and type of perturbation applied.

Structural Connectivity Matrices and the
Role for Parcellation
Firstly, thousands of voxels are reduced to only a few relevant
areas of interest. Diffusion imaging is performed to extract
anatomical connectivity matrices (Box 1). Connectivity matrices
specify fiber density across various white matter tracts. A crucial
decision at this stage is the choice of a parcellation scheme
for obtaining an adjacency matrix. In the absence of a general
consensus on what constitutes a “good” parcellation, one must
consider carefully how the parcellation scheme may affect the
WBM pipeline. Parcellation dictates the spatial resolution and
topology of the model. Topological properties are known to be
affected by the spatial scale of the parcellation used (Zalesky
et al., 2010). Zalesky et al. (2010) demonstrate that while the
basic properties of network topology such as scale-freeness or
small-worldness remain invariant across spatial scales, the extent
of these properties significantly varies between parcellations.
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Modeling has further corroborated that significant variability
exists in graph-theoretical attributes of network dynamics as
a function of the parcellation scheme (Domhof et al., 2021).
Significant inter-parcellation variability also exists in resting-state
dynamical models (Fornito et al., 2010). Additionally, since
the computation time for whole-brain models scales with the
number of coupled differential equations (same as the nodes in
the network), finer-grained parcellations may be computationally
cumbersome to solve. Further, diffusion MRI (dMRI) techniques
are biased against short-range and intracortical connectivity,
which may have significant ramifications for simulated dynamics
(Proix et al., 2016). Highly granular parcellation schema may
also lead to redundancy and rank-deficiency during source
reconstruction (Tait et al., 2021b).

Broadly, atlases bin brain areas on the basis of either
anatomical or functional similarities. Commonly used
anatomical criteria for parcellating brain regions include
gross anatomy, cytoarchitecture, myeloarchitecture,
chemoarchitecture and gene expression profiles (Nowinski,
2021). By contrast, functional atlases utilize resting state or
task-related functional correlations to allocate ROIs (Craddock
et al., 2012; James et al., 2016). Anatomical atlases are known
to fare poorly in comparison to functional atlases when
it comes to reproducing FC patterns at the voxel scale
(Craddock et al., 2012). Since functional homogeneity is
a crucial precondition for modeling ROI dynamics, this
would argue for the superiority of functional over anatomical
parcellations for whole-brain modeling (Craddock et al., 2012).
On the other hand, with anatomically defined ROIs it is
easier to interpret results in the light of extant neuroscience
literature. Therefore, multimodal atlases which integrate
anatomical and functional criteria may offer a suitable
tradeoff to ensure functional homogeneity while retaining
anatomical specificity in whole-brain analysis (Glasser et al.,
2016).

Ultimately, the scope of the study dictates the choice
of parcellation. For example, it may be crucial to include
sub-cortical nodes where the primary pathology may involve
subcortical structures like the thalamus (Ji et al., 2016; Bazin et al.,
2020).

BOX 1 | Estimating anatomical connectivity

In-vivo estimation of white matter structural connectivity is enabled by
diffusion magnetic resonance imaging (dMRI). Broadly, dMRI approaches
measure the preferential direction of diffusion of water molecules in brain
tissue. Computational algorithms estimate fiber orientations (streamlines)
from dMRI data using a process known as tractography. Streamlines are
counted and averaged according to pre-defined brain parcellations to yield
adjacency graphs, which can then be submitted as input for whole-brain
models. Computational libraries that perform tractography include FSL
(Jenkinson et al., 2012), MRtrix (Tournier et al., 2012), BrainSUITE (Shattuck
and Leahy, 2002), and DSI studio (Yeh et al., 2013). Considerable variability
may exist in the output of different libraries due to differences in the choice
of diffusion models, model parameters and tractographic algorithms. Thus,
optimal algorithm selection remains an active area of research (Bastiani et al.,
2012; Zhan et al., 2015; Petrov et al., 2017).

FIGURE 1 | Evolution of computational neuroscience models from single
neurons to network models.

Node Dynamics
Node dynamics consist of differential equations specifying the
temporal evolution of the population activity of each region of
interest (ROI). Each anatomically defined node may potentially
consist of thousands of neurons and therefore, the dynamics
of the ensemble is reduced to a low-dimensional description
using mean-field formalisms. For example, Deco et al. reduce
a spiking neuron model with synaptic conductance to yield a
dynamic mean-field model that is subsequently used to specify
node dynamics (Deco et al., 2013; Roy et al., 2014). Examples
of node dynamics may range from the simple phenomenological
ones, such as the Kuramoto model (Breakspear et al., 2010) or
the normal form of the supercritical Hopf bifurcation (Lord et al.,
2017) to the more biologically inspired ones such as the Wilson-
Cowan model (Wilson and Cowan, 1972) or thalamocortical
motifs (Griffiths et al., 2020) (see Figure 3 and Table 1). For
example, the Kuramoto model reduces node dynamics to a phase
variable, which evolves according to a natural frequency and a
sinusoidal interaction term (Breakspear et al., 2010). On the other
hand, both asynchronous and synchronous dynamics can be
captured in the same set of equations in bifurcation models that
can possess a relaxation solution (damped oscillations) or limit
cycle solution (self-sustained oscillations) depending on the value
of the bifurcation parameter (Figure 3) (Lord et al., 2017). Most
computational studies model average functional connectivity,
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FIGURE 2 | Model pipeline. (A) Inter-regional functional correlations (empirical
functional connectivity or eFC) are extracted from resting state BOLD
time-series. (B) For EEG/MEG, raw electrode/sensor time series are used to
estimate source level activity, which is then bandpass filtered and hilbert
transformed to obtain amplitude envelopes. Band specific functional
connectivity is estimated from amplitude envelopes. DTI connectivity provides
information about inter-regional white matter fiber density. Euclidean distances
may be scaled to obtain temporal delay information. (C) Kuramoto model is
used here to demonstrate how DTI information is incorporated into the node
dynamics. For fMRI, an additional hemodynamic convolution is performed
(Balloon-Windkessel) to project model output to BOLD time scales before
estimating simulated FC (sFC). For EEG/MEG, amplitude envelopes are
extracted and simulated FC is estimated. Model fitting procedures estimate
model parameters based on eFC and sFC.

however, brain dynamics is also marked by transitions in
the patterns of functional connectivity with time. Switching
between FC configurations (FC state) requires node dynamics
to possess multistable solutions which may be imparted through
the addition of non-linear terms in model equations (Deco et al.,
2013; Hansen et al., 2015).

Heterogeneity in node dynamics may be introduced by
assigning multiple oscillatory frequencies. For example, Deco
et al. (2017) show that models utilizing multiple natural
frequencies confirm better to empirical rsMEG networks.
Similarly, Roberts et al. devise a principled approach for natural
frequency allocation by scaling frequencies by the topological

degree of each node (Gollo et al., 2017). For non-oscillatory
node dynamics, temporal heterogeneity may be introduced by
modulating exponential decay rates or synaptic time constants
(Figure 3).

Another decision to be made at this step is the inclusion of
transmission delays (Nakagawa et al., 2014). Computational
models have demonstrated the value of including transmission
delays, particularly in explaining oscillatory activity at
electrophysiological time scales (Banerjee and Jirsa, 2007;
Deco et al., 2009). Neural delays are known to play a crucial
role in motor control, particularly in bimanual coordination
(Banerjee and Jirsa, 2007) and in explaining perceptual variability
in multi-sensory integration (Thakur et al., 2016). Conduction
delays, on the order of a few milliseconds, can flip the phase
relationship between two gamma oscillators from in-phase to
out-of-phase (Pajevic et al., 2014). Network delays crucially
dictate oscillation frequency (Niebur et al., 1991; Petkoski and
Jirsa, 2019; Pathak et al., 2021) and propagation of cortical
traveling waves (Ermentrout and Kleinfeld, 2001). Delays can
even cause the complete cessation of self-sustained oscillations
(amplitude death) in networks of coupled limit-cycle oscillators
(Reddy et al., 1998). On the other hand, under certain conditions,
time delays may also enhance neural synchrony (Dhamala et al.,
2004).

Conduction delays may be estimated by scaling cortico-
cortical tract lengths by conduction velocity, which is usually
parametrically varied between 1-30 m/s, in accordance with
experimental studies (Swadlow, 1982). However, given the
millisecond scale of delays involved, it may be redundant to
include delays in cases where the object of interest is fMRI BOLD
time scales.

Model Fitting
Typically, whole-brain models aim to explain data collected at
fMRI BOLD or electrophysiological (EEG, MEG, sEEG) time
scales. Functional time series collected from fMRI experiments
are used to estimate inter-areal functional connectivity. For EEG
or MEG, pre-processed signals are bandpass filtered in various
frequency bands of interest and Hilbert-transformed to extract
amplitude envelopes, which are then used to estimate functional
connectivity (Hipp et al., 2012; Deco et al., 2017). For both
fMRI and EEG/MEG, typically static correlations (presuming
stationarity) are employed to estimate model fit. However, recent
work has strongly argued that static measures fail to capture
the rich, higher-order dynamics inherent in neuroimaging data,
and therefore, have advocated the use of dynamic measures
of functional connectivity (dFC) (Hutchison et al., 2013; Preti
et al., 2017). dFC may be estimated through a windowed
manner, or through techniques not requiring arbitrarily chosen
temporal windows (Cabral et al., 2017). For dFC analysis, every
time step (or time window) has a characteristic FC pattern
associated with it. One way to perform model fitting for dFC
is by collapsing this 3D data structure (ROI*ROI*time) to a 2D
matrix (time*time) consisting of correlations between the leading
eigenvectors at each time point or window; the resulting matrix
may be considered as the object of model fitting (Cabral et al.,
2017).
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TABLE 1 | List of studies employing WBMs to understand neuropathologies.

References Clinical context Node dynamics Model fitted to Parcellation(N) FC (dynamic or static)

Alstott et al. (2009) Lesion Neural mass model BOLD FC Hagmann (998) Static

Demirtaş et al. (2017) AD Hopf Normal Form
(Stuart-Landau)

BOLD FC 78 Cortical Static

Vattikonda et al. (2016) Stroke Dynamic Mean
Field (DMF)

BOLD FC Desikan Killainy (68), Hagmann (998) Static

Jirsa et al. (2017) Epilepsy Epileptor SEEG spectral power EZ/PZ Static

Nakagawa et al. (2014) Aging Dynamic Mean
Field (DMF)

BOLD FC Modified CoCoMac (74) Static

Deco et al. (2017) Psychadelics Dynamic Mean
Field (DMF)

BOLD FC Automatic Anatomical Labelling (90) Dynamic

Griffiths et al. (2020) Stimulation Thalamocortical
Motif

AEC MEG Lausanne Scale 1 (68) Static

López-González et al.
(2021)

Disorders of
Consciousness
(DOC)

Hopf Normal Form
(Stuart-Landau)

BOLD phase synchrony Shen (214) Dynamic

Tait et al. (2021a) Seizure Propensity
in AD

Theta Model EEG phase locked FC Brainnetome (40) Static

Hellyer et al. (2015) Traumatic Brain
Injury

Kuramoto Oscillator BOLD FC Desikan-Killainy (68) Static

Cabral et al. (2013) Schizophrenia Linear relaxation
process

BOLD FC AAL (90), Hagmann (66) Static

Yang et al. (2014) Schizophrenia Dynamic Mean
Field (DMF)

BOLD FC Hagmann (66) Static

Model parameters are systematically varied and simulated
FCs (static or dynamic) are estimated for each parametric set.
Estimation of the optimal parameter set (often referred to as
the dynamic working point of the system), offering closest
concordance with empirical FC may be achieved by minimizing
an error function or by maximizing correlation between
empirical and simulated FCs (Deco and Kringelbach, 2014).
Bayesian modeling is often employed to estimate parameters
associated with the underlying generative models (Vattikonda
et al., 2016; Hashemi et al., 2020). Here, models are initialized
with a randomly chosen parameter set; stochastic gradient
descent is then used to update model parameters.

Instead of FC, one could alternatively perform model fitting
against other empirical features of the data. For example, Jirsa
et al. (2017) develop a personalized epileptic brain model by
estimating model parameters from the spectral distribution of
stereotactic (SEEG) electrodes. Indeed, it is even possible to do
away with model fitting altogether when the research question
is of a qualitative nature. For example, Mejias and Wang (2022)
simulate a large-scale model of primate neo-cortex to elucidate
the emergence of distributed attractor states subserving various
internal processes. In such studies, explaining the salient aspects
of the underlying system takes precedence over precise model
fitting (Mišić et al., 2015; Mejias and Wang, 2022).

Perturbation
After successfully fitting the model to relevant empirical data, it is
desired to introduce various perturbations to the model in order
to understand the fallout of various pathological scenarios (Deco
et al., 2015). For example, in the case of stroke or TBI, one would

like to induce partial or complete lesions at various network
nodes and study the differential contribution of node topology in
disease progression (Alstott et al., 2009; Vattikonda et al., 2016).
Since the thrust here is to understand recoverability, individual
node dynamics can be endowed with plasticity mechanisms that
homeostatically regulate firing rates (Vattikonda et al., 2016;
Abeysuriya et al., 2018; Páscoa Dos Santos and Verschure,
2021). Similarly, stimulation protocols require providing current
input to specific nodes in the network to study network
response (Griffiths et al., 2020). Epilepsy models require altering
node dynamics such as channel properties or neurotransmitter
concentrations to model seizure spread from the seizure onset
zone (SOZ) (Jirsa et al., 2017). Levels of consciousness in whole-
brain models can be manipulated by adjusting neural gain, say,
mediated by subcortical structures (Shine, 2021).

CLINICAL APPLICATIONS

Modeling Seizure Propagation
Epilepsy is marked by the occurrence of frequent seizures,
which often spread from an onset zone to other distal areas
along white matter tracts. In some cases, this necessitates the
surgical resection of epileptogenic tissue. Due to the obvious
role of network dynamics and structural topology, epilepsy is
particularly well-suited for whole-brain modeling, as described
in previous sections (Engel Jr et al., 2013; Taylor et al.,
2014; Jirsa et al., 2017). Since surgery carries obvious risks,
it is desirable to minimize the extent of resected tissue. Jirsa
et al. show that personalized whole-brain modeling can be
used to aid medical decision making for optimal surgery
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FIGURE 3 | Node dynamics. Node dynamics may be categorized on the axis of biological validity. Purely phenomenological models such as Kuramoto, Linear
Stochastic, Linear Threshold or the normal form of Hopf bifurcation may be regarded as toy models which seek to focus on a conceptual aspect of underlying
phenomena at the expense of biological realism. On the other hand, it may be necessary to impart nodes with biologically detailed dynamics (SJ3D or Thalamocortical
motifs) to explain a certain biological feature of the research problem. Further, nodes may be categorized on the type of underlying dynamics, such as damped
oscillators, limit cycle oscillators, relaxation processes, multistable solutions or bursting patterns (represented schematically).

(Vattikonda et al., 2016; Jirsa et al., 2017). Patient-specific brain
connectivity is integrated to model empirical EEG data for the
identification of the epileptogenic zone (EZ). This technique is
particularly useful for instances where conventional methods
for EZ identification provide sub-optimal results due to a lack
of a clear MRI lesion (Hashemi et al., 2020). Recently, whole-
brain modeling has also been used to explain seizures in non-
epileptic conditions as well. For example, it is known that patients
with Alzheimer’s disease are about 6-10 times more likely to
develop seizures as compared to the normal population (Pandis
and Scarmeas, 2012). Tait et al. (2021a) using a whole-brain
pipeline, find that functional connectomes of AD patients show
a greater propensity to transition into seizure states as compared
to healthy connectomes. Here individual nodes in the network
are modeled as phase oscillators capable of producing neuronal
spiking in response to inputs. By systematically varying the
excitability parameter of individual nodes, the authors show that
AD connectomes are more ictogenic as compared to control
connectomes for a wide range of excitatory input (Tait et al.,
2021a).

Lesions
Neural tissue undergoes lesioning due to various factors like
traumatic brain injury, stroke or neurodegenerative diseases
(Alstott et al., 2009). Focal lesions can cause disruptions in
large-scale functional connectivity, leading to severe cognitive
and behavioral impairment. Alstott et al. (2009) demonstrate
that the extent and severity of functional deterioration depends
on the topological profile of the lesioned nodes, with nodes
occupying the most central position causing the greatest network
deficit upon lesioning. Vattikonda et al. (2016) extend this
idea to gauge potential recoverability from stroke induced
lesions by endowing node dynamics with an inhibitory plasticity
mechanism that can rescue neural firing rates in response to
structural insult (Figure 4). Recently, Good et al. used whole-
brain modeling to predict the chronic outcomes following
traumatic brain injury. Their approach, which utilizes the Virtual
Brain simulation platform (Sanz Leon et al., 2013), is able to
distinguish semiacute mild to moderate TBI patients from a
control group (Good et al., 2022). The effect of lesions on
segregative and integrative tendencies can be quantified using
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FIGURE 4 | Vattikonda and colleagues use a whole-brain pipeline to elucidate
network recovery after lesional insult. (A) DTI structural connectivity is used in
conjunction with mean field node dynamics (with feedback inhibition) to
generate ROI time series which are then convolved with hemodynamic
function to obtain simulated BOLD time-series. Resting state FC is calculated
using pearson correlation. (B) Global working point of the system is estimated
by comparing simulated FC with empirical FC. Histogram shows the ROI-wise
average firing rate for optimal global coupling. Heat Maps show empirical and
optimal simulated FC (averaged across subjects). (C) Network recovery takes
place due to local plasticity implemented through feedback inhibition. Here
lesion was introduced in the right caudal anterior cingulate node. The top 3
figures display connections that have significantly changed before
re-establishing local E-I balance. The bottom 3 figures represent the
connections that have significantly changed after re-establishing local E-I
balance. Adapted from Vattikonda et al. (2016), with permission from the
authors.

WBMs. For example, Hellyer et al. (2015) estimate metastability-
a measure of segregation and integration, and find disrupted
metastable dynamics in patients with traumatic brain injury
(TBI). By simulating a network of phase oscillators on topology
specified by connectomes obtained from TBI patients, the
authors demonstrate how structural disconnection can lead to
a reduction in metastable brain dynamics. These observations
provide a mechanistic explanation for the significant reductions
in cognitive flexibility and information processing, often seen
in patients recovering from TBI lesions. Váša et al. (2015)

highlight the usefulness of computational lesion studies by
demonstrating how graph theoretic properties of network nodes
such as modularity determine synchrony and metastability in
response to virtual lesioning. The authors find that lesions to
nodes with high eigenvector centrality or to nodes which connect
segregated modules lead to a decrease in global synchrony along
with an increase in global metastability (Váša et al., 2015).

Alzheimer’s Disease
Alzheimer’s Disease (AD) has traditionally been regarded as
a disease of the gray matter, however, recent neuroimaging
studies have implicated white matter abnormalities in the
pathogenesis of AD (Sachdev et al., 2013). This is reflected in
aberrant functional connectivity patterns observed in preclinical
populations. Demirtaş et al. (2017) fit a whole-brain model to
healthy controls; the model parameters thus obtained are then
systematically varied to generate FCs which match empirical
FCs seen in preclinical AD, Mild Cognitive Impairment and
AD. The authors find that simulated FCs mimic pathological
FCs as the individual node dynamics is shifted toward damped
oscillations by altering the bifurcation parameter (Demirtaş
et al., 2017). Stefanovski et al. (2019) fuse PET-derived Amyloid
beta levels with averaged healthy connectomes to shed light
on possible pathogenetic mechanims of AD. In this model,
Amyloid beta levels modulate the regional Excitation/Inhibition
balance, providing a mechanistic explanation for EEG alterations
in AD. Further, their whole-brain approach provides therapeutic
insights by accounting for large-scale functional reversibility of
EEG alterations by modeling the effect of memantine (NMDA
receptor antagonist) on local neural populations (Stefanovski
et al., 2019). Recently, whole-brain network models have also
been utilized for virtual data completion to augment multimodal
AD datasets such as the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) dataset (Arbabyazd et al., 2021).

Schizophrenia
The dysconnection hypothesis posits that symptoms of
Schizophrenia are best characterized as emerging from
functional, rather than anatomical disconnection (Friston,
1998). In line with this assertion, several studies have observed
extensive decrease in resting state functional connectivity of
patients, pointing to disrupted integration between segregated
brain areas (Lynall et al., 2010). Cabral et al. (2013) employ
structural connectivity matrices obtained from adolescent
patients with early onset schizophrenia and show that functional
disruptions associated with Schizophrenia are better explained by
reductions in global coupling rather than structural differences,
in line with the dysconnection hypothesis. Yang et al. (2014) use
whole-brain modeling to show that widely reported differences
in global brain signal (GBS) in resting state fMRI of patients
may be explained by changes in the net strength of overall
brain connectivity in schizophrenia, further corroborating
dysconnection. Anticevic et al. (2012) use whole-brain models
to identify the role for glutamate in establishing large-scale
functional patterns associated with Schizophrenia. Their
whole-brain approach, which allows for the introduction of
pharmacological manipulations, provides a framework for
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understanding the role of NMDA-mediated disruption of
cortical excitation/inhibition balance and its role in producing
the cognitive symptoms of schizophrenia.

Disorders of Consciousness
Loss of consciousness is either temporary, like in deep sleep or
anesthesia- or permanent- like in brain injury or other Disorders
of Consciousness (DoC). Efficient classification of brain states
as either reversibly or irreversibly unconscious is needed to
advance therapeutics. One way to gauge whether a certain
unconscious state is transient or permanent is from the response
of that state to externally provided perturbation. Recently, whole-
brain models have been used to characterize brain states in
terms of their stability toward perturbation. Sanz Perl et al.
(2021) demonstrate that perturbational analysis can complement
machine-learning based algorithms which classify different states
of consciousness. López-González et al. (2021) use structural
connectivity from healthy and injured subjects to show that
low-level states of consciousness are associated with decreased
network interactions, leading to segregation of synchronization
patterns in fMRI brain dynamics. Segregative tendencies are
found to be associated with the global coupling parameter that
scales the weights of the SC matrix.

PROMISES AND PITFALLS

Since whole-brain approaches leverage neuroimaging modalities
for modeling neural dynamics, future improvement is contingent
upon parallel advances in diffusion imaging, functional
imaging and signal processing techniques. Here, we discuss
a few directions that can significantly augment current
neurocomputational models.

One potential avenue for enriching current whole-brain
models is by improving the estimation of structural adjacency
matrices. For example, DTI derived structural matrices are
bidirectional, whereas actual white matter fibers have a
well-defined point of origin and termination which imparts
directionality and has obvious consequences for the emerging
dynamics. Additionally, current protocols for structural
estimation rely on the number of streamline (NOS) methods
which reconstruct structure by counting the number of
streamlines between ROI pairs. Although showing concordance
with tract-tracing, the NOS method has inherent limitations
as it does not consider other biologically crucial parameters
like conduction speeds. Thus, estimation of structural
connectivity matrices can be further improved by inclusion
of myeloarchitecture, since myelin plays a crucial role in
determining conduction speeds across axons (Boshkovski et al.,
2021). One way to achieve this is by weighting the connectome
with longitudinal relaxation rate (R1), which is sensitive to
myelin. Boshkovski et al. (2021) show how including myelin
weighted structural connectomes is successful at separating
transmodal regions from unimodal regions . Inclusion of
myelin in network simulations has particular application at
electrophysiological time-scales where phase lags often arise due
to finite conduction delays (Petkoski and Jirsa, 2019). g-ratio,
which quantifies the ratio between axon diameter and myelin

thickness, has recently been shown to be estimable through
MRI protocols (Berman et al., 2019; Drakesmith et al., 2019).
In vivo g-ratio mapping has the potential to provide novel
insights into cortical conduction speeds (Berman et al., 2019;
Drakesmith et al., 2019). Another method being currently
explored for the estimation of cortical conduction velocity
uses direct electrical stimulation to measure the propagation
of electrophysiological responses across the cortex in patients
implanted with intracranial electrodes for seizure monitoring
(David, 2021). Harnessing signal propagation information has
far-reaching applications, especially toward understanding
various demyelinating disorders such as multiple sclerosis.

Further augmentation of whole-brain connectomes comes
from incorporating neuromodulatory information (Deco et al.,
2018; Kringelbach et al., 2020; Naskar et al., 2021). Multi-modal
integration between diffusion imaging (structural connectivity)
and PET (receptor density) allows for the infusion of dynamic
information to static network models. Kringelbach et al. (2020)
have employed a similar pipeline to model the bidirectional
interaction of neuronal and neurotransmitter systems that
sheds light on the action of psilocybin on human resting
state activity. Understanding large-scale functional impact of
neuromodulation is of primary importance to computational
neuropsychiatry given the therapeutic potential of psychedelics
in the treatment of anxiety and depression (Deco et al., 2018).

Another limitation of most current large-scale models is
the absence of sub-cortical nodes in the network. This is
partly due to inadequate resolution offered by most atlases
at the sub-cortical level. Additionally, various sub-cortical
structures (e.g., thalamus) possess unique network architecture,
requiring the development of specialized node dynamics (see
thalamocortical motifs, Figure 3). Here we direct the interested
reader to some recent efforts toward addressing this lacuna (see
Shine et al., 2018; Griffiths et al., 2020; Shine, 2021). Future
developments in high field strength imaging, sub-cortical node
dynamics and parcellations offer the possibility of having truly
whole-brain models.

Despite substantial progress in the field, most successful
whole-brain models are limited to either BOLD (fMRI) or
BOLD time-scale (amplitude envelopes) functional correlations.
Lacunae exist about the extent to which whole-brain models may
explain phenomena at electrophysiological time-scales, especially
since neural oscillations are so well-linked to the underlying
white matter structure and are crucial to cognition (Chu et al.,
2015; Hindriks et al., 2015). Signal processing techniques that
circumvent or correct for volume/field spread effects which tend
to contaminate electrophysiological data would go a long way
toward informing whole-brain modeling (Hipp et al., 2012).

Similarly, the present thrust of whole-brain approaches is
oriented toward modeling recordings while participants are not
engaged in overt cognition, aka resting-state (Biswal et al., 1995;
Deco et al., 2011; Popovych et al., 2019). Going forward, whole-
brain models could also be explored for explaining various
tasks and learning paradigms, requiring richer node dynamics
with neuromodulatory and plasticity properties (Abel et al.,
2013; Maniglia and Seitz, 2018; Zhang et al., 2021). Finally,
foundational discoveries in graph theory and non-equilibrium
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physics will continue to offer new insights into the mechanistic
underpinnings of large-scale brain dynamics.

CONCLUSION

Computational neuroscience aims to understand the biophysical
principles underlying brain function. Many cognitive
phenomena crucial for understanding the brain in health
and disease evolve at the mesoscopic scale, where the firing
patterns of individual neurons get averaged out, thereby
offering an opportunity for radical dimensionality reduction.
Whole-brain models leverage new advances in neuroimaging
techniques to simulate white matter-mediated large-scale brain
networks that underlie cognitive and behavioral processes in
health and disease. In this article, we provided a brief outline
of how coarsely grained models of brain dynamics may be
employed to gain insights into the mechanistic underpinnings
of brain dynamics, an endeavor central to the emerging field of
computational psychiatry. We summarized the various choices at
hand for the successful implementation of whole-brain pipelines
and discussed those in the context of relevant case studies.
Researchers must be mindful of how the choices of parcellation,
node dynamics, model fitting procedure and perturbation impact
the modeling pipeline and relate to the underlying scientific
objective of the study.

We discussed how large-scale modeling has provided crucial
insights into the biology of various neuropathologies like
Epilepsy, Stroke, Traumatic Brain Injury, Alzheimer’s Disease,
Schizophrenia and Disorders of Consciousness. Like any
emerging field, whole-brain modeling also requires further
developments to tap into its full potential and we provided
methodological and technical recommendations for the growth
of large-scale modeling. Improvements in structural brain
imaging and signal processing techniques can significantly

enhance the accuracy of neurocomputational models. Similarly,
the inclusion of sub-cortical, neurotransmitter and myelination
information can lead the field toward truly whole-brain
models. Going forward, the continued development of new
computational platforms like the Virtual Brain simulator
(Sanz Leon et al., 2013) is likely to bridge the gap between
theory and implementation, making whole-brain modeling more
accessible tomedical professionals and biologists alike. In closing,
whole-brain models are the newest addition to the rich arsenal of
computational neuroscience techniques and promise to usher in
a new era in personalized medicine.
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The design of modern convolutional artificial neural networks (ANNs) composed of
formal neurons copies the architecture of the visual cortex. Signals proceed through a
hierarchy, where receptive fields become increasingly more complex and coding sparse.
Nowadays, ANNs outperform humans in controlled pattern recognition tasks yet remain
far behind in cognition. In part, it happens due to limited knowledge about the higher
echelons of the brain hierarchy, where neurons actively generate predictions about
what will happen next, i.e., the information processing jumps from reflex to reflection.
In this study, we forecast that spiking neural networks (SNNs) can achieve the next
qualitative leap. Reflective SNNs may take advantage of their intrinsic dynamics and
mimic complex, not reflex-based, brain actions. They also enable a significant reduction
in energy consumption. However, the training of SNNs is a challenging problem, strongly
limiting their deployment. We then briefly overview new insights provided by the concept
of a high-dimensional brain, which has been put forward to explain the potential power
of single neurons in higher brain stations and deep SNN layers. Finally, we discuss the
prospect of implementing neural networks in memristive systems. Such systems can
densely pack on a chip 2D or 3D arrays of plastic synaptic contacts directly processing
analog information. Thus, memristive devices are a good candidate for implementing
in-memory and in-sensor computing. Then, memristive SNNs can diverge from the
development of ANNs and build their niche, cognitive, or reflective computations.

Keywords: spiking neural networks (SNNs), memristors and memristive systems, high-dimensional brain,
plasticity, reflective systems

INTRODUCTION

Brief History of Artificial Neural Networks
Since the early steps of artificial intelligence (AI) ,there have been several moments in history when
it approached neuroscience in searching for bio-inspiration. In the middle of the twentieth century,
the biomimetic approach was critical for developing artificial neural networks (ANNs). In 1943, W.
McCulloch and W. Pitts proposed a model of the first artificial neuron (McCulloch and Pitts, 1943).

Frontiers in Computational Neuroscience | www.frontiersin.org 1 June 2022 | Volume 16 | Article 85987454

https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org/journals/computational-neuroscience#editorial-board
https://www.frontiersin.org/journals/computational-neuroscience#editorial-board
https://doi.org/10.3389/fncom.2022.859874
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fncom.2022.859874
http://crossmark.crossref.org/dialog/?doi=10.3389/fncom.2022.859874&domain=pdf&date_stamp=2022-06-16
https://www.frontiersin.org/articles/10.3389/fncom.2022.859874/full
https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/computational-neuroscience#articles


fncom-16-859874 June 11, 2022 Time: 14:31 # 2

Makarov et al. Toward Reflective Spiking Neural Networks

The neuron received several synaptic-like inputs and generated
an output if the number of activated synapses exceeded a
threshold, thus mimicking the “all-or-none” principle of action
potentials. Later, F. Rosenblatt further developed this idea and
coined the term perceptron (Rosenblatt, 1958). Subsequent
studies have shown the unreasonable effectiveness of artificial
neurons coupled into networks in a constantly growing number
of AI applications.

Mathematically speaking, an ANN is a function y = f (x) that
maps input data, x, into output, y. Thus, it can emulate reflex
responses. For example, to decide if there is a cat or a dog on an
image, we can designate the image as the input x, and the animal
category as y. Then, by presenting a photo to the ANN, we could
quickly determine which animal appears in the image. But are
we sure that there is such an ANN? In other words, can ANNs
approximate arbitrarily complex functions?

The universal approximation theorem provides the answer. In
1989, G. Cybenko showed that an ANN with sigmoid activation
could approximate any continuous function (Cybenko, 1989).
Later, this result was extended into Lebesgue integrable functions
and the rectified linear unit (ReLU) activation function (Lu
et al., 2017; Hanin, 2019). In practical terms, no matter what
f (x) is, there is an ANN approximating it with an arbitrary
degree of accuracy.

However, mere existence is not enough for AI applications.
The input and output sets and the function f (x) can be arbitrarily
complex and high-dimensional. It makes impracticable, the use
of human-tailored standard techniques like extracting a set of
predictive features by principal component analysis, Fourier
transform, etc. The main advantage of ANNs is the ability to learn
from data, although such learning is data-hungry.

The synaptic weights of each neuron (i.e., the parameters
of function f (x)) can be adjusted by a training process aiming
at minimizing the prediction error. The optimization is usually
done by a version of the stochastic gradient descent method
(Robbins and Monro, 1951) based on the derivatives of the loss
function evaluated by the backpropagation algorithm (Rumelhart
et al., 1986). Thus, an ANN can automatically identify the hidden
features essential for the classification. Then, the trained ANN
can predict the output for unseen inputs taken from the same
distribution, i.e., it gains the generalizing capability.

While feedforward fully connected ANNs were achieving solid
results in many areas, until recently, they have been ineffective
in tasks that are comparatively easy for humans (Schmidhuber,
2015). In 1997, Deep Blue, a chess machine developed by IBM,
defeated the world champion, Garry Kasparov, while those days
computers could not compete with kids in recognizing faces.
This problem was utterly complex for AI systems, much harder
than chess. To process an RGB photo with a rather mediocre
resolution of 1 Mpx, the input layer of an ANN must have 3× 106

neurons. If the second layer has only 1,000 neurons, we approach
1010 synaptic weights to train. Thus, we rapidly get numbers
prohibitive for modern computers, databases, and algorithms.

A critical breakthrough has been achieved by copying the
converging architecture of the visual system of the brain
(Olshausen and Field, 2004). In a seminal work, LeCun et al.
(1989) reported a new class of ANNs, convolutional neural

networks (CNNs; Goodfellow et al., 2016). The CNN architecture
mimics the primate’s visual cortex (Hubel and Wiesel, 1968;
Laskar et al., 2018). The V1 and V2 cortex regions are similar
to convolutional and subsampling layers of a CNN, whereas the
inferior temporal area resembles the higher layers (Grill-Spector
et al., 2018; Khan et al., 2020).

Different filters using convolution have been known for a long
time in image processing. But CNNs offered the possibility of
learning these filters from the data automatically. As in the visual
cortex, the first CNN layers detect simple shapes, such as lines and
circles, and combine them into more complex features at each
successive layer. The detected features stop making sense for a
human observer at some point, but they encapsulate the essence
of images (Altenberger and Lenz, 2018).

Thus, the rise of CNNs provided a methodology that allowed
for outperforming humans in object recognition. In 2012, the
AlexNet was the first CNN that beat traditional geometric
approaches in the object recognition contest (Krizhevsky et al.,
2012; Russakovsky et al., 2015). Since then, CNNs have constantly
improved the results of the state-of-the-art (Altenberger and
Lenz, 2018). The current winner, CoAtNet-7 (Dai et al., 2021),
provides 90.88% of the Top 1 accuracy in image classification
on the ImageNet benchmark (Imagenet, 2022). Although
CNNs achieved superhuman performance in the visual pattern
recognition in controlled competitions, humans are still much
better in general recognition tasks (Schmidhuber, 2015).

From Reflex to Reflective Neural
Networks Aiming at Cognition
Artificial neural networks are already widely used in the first
domestic robots, cars with an increasing autonomy to make in-
driving decisions, and apps that manage our data and anticipate
our actions and desires in daily life (Mackenzie, 2013; Lee et al.,
2016; Bogue, 2017; Hussain and Zeadally, 2018). However, along
with these successes, there emerges an awareness of fundamental
limitations, mainly associated with the reflex nature of ANNs and
shortcuts in simulating deep cognition, i.e., the mental process
ruling our interactions with the environment. In the late 80s,
Moravec (1988), Minsky, and others anticipated the unexpected
slow progress in deep artificial cognition. The Moravec paradox
says: It will be much easier to create a robot capable of talking with
us than a robot ready to move among us. After almost 40 years, we
can only confirm the prophecy.

Experimental studies on rats have shown that reinforcement
is not necessary for learning (Tolman and Honzik, 1930). Rats
actively process information rather than operate on a stimulus-
response relationship as most contemporary ANNs do. Based on
these data, in 1948, Edward Tolman coined the term cognitive
map, which is an internal representation of one’s environment.
Such an internal representation emerges as a reflective (thinking)
processing of external information. Recent advances provided
evidence of time compaction performed by the human brain
when dealing with dynamic situations (Villacorta-Atienza et al.,
2021). Theoretically, such compaction occurs through an active
wave propagating in a neuronal lattice (Villacorta-Atienza et al.,
2010, 2015). Thus, the fundamental difference between the
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biological neural networks in higher brain stations and modern
ANNs is reflective vs. reflex information processing.

Future ANNs will also address the issue of energy efficiency.
In modern ANNs, the information flow occurs continuously,
and usually, all neurons are active and consume energy.
Implementations of ANNs on GPUs are “hot ovens,” much
hungrier for energy than the biological brains. Current trends
in chip building go by increasing the power density (now
about 100 W/cm2 vs. 0.01 W/cm2 for the brain) and the clock
frequency (about 10 GHz vs. 10 Hz; Merolla et al., 2014).
In the brain, only a tiny fraction of neurons are active at a
given time. Neurons efficiently communicate by brief spikes and
often remain quiet. Therefore, spiking neural networks (SNNs)
mimicking real neurons progressively gain importance. However,
the intrinsic complexity of SNNs slows down their expansion.
In practical applications, current SNNs trained by supervised
learning algorithms have already caught up with ANNs in
recognition tasks (Shrestha and Orchard, 2018; Zambrano et al.,
2019; Panda et al., 2020; Yin et al., 2021; Zenke and Vogels,
2021; Chen et al., 2022). However, the use of SNNs within
the reflex paradigm limits the range of tasks to be solved and
our understanding of the brain. We foresee that the future
of SNNs will concentrate on the development of cognitive
devices based on novel mathematical paradigms beyond standard
ANN applications.

The recent experimental discovery of concept cells (Quian
Quiroga, 2012) and the associated mathematical concept of a
high-dimensional brain (Gorban et al., 2019) can boost the use
of SNNs in tasks related to reflective information processing.
Reflective SNNs can take advantage of their intrinsic dynamics
and emulate complex, not reflex-based, brain actions, such as
generating new abilities from previously learned skills. SNNs can
be implemented as analog computational systems. We foresee
that such systems will use the emerging memristive hardware
paradigm for this purpose.

Memristors are passive elements of electrical circuits that
can be densely packed in 2D or 3D matrices on a chip and
emulate plastic changes in synaptic contacts in ANNs (Strukov
and Williams, 2009; Jo et al., 2010). This enables a natural
implementation of the synaptic integration of information in
neurons. Thus, memristive crossbars are good candidates for
building in-memory calculations for future reflective neural
networks. The latter may open new horizons for deploying
compact, low-power wearable devices that will provide a next-
level cognitive experience to a user.

SPIKING NEURAL NETWORKS AS AN
ALTERNATIVE FOR BUILDING
REFLECTIVE ARTIFICIAL INTELLIGENCE

Models of Spiking Neurons
The synergy between neuroscience and novel mathematical
approaches can be a solution for building novel systems
exhibiting reflective AI. In contrast to formal neurons used in
ANNs, biological cells exchange information by brief pulses,

called action potentials or spikes. Then, complex internal
dynamics of neurons can significantly affect the processing and
transmission of information, and the spike times matter.

Many mathematical models of spiking neurons have been
proposed (Hodgkin and Huxley, 1952; FitzHugh, 1961; Koch
and Segev, 1999; Izhikevich, 2003). They differ in the degree
of biological realism. The most complete models use the
Hodgkin–Huxley (HH) formalism. However, such models are
computationally demanding, and their analytical analysis is
complicated. In many practical applications, one can use an HH
model only with the leaky current and assume that a neuron
fires a spike if its membrane potential crosses a threshold. This
reduction yields the simplest leaky integrate-and-fire model of
spiking neurons (Abbott, 1999). Its most significant disadvantage
is a reduced repertoire of dynamic behaviors, e.g., the absence
of neuronal adaptation. However, if biological relevance is
of no concern, integrate-and-fire models are attractive for
large-scale simulations (Delorme et al., 1999). The Izhikevich
model provides a balance between the computational cost and
the variety of behaviors it can reproduce (Izhikevich, 2005).
Besides modeling the neuronal membrane, there is a class
of models, called multicompartmental, that also simulate the
neuron’s morphology (Bower and Beeman, 1998; Koch and Segev,
1999). Such models are essential for studying complex processes
occurring in a neuronal tissue, e.g., the spreading of depression
or migraines (Makarova et al., 2010; Dreier et al., 2017).

The Challenge of Training Spiking Neural
Networks
Spiking neural networks are arguably more biologically realistic
than ANNs, and the only viable option if one wants to simulate
brain computations. Nevertheless, the reverse side of the coin
is intrinsic complexity. The output of a neuron is no longer a
univocal function of the input, which in turn is a fundamental
property of a reflective system. Training SNNs usually employs
diverse forms of supervised, unsupervised, or reinforcement
learning. Different versions of Hebbian learning, particularly
spike-timing dependent plasticity (STDP), have shown significant
potential in a variety of cognitive tasks. Being experimentally
supported, STDP strengthens a connection if the postsynaptic
neuron generates a spike after the presynaptic one and weakens
in the opposite case (Markram et al., 1997; Bi and Poo, 1998;
Sjöström et al., 2001). We note that this type of plasticity
has inherent elements of synaptic competition, which makes
the “success” of the synapse dependent on the spike timings
(Song et al., 2000).

Most modern attempts in training SNNs are still based
on algorithmic approaches working well in ANNs, e.g., the
minimization of loss (error) functions (Taherkhani et al., 2020).
The so-called ANN-to-SNN conversion adopts methods already
existing in deep ANNs. First, a corresponding ANN is trained,
and then, taking into account some restrictions, the obtained
synaptic weights are transferred to a similar SNN (Cao et al., 2015;
Esser et al., 2016). Under this approach, the firing rates of spiking
neurons should match the graded activations of formal neurons.
Various optimization techniques and theoretical generalizations
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FIGURE 1 | Spike-timing dependent plasticity (STDP)-driven spatial computing in spiking neural networks (SNNs). (A) The synaptic vector field of an SNN reveals the
potentiation of centrifugal connections after local stimulation. (B) Connectome rearrangements lead to the transformation of patches of spike activity into traveling
waves. (C) A neurorobot driven by an SNN avoids the dangerous zone (marked by pink) after learning.

of this approach have been proposed (Diehl et al., 2015; Ruckauer
et al., 2017).

In image processing, ANN-to-SNN methods allow for
obtaining high accuracy, close to the performance of classical
deep learning in ANNs (Neil et al., 2016; Tavanaei et al., 2019).
When using event-based input data, e.g., from dynamic vision
sensors, and energy-efficient hardware implementation, such
SNN-based solutions can compete with deep ANNs (Cao et al.,
2015; Esser et al., 2016).

Another approach to training SNNs relies on adapting the
backpropagation algorithm to the temporal coding scheme
in which input and output data are represented by relative
spikes’ times (or delays). Several backpropagation-like algorithms
for multilayer SNNs have been proposed, such as SpikeProp
(Bohte et al., 2002), backpropagation with momentum (Xin and
Embrechts, 2001), Levenberg–Marquardt algorithm for SNNs
(Silva and Ruano, 2005), QuickProp and Resilient propagation
(RProp) versions of SpikeProp (McKennoch et al., 2006; Ghosh-
Dastidar and Adeli, 2007), and SpikeProp based on adaptive
learning rate (Shrestha and Song, 2015). Mostafa (2018) used
a transformation of variables in a feedforward SNN and
showed that the input–output relation is differentiable and
piecewise linear in a temporal coding scheme. Thus, methods
of training ANNs can be used in SNNs. In the proposed back

propagation-based algorithm, the performance of the SNN was
slightly inferior to ANN. Still, it showed a much shorter time in
the network response to a pattern presented to the input.

These approaches use only the first spike of each neuron
during SNN learning and operating (the so-called time-to-first-
spike or TTFS coding). Such limitation is overcome by methods
using neurons capable of learning to fire a precise temporal spike
pattern in response to a particular sequence of spike trains at
the input: ReSuMe (Ponulak, 2005; Ponulak and Kasiński, 2010),
tempotron (Gütig and Sompolinsky, 2006), chronotron (Florian,
2012), and SPAN (Mohemmed et al., 2012). These algorithms
use biological-like elements in learning rules (such as STDP
and anti-STDP window), but they work only with one (output)
layer of spiking neurons or even with a single neuron. Further
development of this idea offered supervised learning methods for
multilayer networks with hidden neurons (Sporea and Grüning,
2013; Taherkhani et al., 2018).

Recently, the concept of surrogate gradients in SNNs has
addressed the problem of the discontinuous derivative of the
spike functions (Neftci et al., 2019). In particular, the spike
function was approximated by a continuous one that served
as the surrogate for the gradient. This approach enables direct
training of deep SNNs using input spikes both in the temporal
and rate coding schemes. The effectiveness of surrogate gradients
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FIGURE 2 | Memory enhancement in a neuron-astrocyte network. (A) Network topology. The SNN (79 × 79) consists of randomly coupled excitatory neurons. The
astrocyte network (26 × 26) consists of diffusely connected cells. Blue lines show connections between elements in each layer. (B–F) Snapshots of training (B–D)
and testing (E,F).

in training deep SNNs achieved the state-of-the-art performance
for an ANN in a significant number of standard tests (Shrestha
and Orchard, 2018; Lee C. et al., 2020; Panda et al., 2020; Yin et al.,
2021; Zenke and Vogels, 2021).

Collective Dynamics in Spiking Neural
Networks: Architecture vs. Function
Communication by spikes via plastic synaptic contacts provides
different encoding modalities, including successive excitation,
number of spikes in a train, spike timings (or phases) relative to
a clock signal, rate encoding, etc. Various learning schemes for
SNNs employ a binary categorization of processed information
(Taherkhani et al., 2020; Dora and Kasabov, 2021). In other
words, SNNs are initially thought of as biological neuron-like
analog processing units that operate with digital computing
tasks and tools.

Analog units with theoretically unlimited degrees of freedom
are hardly controllable. Therefore, existing SNNs frequently lose
in competition with modern ANNs originally constructed as
algorithmic digitized networks solving logic computational tasks.
However, reflecting SNNs mimicking structural and functional
features of brain circuits have untapped the potential in exploring
cognitive tasks, thereby bringing un closer to “intelligent” AI.

To explore this potential, one should try to employ concepts of
modern neuroscience from cellular and molecular to cognitive
levels. Let us now have a short excursion into the concepts of
structural and functional plasticity, which might be helpful in
training SNNs to process data in a biologically relevant way.

In the brain, neuronal plasticity plays a crucial role in
establishing functions. In common words, plasticity is an activity-
dependent change in the dynamics of neurons and synapses
at cellular (local) and circuit (global) levels. Features of the
local synaptic plasticity typically appear as a change of synaptic
strength depending on the local activity of corresponding
neurons. The Hebbian learning rule is represented by STDP
which corrects the synaptic strengths depending on spiking times
between the pre- and postsynaptic neurons (Morrison et al.,
2008). These changes may facilitate or depress particular signal
transmission pathways in an unsupervised manner. In other
words, STDP results in the formation of specific synaptic network
architecture reflecting current activity patterns and, hence, may
be specific to input data.

At the circuit level, plastic changes can lead to different
behaviors. The vector field method can be used to visualize the
network architecture and functionality (Ponulak and Hopfield,
2013; Lobov et al., 2016, 2017). Figure 1A shows an example of
the network reorganization provoked by a stimulus. Recently, it

Frontiers in Computational Neuroscience | www.frontiersin.org 5 June 2022 | Volume 16 | Article 85987458

https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/computational-neuroscience#articles


fncom-16-859874 June 11, 2022 Time: 14:31 # 6

Makarov et al. Toward Reflective Spiking Neural Networks

has been shown that there is an interplay between the anatomic
architecture and functionality, and functional changes can drive
the rebuilding of the network and vice versa (Lobov et al., 2021b).

Experimental data suggested that propagating patches of
spike activity (Figure 1B) can play the role of basic functional
units in brain information processes (Gong and Van Leeuwen,
2009; Muller et al., 2018). Based on this hypothesis, the
concept of spatial computing was proposed, which can be
defined as computations in neural networks mediated by the
interaction of waves and patches of propagating excitation. This
coding principle enables the detection of different signals and
performing various stimulus transformations, for example, signal
frequency reduction (Villacorta-Atienza and Makarov, 2013).
One of the implementations of this concept can be considered
a learning model in a neural network based on the STDP
association of interacting traveling waves (Alexander et al., 2011;
Palmer and Gong, 2014). Spatial computing in small neural
circuits and modular SNNs can simulate Pavlovian conditioning
and operant learning in neurorobots (Lobov et al., 2020b, 2021a).
Another possible way to implement spatial computations is
cognitive maps and spatial memory with positive (Ponulak and
Hopfield, 2013) or negative (Lobov et al., 2021b) environmental
stimuli (Figure 1C). Note that due to the presence of spontaneous
activity in SNNs (unlike ANNs), they can “live” without external
input, determining the “behavior” of neurorobots (Lobov et al.,
2020b, 2021a,b).

The formation of cognitive maps and extraction of
information from them can be based on the dependence of
wave propagation on the connectom (Keane and Gong, 2015;
Naoumenko and Gong, 2019; Lobov et al., 2021c). On the
other hand, there are mechanisms for rapid switching of wave
dynamics based on the balance of inhibition and excitation
(Heitmann et al., 2012). Generalized cognitive maps provide
another example of wave computations. In particular, the
propagation of a wave of excitation in an SNN generates a
cognitive map of a dynamic situation observed by a subject in
the environment (Villacorta-Atienza et al., 2010; Makarov and
Villacorta-Atienza, 2011).

Several studies have used unsupervised Hebbian learning
in the STDP form to solve classification problems (Querlioz
et al., 2013; Diehl and Cook, 2015; Tavanaei and Maida,
2015). Elements of reward in SNNs can force learning in a
desirable direction (Izhikevich, 2007; Chou et al., 2015; Mozafari
et al., 2018). Methods of supervised SNN learning are also
proposed based on both temporal and frequency coding by
stimulating target neurons (Legenstein et al., 2005; Lobov
et al., 2020a). Another way to implement supervised learning is
feedback from output neurons and element associative learning
(Lebedev et al., 2020).

Interplay of Neurons and Glial Cells in
Spiking Neural Networks
In recent decades, experimental findings in cellular and
molecular neuroscience revealed that glial cells also participate
in information processing (Santello et al., 2019). Glial cells,
specifically astrocytes accompanying neural networks, can

effectively modulate local synaptic transmission (Perea and
Araque, 2007; Durkee and Araque, 2019). Neurotransmitters
diffusing from the synaptic cleft and bounding to specific
receptors expressed in the plasma membrane activate
astrocytes. In turn, the latter release neuroactive chemicals,
called gliotransmitters, that activate specific receptors on both
pre- and postsynaptic neurons. Such an interplay changes the
efficacy of synaptic transmission on neighboring synapses. The
modulation may last for dozens of seconds and have bidirectional
influence, either facilitating or depressing synapses.

Interacting with both pre- and postsynaptic neurons,
astrocytes form a so-called tripartite synapse (Araque et al.,
1999). In terms of information processing, astrocytes may
enhance the learning capability of the network. Gordleeva
et al. (2021) showed the possibility of memory enhancement
by exploring an SNN interacting with astrocytes that served
as reservoir preserving information patterns independently on
neurons within dozens of seconds (Figure 2).

Local changes of synaptic strength, due to, e.g., short-term
plasticity, regulate signal transmission in a synapse depending
on its activity, often referred to as homosynaptic regulations.
There is also another type of regulation called heterosynaptic
plasticity when other inactive synapses change their efficiency
(Chater and Goda, 2021). Heterosynaptic plasticity has different
forms working at a similar time scale as the Hebbian plasticity.
It can lead to both long-term potentiation and depression
(LTP and LTD) of synapses. Thus, it can also play a crucial
role in learning-related changes. Understanding of molecular
and cellular mechanisms of heterosynaptic plasticity remains
fragmentary. At the functional level, astrocytes may provide
coordination between different signal transmission pathways
(Gordleeva et al., 2019). Being activated by one of the synapses,
astrocytes may release gliotransmitters back to the active synapses
and inactive ones located at different spatial sites.

Homeostatic Plasticity Is Relevant for
Learning in Spiking Neural Networks
In living neural networks, homeostatic plasticity sustains the
physiological conditions of functioning and balance (Keck et al.,
2017). It prevents neurons from hyper- and hypo excitations.
Thus, it acts mainly opposite the Hebbian learning rule that
potentiates synapses in an activity-dependent manner.

Learning of complex patterns by an SNN requires neuronal
competition (i.e., competition of the “outputs” of the network)
similar to the “winner-takes-all” rule: the winning neuron should
selectively recognize the pattern that caused its activation (refer
to Section “Novel Mathematical Principles for Spiking Neural
Networks: Concept Cells and High-Dimensional Brain”). It can
be achieved by lateral inhibition (Quiroga and Panzeri, 2013;
Lobov et al., 2020a,b). In addition to the neuronal competition, it
is necessary to implement synaptic competition (i.e., competition
of the “inputs” to the network). It can be achieved directly (Bhat
et al., 2011; Lobov et al., 2020b) or indirectly via the homeostatic
plasticity and synaptic scaling (Keck et al., 2017; Turrigiano,
2017) or synaptic forgetting (Panda et al., 2018; Lobov et al.,
2020a).
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FIGURE 3 | Some properties of the distributions of random vectors in high-dimensional (HD) spaces (n is the space dimension). (A) The mean (black) and standard
deviation (yellow) of the distance between two randomly chosen points sampled from a uniform distribution in the hypercube [−1, 1]n, normalized to

√
n. Distances

concentrate around
√

2n/3. (B) Left: Examples of the angles between pairs of randomly chosen vectors for n 2, 20, and 500. For high n, angles concentrate
around π/2. Right: Proportion of quasi-orthogonal (with the tolerance 0.1 rad) vectors vs. the space dimension. For high enough dimensions, almost all vectors are
quasi-orthogonal. (C) Sketch of the distribution of random points (blue dots) in a high-dimensional space.

Mechanisms of homeostatic plasticity were thoroughly
studied, including synaptic scaling, changing postsynaptic
density, control of excitation/inhibition balance, sliding
thresholds for LTP, and LTD induction in Hebbian plasticity
(Keck et al., 2017). An interesting point in the homeostatic
changes concerns the activity of the brain extracellular matrix
(ECM; Dityatev et al., 2010). The ECM is an activity-dependent
environment for SNNs affecting synaptic transmission by
synaptic scaling on the postsynaptic side and ECM receptors
on the presynaptic one. At the functional level, the ECM works
at much longer time scales (hours or days) and may serve as a
long-term reservoir containing memory traces (Kazantsev et al.,
2012; Lazarevich et al., 2020).

At the network level, changes in network architecture are
driven by structural plasticity (Yin and Yuan, 2015). It accounts
for structural changes in the number of synaptic receptors
expressed in the dendritic spines, the number of synapses, and
the number of neurons. The structural plasticity implements
two essential strategic functions: (1) Sustain homeostasis. For
example, the number of inhibitory synapses can increase
to compensate for hyperexcitation (Keck et al., 2017). (2)
Enhance learning capabilities (Hellrigel et al., 2019; Calvo Tapia
et al., 2020a; Rentzeperis et al., 2022). For instance, synaptic
receptors and synapses can be additionally generated to extend
a specific signal-transmitting channel. In other words, the

network architecture becomes dynamic. A network can change
its dimension depending on the activity and entrust tasks.
Thus, structural plasticity is crucial for learning, and network
robustness compensates for injuries and ill-functioning states.

NOVEL MATHEMATICAL PRINCIPLES
FOR SPIKING NEURAL NETWORKS:
CONCEPT CELLS AND
HIGH-DIMENSIONAL BRAIN

How Does the Brain Encode Complex
Cognitive Functions?
As we mentioned in the Introduction, the brain is not inert
but actively generates predictions about what will happen next.
Such predictions presumably occur in higher brain stations that
summarize and process converging information from different
sensory pathways. An intriguing question concerns the role of
individual neurons in complex cognitive functions and, in the
end, in conciseness. This question is as old as Neuroscience
itself. It yielded many significant results, such as discovering
efficient or sparse coding (Barlow, 1961; Field, 1987; Olshausen
and Field, 1997), and is far from being satisfactorily answered
(Valdez et al., 2015).
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A somewhat extended opinion says that complex intellectual
phenomena result from a perfectly orchestrated collaboration
between many cells (Bowers, 2009). This idea, known as the
“million-fold democracy,” was put forward by C. Sherrington
(1940). Our actions are driven by the joint activity of millions
of neurons in an “election” in which some neurons vote more
often than others. It yielded the concept of population coding:
The brain encodes information by populations or clusters of cells
rather than by single neurons (Pouget et al., 2000). For example,
in the primate primary motor cortex, individual neurons are
tuned to the direction of arm movement, and populations of such
neurons have to be pooled together to compute the direction a
monkey is about to move its arm (Georgopoulos et al., 1986). This
finding prompted the development of brain–machine interfaces
using population coding (Lebedev and Nicolelis, 2017).

In 1890, even before the pioneering works on neuroanatomy
by S. Ramon y Cajal, W. James (1890) proposed that neurons have
individual consciousness and that there is one “pontifical” cell
to which our consciousness is attached. Although such an idea
sounds absurd nowadays, it may not be so far from the truth.
According to J. Edwards (2005), to combine different flows of
information into a smoothly unrolling, multi-modal experience
of reality, the relevant bits of information must come together in
one unit somewhere. A brain or its parts are too big, but a single
neuron may be just about right. Gnostic (i.e., single-cell) coding
may also provide metabolic efficiency. The high cost of spiking
drives the brain to use codes that minimize the number of active
neurons (Lennie, 2003).

Individual Concept Cells Can Be
Responsible for Cognitive Phenomena
The “degree” of consciousness in gnostic cells may depend
on the spatial pattern a neuron receives (Sevush, 2006; Cook,
2008). The conscious activity of neurons in the initial relay
stations is simple and cannot directly affect the animal’s
macroscopic behavior. However, at higher brain stations, neurons
operate with complexity and diversity sufficient to account
for complex conscious experiences. Converging experimental
evidence confirms that small neuron groups or single cells
can implement complex cognitive functions, such as generating
abstract concepts.

Some pyramidal neurons in the medial temporal lobe (MTL)
can exhibit remarkable selectivity and invariance to complex
stimuli (Quian Quiroga et al., 2005; Mormann et al., 2011). It
has been shown that the so-called concept cells (or grandmother
cells) can fire when a subject sees one of seven different pictures
of Jennifer Aniston but not the other 80 pictures of other
persons and places. Concept cells can also fire to the spoken
or written name of the same person (Quian Quiroga, 2012).
Thus, a single concept cell responds to an abstract concept but
not to the sensory features of the stimuli. Moreover, concept
cells are relatively easily recorded in the hippocampus (Quian
Quiroga, 2019). Thus, they must be abundant, at least in the
MTL, contrary to the common opinion that their existence is
highly unlikely (Bowers, 2009). Kutter et al. (2018) have found
that single neurons in MTL encode numbers. They suggested

that number neurons provide the neuronal basis of human
number representations that ultimately give rise to number
theory and mathematics.

Spiking Neural Networks Can Take
Advantage of the Blessing of
Dimensionality
The discovery of concept cells has stimulated theoretical research,
which led to the theory of a high-dimensional brain (Tyukin
et al., 2019). It uses fundamental properties of high-dimensional
(HD) data. On the one hand, in HD-spaces, we can observe the
curse of dimensionality, the term coined by Bellman (1957). It
highlights, for instance, the combinatorial explosion. To sample
n Boolean features, we must check 2n cases. Even for a relatively
low dimensional space with n = 30, this number goes to almost
1010, prohibitive for modern computers. Another example is the
concentration of the distances between randomly selected points.
If n increases, the pairwise distances concentrate around the
mean value (Figure 3A). Then, the distance-based methods, such
as k-nearest neighbors work poorly (Beyer et al., 1999; Pestov,
2013; Lin et al., 2014).

On the other hand, it turns out that rather general stochastic
processes can generate HD signals with relatively simple
geometric properties (Gorban et al., 2019, 2020). In 2000, D.
Donoho introduced the term “blessing of dimensionality,” with
which the curse of dimensionality are two sides of the same
coin (Donoho, 2000). As a system becomes more complex, it
has been observed that its analysis can be complicated at first,
but then it becomes simpler (Kreinovich and Kosheleva, 2021).
A good example is the Central Limit Theorem. A statistical
analysis of a few random variables can be highly complicated.
However, a mixture of many random variables follows a Gaussian
distribution and can be easily described by the mean and the
standard deviation.

Both the curse and the blessing of dimensionality are
the consequences of the measure concentration phenomena
(Ledoux, 2005; Gorban et al., 2016; Gorban and Tyukin, 2018).
Figure 3B illustrates examples of the angle between two randomly
chosen vectors (sampled from a uniform distribution in a
hypercube [−1, 1]n). Together with the distribution of the
inter-point distances, we can conclude that all vectors having
approximately equal length, are nearly orthogonal, and the
distances between data points are roughly equal (Figure 3B).
Figure 3C illustrates a sketch of how random data points
appear in the HD space. Tyukin et al. (2019) hypothesized that
neurons could take advantage of such a notorious simplicity of
the distribution and use simple mathematical mechanisms for
processing complex, HD data.

High-Dimensional Neurons Can Exhibit
Unexpected Properties
According to Sevuch and Cook (see, e.g., Sattin et al., 2021), the
synaptic connections within a neural network could represent
the substrate of cognition. The pattern complexity plays a key
role, and conscious human behavior requires the processing
of complex multidimensional data. Recent empirical evidence
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shows that a variation in the dendrite length and hence in the
number of synapses n can explain up to 25% of the variance in IQ
scores between individuals (Goriounova et al., 2018).

Figure 4A illustrates a theoretical model of an HD neuron
(Tyukin et al., 2019). The neuron receives as an input an HD
vector pattern x = (x1, . . ., xn)T ∈ [−1, 1]n, such that the number
of individual inputs or the neuronal dimension n� 1. The
inputs are connected to the neuronal membrane through synaptic
contacts. The output of the neuron is given by a transfer function,
e.g., ReLU. During operation, the synaptic weights of the neuron
change by a Hebbian-type rule (Calvo Tapia et al., 2020a).

Given that the distribution of the input patterns in a big but
finite set of stimuli has no strong clots, it has been shown that
the neuron can accurately learn a single pattern from the entire
set. An important consequence is that no a priori assumptions on
the structural organization of neuronal ensembles are essential
for explaining the fundamental concepts of static and dynamic
memories. Cognitive functionality develops with the dimension
of single neurons in a series of steps (Gorban et al., 2019; Tyukin
et al., 2019).

The neuronal selectivity emerges when the dimension exceeds
some critical value, around n = 30 (Figure 4A). At this crucial
transition, single neurons become selective to single information
items. The second critical transition occurs at significantly larger
dimensions, around n = 300. At this second stage, the neuronal
selectivity to multiple uncorrelated stimuli develops. The ability
to respond selectively to a given set of numerous uncorrelated
information items is crucial for rapid learning “by temporal
association” in such neuronal systems.

Single High-Dimensional Neurons in
Deep Spiking Neural Network Layers
May Provide Cognition
Remarkably, a simple generic model offers a clear-cut
mathematical explanation of a wealth of empirical evidence
related to in vivo recordings of “grandmother” cells and rapid
learning at the level of individual neurons. It also sheds light on
the question of why Hebbian learning may give rise to neuronal
selectivity in the prefrontal cortex (Lindsay et al., 2017) and
explain why adding single neurons to deep layers of ANNs is
an efficient tool to acquire novel information while preserving
previously trained data representations (Draelos et al., 2017).

Calvo Tapia et al. (2020b) extended results into the problem
of building abstract concepts by binding individual items of the
same kind. Figure 4B illustrates the model mimicking primary
signaling pathways in the hippocampus. It considers the stratified
structure of the hippocampus that facilitates ramification of
axons, leaving multiple buttons in the passage and conveying the
same HD input to multiple pyramidal cells (Teyler and Discenna,
1984). The latter has been supported by electrophysiological
observations showing that Schaffer collaterals create modules of
coherent activity with a large spatial extension in the CA3 region
(Benito et al., 2014, 2016). Thus, the hippocampal formation
possesses rather exclusive anatomical and functional properties
required for the emergence of concept cells.

In the beginning, the receptive fields of all neurons (areas
in the sensory domain evoking a response) in both strata form
a disordered mixture of random regions (see the cartoon in
Figure 4C, left). Thus, the output of the concept stratum is
random, and the system cannot follow the music. The purpose
of learning is to organize the receptive fields so that the concept
cells become note-specific (Figure 4C, right). In this case, each
concept cell will not be stimulus-specific but represent a set of
associated stimuli or a concept, e.g., note A.

The network has been tested on the perception of the 9th
Symphony by Beethoven (Figure 4D). The selective stratum
detects individual sound waves, while the concept stratum puts
them together and forms the note-specific output (Calvo Tapia
et al., 2020a). Thus, concept cells respond to particular notes
regardless of the phase of sound waves, and the “brain” now does
follow the music. This result supports the hypothesis of a strong
correlation between the level of neuronal connectivity in living
organisms, and different cognitive behaviors such organisms can
exhibit (Herculano-Houzel, 2012).

THE MEMRISTIVE ARCHITECTURE
ENABLES THE IMPLEMENTATION OF
REFLECTIVE SPIKING NEURAL
NETWORKS

What Is a Memristor?
In 1971, Leon Chua (1971) discovered the memristor as
a hypothetical fourth passive element of electrical circuits.
A memristor relates a change in the magnetic flux with a
variation of the electric charge flowing through this element.
Mathematically, it is equivalent to a nonlinear resistor that
changes its resistance depending on the history of the
electric current. Therefore, it was called a memristor, i.e., a
memory resistor.

In 2008, Strukov et al. (2008) associated the memristive
effect with resistive switching in thin-film metal-oxide-metal
structures. Such films were actively studied as early as the
middle of the twentieth century (Dearnaley, 1970). Starting in
2008, the current wave of interest in memristors began to rise.
Although memristors have been thoroughly studied, there are
still debates and doubts about the existence of an ideal memristor
satisfying the original definition and the validity of its correlation
with resistive switching (Vongehr and Meng, 2015; Demin and
Erokhin, 2016; Kim et al., 2020). Despite that, the generalized
definition of a memristor as a dynamical system, which Chua and
Kang (1976) proposed in 1976, remains valid. According to it, a
memristor is a system described by the following equations:

I (t) =
V(t)

R(x,V)
(1a)

dx
dt
= f (x,V) , (1b)

where I(t) is the current flowing through the system, V(t)
is the voltage drop, R(x,V) is the resistance with memory or
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FIGURE 4 | The concept of an HD brain. (A) A neuron receives an HD pattern x and produces output if the pattern matches the pattern of synaptic weights. The
cognitive functionality of a neuron develops in steps. At dimensions n 30, the neuron becomes capable of selectively detecting a single stimulus from a large set
(orange curve). At n 300, a new ability appears. The neuron can now detect multiple uncorrelated stimuli. (B) Model mimicking the information flow in the
hippocampus. A stimulus, e.g., a sound wave, goes to HD neurons in the selective stratum. Neurons learn different sound waves and send collaterals to neurons in
the concept stratum. Concept cells extract concepts of musical notes. (C) Under learning, the rearrangement of the neuronal receptive fields leads to the formation
of note-specific concept cells (different colors correspond to the receptive fields of different neurons). (D) Binding of sounds into notes for a fragment of the 9th
Symphony by Beethoven “Ode to joy”.

memristance, x(t) ∈ Rm is an m-dimensional dynamic variable
describing the internal state of the system, and f : Rm

× R→
Rm is a nonlinear function.

From a physical point of view, Equation 1 is Ohm’s law,
which describes any nonlinear memory resistor, regardless of

the nature of the nonlinearity and the mechanism of resistance
change. Thus, the generalized definition (1) of the memristive
effect applies to the description of resistive switching in
any materials: inorganic (Ohno et al., 2011), organic (Demin
et al., 2014), molecular (Goswami et al., 2020), etc. Various
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physical and chemical phenomena, including ion migration and
redox reactions, ferroelectric and magnetoresistive effects, and
phase transitions, can be responsible for the change in the
resistance of inorganic materials and structures. Wang et al.
(2020) provided a detailed comparison of different resistive
switching mechanisms and concluded that resistive random-
access memory (RRAM) are superior in terms of dimension
(nanometer-scale), number of distinguishable resistive states
(>64), switching speed (picoseconds), endurance (1012 cycles),
and retention (103 years).

The metal-oxide-metal structures of the RRAM type
(Figure 5A) are the most compatible materials to be integrated
into the conventional CMOS process (Ielmini and Waser,
2016). Such devices can store Boolean values given by the
conductivity and allow it to be changed in the same physical
place, implementing new “non-von Neumann” paradigms of
in-memory computation (Papandroulidakis et al., 2017; Erokhin,
2020; Lee S. H. et al., 2020). It is provided by the typical current-
voltage characteristics with a pinched hysteresis (Figure 5B). It
exhibits a wide range of resistances, as well as the pronounced
and inherent stochastic nature of the conductance switching in
memristors. The change in conductivity of a memristive device
in response to spiking activity is analogous to the plasticity of
a biological synapse and is usually described by the STDP rule
(Figure 5C; Zamarreño-Ramos et al., 2011; Emelyanov et al.,
2019; Demin et al., 2021).

The simple two-terminal structure of the memristor enables
the building of superdense and, in future, three-dimensional
“crossbar” arrays (Figure 5A). Based on Ohm’s and Kirchhoff’s
laws, such arrays naturally implement analog operations of
matrix-vector and matrix-matrix products, underlying the
massive computations in traditional ANNs (Xia and Yang, 2019;
Mehonic et al., 2020). Recently, using an analog-digital platform,
it has been shown that a memristive crossbar can perform analog
operations while digital circuits control the crossbar and enable
writing synaptic weights into them (Bayat et al., 2018; Cai et al.,
2019; Wang et al., 2019; Yao et al., 2020; Zahari et al., 2020). Thus,
hardware-based ANN algorithms for learning and operating have
been implemented based on memristors. They can significantly
improve the parameters of neuromorphic computing systems,
which have been actively developed in recent years due to new
applications, algorithms, and element base (Indiveri et al., 2011;
Schuman et al., 2022).

Memristor as a Key Element in Building
Reflective Spiking Neural Networks
Let us now discuss the rich dynamics of memristive systems
and present some examples within the framework of the above-
mentioned conceptual approaches. The universal description of
the memristor system expressed in Equation 1, hides a plethora
of sound effects that yield various functional applications of
memristors (Figure 6). The function f (x,V) plays a central role
in the dynamics of a memristive system and determines the
complexity of the internal state of the system (Pershin and Slipko,
2019a). Moreover, the function f (x,V) can include both internal
and external noise, making it possible to describe a memristor as
a stochastic system (Agudov et al., 2020).

Contrary to a popular belief and the standard approach
focused on studying the state equation with a linear function,
f (x,V) plays a decisive role in achieving the complex dynamics
of a memristive system. Moreover, for complex dynamics, the
memristance R(x,V) should be a nonlinear and a nonseparable
function of its variables (Guseinov et al., 2021a). It yields the
condition R(x,V) 6= g(x)p(V). Different combinations of these
desired properties enable simple or arbitrarily complex behaviors
of real memristive devices.

Among the simple examples that can be obtained by using
the first-order linear models, we can mention the widespread
Hebbian plasticity described by the STDP rule (Figure 5C). It can
be achieved by overlapping signals from pre- and postsynaptic
neurons applied to a memristor (Zamarreño-Ramos et al., 2011;
Emelyanov et al., 2019; Demin et al., 2021).More complex
versions of plasticity, for example, frequency-dependent, require
at least two dynamic variables operating at different time scales
(Du et al., 2015; Kim et al., 2015; Matsukatova et al., 2020). Three
state variables yield a neuron-like activity of a memristive device
based on a volatile type of resistive switching (Kumar et al., 2020).

It is worth noting that the rich dynamics of memristive
devices allows for going beyond the conditional rules of
plasticity. We can build neural networks from the first
principles based on the self-organization of adaptive memristive
connections and the synchronization of neurons coupled by
memristive devices. The coupling of neurons by the stochastic
plasticity in memristive connections has been illustrated
experimentally for several neurons in an ensemble (Ignatov
et al., 2016, Ignatov et al., 2017; Gerasimova et al., 2017). The
experimentally observed complex dynamics of memristively
connected neurons requires description using high-order
dynamical models to design larger brain-like cognitive systems
(Gerasimova et al., 2021).

The use of a nonlinear potential function describing the
state of memristors leads to the appearance of different types
of attractors in the state space, which drives the dynamic
characteristics of the memristors (Pershin and Slipko, 2019a,b).
The multidimensionality of this space, combined with nonlinear
and nonseparable memristance, provides the necessary and
sufficient conditions for observing the complex dynamics of the
memristor response to external periodic stimulation (Guseinov
et al., 2021a). The corresponding transition from periodic
response modes to intermittency and chaos can partially explain
the variability in the parameters of real memristive devices
(Guseinov et al., 2021b).

Stochasticity is an intrinsic property of a memristor (Carboni
and Ielmini, 2019). Noise can be used both to study the
multistable nature and to control the behavior, thanks to such
well-known effects as stochastic resonance and enhancement
of the stability of metastable states (Mikhaylov et al., 2021),
resonant activation (Ryabova et al., 2021), etc. These and other
phenomena related to the constructive role of noise can be
described within the framework of analytical stochastic models
(Agudov et al., 2020, 2021). They are well suited for design at
the circuit level.

Thus, the presented range of functional capabilities of
memristive systems already makes it possible to implement SNN
architectures in hardware. Although memristor-based SNNs
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FIGURE 5 | Memristive systems. (A) An array of crossbar metal-oxide-metal memristive devices integrated into the top metallization layers back-end-of-line (BEOL)
of the CMOS layer front-end-of-line (FEOL). (B) Typical current-voltage characteristics of a memristive device with stochastic switching between low- and
high-resistance states. (C) Synaptic functionality of the memristive device mimicking the STDP rule.

FIGURE 6 | Schematic illustration of the variety of practical effects hidden in the basic properties of the generalized memristor model.
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FIGURE 7 | The concept of a memristive HD neuron. (A) Hardware implementation of an HD neuron. A neuronal membrane (purple) is an inverting adder receiving
input from the synaptic connections made of memristors R1, ..., Rn (blue). The feedback loop enhances couplings of pre- and post-neurons under learning through
the controlled amplifier (green). (B) The result of simulations of the electric circuit. As the HD-theory predicts, the neuronal selectivity steeply increases with the
dimension and attains 100% for n = 50− 70.

have already been developed and even tested in crossbars
(Ankit et al., 2017; Prezioso et al., 2018; Demin et al., 2021),
they roughly simulate STDP to implement local learning rules.
However, STDP does not cover the whole variety of biochemical
processes and describes only one of the mechanisms determining
synaptic plasticity (Feldman, 2012). Moreover, the memristive
STDP models use a simplified algorithm based on a temporal
overlap of pre- and postsynaptic spikes at a millisecond time
scale (Demin et al., 2021). They essentially can be reduced to
the direct programming of the memristor resistive state. Such
an approach significantly complicates the electric circuits of the
developed SNNs and compromises their energy efficiency and
performance. However, it is still relevant for building small-sized
demonstration prototypes. We foresee further implementations
of various mechanisms of synaptic plasticity, multistability,
and stochasticity at the complexity level critical to building
perfect systems from imperfect elements. At the same time,
the immature memristive technology cannot currently meet the
constantly growing requirements for ANNs from developing
digital services. Large-scale crossbar arrays suffer from several
parasitic effects.

In the section below, we overview two approaches that
should reveal the potential of memristive devices in reflective
(“thinking”) information and computing systems. They are
being developed as alternatives to the standard “digital”
approach based on programming the states of memristive
devices as customarily done in traditional electronics. The
first approach aims at creating self-learning SNNs based
on the rich dynamics of memristive devices and simple
architectures, using elegant and efficient solutions prompted
by nature and corresponding to the well-known principle of
simplicity in neurosciences (refer to Section “Novel Mathematical
Principles for Spiking Neural Networks: Concept Cells and
High-Dimensional Brain”). The second approach proceeds by
completely rejecting digital algorithms and implies direct (on-site
or at the edge) processing of analog information from outside.

It aims to effectively implement such perception functions as
vision, hearing, etc.

Memristive High-Dimensional Neurons
as Building Blocks for Artificial Cognitive
Systems
The possibility of a mathematical description and hardware
implementation of synaptic functions based on a memristive
device enables implementation of even the most daring
mathematical concepts in hardware. Recent advances
use simplified architectures of neurons and include the
concept of the high-dimensional brain (Section “Novel
Mathematical Principles for Spiking Neural Networks:
Concept Cells and High-Dimensional Brain”), which
explains the unreasonable efficiency of single cognitively
specialized neurons. The system consists of software and
hardware parts and is controlled by a microcontroller
(Shchanikov et al., 2021). Memristive devices based on a
metal-oxide-metal thin-film structure, where yttrium-stabilized
zirconium dioxide acts as a switching medium, can implement
adaptable synaptic weights of a high-dimensional neuron
(Mikhaylov et al., 2020).

Figure 7A illustrates an electric circuit implementing a high-
dimensional (HD) neuron. An HD input vector pattern encoded
by bipolar pulses v = (V1, ...,Vn)

T is fed to the circuit input.
The resistances of the memristive devices R1, ...,Rn determine
the weights of the synaptic connections, and their combination
for a particular neuron determines the neuron selectivity as
discussed in Section “Novel Mathematical Principles for Spiking
Neural Networks: Concept Cells and High-Dimensional Brain”.
Then, an inverting adder implements the main functionality
of the neuronal membrane by integrating n informational
channels and the membrane threshold, Vθ. Such a neuron
performs mathematical operations of multiplication and addition
following Ohm’s and Kirchhoff’s laws.
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FIGURE 8 | The concept of analog memristive vision. (A) Schematic representation of the vision system. It includes a 1D1R memristive sensor capturing images,
synaptic connections (memristive crossbar), and an SNN. There is no need for an analog-to-digital converter (red cross). (B) Process of transformation of spikes in
the memristive SNN. (C) A layer of memristive neurons implemented by an array of memristors in a crossbar.

The proposed analog circuit implementation of an HD neuron
is simple but, at the same time, allows for simulating the concept
described in Section “Novel Mathematical Principles for Spiking
Neural Networks: Concept Cells and High-Dimensional Brain”.
Figure 7B shows the result of simulations of the operational
performance of a memristive HD neuron with memristive
devices working in the resistance range of 4− 400 kOhm. At
high dimensions, the neuron exhibits absolute selectivity to the
input stimuli. Such neurons can be used to implement a variety of
cognitive behaviors (Tyukin et al., 2019; Calvo Tapia et al., 2020b;
see also Section “Novel Mathematical Principles for Spiking
Neural Networks: Concept Cells and High-Dimensional Brain”).
The switching dimension depends on the circuit components
and starts at n = 50. By adjusting the value of Rf , we can
achieve absolute selectivity even for the relatively low resolution
of neuron weights (Figure 7B).

Learning the proposed HD neuron is automatic and goes
the following way (Calvo Tapia et al., 2020b). At the beginning,
the memristors have arbitrary initial resistances, which means
that the neuron has some combination of the synaptic weights.
Then, we supply to the neuron a sequence of input data
vectors encoded by the inverted voltage amplitudes of the
input signal v. The maximal amplitude must not exceed the
switching voltage of the memristors Vth to maintain the
original combination of the resistances. At the presentation
of a certain input vector, the ReLU output will become
positive, which means the neuron has detected the vector.
Then, following the Hebbian rule, the coupling of pre-

and postsynaptic neurons is strengthened. It is achieved
by setting voltages at the inputs of the neuron required
to increase or decrease the resistance of the corresponding
memristors in the range [Rmin,Rmax] for positive and negative
inputs, respectively.

To train an HD neuron at the hardware level, we can
use noninverting operational amplifiers with controlled gain
(controlled amplifier in Figure 7A). The gain is adjusted by
adding a load to the feedback of the operational amplifier when
the voltage-controlled switch is opened. In the feedback loop, the
voltage Vpost is set at the ReLU output only when the neuron
detects an input pattern, and this pulse opens the keys and
increases the amplitude of the input pulses V1, ..., Vn. In turn, it
causes a change in the resistance of R1, ..., Rn, and in the strength
of the synaptic connections.

Bio-Inspired Analog Signal Processing
Enabled by Memristors
According to the second alternative approach, memristive
devices and SNNs may also facilitate the implementation
of neuromorphic analog machine vision systems. HP Labs
and the University of Berkeley have shown one of the first
implementations of an ANN with memristive devices used for
pattern recognition. Bayat et al. (2018) described a device based
on passive crossbars with 20× 20 memristors, which implements
a multilayer feed-forward perceptron capable of recognizing
Latin alphabet letters with 97% accuracy.
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A publicly available simulator of the human retina
(Eshraghian et al., 2019; Baek et al., 2020) can be used to develop
advanced analog vision systems. Based on computing systems
with memristor chips, a Hopfield ANN and a convolutional
ANN were implemented and tested in pattern recognition tasks
and associative memory (Zhou et al., 2019; Li et al., 2020; Yao
et al., 2020). It has been shown that the implementation of ANNs
on memristive devices of the size 128 × 64 is several times faster
than graphics and signal processors in terms of speed and lower
power consumption (Li et al., 2018a,b). In general, the results
of comparing memristive devices with modern systems of a
hardware implementation of ANNs show their advantages in
accuracy, speed, power consumption, etc. (Xia and Yang, 2019;
Amirsoleimani et al., 2020; Lee S. H. et al., 2020; Qin et al., 2020).

At the same time, the need for analog-to-digital and digital-
to-analog conversions minimizes the potential energy gain from
using memristors in traditional architectures (Amirsoleimani
et al., 2020). Memristive devices allow for creating neuromorphic
systems in which all processing takes place in an analog form.
Thus, it seems reasonable to exclude analog-to-digital and digital-
to-analog conversions from machine vision systems. The signals
from the photosensor can be fed to an SNN without digitization.
Then, the conductivities of the memristors will shape the model
of visual information processing and simultaneously perform this
processing (in-sensor computing).

The first steps have already been taken to combine memristive
devices with photosensors. The described architecture of a 1D1R
sensor for machine vision is a 20 × 20 or 32 × 32 matrix of SiNx
memristive devices coupled to a photodiode or a phototransistor
(Vasileiadis et al., 2021a,b). The coupling of memristors with
photosensors shows that this approach can simulate some retinal
functions (Chen et al., 2018; Eshraghian et al., 2018). Adding such
photosensors to layers of SNNs based on memristors may allow
for the implementation of the concept of analog machine vision.

Figure 8 illustrates the concept of analog memristive vision
exploiting coupled memristors and photodiodes (Vasileiadis
et al., 2021a,b). The 1D1R memristive sensor receives visual
information (Figure 8A). The sensor is a photodetector
consisting of photodiodes D1, ..., Dn connected to a voltage
source Vin and memristors of resistances R1, ..., Rn. The
voltage source forms spikes at the input of the SNN. After
exposure, the memristors change their resistances depending
on the illumination. Therefore, a different voltage drop will
occur in each input channel when voltage pulses are applied.
Then, the first SNN layer consisting of integrate-and-fire neurons
fires spikes with frequencies depending on the resistance of the
memristors and the thresholds T1, ..., Tn (Figure 8B).

Thus, visual information can be encoded by analog spikes
without analog-to-digital conversions and transmitted directly to
the input of the memristive SNN. The main element of the SNN is
the memristive crossbar (Figure 8C). Memristors in the crossbar
can change their conductivities and play the role of synapses.
Since spikes come at different frequencies at the input, the STDP
model can be used in the SNN to implement local learning rules.

We note that the concept of a high-dimensional brain and
analog machine vision complement each other and may bring
this area to a qualitatively new level. Although we have described

only the simplest selective effect emerging in HD neurons, more
complex architecture (see, e.g., Calvo Tapia et al., 2020b) are
ready to be implemented in memristive architectures and SNNs.

CONCLUSION

In recent decades, SNNs have increasingly gained attention.
This study has provided an overview of current theoretical,
computational, and hardware approaches to building reflective
SNNs. Some of the discussed problems, such as learning
in SNNs, are unsolved and require new efforts from the
scientific community. The synergy between neuroscience and
mathematical approaches can be a solution for building novel
systems demonstrating reflective AI.

Current neural networks usually deal with the abstraction of
“static” stimuli (objects, persons, landscapes, or even speech).
The abstraction of actions and behaviors is a great challenge
that should be addressed in the future. Some of the proposals
argue that it can be done through a specific type of internal
representation (Calvo Tapia et al., 2020c) or through building
motor motifs (Calvo Tapia et al., 2018). Now our knowledge
about higher echelons of information processing in the brain is
limited. There is no clear evidence on how biological neurons
represent spatiotemporal concepts and end up with cognition.
However, it likely happens in an active manner through
a constant interplay between the intrinsic brain dynamics
and external input.

The theory of the HD brain, based on the measure
concentration phenomena, suggests that individual neurons can
become “intelligent” through a series of quantum leaps if the
complexity of information they process grows. It helps explain
that a cognitive phenomenon is not a linear combination of
component functions. Adding up components increases the
system dimension, and at some key points, novel faculties emerge.
These advances suggest that learning in higher brain stations can
be majorly local, and different versions of Hebbian rules, e.g.,
STDP, can be behind various cognitive phenomena.

The hardware friendliness of SNNs has stimulated the search
for methods of their implementation in low-power hardware
devices. We foresee that memristive technology is a strong
candidate for a breakthrough in this area. The review has
discussed recent successful attempts to reproduce synaptic
plasticity and implement in-memory/in-sensor computations.
Together with SNNs and the theory of the high-dimensional
brain, the latter can produce novel approaches to neuromorphic
computing. Then, SNNs can diverge from the development
of ANNs and build their niche, cognitive, or reflective
computations. The energetic efficiency and computational speed
of future devices will be significantly improved. In turn, it may
allow for overcoming the heat and memory walls that the current
CMOS technology is facing.
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The cochlear implantable neuromodulator provides substantial auditory perception to

those with severe or profound impaired hearing. Correct electrode array positioning in the

cochlea is one of the important factors for quality hearing, and misplacement may lead

to additional injury to the cochlea. Visual inspection of the progress of electrode insertion

is limited and mainly relies on the surgeon’s tactile skills, and there is a need to detect in

real-time the electrode array position in the cochlea during insertion. The available clinical

measurement presently provides very limited information. Impedance measurement may

be used to assist with the insertion of the electrode array. Using computational modeling

of the cochlea, and its local tissue layers merging with the associated neuromodulator

electrode array parameters, the impedance variations at different insertion depths and

the proximities to the cochlea walls have been analyzed. In this study, an anatomical

computational model of the temporal region of a patient is used to derive the relationship

between impedance variations and the electrode proximity to the cochlea wall and

electrode insertion depth. The aim was to examine whether the use of electrode

impedance variations can be an effective marker of electrode proximity and electrode

insertion depth. The proposed anatomical model simulates the quasi-static electrode

impedance variations at different selected points but at considerable computation cost.

A much less computationally intensive geometric model (∼1/30) provided comparative

impedance measurements with differences of <2%. Both use finite element analysis over

the entire cross-section area of the scala tympani. It is shown that the magnitude of

the impedance varies with both electrode insertion depth and electrode proximity to the

adjacent anatomical layers (e.g., cochlea wall). In particular, there is a 1,400% increase

when the electrode array is moved very close to the cochlea wall. This may help the

surgeon to find the optimal electrode position within the scala tympani by observation of

such impedance characteristics. Themisplacement of the electrode array within the scala

tympani may be eliminated by using the impedance variation metric during electrode

array insertion if the results are validated with an experimental study.

Keywords: cochlear implant, computational models, electrode proximity, impedance variation, parameterization
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1. INTRODUCTION

The cochlea has a vital role in generating a sense of hearing.
It transforms the sound waves into mechanical vibrations of
the hair cells and subsequently into electrical pulses. The pulses
are transmitted to the brain through the auditory nerve to
provide hearing sensation. Sensorineural hearing loss is caused
by damage to the inner ear, especially the hair cells, or the
dysfunction of the auditory nerve (Svirsky et al., 2004). This is
a socioeconomic burden and has led to substantial constraints
globally. Over 5% of the world’s population suffers from hearing
loss (432 million adults and 34 million children) (Kushalnagar,
2019). The available solutions are varied depending on the type
of hearing loss and include hearing aids, cochlear implants (CIs),
and other assistive devices (Kushalnagar, 2019). The CI is a
neural prosthesis designed to restore hearing loss by electrical
stimulation of the auditory nerve. Using an electrode array
inserted in the scala tympani of the cochlea, the implant can
delivermodulated electric stimuli directly to the residual auditory
nerve fibers, thus replacing the function of the damaged hair cells
(Dang, 2017; Dhanasingh and Jolly, 2017).

Over the decades, conventional surgery using CIs remains
essentially unchanged and is generally considered safe and
effective (Caversaccio et al., 2019). Although advancements in
CI design have been reported (Hajioff, 2016; Dazert et al., 2017;
Dhanasingh and Jolly, 2017), the quality of restored hearing
sensation is strongly related to the quality of the CI surgery,
the design of the electrode structure, and the insertion tools
and techniques (Tan et al., 2013). As the electrode array is
inserted mainly guided by touch, it has been reported that
partial insertion, deformation of the electrode array, and even
penetration of the basilar membrane can occur which prejudices
the performance of hearing after implantation (Rebscher et al.,
2008). Obtaining the optimum positioning of the electrode
array during cochlear electrode implantation is essential for the
preservation of residual hearing and improved clinical outcomes
(Finley and Skinner, 2008). Misplacement of the electrode array
may lead to further hearing loss and insertion trauma if the
electrode array touches the cochlea wall (Holden et al., 2013;
Min et al., 2013). Furthermore, if the electrode array touches
sensitive layers of the cochlea such as a basilar membrane or
osseous spiral lamina layers due to significant variability in the
size of the human scala tympani (Skinner et al., 2002; O’Connell
et al., 2016), it may lead to severe trauma. Also, it has been shown
that there is a significant correlation between hearing outcomes

and the correct placement of electrode arrays entirely in the scala

tympani (Wanna et al., 2014). It is, therefore, important that the
electrode array should be positioned accurately within the scala
tympani to minimize such consequences and improve hearing
outcomes (O’Connell et al., 2016).

There are some emerging concepts, such as careful surgical
techniques and training, new designs of the electrode structure,
and novel insertion tools (electrode arrays with softer material,
pre-curved perimodiolar arrays, and Advance Off-Stylet
insertion technique are some examples), that may help reduce
insertion mishaps and intracochlear trauma. Surgeons have
no real-time feedback about electrode status while inserting

the electrode array into the cochlea (Jethanamest et al., 2010;
Tan et al., 2013). It has been shown that a magnetically guided
system (Clark et al., 2012) and robotic insertion can help
control insertion forces by varying insertion speed (Zhang et al.,
2010). These systems may reduce trauma, but real-time local
position information of the electrode array in the cochlea during
insertion is required. The electrode position can be monitored
using medical imaging (e.g., computer tomography). While
this method may help to accurately place the electrodes, it is
not suitable due to the danger of radiation risk on the patient,
and it is rarely done intra-operatively (Giardina et al., 2017).
Alternatively, the electrode array position can be rapidly assessed
from the implant at the time of implantation by electrically-
evoked neural responses, electric field imaging, or impedance
variations (Mens, 2007). The first method may not be reliable
due to the highly variable results reported (Miller et al., 2008;
Mittmann et al., 2015). Although the major error position of the
electrodes in the scala tympani could be registered using electric
field imaging, it was not utilized to predict the positions of the
electrodes in the scala tympani (Vanpoucke et al., 2011).

Using impedance measurements can be a safer and more
reliable method to help determine the relation of the electrodes’
position to the cochlea wall during surgery (Mens, 2007;
Tan et al., 2013; Newbold et al., 2014). It has been shown
that perilymph (fluid in the scala tympani) has relatively
higher conductivity than bone and cochlea wall, leading to the
hypothesis that the measured electrode impedance to ground
should be higher when an electrode approaches the cochlea wall
compared to when the electrode is in the middle of the scala
(Frijns et al., 1995). Thus, impedance measurement can be an
option to monitor the proximity of the electrode array to the
cochlea wall in real-time to prevent any damage, and find the
optimum position for the electrode during the insertion process
(Mens, 2007; Tan et al., 2013; Newbold et al., 2014; Giardina et al.,
2017).

As the human cochlea is embedded deep inside the temporal
bone and there is geometrical variation in the size of the
scala tympani, direct measurements of electrical potential or
impedance may not be readily feasible (Bai et al., 2019). Also,
using conventional techniques it may not be feasible to conduct
systematic comparison across individuals to examine the precise
position of the electrode (Pile et al., 2017). Computational
cochlea models have been utilized to simulate the current spread
in the cochlea and provided useful insights (Malherbe et al., 2016;
Salkim et al., 2020). Such models are implemented using the
finite element method (FEM). The models consist of a volume
conductor that accounts for various anatomical structures and
the inserted electrode array by their respective conductivities
and appropriate boundary conditions. This study examines the
relationship between electrode impedances to the ground and
their proximity to adjacent layers, and their insertion depth using
accurate FEM computation models. A multi-layered anatomical
three-dimensional (3D) volume conductor model of the human
cochlea was generated using micro-CT (µCT) datasets as shown
in Figures 1A,B. An electrode array was generated based on
the Advanced Bionics HiFocusTM SlimJ electrode (Hannover,
Germany) and combined with the anatomical volume conductor
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FIGURE 1 | Human cochlea modeling and electrical potential simulation. (A) The anatomical layers are segmented based on the image dataset. (B) 3D finite element

method (FEM) domains are constructed based on captured individual image sets using associated labeling and smoothing filters in ScanIP software. (C) The electrode

model is generated and embedded in the constructed 3D cochlea. The model is then discretized, and a current source is applied using appropriate boundary

conditions. (D) The electrical potential distribution in the volume conductor is resolved by FEM and the impedance variation is calculated.

of the cochlea as shown in Figure 1C. Twelve different models
were generated in X and Y proximity and insertion depth in the
z direction used for all electrode insertions. The models were
simulated, and the results were analyzed (as shown in Figure 1D)
to examine if the impedance variation can be used as a marker for
electrode position guidance.

The computation cost using the anatomical cochlea model
limits the quantity of information that can be examined. More
detailed information about different electrode proximities can be
investigated using an adequately accurate and simpler geometric
model at a much lower computation cost. A 3D geometrical FEM
model was generated by imitating the anatomical model of the
cochlea and neuromodulator parameters to readily parameterize
the electrode array proximity to the cochlea (shown in Figure 4).
The impact of the different proximities and insertion depths
of the electrodes in the scala tympani was evaluated using
impedance distribution analysis to determine whether the
safe position of the electrode array could be predicted from
impedance measurements. The electrode array proximity was
parameterized in x and y directions for each insertion depth
in the z direction. Different models were generated by selecting
samples in X and Y positions. This resulted in 144 different
electrode proximity models for 16 different electrode insertion
combinations. The impedance variation was simulated and
recorded for all significant electrode array proximities in the scala

tympani using the geometrical FEM model. Useful information
was obtained using a multi-layered anatomical model but at high
computation cost and time. Using a geometrical cochlea model
enabled multiple detailed measurements of impedance variation
vs. proximity of the electrode array to the adjacent layers at
reasonable computation cost and time. The results showed that
the magnitude of the impedance significantly varied with both
electrode insertion depth and proximity to the cochlea wall.

The rest of the article is organized as follows. Section 2
describes methods to generate anatomical and geometric volume
conductors of the cochlea, electrode array design, and quasi-static
electrical potential simulation. The results of electrode proximity
to the anatomical 3D cochlea wall and insertion depth based on
impedance variation are presented in Section 3. Discussion on
the results is reported in Section 4, and conclusions in Section 5.

2. METHODS

For all simulations, a computer with an Intel Core i7-6700 CPU
at 3.4 GHz with 64 GB RAM was used.

2.1. Cochlea Anatomical Model
Development
The process of image data segmentation involves the
construction of the cochlea volume conductor and its associated
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TABLE 1 | Tissue conductivities of cochlea structures used in finite element

method (FEM) models of the cochlea.

Tissue layer Conductivity (S/m) References

Scalas 1.43 Finley et al., 1990

Cochlea wall 0.3 Finley et al., 1990

Basilar membrane 0.0125 Hanekom and Hanekom, 2016

Spiral ligament 1.67 Frijns et al., 1995

Stria vascularis 0.0053 Frijns et al., 1995

Spiral ganglion 0.33 Hanekom and Hanekom, 2016

Artery 0.32 Gabriel et al., 1996

Bone 0.0156 Finley et al., 1990; Hanekom and

Hanekom, 2016

Silicone 1e-7 Hanekom and Hanekom, 2016

anatomical layers. These include the scalas, cochlea wall, basilar
membrane, spiral ganglion, spiral ligament, artery, and bone.

2.1.1. Micro-CT Data and Segmentation Process
To obtain accurate FEM results, it is important to develop a
3D anatomical model of the inner ear within the cochlea. The
volume conductor of the cochlea and the layers in its vicinity
were generated based on a high-resolution (2.24× 2.24× 5 µm)
voxel size µCT image stack of a human cochlea (Avci et al., 2014)
as shown in Figure 1A. Due to limited computation memory,
the effective operative field of the scans was rescaled to include
only the cochlea and its immediate surroundings and was later
down-sampled to an isotropic resolution of 9.6 µmwith a spatial
resolution of 930× 930× 1,014 voxels.

The µCT data was imported to Simpleware ScanIP v2016.09
(Synopsys, Mountain View, USA) for image processing and data
segmentation by defining regions in the image data that belong
to the same anatomical layers. In this way, it becomes possible
to construct 3D models that represent the anatomical layers.
The detailed cochlea volume conductor was composed of the
scala tympani, scala vestibuli, cochlea wall, basilar membrane,
spiral ligament, stria vascularis, spiral ganglion, and associated
arteries as listed in Table 1. The outermost layer that surrounds
the cochlea was designated as the bony layer. Both automatic
and manual segmentation processes were used to obtain a highly
efficient and reliable model for simulation (Salkim et al., 2019).
Smoothing filters utilizing recursive Gaussian, median, andmean
filters were employed to allocate each tissue layer in a specific
grayscale range. Each tissue layer was then generated based on
an automatic segmentation process using this grayscale. Manual
segmentation was used when editing the morphology or filling
cavities (i.e., dilate, erode, open, and close functions) were used in
ScanIP software. To obtain appropriate boundaries and remove
any overlapping sections between the tissue layers, Boolean
operations were applied.

2.1.2. Generation of a 3D Model of the Cochlea
After labeling all tissue layers and their edges on image data,
the 3D model of each tissue layer in the cochlea was generated
as shown in Figure 1B to enable simulation of the electrical

potential distribution generated by a given electrode setting. The
added computation time due to sharp edges were reduced by
applying 3D editing filters in ScanIP software. Spiral ganglion
and nerves are distributed throughout the tunnel spiral in the
modiolus called the Rosenthal’s canal. Since they possess similar
conductivities, they were considered as one layer for potential
distribution analysis. The basilar membrane and the osseous
spiral lamina layers were combined and modeled as one layer
due to the discontinuity of the osseous spiral lamina. The thin
membranes between the scala vestibuli and the vestibule were
excluded when modeling as they cannot be identified in the
µCT scans. Since the stria vascularis layer is comparatively thin,
it was modeled for all models as “contact impedance” during
simulations. Practical computation times were attained using
these adjustments.

2.2. Electrode Array Design in the
Anatomical Model
To conduct stimulation currents to different parts of the cochlea,
an electrode array model was based on a commercially available
electrode [Advanced Bionics HiFocusTM SlimJ electrode
(Hannover, Germany)] with 16 platinum electrodes. The
electrodes provide adequate quality of cochlea stimulation
(Dhanasingh and Jolly, 2017). The 16 platinum electrodes are
supported by flexible silicone and are designed to face the inner
cochlea wall (Figure 1C).

First, the electrode array was considered to be placed at the
center of the scala tympani. The centerline of the scala tympani
was manually generated by calculating the variable cross-section
of the scala tympani along with the spiral shape of the cochlea
and stored as x, y, and z coordinates in ScanIP software. The
electrode array was modeled inside the cochlea by interpolating
the center points of the scala tympani and using the sweep
function in COMSOL Multiphysicsr v5.2a (COMSOL, Ltd,
Cambridge, UK). Since the electrode’s plates are relatively thin,
they were designed as boundary surfaces and combined with the
electrode array in COMSOL. The 16 electrode array was inserted
into the scala tympani at the midscale position. The electrodes
were numbered from E1 at the apical end to E16 at the basal end.
After placing the 3D model of the electrode in the scala tympani,
the electrode model was relocated to evaluate the impact of the
proximity to the cochlea wall on the impedance variation. This
resulted in six models in the x and six in the y directions as
samples shown in Figure 2. Note that the models are equally
spaced in both the x and y directions. It was not possible to
generate more different electrode array samples due to the shape
of the cochlea. The electrode model eventually touched the scala
tympani’s wall (in both x and y directions) as shown in Figure 3.

In the following subsections, the impact of the electrode
array’s proximity to the cochlea wall and the depth of
the electrode array penetration are investigated based on
impedance variations.

2.2.1. Electrode Proximity
In Figure 2A since the cochlea wall is at one surface of the
scala tympani, the effect of the proximity to this layer of the
electrode impedance in the y direction through the cochlea wall
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FIGURE 2 | Anatomical layers and electrode array positions. (A) Sample 1 shows the electrode array nearly touching the basilar membrane. Sample 6 shows near the

outer wall. Lower: diagram of electrode sweeps in the in-y direction. (B) Sample 1 shows a relatively closer model to the cochlea wall. Sample 6 shows near the lower

wall. Lower: Diagram of electrode sweep in the x direction. Models are equally spaced.

FIGURE 3 | The distance between the anatomical layer and electrode array is not the same for all electrode contacts along the cochlea. This limits the number of

samples in the x and y directions. Electrode arrays exit from the scala tympani when they are shifted beyond a certain distance.

is investigated. The electrode array was shifted in the y direction
in incremental steps until the silicone base of the electrode array
nearly touched the wall of the scala tympani. The process was

repeated in the x direction, Figure 2B, from one outer wall to the
opposite outer wall. The step distance between any two models
was equal and was defined to obtain significant impedance
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differences (at least 2%) between adjacent positions. Since the
cochlea has a helical shape tapering down from the base to the
apex, this limits the generation of more samples due to the
electrode array exiting from the scala tympani after a certain
distance in both x and y directions as shown in Figure 3. Six
different measurements were obtained in each x and y direction.
Each electrode position (M1 toM6) wasmerged in the 3D cochlea
volume conductor, discretized and the electrical potential field
due to a current input at the electrode was simulated and the
impedance was measured.

2.2.2. Electrode Insertion Depth
The simulated 16 electrode array was positioned along the center
of the 3D scala tympani. The electrode contacts were designed
and combined with the silicone carrier in COMSOL to form an
array model where E1 and E16 represent the initial insertion and
full insertion depth, respectively. The 3D electrode model was
imported into ScanIP to combine with the 3D cochlea model.
It was assumed that the electrode array has been inserted in the
optimal place (center of the scala tympani) of the cochlea. The
electrode array was inserted into the cochlea wall from the apical
electrode (E1) until full insertion (E16). The electrical potential
distribution was simulated for each electrode insertion and
impedance variation was assessed for each electrode accordingly
as shown in Figure 8.

2.3. Model Validation
Very detailed electrode proximity parametrization based on
impedance variation employing the accurate anatomical cochlea
model is impractical due to its complexity requiring very long
computation times (refer below). Also, it was shown that it
was not possible to parameterize the electrode array position
within the scala tympani due to the helical shape of the
cochlea as shown in Figure 2. The electrode array touched
the nearby anatomical layers (as shown in Figure 3), and this
limited generation of more samples using an anatomical model.
An alternative simplified and sufficiently accurate model of
the cochlea and adjacent tissue layers can be represented by
geometries (i.e., ellipsoids, cylinders) that describe only the
regions of interest (Salkim et al., 2019). This significantly reduces
computation times at the cost of some minor added error,
allowing practical multiple measurements. Note that the same
electrode dimensions and current source were used for all
generated models.

The two models were compared based on each electrode
impedance variation (as shown in Figure 8) for the full
electrode array insertion. The resulting impedance variation
with electrode depth was recorded (from E1 to E16) for both
anatomical and geometrical models. The resulting error was 1
(minimum) to 2% (maximum) when compared to impedance
measurements for the same distance to the cochlea wall as
shown in Figure 8. The computation time per measurement
for the anatomical model was ∼5 h but it was 10 min for the
geometrical model. This significantly reduces computation time
but still has sufficient accuracy and enables a more detailed
parametrization of the proximity of the electrode array based on
impedance measurements.

2.4. Detailed Electrode Proximity
Impedance Parametrization Using a
Geometrical Model
To generate the geometrical model the bony layer, scala
tympani, vestibular and basilar membrane layer, spiral ligament,
and electrode array were constructed based on ellipsoids and
cylinders as shown in Figure 4A in COMSOL with relatively
larger element dimensions compared to the anatomical model.
The stria vascularis layer was modeled as “contact impedance”
during simulations. The electrode array was initially inserted
into the scala tympani and impedance variation was measured
to assess the difference between the initial and full insertion
of the electrode. Each electrode, in turn, was activated, and
impedance was calculated for electrode contacts. As shown in
Figure 5 the impedance varies for each electrode contact in
agreement with (Vanpoucke et al., 2011). The parametrization
process was assessed based on the full insertion of the electrode
within the scala tympani. Measurements of electrode impedances
were sequentially made between each contact and the ground
([E1 to the ground], [E1 to the ground, E2 to the ground], . . .
[E1 to ground,...E16 to ground]). For each electrode insertion
from E1 to E16, impedances were again assessed across those
contacts that were already in the scala tympani. This resulted in
136 impedance recordings for specified proximities to the cochlea
wall (e.g.,Xn, Y0) until a certain distance approached the tympani
border (e.g., X0). The measurements were limited to these areas
to reduce computation costs.

The electrode position parametrization was based on an 80
× 60 matrix of cross points overlaying the oval-shaped cross-
section shown in Figure 4B, resulting in somewhat fewer than
144 positions by ignoring insignificant variation in impedances
(as shown in Figure 6). A reduction in computation time was
made by selecting samples in X and Y positions (Figure 4B).
First, a sample in the x direction (e.g., X0) was kept constant
and the electrode position was swept up to 12 increments
in the y direction to very close to the tympani border or
basilar membrane. This process was repeated for the remaining
samples (from X0 to Xn). The same procedure was repeated
with X and Y interchanged for −Yn to Yn. At each point, the
electrode electrical potential was simulated and its impedance
to the ground was recorded. Note that the impedance was not
calculated for the models that touched the cochlea wall or border
of any adjacent layers. This provided sufficient detail for analysis.
Since the variation when approaching the cochlea wall is vital,
the impedance variation was calculated for all electrode contacts
in the x direction but it was recorded for E1, E6, E11, and E16 in
the y direction as discussed in Section 3.

2.5. Tissue Conductivity and Boundary
Conditions
Once the anatomical cochlea volume conductor model
and electrode array settings were completed, the electrical
characteristics for each tissue layer were assigned using the
parameters in Table 1 to perform the impedance measurements.
The simulations were solved based on Dirichlet boundary
conditions using (1) which approximates to ground at the
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FIGURE 4 | (A) Shows the layers of the 3D geometrical model and dimensions of the cochlea. (B) Shows the cross-section of the scala tympani and the

parametrization of the proximity of the electrode array in this layer. Different samples are highlighted in both directions (X and Y). Mxy shows one of the samples, and d

shows the equal distance between each sample for both x and y directions. Other layers are not shown.

FIGURE 5 | Each spread curve shows impedance variation for each electrode. Impedances were again assessed across all contacts for each activated

electrode contact.

infinity boundary condition.

V(δ�) = 0 (1)

where V shows the electrical potential and δ� represents
the outermost surface layer of the model. The conductivities
of tissue layers within the volume conductor are listed in

Table 1. The electrical features of the cochlea layers have been

reported in numerous studies (Frijns et al., 1995; Hanekom

and Hanekom, 2016), and the conductivity values that are

currently used in the computational modeling of the cochlea
used in this study are shown in Table 1. They are assumed
to be isotropic as there is no data in the literature on the
anisotropy of the layer conductivities of the cochlea except

for the bone layer. The quasi-static approximation was used
as detailed in the following subsection. The conductivities
of the scala tympani and scala vestibuli were assumed to
be the same since both layers are composed of the same
fluid (perilymph) and possess similar electrical characteristics.

The thin anatomical layers around the scala (veins, nerve

trunk) were not considered in the final volume conductor

model; it was assumed they have a negligible effect on

impedance when typical CI current pulses are applied. The

external surface of the membrane was insulated to prohibit
current flow from the scala tympani into the non-conductive
middle ear air space. Finally, the surface electrode remaining
external to the scala tympani was grounded to represent the
current sink.
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FIGURE 6 | (A) Electrode array proximity was parameterized for the scala tympani border in the y direction and (B) cochlea wall in the x direction. Y0 was kept

constant and electrode proximity to the cochlea wall in the x direction was parameterized. The same process was repeated for the y direction.

2.6. Computing the Electrical Potentials in
a Volume Conductor
Each model was imported into COMSOL for finite element
analysis. Models were then discretized using tetrahedral finite
elements for numerical solutions of partial differential equations
in COMSOL. Each simulation was solved iteratively on a 64-
bit multicore processor using the conjugate gradients method.
The accuracy of the simulation is proportional to the volume
conductor mesh resolution. The scalas and the tissue layers near
the scalas were meshed using a minimum element size of 1 µm
and a relatively lower growth rate (1.1) and the remaining tissue
layers were meshed with relatively larger minimum element
sizes (e.g., 0. 1–1 mm) to obtain sufficient accuracy while
reducing excessive computation time. Mesh settings for the
electrode (electrodes) were adaptively adjusted to different sizes
and growth rates in different models. Since the outermost layer
(bone) was far from the region of interest, the discretization
element size was selected to be larger (i.e., known as normal
tetrahedral setting) than the cochlea layers. The number of
elements varied approximately between three and five million
during the discretization process, depending on the model.

In this study, simulations calculated the electrical potential
distribution within the volume conductor using the quasi-static
approximation of the Laplace equation:

∇ · (σ∇V) = 0 (2)

where σ is the tissue conductivity (as shown in Table 1), and
V is the electrical potential in the representative geometry. The
electrical potential variation for each model was simulated by
applying a 34 µA current to calculate impedance measurements
as shown in (3). The impedance Zel to ground for each model was
derived from (3)

Zel = Vel/Iel (3)

whereVel is the resulting electrode potential, and Iel is the applied
quasi-static current (chosen to be unity). Since the study is based

on quasi-static approximation due to the lack of the dielectric
parameters of the cochlea, the electrode-tissue interface contact
impedance was assumed to be zero. The appropriate continuity
conditions were implemented at the boundary of the different
domains to provide a unique solution.

3. RESULTS

In this section, impedance variation was initially analyzed based
on the anatomical cochlea model. After comparing the results
for both the anatomical and geometrical models, parametrization
results were generated based on the geometrical model.

3.1. Impedance Measurements in the
Anatomical Model
The impedance to ground variations of the electrode (of the fully
inserted array) with electrode proximity to the cochlea wall for
x and y directions is shown in Figure 7. Each measurement was
color-coded and labeled with the proximity to the cochlea wall
or border of the nearby tissues. For the x direction a red circle
indicates its relatively closer position to the cochlea wall but not
touching, a blue circle indicates a mid-scalar position and a cyan
circle is when the electrode is at the furthest position from the
cochlea wall relatively close to (but not touching) the outer wall
of scala tympani; similarly for the y direction.

As shown in Figure 7A, there is a direct relationship
between impedance magnitude and electrode proximity to
the scala tympani border in the y direction. The impedance
changes increase with the electrode proximity to the basilar
membrane. They increased by about 12% when the closer
position of the electrode is compared to the mid-scalar
one. There is a notable change in impedance magnitude
when the electrode is moved away from the sensitive layer
(basilar membrane). The impedance varies from 2.6 to 1.4
k�. Figure 7B shows the results for the electrode proximity
to the cochlea wall in the x direction. There is significant
variability in the impedance when the electrode is placed
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FIGURE 7 | Impedance to ground variation with the position in the cochlea for an electrode when the 16 electrode array is fully inserted. (A) Electrode impedance

variation with proximity to the basilar layer in the y direction (refer to Figure 2A). (B) Electrode impedance variation with proximity to the cochlea wall in the x direction

(refer to Figure 2B).

closer to the cochlea wall, compared to the mid-scalar
and furthest position. The impedance varies from 2 to
13.5 k�.

3.2. Model Validation
The electrode array is fully inserted into the cochlea and is
assumed to be at the mid-scalar position. The anatomical
and geometrical models were compared based on electrode
insertion from the apex (E1) to basal (E16) electrode impedance
variation. The impedance variation between these models based
on a fully inserted electrode array is highlighted in different
colors and shown in Figure 8. The impedance of electrodes
at different insertion depths shows an approximately linear
increasing change with electrode depth for both models. The
impedance measurement is slightly higher using the geometrical
model compared to the anatomical model. The impedance
difference between the two models for different electrodes varies
between 1 and 2%, providing sufficient accuracy with far less
computation cost.

3.3. Measurements of Impedance Variation
With Electrode Proximity Based on a
Geometrical Model
The impedance variation with different proximities of the
electrode to the cochlea wall in the y and the x directions are
shown in Figures 9, 10, respectively.

Figure 9 shows the impedance variation for the same samples
of the electrode contacts such as E1, E6, E11, and E16.
Examination of Figure 9 shows that there is a correlation between
the electrode impedance and its distance to the basilar membrane
or scala tympani outer wall for all positions. It shows that the

magnitude of the impedance increases when the electrode is
closer to these boundary layers for all samples. In particular,
the results highlighted in red indicate that the magnitude of the
impedance is considerably changed in the y direction for a certain
sample in the x direction. As the electrode array is placed closer to
the cochlea wall (distance in the x direction), this resulted in the
highestmagnitude difference in impedance which is in agreement
with Figure 10. On the other hand, the results for the electrode
array that is placed toward the center of the scala tympani show
the lowest impedance difference for different distances.

Figure 10 shows impedance variation for sequential electrode
insertion (E1 insertion, E1 to E2 insertion... E1 to E16 insertion)
for different proximities (d to 12d) of the cochlea wall. As shown
in the subplots in Figure 10, there is a relationship between
the magnitude impedance and distance in the x direction. In
particular, there is a significant impedance variation when the
electrode array is placed at a certain distance to the cochlea wall
(5d) for all electrode contacts compared to the other distances.
The magnitude of the impedance is approximately increased
from 2 to 28 k� for all electrode insertion samples. Although the
magnitude of the impedance is increased with closer proximity
(<5d), this is not significant. The remaining distances (from
12d to 6d) do not show notable variation in impedance being
relatively far from the cochlea wall.

4. DISCUSSION

One of the key requirements of the CI is the positioning, or
geometry, of the electrode array relative to cochlea anatomy
(Finley and Skinner, 2008). The experimental visual inspection
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FIGURE 8 | Relationship between impedance variation and electrode insertion depth for anatomical and geometrical cochlea models. The electrodes on the fully

inserted array are numbered from E1 to E16.

of the implant is limited (Kratchman et al., 2016). Bio-
modeling is increasingly becoming an alternative option to the
design and optimization of biomedical devices (Hanekom and
Hanekom, 2016; Salkim et al., 2019). Specifically, the electrode
array positioning within the anatomical layer can be readily
investigated using these models. In such models, the electrical
potential is simulated within the volume conductor using
appropriate boundary conditions in relation to the associated
tissue and electrode electrical parameters.

In this article, a detailed 3D anatomical model of the
human cochlea was generated using an individual image dataset.
Different set models of the electrode array were generated
based on a commercial electrode array and each model was
merged with a 3D model of the cochlea to examine the
impact of the electrode proximity to the cochlea wall. Using a
detailed anatomical model may not be an optimal method to
accomplish such an investigation due to its computation cost
and the limitation of the model samples. As an alternative, a
3D geometrical model was constructed based on the anatomical
model to readily parameterize the proximity of the electrode.
Thus, the impact of electrode proximity to the cochlea wall and
the electrode insertion depth based on impedance measurements
were examined to investigate whether the impedance variation
can be a guide of the electrode positioning during surgery.
Different electrode array models, from far to close to the cochlea
wall, within the 3D cochlea were developed.

The results showed that the impedance varied with both
proximity and insertion depth as shown in Figures 7–10. As
shown in Table 2, these results are in line with other clinical
real-time and computational measurements (Tan et al., 2013;

Giardina et al., 2017; Pile et al., 2017). The results for the
anatomical model (Figure 7) showed that there was a significant
impedance increase (350%, comparing M1-M2 to M2-M3) when
the electrode was placed closer to the cochlea wall in the x
direction. This may be due to the lower conductivity of the
cochlea wall which is much lower than the center of the scala
tympani. Since the 3D model of the basilar membrane was
not exactly perpendicular to the y-axis, M1 is closer to the
basilar membrane compared to M6 in the y direction. This
leads to the observed higher impedance variation in M1 when
compared to the remaining ones in the y direction. This may be
due to the basilar membrane resistivity which is much higher
than the center of the scala tympani (Frijns et al., 1995). The
strong impedance dependence of the electrode proximity near
the cochlea wall is a useful characteristic.

The impedance variation of electrode insertion depth was
compared based on anatomical and geometrical models to
examine the use of the geometrical model for the further
assessment of the impedance variation as shown in Figure 8.
The results showed that the geometrical model can be used
to parameterize electrode array in the scala tympani with a
maximum error of 2%.

The results based on geometrical model simulations in
Figures 9, 10 for different points in the x and y directions in
the scala tympani indicated that the variation in impedance
can be correlated with the proximity of the electrode array to
the cochlea wall in agreement with the clinical results (Tan
et al., 2013; Pile et al., 2017). This difference can be readily
observed in the impedance variation when the electrode array
was placed closer to the cochlea wall in the x direction and basilar
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FIGURE 9 | Impedance variation for different electrode proximities to the basilar membrane and scala tympani. The electrode was swept in the y direction for each

sample in the x direction.

TABLE 2 | Comparison of this study and published results on the electrode impedance variation range.

Study Impedance range (k�) Electrode References

Experimental 5–22 Contour advance Tan et al., 2013

Experimental 3–25 Contour advance Pile et al., 2017

Experimental 2–8 Flex Bruns et al., 2021

Modeling (Computational) 2–5 Flex Bruns et al., 2021

Modeling (Phantom) 1–25 HiFocusTM SlimJ Giardina et al., 2017

Modeling (Computational) 3–4.5 HiFocusTM SlimJ Salkim et al., 2020

Modeling (Computational) 1–38 HiFocusTM SlimJ This work

membrane in the y direction. Although there is no significant
change in impedance when the electrode array is swept in the
y direction for a certain distance in the x direction, a notable
variation was observed for a larger distance in the x direction
as shown in Figure 9. It is noted that impedance increases when
the electrode array is shifted toward the inner and outer scala
tympani as shown in Figures 6, 9. This may be a guide the
surgeon to safely place the electrode in the scala tympani without
touching the borders in the y direction. The same variation
trend was partially observed for anatomical model results in
Figure 7A. This is due to the generation of the limited samples in
the y direction.

There was a considerable change in the magnitude of the
impedance for all insertions based on different proximities to the
cochlea wall in the x direction as shown in Figure 10 subplots.
The impedance increased by 1,400% when the electrode was
moved from 6d to 5d (relative distance). Note that there was
a small impedance increment when the electrode was placed
further away from the cochlea wall in the x direction. It has been
shown that the majority of CI current is confined to the scala
timpani due to a relatively higher current pathway compared
to the transversal current pathways toward the cochlea wall
(Vanpoucke et al., 2004). As the current is limited to the scala
tympani, the return path to the ground becomes longer and
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FIGURE 10 | Impedance variation for different electrode proximities to the cochlea wall. The electrode was swept in the x direction for each sample in the y direction

for defined electrode insertion. Distance d = proximity.

the cochlea conductive space becomes narrower as the electrode
array is inserted deeper into the scala tympani. This may explain
why the total impedance increases with both insertion depth

and proximity to the cochlea wall (Tan et al., 2013; Pile et al.,
2017), consistent with the results in this study. Thus, the electrode
array proximity sample (relative distance 6d) is much more

Frontiers in Computational Neuroscience | www.frontiersin.org 12 June 2022 | Volume 16 | Article 86212686

https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/computational-neuroscience#articles


Salkim et al. Insertion Guidance of a Cochlear Electrode Array

sensitive and specific to detecting which electrodes are in very
close proximity to the cochlea wall. Each model provides discrete
but complementary information regarding the position of the
electrode relative to the cochlea wall or the borders of the
scala tympani, which may be clinically valuable in assessing the
electrode positioning. In this way, the surgeon could adjust the
position of the electrode in the scala tympani during the insertion
process if the results showed around this threshold.

The conductivity values that are most commonly used in
current computational modeling were used in this study. The
impact of the conductivity variation on the impedance variation
was investigated. Since the most important layer is scala tympani
for the electrode insertion guidance, the conductivity of this
layer was changed in ±5% steps and the resulting simulated
electric potential was recorded to investigate the impact of the
conductivity on the impedance variation. It was shown that there
is no significant change in impedance variation (error < 1%) for
±10% variation in the conductivity.

Although various impedance values were recorded when the
electrode array was placed relatively close to the cochlea wall, it
has been shown in modeling and experimental studies that there
is a significant increment in the impedance variation when the
electrode array is placed very close to the cochlea wall. This may
help to alert the surgeon to further action.

A limitation of this study is the assumption that all tissue
layers are purely conductive and isotropic without considering
dielectric properties. Also, it was assumed that each contact of
the electrode array has equal proximity to the cochlea wall for
each design.

The results of this study demonstrate that impedance variation
can be a guidance marker for the positioning of the electrode
array. The method could be used to develop a real-time guidance
tool for the surgeon to prevent hearing loss by avoiding the
electrode array touching the cochlea wall and delicate tissue
layers (e.g., basilar membrane, hair cells) during insertion.

5. CONCLUSION

Accurate anatomical and geometrical volume conductor models
of a human cochlea provide useful tools for studying the

relationship between electrode impedance and electrode position
in the scala tympani. Using the geometrical model of the
cochlea and combined with adequate electrical parameters of
CI, the parametrization processes were applied to construct
an impedance variation map based on both electrode array
insertion depth and electrode proximity to the anatomical
layers at the vicinity (e.g., cochlea wall). The method has
been shown to identify the impedance variation levels for the
electrode proximity position and electrode insertion. The results
of this study suggest it may be clinically applicable and lead
to optimal electrode array positioning if they are validated
with the experimental study. Future study will involve an
experimental study of the electrode array positioning in temporal
bone and cadaveric tests to further validate the relationship
between impedance and electrode position and compare it with
computational results.
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Attention deficit hyperactivity disorder (ADHD) is the most common

neurodevelopmental disorder in children. Although the involvement of

dopamine in this disorder seems to be established, the nature of dopaminergic

dysfunction remains controversial. The purpose of this study was to test

whether the key response characteristics of ADHD could be simulated by a

mechanistic model that combines a decrease in tonic dopaminergic activity

with an increase in phasic responses in cortical-striatal loops during learning

reinforcement. To this end, we combined a dynamic model of dopamine

with a neurocomputational model of the basal ganglia with multiple action

channels. We also included a dynamic model of tonic and phasic dopamine

release and control, and a learning procedure driven by tonic and phasic

dopamine levels. In the model, the dopamine imbalance is the result of

impaired presynaptic regulation of dopamine at the terminal level. Using this

model, virtual individuals from a dopamine imbalance group and a control

group were trained to associate four stimuli with four actions with fully

informative reinforcement feedback. In a second phase, they were tested

without feedback. Subjects in the dopamine imbalance group showed poorer

performance with more variable reaction times due to the presence of fast

and very slow responses, di�culty in choosing between stimuli evenwhen they

were of high intensity, and greater sensitivity to noise. Learning history was also

significantlymore variable in the dopamine imbalance group, explaining 75% of

the variability in reaction time using quadratic regression. The response profile

of the virtual subjects varied as a function of the learning history variability

index to produce increasingly severe impairment, beginningwith an increase in

response variability alone, then accumulating a decrease in performance and

finally a learning deficit. Although ADHD is certainly a heterogeneous disorder,

these results suggest that typical features of ADHD can be explained by a

phasic/tonic imbalance in dopaminergic activity alone.
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1. Introduction

Attention Deficit Hyperactivity Disorder (ADHD) is

a complex neurodevelopmental disorder characterized by

pervasive inattention, impulsivity, and restlessness that is

inconsistent with the patient’s age (American Psychiatric

Association, 2013). The origin of ADHD is largely genetic,

and for a smaller part environmental, mostly specific to

each individual (Burt, 2009; Wood et al., 2010). The first

genome-genome wide meta-analysis identified twelve loci in

regions containing enhancers and promoters of expression in

central nervous system tissues (Demontis et al., 2019). None

of these loci were linked to the dopamine system, despite the

fact that dopamine genes have been associated with ADHD

in candidate gene approaches (Li et al., 2006; Faraone and

Larsson, 2019). Other converging evidence supports a role

for dopaminergic dysfunction in ADHD. To briefly list them,

most animal models used in ADHD research show some

type of dopamine dysfunction (van der Kooij and Glennon,

2007). Stimulants such as methylphenidate, which are the

first line of treatment, block more than 50% of dopamine

transporters (DAT) in the striatum when given in therapeutic

doses (Volkow et al., 1998). ADHD patients are vulnerable to

drug dependence, which may be explained by an overlap of

ADHD with the dopamine deficiency syndrome (Blum et al.,

2008). In functional brain imaging, the most consistent findings

are deficits in activity in fronto-striatal circuits where dopamine

supports reinforcement learning (Dickstein et al., 2006; Norman

et al., 2016). The clearest and most reproducible structural

abnormalities in ADHD are located in the basal ganglia and

can be normalized by the use of stimulant medications (Nakao

et al., 2011). There appears to be a 5- to 10-year lag in the

pruning of fronto-striatal circuits in ADHD patients compared

to their typically developing peers (Dickstein, 2018). Functional

magnetic resonance and diffusion tensor imaging modalities

consistently indicate disrupted connectivity in regions and

tracts involving fronto-striatal-thalamic loops in ADHD (Saad

et al., 2020).

Different models have been proposed to account for a

dopaminergic dysfunction. In the basal ganglia, dopamine

release may be sustained (tonic) and regulated by prefrontal

cortical afferents, or transient (phasic), caused by bursts of

firing of dopaminergic neurons (Grace, 1991). The dynamic

developmental theory (DDT) of ADHD proposed a hypo-

dopaminergic cause. Blunted phasic dopamine bursts impair

reinforcement learning (Sagvolden et al., 2005; Volkow et al.,

2005), while a hypoactive tonic firing rate results in impaired

extinction of previously reinforced behaviors (Sagvolden et al.,

2005). A neural network developed by Frank et al. (Frank, 2005;

Frank and Claus, 2006) instantiated key properties of cortico-

striatal-thalamocortical loops, including direct and indirect

basal ganglia pathways. These authors used this basal ganglia

model to test the plausibility of the DDT of ADHDwith reduced

tonic and phasic dopamine levels in the striatum (Frank et al.,

2007). While they showed that dopamine modulates the Go

and NoGo pathways in the striatum, as well as average reaction

time, they were unable to reproduce the increased variability in

reaction time, a key feature of ADHD (Kofler et al., 2013), with

this hypodopaminergic model alone.

As an alternative we here tested the plausibility of a model

that combines a decrease in tonic dopamine activity with an

increase in phasic responses (Grace, 2001). In Grace’s model,

this imbalance is the result of impaired presynaptic regulation

of dopamine at the terminal level, and not a central decrease

in DA tonic activity that is associated with other conditions,

such as chronic stress (Belujon and Grace, 2015; Douma and

de Kloet, 2020). This imbalance produces abnormally large

reward reinforcements, which explains impulsivity, as well as the

preference for smaller immediate rewards over larger delayed

rewards (Jackson and MacKillop, 2016; Patros et al., 2016). This

model received some support in a PET study showing reduced

tonic release and increased phasic release of dopamine in the

right caudate in adults with ADHD (Badgaiyan et al., 2015).

In the present study, we used a mechanistic model of the

basal ganglia dopaminergic system that we previously developed

to help rationally improve pharmacological interventions in

Parkinson’s disease (Véronneau-Veilleux et al., 2020). The

model is a combination of a neurocomputational model of

the basal ganglia (Baston and Ursino, 2015; Baston et al.,

2016) and a model of dopamine dynamics (Dreyer, 2014) that

includes dopamine release and reuptake by DAT. In addition,

we included the tonic and phasic release of dopamine as well

as the negative regulation of dopaminergic neuron activity by

autoreceptors. We used phasic dopamine release as a reward

prediction error signal (RPE) for a correct response and a

phasic decrease in tonic dopamine activity as a punishment

prediction error signal for a false response (Schultz, 2002).

Considering that ADHD results from transactions between at-

risk individuals and their specific environment (Burt, 2010;

Burt et al., 2012), we used this computational model to test

the hypothesis that the phasic/tonic imbalance of DA release

would lead, during reinforcement learning, to the development

in some individuals of ADHD characteristics, in particular

response variability.

As dopamine in basal ganglia is primarily involved in

learning reinforcement, we considered dopamine phasic vs.

tonic release imbalance as a risk factor, and created two

groups of virtual participants: one with a phasic/tonic imbalance

and the other with the normal balance. We trained all of

them to learn responses to 4 stimuli presented in a random

sequence, using a forced-choice probabilistic task with a

fixed reinforcement learning schedule and fully informative

reinforcement feedback. Next, we assessed the outcome of

learning reinforcement process in a test phase to determine

whether or not ADHD characteristics would be present more

frequently in the dopamine imbalance group than in the control
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group. Finally, we identified the characteristics of the learning

phase that were associated with the development of these ADHD

features in the dopamine imbalance group.

2. Methods

The mechanistic model herein developed can be divided

into two parts: the dopamine dynamics model and the

neurocomputational model of basal ganglia. Synaptic learning

in the basal ganglia is modeled with the Hebb’s rule. This rule

allows the value of synaptic weights to be modified according

to tonic and phasic dopamine concentrations. The simulations

comprise a learning and a test phase.

2.1. Dopamine dynamics model

The dopamine dynamics model describes the temporal

dopamine concentration, both tonic and phasic, autoreceptors

occupancy and dopaminergic receptors occupancy. It was

adapted from previously published models (Dreyer et al., 2010;

Dreyer and Hounsgaard, 2013; Dreyer, 2014; Fuller et al., 2019).

The main mechanisms of dopamine regulation are outlined

in the equations of the model and are represented in Figure 1.

Dopamine is synthesized in the dopaminergic neurons and then

released in the synaptic cleft. Sustained dopamine release refers

to tonic dopamine, while transient dopamine release generated

by bursts refers to phasic dopamine. The release of phasic

dopamine is a reward prediction error signal (RPE) (Waelti

et al., 2001; Marinelli and McCutcheon, 2014), whereas a drop

FIGURE 1

Schematic representation of dopamine release, recapture,

removal and binding to receptors in the synaptic cleft.

in dopamine levels is a punishment prediction error signal. In

the synaptic cleft, dopamine can be recaptured by DATs into

the presynaptic neuron or be removed from the synaptic cleft

by different mechanisms such as diffusion or inactivation by the

Catechol-O-methyltransferase.

The remaining dopamine molecules can bind to

dopaminergic autoreceptors located on the presynaptic neurons

or to receptors on the postsynaptic neurons. In the present

work, only dopaminergic receptors D1 and D2 are considered.

All the above mentioned mechanisms are accounted for by the

dopamine dynamics model, formulated in Equations (1) and

(2), where CDA(t) is the dopamine concentration (µM/L) in the

synaptic cleft and AR(t) the autoreceptors occupancy.

dCDA(t)

dt
︸ ︷︷ ︸

Dopamine concentration

= (ItonicDA + I
phasic
DA (t))

︸ ︷︷ ︸

Dopamine Release

−
VmaxCDA(t)

(km + CDA(t))
︸ ︷︷ ︸

Recapture by DATs

− kremCDA(t)
︸ ︷︷ ︸

Removal

, (1)

dAR(t)

dt
︸ ︷︷ ︸

Autoreceptor occupancy

= CDA(t)kon(1− AR(t))
︸ ︷︷ ︸

Binding to autoreceptors

− koffAR(t)
︸ ︷︷ ︸

Unbinding to autoreceptors

. (2)

As indicated in Equation (1), the release of dopamine is

divided into two terms to account for both tonic and phasic

release. The recapture by DATs is a saturable process described

by a Michaelis-Menten equation. All other mechanisms

contributing to dopamine removal are assumed to be linear

(Budygin et al., 2002; Dreyer, 2014) and are schematized

through the last term in the right-hand member of Equation

(1). The binding to autoreceptors is proportional to dopamine

concentration and free autoreceptors, while unbinding is

proportional only to bound autoreceptors.

Autoreceptors have a regulatory effect on dopamine

concentration. Indeed, they provide a negative feedback to

adjust dopamine concentration through firing rate, synthesis,

and release (Benoit-Marand et al., 2001; Beaulieu and

Gainetdinov, 2011). Prolonged dopamine agonist exposure

desensitizes autoreceptors in dopamine neurons (Robinson

et al., 2017). Loss of inhibition influence facilitates further

dopamine release and has been linked to drug abuse.

Desensitization was not included in the model which is

focused on the short-term effect of dopamine on autoreceptors.

If tonic dopamine level decreases (in our ADHDmodel through

increased dopamine reuptake), the temporary decrease in

autoreceptor-mediated inhibition would mainly increase phasic

dopamine release following the model developed by Grace

(Grace, 1991, 2016). Autoinhibition of the presynaptic neurons
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is included in the model through the phasic release term only

which is associated with the reward prediction error, while the

tonic term is not here modified by autoreceptors occupancy

(Grace, 1991).

The tonic dopamine release term is given by:

ItonicDA = ρ
Ptonicr n0

αvfNA
υtonic, (3)

where ρ is the terminal density, Ptonicr the tonic release

probability, n0 the number of molecules released per vesicles

fusion, αvf the extracellular volume fraction, NA the Avogadros

constant and υtonic the tonic firing rate. The tonic release is

independent of autoreceptors occupancy, as explained above.

The phasic release term at time t is given by:

• when there is no response yet, and no prediction

error signal:

I
phasic
DA (t) = 0, (4)

• when there is a reward prediction error signal at

time treward:

I
phasic
DA (t) = ρ

(

P
phasic
r ·

0.334

AR(t)

)

n0|RPE|

αvfNA

(

υphasic ·
0.334

AR(t)

)

,

(5)

for treward + 0.1 ≤ t ≤ treward + 0.1+ 0.05, (6)

• when there is a punishment prediction error at

time tpunishment :

CDA(t) = 0, (7)

for tpunishment + 0.1 ≤ t ≤ tpunishment + 0.1+ 0.05.

(8)

The terminal density (ρ), the number of molecules released

per vesicles fusion (n0), the extracellular volume fraction

(αvf ) and the Avogadros constant (NA) parameters are not

modified by autoreceptors occupancy. Since vesicular release

probability (P
phasic
r ) and phasic firing rate (υphasic) are decreased

by autoreceptors (Grace, 1991), they are assumed to be

inversely proportional to autoreceptors occupancy (Beaulieu

and Gainetdinov, 2011; Dreyer and Hounsgaard, 2013). The

exact relationship is not known but assumed here as inversely

proportional for simplicity. The value 0.334, used to normalize

the equation for the control case, corresponds to autoreceptors

occupancy. Therefore, Equation (5) indicates that the activation

of autoreceptors reduces phasic dopamine release. The values

0.1s (Bamford et al., 2018) and 0.05s represent the latency and

duration of the reward or punishment error prediction signal,

respectively. Phasic dopamine release is also proportional to the

reward prediction signal (RPE). This issue will be discussed in

more details in Section 2.3.

In the occurrence of a punishment, the activity of the

dopamine neuron is temporarily suppressed (both tonic and

phasic firing rate fall to zero). According to Equations (1) and

(3), this can be simulated in the model assuming υtonic = 0

which corresponds to the following differential equation:

dCDA(t)

dt
= −

VmaxCDA(t)

km + CDA(t)
− kremCDA(t). (9)

With the parameters we used, this equation requires about 500

ms to reach the new equilibrium with CDA = 0, which is

close to the duration of dopamine neuron activity suppression

after the absence of an expected reward (Schultz et al., 1997).

However, the time to reach this equilibrium may vary as a

function of the previous discharge rate, tonic dopamine level, or

reuptake. To simplify the model, the value CDA = 0 was directly

applied at the same time as for the phasic dopamine discharge

associated with a reward, as shown in Equations (7) and (8).

Setting the dopamine concentration at zero instantaneously

when a punishment occurs is a simplification of the physiologic

mechanisms and the pause in the firing rate was defined as

in Dreyer et al. (2010). This simplification was used since the

purpose of this work was to study the behaviors in a qualitative

manner. In future work, we will implement more physiologic

parameters with their variability.

In the model, autoreceptors occupancy depends on the

overall dopamine concentration (tonic and phasic). It could be

argued that, due to diffusion, only a fraction of phasic dopamine

reaches autoreceptors and thus alters the release. Simulations

were performed to integrate this concentration gradient on

phasic dopamine reaching autoreceptors, but the results were

not significantly different (not shown here), therefore the

version presented here was chosen for simplicity.

Finally, dopamine molecules can bind to dopaminergic

receptors, corresponding to D1 and D2 receptors in the current

work. The occupancy of receptors of type i ∈ {1, 2} in time is

given by the following equation:

Di(t) =
B
Di
maxCDA(t)

k
Di
D + CDA(t)

(10)

where B
Di
max and k

Di
D are the maximal concentration and

dissociation constant of type i receptors, respectively. Receptors

occupancy will be used in the neurocomputational model

of basal ganglia as the postsynaptic effect of dopamine on

the neurons in the different neurotransmission pathways

(Hille, 1992).

The parameter values for the dopamine dynamics model are

given in Table 1. As mentioned in this Table, the dopaminergic

terminal density was adapted. As this density is inhomogeneous

(Dreyer, 2014; Fuller et al., 2019), its value was set to obtain

a tonic dopamine concentration in the control group of 0.02
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TABLE 1 Parameters value in the dopamine dynamic model.

Parameters Description Value Literature value Reference

Vmax Maximal reuptake rate by DATs Control : 1.2 µM/Ls

Dopamine imbalance : 1.8

µM/Ls

[0.2 4.3] May et al., 1988; Nicholson,

1995; Schönfuss et al., 2001;

Fuller et al., 2019

km apparent Michaelis-Menten constant 0.15 µM/L [0.1, 0.2] May et al., 1988; Horn, 1990;

John et al., 2006; Fuller et al.,

2019

krem Removal rate 0.04 s−1 0.04 Dreyer and Hounsgaard, 2013

kon On-rate for DA binding to presynaptic autoreceptors 10 µM−1s−1 10 Dreyer and Hounsgaard, 2013

koff Off-rate for DA binding to presynaptic autoreceptors 0.4 s−1 0.4 Dreyer and Hounsgaard, 2013

ρ Density of dopamine terminals in striatum 0.025 · 1015 terminals/L adapted

αvf Volume fraction of extracellular space 0.21 [0.19, 0.22] Syková and Nicholson, 2008

n0 Number of dopamine molecules released during

vesicle fusion

3,000 molecules/terminal 3,000 Pothos et al., 1998; Dreyer,

2014

NA Avogadros constant 6.02214076 · 1023 M−1 6.02214076 · 1023

P
phasic
r Vesicle release probability 0.06 [0.025, 0.15] Dreyer and Hounsgaard, 2013

Ptonicr Vesicle release probability 0.06 [0.025, 0.15] Dreyer and Hounsgaard, 2013

υtonic Average tonic firing rate 4 s−1 [4,5] Fennell et al., 2020

υphasic Average phasic firing rate 40 s−1 [20,100] Fennell et al., 2020

BD1
max D1 receptor maximal density 1.6 µM/L 1.6 Hunger et al., 2020

kD1D D1 receptor dissociation constant 1 µM/L 1 Rice and Cragg, 2008

BD2
max D2 receptor maximal density 0.08 µM/L 0.08 Hunger et al., 2020

kD2D D2 receptor dissociation constant 0.01 µM/L 0.01 Rice and Cragg, 2008

µM/L as reported in the literature (Wanat et al., 2009; Hunger

et al., 2020).

Using the developedmodel, two groups of virtual individuals

were created: control and dopamine imbalance individuals. The

difference between the two groups lies in the modification of

the Vmax parameter of Equation (1). From a mathematical

standpoint, the parameter km could also have been decreased to

obtain similar results.

2.2. Neurocomputational model of basal
ganglia

Tonic and phasic dopamine are coding prediction error

signals in the basal ganglia (Schultz, 2017). ADHD is associated

with dopamine dysfunctions in the cortex and the basal ganglia

(Giedd et al., 2001; Seidman et al., 2005; Nakao et al., 2011;

Cubillo et al., 2012; Frodl and Skokauskas, 2012; Oldehinkel

et al., 2016). Hence, a neurocomputational model of basal

ganglia with a learning procedure was added to the dopamine

dynamics model.

The neurocomputational model presented here is an

adaptation from the model developed in Baston et al. (2016).

It involves the temporal neural activity in the cortex, the

thalamus and the different regions of the basal ganglia (striatum,

globus pallidus pars interna and pars externa, and subthalamic

nucleus), with a representation of the external stimulus S. The

neuronal activities are normalized to obtain a value between

0 and 1. The connection between each region follows three

neurotransmission pathways: direct, indirect and hyperdirect.

The direct pathway promotes movement, the indirect inhibits it,

and the hyperdirect pathway suppresses erroneous movements.

D1 and D2 receptors occupancy have an excitatory effect

in the direct pathway and an inhibitory effect in the

indirect pathway, respectively. Both pathways are potentiated

by the effect of cholinergic interneurons, also included in

the model.

A representation of the neurocomputational model of basal

ganglia is given in Figure 2. Each region of the model is divided

into four action channels, representing different alternative

choices. This division allow investigating the response of basal

ganglia to various target stimuli. Neural activity in each action

channel is computed through an ordinary differential equation,

simulating neural dynamics, and a sigmoidal relationship, which

mimics the typical non-linear phenomena of the neurons (lower

threshold and upper saturation). The input to each differential

equation is calculated by summing all the upstream activities

converging to that neuron, weighted by the synaptic strength.

The synaptic weight matrices correspond to the weight of

connections between the regions for all four action channels.
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FIGURE 2

Schematic representation of the neurocomputational model of basal and its four action channels ganglia.

Equations and parameter values of the model can be found in

the Supplementary Material.

2.3. Learning in the basal ganglia

Impairments in reinforcement learning are thought to

be involved in ADHD (Sagvolden et al., 2005; Tripp and

Wickens, 2008; Alexander and Farrelly, 2018). Therefore, we

included a reinforcement learning process with reward and

punishment prediction error signals in the model. The strength

of connections between each region of basal ganglia is given

by synaptic weight matrices noted wij, where i and j are the

postsynaptic and presynaptic regions, respectively. The values

of these weights can be modified by the learning process.

For simplicity, only matrices related to striatum, wGS, wNS,

wGC , wNC , were considered to be plastic; these connections are

represented by dashed lines in Figure 2. The matrices wGC and

wNC are diagonal while wGS and wNS are full matrices. At the

beginning of the learning process, these weight matrices are in a

naive state, with no differentiation between the actions channels.

Here are the initial value of the matrices:

wGC
= wNC

=











0.5 0 0 0

0 0.5 0 0

0 0 0.5 0

0 0 0 0.5











, (11)

wGS
= wNS

=











0.5 0.5 0.5 0.5

0.5 0.5 0.5 0.5

0.5 0.5 0.5 0.5

0.5 0.5 0.5 0.5











. (12)

We here give the details of a typical trial of the learning

process. A stimulus representation S is sent for 800 ms to each

action channel. One channel will receive a strong stimulus of

value 1, another one receives a weaker stimulus of value 0.2,

while the two others receive even weaker stimuli with a value of

0.1 each. In the present work, we used an input vector with the

same dimension as the number of possible actions, with a higher

value (close to 1) at the same position of the rewarded action,

and a smaller value at the positions of the punished actions, just

to simplify the final analysis of the synapses. An input vector

with different dimensions and with different values could be

used as well, resulting in a more complex pattern of synapses.

The idea here is to simply associate an input vector to a "winner

takes all" output vector, considered as the selected response. The

possible considered vectors for S are S =
[

1 0.2 0.1 0.1
]

, S =
[

0.2 1 0.1 0.1
]

, S =
[

0.1 0.1 0.2 1
]

and S =
[

0.1 0.1 1 0.2
]

.

Neuronal activity in all regions of basal ganglia are computed

for 800 ms. An action is considered to have been performed or

chosen if the activity in its related action channel in the cortex is

above 0.9, while the activity in all other channels is close to zero,

using the winner-takes-all dynamics implemented in the cortex.
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We used a fixed scale of prediction error values throughout

learning. The prediction error is the discrepancy between

observed and expected outcome, and a naive subject cannot

predict whether the response would be correct or not. If the

chosen action is in the action channel with the highest value of

S, a reward prediction error of 1 is attributed. If however the

second highest value (0.2) is chosen, a smaller reward prediction

error of 0.1 is attributed. A punishment prediction error is given

when the lowest value (0.1) is chosen. Rewards prediction errors

are signaled by phasic dopamine peaks governed by Equation

(6). When a punishment prediction error occurs, dopamine

concentration drops to zero. This is equivalent to providing the

virtual subjects with rewards and punishments, but we delivered

directly the reward/punishment prediction error dopamine

signals. These prediction errors are the differences between

received and predicted rewards (Schultz, 2016), where here

the virtual patient always predicts a reward when an action is

chosen. This process is repeated over 1,000 trials (epochs). Once

the learning procedure is complete, the model is expected to

effectively differentiate between weak and strong stimuli, so that

responses occur only when strong stimuli are applied.

The resulting rewards/punishments prediction error signal

will lead to a modification of the synaptic weights contained in

the matrices. These weights modifications during the learning

process are dictated by the Hebb Rule, which states two neurons

having both high activity will strengthen their connection,

whereas connection will weaken in case of neurons with opposite

activity. The Hebb rule describes how much the weights are

increased or decreased at each step of the training procedure.

In particular, the following equation holds at each step to assign

a new synaptic value, Baston and Ursino (2015):

wAB
← wAB

+1wAB, (13)

where wAB represents the matrix containing the weights from

the presynaptic region B to the postsynaptic region A, with

A being either S or C in Figure 2 and B being either G (Go)

or N (NoGo) in the same figure, and 1wAB is the synaptic

change computed at that step. Each row in these matrices

represent the synapses entering the postsynaptic neuron, and

each column those emerging from the presynaptic one. Hence,

all matrices have 4 × 4 dimensions in the work presented here.

This modification of the synaptic weights happens once every

epoch between a latency period of 0.1s and for a duration of 0.05s

once an action is chosen. The latency and duration are the same

as the ones for the reward/punishment error prediction signal.

The individual elements at position ij in the array 1wAB are

computed through the following equation (Hebb rule):

1wAB
ij = φ · (yBj − ϑpresynaptic)

+(yAi − ϑpostsynaptic), (14)

where yBj is the activity of the presynaptic neuron in the

action channel j of the region B, yAi is the activity of the

postsynaptic neuron in the action channel i of the region A and

ϑpresynaptic, ϑpostsynaptic the pre- and postsynaptic thresholds.

The positive part function ([]+) ensures that learning occurs

only if the presynaptic neurons are excited and their activity is

above the threshold. Dopamine is thought to have the ability

to modulate synaptic plasticity, although the exact relationship

does not seem to be established (Reynolds and Wickens, 2002;

Frémaux and Gerstner, 2015; Madadi Asl et al., 2019). From

previous work, it seemed reasonable to assume a proportional

relationship with dopamine ratio and RPE. Of course, in case

of diagonal matrices (wGC and wNC), only the elements with

i = j are trained, compared to non-diagonal matrices wGS and

wNS where all elements are trained. The gain parameter φ is

proportional to the reward prediction error since, for example,

a large reward prediction error will lead to a larger variation

in the synaptic value than a small reward prediction error. The

gain parameter is also proportional to the ratio of phasic peak

and tonic dopamine. This ratio is calculated beforehand and

considered as a constant. The equation is the following:

φ = 0.0013· | RPE | ·DA ratio, (15)

DA ratio =





C
phasic
DA − CtonicDA

CtonicDA



 . (16)

The dopamine ratio is higher in the dopamine imbalance

group (with a value of∼ 8.3) compared to the control one (with

a value of∼ 3), so the gain parameter φ is higher.

2.4. Simulation of virtual patients groups

The control and dopamine imbalance groups, with 10 virtual

subjects each, were created with the model. The only difference

between the two groups is in the value of Vmax. A higher rate

of dopamine recapture is expected to lower the dopamine tonic

concentration which in turn is expected to increase the phasic

dopamine concentration, and thus in the tonic phasic dopamine

ratio, through a lower occupancy of autoreceptor. The steps of

the learning procedure of a subject are summarized below.

1. The synaptic weight matrices wGS, wNS, wGC , wNC start in a

naive state.

2. Out of the four choices (S =

[

1 0.2 0.1 0.1
]

,

S =

[

0.2 1 0.1 0.1
]

, S =

[

0.1 0.1 0.2 1
]

and

S =
[

0.1 0.1 1 0.2
]

), a stimulus S in sent to the cortex

for 800 ms. The process will be repeated for the other 3

stimuli in a random order. Noise was added in the cortex,

derived from a uniform distribution and ranging from 0 to

0.2. The seed of the noise differentiates between individuals
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within a group but not between groups, while the Vmax

value differentiates between the two groups. For example, the

control individual #1 has the same noise’s seed as dopamine

imbalance individual #1, but a different value of Vmax. At

the end of the 800 ms, the subject receives either a large or a

small reward prediction error signal according to his choice

of the action that corresponds to the highest or the second

strongest stimulus, respectively. Otherwise, the patient

receives a punishment prediction error signal. Transient

peaks of phasic dopamine are given accordingly and the

Hebb rule is applied to modify the value of synapses. This

process is repeated with the three other choices of S.

3. Step 2 is repeated 250 times for a total of 250 × 4 =

1, 000 epochs.

4. Once the training phase is over, the performance of the

virtual subjects in each group was assessed in a testing phase.

For each individual, the weight matrices were fixed to the

values found at the end of the training process to assess

their performance.

During the test phase, we also used a four-choice reaction time

task. A series of stimuli are presented to the virtual individuals

in the different action channels through a signal S of the

neurocomputational model of BG to the cortex. The stimulus

in the targeted action channel has a value of 1 with the addition

of noise. Noise is also added in the other action channels directly

in the cortex. Each stimulus is presented for 1, 800ms with a 500

ms pause in between each stimulus. The criterion for a response

is an activity in one of the four action channels in the cortex

C, which constitute the output of the model, greater than 0.9.

Due to the winner-takes-all dynamics, the other three channels

will then have activity close to zero. For simplicity purposes, a

response in the same action channel as the target stimulus is

considered as a success. Otherwise it constitutes a failure. Or

course successes and failures could have been defined in different

ways. The idea here is simply to associate to an input vector, an

output vector considered as the correct responses.

During the test phase, there is always a response after a

stimulus, being a success or a failure. The number of correct

answers or successes represents the performance of the virtual

individuals. Each individual is presented 100 stimuli. The mean

and standard deviation of the percentage of successes and of the

reaction times are computed in each simulated group. Stimulus

of different amplitudes were also sent in the first action channel

and the responses were recorded to study the differentiation

between weak and strong signals. In order to compare the ability

of differentiating between weak and strong signals, we repeated

the task and computed the cortex activity for different values of

noise added to the input signal (S).

During the test phase, reaction times were also computed.

The reaction time is here defined by the difference between the

time at which the neuronal activity in one of the action channels

FIGURE 3

Tonic and phasic dopamine concentrations in time simulated

with the model for the dopamine imbalance and the control

group. In the dopamine imbalance group, tonic dopamine levels

are lower due to increased recapture, which leads to decreased

autoreceptor occupancy. Reduced autoreceptor occupancy

causes higher peak of phasic dopamine because of

autoregulation.

reaches a value of 0.9 and the time at which the stimulus was sent

in the sensory representation S.

3. Results

3.1. Tonic and phasic dopamine release

Using the model, dopamine concentrations were simulated

for the two groups as shown in Figure 3. Phasic peaks were

created by a burst lasting 0.05 s.

As seen in Figure 3, dopamine imbalance individuals have

lower tonic dopamine concentration due to higher dopamine

recapture. In turn, autoreceptors regulation causes higher phasic

dopamine concentration. This dopamine imbalance will have

different impact on the learning process in the basal ganglia.

3.2. Performance during the training
phase

During the training phase, we computed the number of trials

to obtain 5 successful responses over 10 successive trials. All

participants in the normal group reached the learning criterion,

but 2 participants in the dopamine imbalance group failed to do

so even after 1,000 trials. The number of trials to reach criterion

was on average 65.1 (SD = 52.6) in the control group, but 20%

higher in the dopamine imbalance group, with an average of 85.5

(SD = 67.8), excluding those who never reached the criterion.
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FIGURE 4

Mean and standard deviation of reaction time and percentage of

success of choices in a series of 100 stimulus in each group.

3.3. Performance during the test phase

In the first task, the mean and standard deviation of the

percentage of successes to a series of 100 stimuli and of reaction

times are computed in each simulated group and shown in

Figure 4.

The mean reaction time in the control group is 148 ms

and the standard deviation is 5 ms. The mean percentage

of successes is 100 with a standard deviation of 0. In the

dopamine imbalance group, the mean reaction time is 166

ms with a standard deviation of 57 ms. The mean percentage

of successes is 78 with a standard deviation of 19. As

shown in Figure 4, the rate of successes was lower and more

variable in the dopamine imbalance group, as compared to

the control group. Moreover, the simulated mean reaction

times was slower in the dopamine imbalance group than in

the control group. In our simulations, the mean and standard

deviation of reaction times are respectively, 1.12 and 11.4 times

larger in the dopamine imbalance group than in the control

group. The significance of the reaction time difference was

not evaluated because only 10 patients were simulated in this

study to present the model. Also, as described further, the

patients in the dopamine imbalance group are heterogeneous

and can be divided into three subgroups with different mean

reaction times.

We used the ex-Gaussian distribution to estimate the

reaction time distribution by combining a normal and an

exponential distribution. Three parameters characterized

the ex-Gaussian distribution: the mean µ and standard

deviation σ of the normal distribution, and τ representing

the mean and standard deviation of the exponential part.

An ex-Gaussian distribution was fitted to the simulated

reaction times of the virtual individuals as seen in

Figure 5.

FIGURE 5

Histogram (colored boxes) and fitted density function (black

line) of simulated reaction times of the virtual individuals in the

control and dopamine imbalance groups.

The τ parameter was 12 times larger in the dopamine

imbalance group than in the control group (47 vs. 3.8) while the

µ parameter was 0.82 times smaller (118 vs. 144).

3.4. Performance with increasing noise

We assessed the performance of the individuals in each

group described in the above section by increasing the standard

deviation of the noise added to the input signal S. A series

of 100 stimuli was again presented with noise directly added

to the stimulus representation in the cortex S, with a mean

of 1 and a standard deviation ranging from 0 to 1. As the

standard deviation of the noise increases, the probability of

having high intensity noise increases which further complicates

decision making for the virtual patients and therefore affects the

percentage of successes. Figure 6 shows that in the dopamine

imbalance group the mean percentage of successes (orange solid

line) quickly dropped while the variability (orange shaded area)

increased with increasing noise variability. By contrast, in the

control group, the performance remained optimal, with no

variability, until the noise variability was greater than 0.6.

3.5. Input and output of basal ganglia

During the test phase, we also computed the output activity

in the cortex related to the response as a function of the input

value of the stimulus. A stimulus of different amplitudes, ranging

from 0.1 to 1, is sent in the first action channel while all three

other channels receive noise of small amplitude. The mean, the

5th and the 95th output curves of the cortex neuronal activity in

the first action channel as a function of the input signal value for

each group are shown in Figure 7.

By comparing neural activity at basal ganglia input and

output, it is clear that in control subjects, the basal ganglia

have a high neural gain. Response-related activity is suppressed

until stimulus-related cortical activity reaches 0.5 in the control
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FIGURE 6

Percentage of success as a function of noise standard deviation

for each individual in the dopamine imbalance group. The curve

of each individual are contained in the shaded area.

FIGURE 7

Output neuronal activity in the cortex as a function of di�erent

input stimuli. Solid line: mean neuronal activity of the individuals

in each group, shaded area: 5th and 95th percentiles of

neuronal activity of the individuals in the group.

group. Output activity then increases rapidly for an input

between 0.5 and 0.7 at which point it remains maximal.

In contrast, in the dopamine imbalance group, activity is

suppressed up to an input of 0.4, after which the gain increases

rapidly but only for stimulus-related activity between 0.4 and

0.5. For stimulus-related activity values between 0.5 and 1, the

gain is strongly attenuated as response-related activity increases

from 4.5 to 7. However, the most striking aspect of the gain is

the extreme variability of the output in the dopamine imbalance

group, which ranges from 0 to 1 in response to stimulus-related

activity values between 0.7 and 1. In this group, some individuals

respond correctly and others have wrong responses which will

lead to an output activity close to zero due to the winner-

takes-all dynamic, thus inducing high variability. In contrast,

in the controls, the variability is almost zero, except for the

amplification phase, especially around the inflection point.

3.6. Evolution of synaptic weights

Four synaptic weights matrices were modified during

training:wGS,wNS (stimulus-related synaptic weights) andwGC ,

wNC (response-related synaptic weights). These matrices start in

a naive configuration, with no differentiation between the four

action channels. They are modified during the training by using

the Hebb Rule, with a gain parameter that is proportional to the

phasic vs. tonic dopamine ratio.

Over the course of the 1,000 trials in the training phase,

the matrix weights changed differently between the two groups,

and between individual subjects within each group. Indeed,

the trends of synaptic weight evolution were the same for the

control and dopamine imbalance groups, but inter-individual

differences in synaptic weights and their evolution during

learning were much larger in the dopamine imbalance group.

Hence, inter-individual differences were much larger at the end

of the learning phase in the dopamine imbalance than in the

control group. More details on the evolution of the synaptic

weight matrices are given in the Supplementary Material.

3.7. History of rewards and punishments
prediction errors during training

In the present section, a metric is developed to differentiate

the performance in the test phase of the dopamine imbalance

group from the control one based on their history during

the training phase. During the training process, the history of

rewards and punishments is stored in a vector with value 1 for

a large reward, 0.1 for a small reward, −1 for a punishment and

0 for no response. It is therefore possible to study the history

of each individual and to relate it to his performance in the

test phase.

Figure 8 shows the cumulative sum of the history vector for

each action channel of the first 5 individuals in each group.

A negative cumulative sum results from a series of failures

overcoming successes, while a positive cumulative sum would

indicate the opposite.

There seems to be an initial phase in which there is an

excess of errors. The virtual individuals start in a naive state,

meaning no differentiation between the action channels. Hence,

the initial responses have a random success rate of 25% and can

lead to an excess of errors. In the second phase (> 500 epoch),

rewards prediction errors dominate over punishments for

all actions.

Individuals from the control group seem to learn each action

in a proportional way for all action channels. The individuals in

the dopamine imbalance group had a higher number of rewards

for some action channels at the expense of the others. In order to

quantify the inter-individual differences in learning, a weighted

standard deviation (weighted std) for the cumulative sum of

Frontiers inComputationalNeuroscience 10 frontiersin.org

98

https://doi.org/10.3389/fncom.2022.849323
https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org


Véronneau-Veilleux et al. 10.3389/fncom.2022.849323

FIGURE 8

Cumulative sum of history vector at each epoch for the first five individuals in each group.

history was computed for each individual, and expressed by the

following equations:

ratio =
1

1, 000

∑1,000
i=1

∑4
j=1 #negative cumsumactionj (i)

∑1,000
i=1

∑4
j=1 #positive cumsumactionj (i)

,

(17)

stdhistory =
1

1, 000

√

√

√

√

√

1,000
∑

i=1





4
∑

j=1

(cumsumactionj (i)−mean(i))2



,

(18)

weighted stdhistory = ratio · stdhistory (19)

where i is the epoch number, j the action number,

cumsumactionj (i) the cumulative sum of history vector for

action j at epoch i andmean(i) is the mean of cumulative history

at epoch i for all action channels. The standard deviation of the

history (stdhistory) is weighted by a ratio to take into account

the fact that the cumulative sum of history is either positive or

negative. The ratio is the sum of negative cumulative sum of

history divided by the sum of positive cumulative sum of history,

leading to a larger ratio when the negative cumulative sum

exceeds the positive one. Division by 1,000 is for scaling. The

weighted stdhistory was larger in the dopamine imbalance group

than the control one. In order to assess the relationship between

the training and test phase, a plot of the standard deviation

of the reaction times as a function of the weighted stdhistory
value is depicted in Figure 9. A linear regression (dashed

line) and a quadratic function (dashed curve) between the

weighted stdhistory and the standard deviation of reaction times

were applied to the control group and the imbalance group,

respectively. The individuals in the dopamine imbalance group

could be divided into three subgroups (a, b, and c) along the

quadratic regression as seen in Figure 9. Group a contained

the individuals with a perfect performance, low µ, low σ and

low τ , which explains their proximity to the individuals in the

control group. The individuals less than perfect performance

were divided into groups b (75% of successes) and c (60% of

successes). The distribution of reaction times in the group b

is closer to an exponential distribution than to a normal one

with low µ and σ but very high τ . These individuals have both

fast and very slow reaction times, driving thus the mean to a

high value. As the weighted stdhistory increases for individuals in

group c, the performance further decreased with fewer correct

responses, the µ parameters increased, and the σ and τ had

intermediate values and were quite similar.

4. Discussion

In the current work, we investigated the effect of phasic vs.

tonic dopamine imbalance during reinforcement learning on

overt responses and on synaptic weights in the basal ganglia.

We altered the phasic vs. tonic ratio by increasing the rate of

maximal dopamine reuptake by DATs. As the rate of dopamine

reuptake increases, the tonic level of dopamine decreases, which

results in a decrease in autoreceptor binding, and in turn in an
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FIGURE 9

Standard deviation (std) of reaction times for each individual in

each group as a function of the weighted stdhistory. Equation of the

linear regression and quadratic regression performed,

respectively in the control group and dopamine imbalance

group are shown. Individuals in the dopamine imbalance group

are divided into three sub-groups, a, b, and c.

increase in the phasic response (Ford, 2014). This modification

increased the phasic response by about 40%. The values of

simulated dopamine concentrations that we found are consistent

with those reported in the literature, with a tonic concentration

between 0.005 and 0.02µM/L (Wanat et al., 2009; Hunger

et al., 2020), and a phasic concentration ranges between 0.01

and 1 µM/L (Wickham et al., 2013). More precisely, phasic

dopamine concentrations were estimated to be ∼ 0.1 µM/L in

Bamford et al. (2018).

Clinically, subjects with ADHD consistently show a typical

response pattern on a variety of tasks. They generally make more

errors than controls and their reaction times are paradoxically

both faster and slower, and more variable overall, as compared

with healthy controls (Hervey et al., 2006; Huang-Pollock et al.,

2012). This variability is primarily due to an excess of slow

responses that can be detected by the τ component of an ex-

Gaussian distribution (Kofler et al., 2013). This τ parameter

best discriminates ADHD subjects (Leth-Steensen et al., 2000)

from controls and appears to be a reliable endophenotype, as

unaffected siblings showed intermediate values between ADHD

subjects and healthy controls (Lin et al., 2015). In the present

simulations, the group with dopamine imbalance also showed

more variable reaction times, including an excess of very slow

responses, as compared with the control group. Specifically, the

µ parameter was smaller, reflecting impulsive responses, but the

τ was much larger, due to a greater proportion of very slow

responses, with a decrease of the σ parameter overall, which

reflects the Gaussian variance. Thus, shifting the phasic/tonic

dopamine ratio reproduced a response pattern typically seen

in ADHD subjects, whereas a model incorporating only a

decrease in both phasic and tonic dopamine release did not

(Frank et al., 2007). We observed this response pattern in a

simple reinforcement learning task while it has been observed

in a wide variety of experimental tasks with ADHD subjects.

Future studies will need to test whether this response pattern

generalizes to other tasks, but it is a possibility insofar as any

experimental task has a learning component. Indeed, data are

typically collected after participants have reached a performance

threshold during a training phase.

The change in reaction time distribution, although most

typical of ADHD, is not the only difference we observed.

The subjects with a dopamine imbalance also showed a lower

and more variable success rate on average. Within the signal

detection theory (Stanislaw and Todorov, 1999), the sensory

discrimination ability is termed d’. In our simulation, the test

phase used a force choice task in which d’ is the percentage

of successes (Stanislaw and Todorov, 1999). The control group

obtained perfect results, but the success rate was decreased by

22% in the dopamine imbalance group. Subjects with ADHD

also showed decreased d’ in a meta-analysis of continuous

performance test (CPT) performance (Huang-Pollock et al.,

2012). Furthermore, we tested the effect of noise, matching each

individual in the dopamine imbalance group with one individual

in the control group for the seed of noise. In both groups, the

success rate degraded and became more variable with increasing

noise, but the dopamine imbalance group was more sensitive

and showed a drop in success and a large variability for low noise

levels that did not affect the performance of control subjects.

Similarly, children with ADHD have been shown to have lower

auditory discrimination ability than controls in the presence of

background noise (Tien et al., 2019).

In order to further characterize the response pattern to

stimuli of varying intensity we computed the neural gain

between the input and the output of the system. A strong gain

is associated with a stable attractor (Hauser et al., 2016) in which

the system quickly converges to a stable activity pattern. In

contrast, a weak gain is characterized by variable attractors that

can lead to different unstable and shallow activity patterns. In

the present simulation, for stimulus-related input values that

always produced a stable response in controls (≥ 0.7), response-

related output activity was much more variable in the group

with dopamine imbalance. In this group, the more random

responses reflected a more exploratory approach where different

responses could be produced even for high stimulus-related

inputs in the cortex. In experimental situations, subjects with

ADHD demonstrated the same type of exploratory approach. In

a probabilistic reversal learning task (Hauser et al., 2014), ADHD

subjects did not choose their response strictly on the basis of

their belief in the value of the stimulus, but more often took an

exploratory approach. When the neural gain was estimated by a

sigmoidal function, this exploratory approach also resulted in a

less steep decision function. The phasic response may reinforce

the response to low-intensity sensory events, which could lead to
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a more prolonged phase of discovery of new actions in a learning

situation (Redgrave et al., 2008).

But the most significant result of the simulation, consistent

with our original hypothesis, is that while all at-risk subjects

had the same dopamine release imbalance, the ADHD

response pattern developed to different degrees depending on

the individual learning experience. On average, during this

probabilistic learning task with 100% valid feedback, subjects

in the dopaminergic imbalance group required more learning

trials than controls to reach a success criterion. Again, this

replicates a result obtained with ADHD children (Luman et al.,

2020). However, the sequence of stimuli was random with a

unique seed of noise for each individual within a group, which

ultimately resulted in a unique learning environment for each

individual within each group. This unique environment was

shared with the matched individual in the other group. When

we examined separately for each individual the cumulative

changes in synaptic weights between cortex and basal ganglia

over the course of learning, we found that individuals in the

control group showed a similar history regardless of response. In

contrast, in the dopamine imbalance group, individuals showed

a larger increase in synaptic weight for one or more actions, with

onset at different times in the first half of the training phase. As a

consequence, the intraindividual differences were much larger

in the dopamine imbalance group than in the control group.

We computed the weighted standard deviation of the cumulative

sum of history to estimate the intraindividual differences during

learning. In the control group, using a linear model, we could

explain 67% of the variability of individual reaction times during

the test phase with the weighted cumulative sum of history.

In the control group, however, we had to use a quadratic

model to explain the variability between these two measures.

Three subgroups of individuals could be distinguished in the

dopamine imbalance group (Figure 9). Within a similar range

of weighted history variability as the controls, individuals in

this subgroup a showed the same perfect performance as the

controls. However, the initial slope of the parabola was much

steeper than in controls, reflecting the excessive reinforcement

for some responses, and the variability of their reaction time

was much higher than in controls, but still lower than in the

rest of the dopamine imbalance group. This combination of

perfect accuracy but high variability in response could define

a subthreshold ADHD subgroup, where features of ADHD are

already present but do not affect overt accuracy. Closer to

the vertex of the parabola, we distinguish a second subgroup

b of individuals with weighted history variability larger than

the controls (with some negative cumulative weights), and

whose accuracy was impaired though not dramatically. The

distribution of reaction times contained both fast and very

slow responses. Their performance most closely resembled that

observed in most of the subjects diagnosed with ADHD as

their functioning is clearly impaired. Individuals with extreme

weighted history variability (with mostly negative cumulative

weights) were hardly learned the stimulus-response association

and their performance was even poorer. Their reaction time

distribution looked more gaussian with a large variability and

very slow mean reaction time. Individuals in this subgroup c

could be compared to subjects with a severe ADHD leading to

a learning disability.

In conclusion, variability in response history is much

greater in subjects with dopamine imbalance, although they

were exposed on average to the same learning environment

as controls. Intraindividual variability in response times is

related to intraindividual variability in experience with the

learning environment. It increases when certain responses are

reinforced at the expense of other responses during learning,

making response selection more difficult in a test phase. But this

variability in experience, and therefore also in response times,

is much more pronounced in subjects with an imbalance in

dopamine release. For subjects in subgroups a and b, the increase

in response time variability as a function of weighted learning

history variability is approximately linear, but the slope is much

steeper than for controls. In these subjects, the increase in phasic

dopamine release at the expense of tonic release can excessively

strengthen or weaken cortico-striatal synapses associated with

different responses and strengthen some responses at the

expense of others. These imbalances lead first to an increase

in response time variability with a mixture of fast and slow

responses, and as these imbalances increase during learning

to a decrease in performance in the test phase. In contrast,

healthy controls show little variation in the history vector

during learning. Consequently, they exhibited a small normal

variation in reaction time that was also predicted by the weighted

variability of the history with a linear function, but with a smaller

slope that reflects a more balanced reinforcement of responses.

To the extent that functional connectivity between the striatum

and cortex reflects changes in their synaptic connections, our

model is consistent with the observed correlation between

inattention and hyperactivity/impulsivity scores in networks

involving the striatum (Oldehinkel et al., 2016). As these changes

are marked by the strengthening of some connections at the

expense of others, this also explains the contradictory results

in studies comparing an ADHD group with a control group

that report either hypoconnectivity (Cao et al., 2009; Posner

et al., 2013) or hyperconnectivity (Tian et al., 2006; Costa Dias

et al., 2013) within the cortico-striato-thalamo-cortical loops

in ADHD.

This qualitative agreement we observed between simulations

and experimental findings is remarkable because it is achieved

by altering a single parameter of dopaminergic terminal

functioning, which results in phasic-tonic imbalance in

dopamine release. Frank’s model (Frank et al., 2007), which

implemented a reduction in both phasic and tonic dopamine

levels, needed to incorporate a noradrenergic component with

an increased tonic vs. phasic ratio in order to mimic the increase

in reaction time variability observed in ADHD subjects. These
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authors did not further analyze the distribution of reaction time

as a function of noradrenaline release imbalance, so we do not

know whether this model reproduces the typical ex-gaussian

distribution that we found. Obviously, our results do not

rule out noradrenergic dysfunction in ADHD. There is strong

evidence of it. Drugs modulating norepinephrine transmission

by blocking the NET such as atomoxetine (Schwartz and Correll,

2014) or the alpha2-adrenergic agonists such as clonidine

or guanfacine (Arnsten et al., 2007) are effective treatments

for ADHD. Methylphenidate significantly occupies NET at

clinically relevant doses in humans (Hannestad et al., 2010) and

atomoxetine showed a dose-dependent occupancy of NET in

monkeys (Ding et al., 2014). NET availability was decreased in

a group of adult ADHD subjects in attention-relevant regions

(frontal, parietal, thalamic, cerebellar), especially in the right

hemisphere (Ulke et al., 2019). The shift from exploitation

to exploration behavior has been proposed to be mediated

by the firing mode of norepinephrine neurons in the locus

coeruleus (Aston-Jones and Cohen, 2005). However, the results

of our model suggest that norepinephrine is not necessary

to reproduce the typical ADHD response pattern observed in

experimental reaction time tasks, which may be accounted for

by a phasic/tonic imbalance in dopaminergic activity alone. This

reinforces the concept of ADHD as a heterogeneous disorder, in

which the same response patterns may be produced by different

dysfunctions, whether or not interacting.

Grace’s model locates the mechanism of phasic/tonic

imbalance of dopamine release at the level of presynaptic

regulation, and not at the level of neuron activity itself

(Grace, 2001). In our modeling, this presynaptic imbalance

may be caused by changes in DAT reuptake (Equation 1), DA

removal (Equation 1), autoreceptor occupancy (Equation 2), or

a combination of these factors. We chose to increase Vmax.

Yet, it is known that the binding potential of DAT, like that of

D2/3 receptors, decreased in adults with ADHD (Volkow et al.,

2009), and increased with long-term stimulant treatment (Fusar-

Poli et al., 2012; Wang et al., 2013). DAT binding potential

may reflect the density of dopamine terminals, but it is also

regulated over the long term by dopamine tone, decreasing

when extracellular dopamine is decreased and increasing when

extracellular dopamine is increased (Zahniser and Doolen,

2001). The decrease in DAT density in ADHD adults could thus

be the consequence of a long-term adaptation to a chronic low

tonic dopamine level, and its increase during chronic treatment

related to the restoration of a higher level. Our model does not

consider these long-term changes, but only evaluates the short-

term effects of the dopamine release imbalance on learning.

Changes in DAT binding potential in these studies (Volkow

et al., 2009; Fusar-Poli et al., 2012; Wang et al., 2013) are thus

not incompatible with our choice of increasing Vmax. Moreover,

in Equation (1), Vmax or Km could have been modified

to obtain similar results. Beyond its density, the functional

dynamics of DAT (characterized by its Km) may be altered

by other changes (such as ion dependence, or conformational

balance) that may themselves be related to genetic mutations.

For example, a variable number tandem repeat (VNTR) in

the 3’ regulatory region of the DAT gene results in two main

forms (long 10R and short 9R). The10R form has been found

to be associated with ADHD, at least in children and youth

(Grünblatt et al., 2019), and can combine with another VNTR

to produce haplotypes (Gizer et al., 2009; Franke et al., 2010),

susceptible to be modulated by epigenetic factors (Xu et al.,

2015; Lambacher et al., 2020; Tonelli et al., 2020). Genetic

and epigenetic changes may ultimately affect DAT dynamics.

Instead of increasingVmax, we could have also increasedKrem in

the removal part of Equation (1). Catechol-O-methyltransferase

(COMT) regulates dopamine level by degrading it, mainly in

the prefrontal cortex (PFC). COMT haplotypes showed different

level of activity (Diatchenko et al., 2005; Nackley et al., 2006)

and it has been proposed that a decrease in COMT activity

in the PFC could increase firing of pyramidal neurons and

glutamate transmission in basal ganglia, leading to an increase

in tonic dopamine, which in turn results in a decrease in phasic

dopamine (Bilder et al., 2004). However, this model has yet

to be convincingly proven (Nolan et al., 2004; Rosa et al.,

2010), as the association of genetic variants of COMT with

ADHD (Kang et al., 2020). In our model, dopamine phasic

release decreases with autoreceptor occupancy (Benoit-Marand

et al., 2001). However, the interactome governing dopamine

release is much more complex and includes transporters, G-

protein-coupled receptors, ion channels, intracellular signaling

modulators, and protein kinases. The phasic/tonic ratio of

dopamine release is thus a complex trait that varies along a

continuum whose regulation is still poorly understood, but

where DAT plays a key role. Increasing Vmax was not proposed

as a unique cause for a complex trait such as ADHD, but rather

as a means to shift the dopamine release to a more unbalanced

phasic/tonic ratio that can lead to an ADHD-like phenotype

through interactions with specific learning experiences. In this

perspective, we believe that our model has sound biological and

clinical plausibility.

The present model has limitations. Some parameters in

the model might not be identifiable and the exact value of

some others is not known. The values assigned to parameters

is the same for all the subjects within each group and does

not reflect the interindividual variability found in control and

clinical groups, but support the proof-of-concept approach.

The task we used does not require inhibitory processes, which

will have to be tested in further studies. Also, in further

studies the dysfunctions in the noradrenergic system should

also be included to better simulate the pathophysiology of

ADHD. Nevertheless, our model is a first step to investigate

the implication of the dopaminergic system in ADHD with a

mechanistic approach.

To conclude, our model opens perspectives to be used

as a platform to generate and test hypothesis regarding the
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dopaminergic system in ADHD. The effect of medication

on performance, the impact of different patterns of noise,

the difference in commission and omission errors and the

continuum in the severity of ADHD symptoms could be

explored with this model. The effect of gradual changes

in the tonic and phasic dopamine ratio will be simulated

in further studies to see if the effects on the associated

behavior are continuous or discontinuous with a threshold.

The model could also be used to simulate a no-response task

where the patient is asked to withhold the response when a

certain stimulus is sent like in the go/no-go task performed

in clinical practice. This modeling approach is a promising

step toward the development of an integrative model of the

dopaminergic system in basal ganglia for the elucidation of its

associated pathologies.
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Infrared neural stimulation (INS), as a novel form of neuromodulation, allows

modulating the activity of nerve cells through thermally induced capacitive

currents and thermal sensitivity ion channels. However, fundamental questions

remain about the exact mechanism of INS and how the photothermal e�ect

influences the neural response. Computational neural modeling can provide

a powerful methodology for understanding the law of action of INS. We

developed a temperature-dependent model of ion channels and membrane

capacitance based on the photothermal e�ect to quantify the e�ect of INS on

the direct response of individual neurons and neuronal networks. The neurons

were connected through excitatory and inhibitory synapses and constituted a

complex neuronal network model. Our results showed that a slight increase

in temperature promoted the neuronal spikes and enhanced network activity,

whereas the ultra-temperature inhibited neuronal activity. This biophysically

based simulation illustrated the optical dose-dependent biphasic cell response

with capacitive current as the core change condition. The computational

model provided a new sight to elucidate mechanisms and inform parameter

selection of INS.

KEYWORDS

computational model, infrared neural stimulation, neuronal network, photothermal

e�ect, ionic channel, membrane capacitance

Introduction

Many forms of external physical stimulation (electric, optical, ultrasound, and

magnetic stimulation) can regulate brain functions and the treatment of brain disorders

(Darmani et al., 2022). Compared with electrical stimulation, known as the gold standard

(Barborica et al., 2022), optical stimulation techniques have an extremely high value in

the neuromodulation field due to their high spatial accuracy and positional targeting.

Among the optical stimulation techniques, the ability of infrared neural stimulation

(INS) to activate or inhibit nerve cells without any genetic or chemical tissuemodification

provides better safety and clinical feasibility when compared with the other types of

optical techniques (Rajguru et al., 2011). This form of neuromodulation has potential
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applications in diagnosing and treating many neurological

and psychiatric disorders, such as dementia (Iaccarino et al.,

2016), Parkinson’s disease (Darlot et al., 2016), and depression

(Tanaka et al., 2011). Nevertheless, the rational design and

optimization of INS are hampered by the limited understanding

of its neural effects.

Understanding how infrared (IR) stimulation affects

neuronal activity and the mechanisms of interaction between

the influences generated by IR light and neural tissue is

necessary to address the question regarding the interaction

between INS and neurons. A growing body of in vitro and in vivo

evidence strongly suggests that laser is mediated by absorption

of the local aqueous medium surrounding the heated cell to

produce a thermal transient (Liu et al., 2009). INS regulates

neuronal membrane capacitance and ion channel conductivity

through the temperature-dependent mechanism generated by

this thermal transient effect (Shapiro et al., 2012; Singh et al.,

2019) and then modulates neuronal excitability. It is important

to investigate the effects of physical field modulation on the

neural network by considering the complexities of neuron

types and their connections. However, only a few studies on

the efficiency of INS at the neural network level were reported

(Xia and Nyberg, 2019). Hence, the mechanism of interaction

between the thermal effects produced by IR neural stimulation

and the activity of neuronal populations is still not clearly

elucidated, especially how the changes at one cell level can affect

the network. Indeed, the network effect of neuromodulation

has been shown to exist in other physical stimulations through

experiments and computational models (Miyawaki et al., 2012;

Di Lazzaro et al., 2018).

Computational modeling is a powerful tool for investigating

the mechanisms of INS and for helping bridge research

scales from a single cell to the network. A wealth of

theoretical and numerical models on the interaction of INS

with neural tissue exists. Most of them used spiral ganglion

neurons (SGNs) as potential stimulation targets to explore the

effects of IR stimulation on the level of isolated individual

neurons. For example, acute in vivo experiments using gerbils

to record optically evoked compound action potentials in

the cochlea demonstrated that the auditory nerve could

be stimulated by optical radiation (Littlefield et al., 2010).

Some researchers accurately simulated neuronal responses

by building a modified Hodgkin-Huxley (HH)-type model

to predict the action potential threshold generated by SGN

stimulation (Brown et al., 2021). Optical stimulation techniques

can significantly improve cochlear implants hampered by a

lack of spatial selectivity (Richardson et al., 2020). The above

results showed that most studies were performed at the level

of individual neuronal cells and did not address the dynamic

activity of neuronal networks exposed to IR light. Therefore,

considering the specific effects of photothermal effects on

the complex neuronal network and illustrating the interaction

between the photothermal effect and the neuronal network

through the simulation results of the computational model

are necessary.

In this study, we pursued a mixed strategy and developed a

cortical neuronal network model by lumping both microscopic

and macroscopic aspects to quantify the process of neuronal

network response to IR light stimulation. The model combined

excitatory and inhibitory neurons and synaptic structures, all of

which were essential to accurately model the effects of IR neural

stimulation. The present study aimed to investigate whether

laser irradiation could regulate network activity. With this more

complete model, we illustrated that the thermal effect in optical

modulation affected the activity in individual neurons, as well

as neuronal networks in a biphasic dose-response manner, thus

providing a reasonable reference for biological experiments.

Materials and methods

Based on neurophysiological features and experimental

observations, the typical neuronal network model includes

excitatory and inhibitory neurons, which are connected by

excitatory and inhibitory synapses, respectively, forming a

feedback circuit (Ocker et al., 2015). We focused on two levels,

ion channels and membrane capacitance, and extended to the

network structure to investigate the process of IR regulation on

neurons. Themodel construction and its dynamics analysis from

individual neurons to the neuronal network were as follows.

Neuron model

As the basic element of a neuronal network, the neuron

plays a fundamental role in modeling. Neuron modeling is the

primary step in developing neuronal networks. The well-known

Hodgkin-Huxley (HH) model was used in our neural network

(Hodgkin and Huxley, 1952). The corresponding dynamic

equation is as follows:

Cm
dvm

dt
= −gleak(vm − Eleak)

−gNam
3h(vm − ENa)− gKn

4(vm − EK )+ Iext (1)

whereCm is the membrane capacitance, vm is the membrane

potential, gleak, gNa, and gK are maximal conductance of the

leak, sodium, and potassium channels, respectively. Eleak, ENa,

and EK are the reversal potentials, and Iext is the external current

injected into the membrane, i.e., background current.

The environment to which the neuronal cells are exposed

generates temperature changes according to the rapid thermal

transients generated by IR radiation in biological tissues.

Therefore, a modified model of HH neurons was proposed

through this temperature-dependent process. The improved
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model could visualize the kinetics process of neurons under the

photothermal effect.

We extended the temperature influence factor φ(T)

(Chandler andMeves, 1970), which affected neuronal activity by

modulating the conductance and gating kinetics of ion channels.

Thus, the firing process and dynamic changes of neurons

under the premise of the thermal effect can be effectively

simulated. Additionally, neuronal excitability is acutely affected

by temperature through the changes in Nernst equilibrium

potential (Kim and Connors, 2012). According to the original

hypothesis of Hodgkin and Huxley, the activation m, n and

inactivation h gating variables could be combined with the

temperature coefficient φ(T), thus introducing temperature

variables into the opening and closing rates of ion channels.

Thus, the model of modulation of neuronal ion channels by

photothermal effects is described by the following equations:

αn =
0.032φ(T)5

exp[(−48− vm)/5]
(2)

βn = 0.5φ(T) exp[(−53− vm)/40] (3)

αm =
0.32φ(T)4

exp[(−50− vm)/4]
(4)

βm =
0.28φ(T)5

exp[(−103− vm)/5]
(5)

βh =
4φ(T)

1+ exp[(−23− vm)/5]
(6)

φ(T) = 3(T−6.3)/10 (7)

where αn and βn are the opening and closing rates of the

K+ channel, αmand βm are the opening and closing rates for

the activation gates of the Na+ channel, and αh and βh are the

opening and closing rates for the inactivation gates of the Na+

channel, respectively.

The IR radiation not only thermally modulates the ion

channel but also produces a temperature-dependent effect

on the membrane capacitance. Early experimental studies

demonstrated a correlation between capacitance (Cm) and

temperature (T) (Santos-Sacchi and Huang, 1998). Based on the

ferroelectric Curie-Weiss law, the temperature-dependent effect

of membrane capacitance could be represented visually and

the temperature-capacitance relationship could be effectively

fitted experimentally (Leuchtag, 1995). The fitting equation is

described as follows:

Cm = C0 +
k

Tc − T
(8)

where k is capacitance constant; C0 is a constant membrane

capacitance; and Tc is the Curie temperature of membrane

capacitance. The Curie temperature of the membrane capacitor

varied depending on the type of squid. Therefore, based on the

data obtained from the HH model, the Curie temperature range

was 31–50◦C.

In addition, the photothermal effect also affects the size of

the lipid bilayer, which in turn leads to changes in the membrane

capacitance of the neurons. In conventional models, the

capacitance would be assumed to be constant. However, recent

studies demonstrated that under the condition of IR radiation,

the change in capacitance caused a part of displacement current,

with temperature dependence (Peterson and Tyler, 2012). As a

result, we introduced the capacitive current component (Brown

et al., 2021), which could be expressed as the time derivative of

the membrane capacitance charge Cm(vm − Vs):

Im = (vm − Vs)
dCm

dt
(9)

where dCm/dt denotes the laser-induced dT/dt as a function

of the relational gradient dCm/dT. Vs is the asymmetric surface

charge potential. The capacitive current component was well-

fitted to the equation .

For the heat transfer effect of continuous wave laser,

the increased temperature varied for different wavelengths,

but a similar trend occurred in the case of the temperature

change rate. As the irradiation time increased, the temperature

gradient decreased significantly with respect to the initial

value. Therefore, under the specified laser pulse conditions,

dCm/dt was linearly proportional to dT/dt with a temperature-

dependent capacitance factor dT/dt = 0.313%◦C−1 (Plaksin

et al., 2018). Thus, the capacitor current equation is read

as follows:

Im = 3.13× 10−3 dT

dt
(vm − Vs) (10)

The schematic illustration of IR regulation on ion channels

andmembrane capacitance is shown in Figure 1. The parameters

(Hodgkin and Huxley, 1952) used in the neuronal model are

listed in Table 1.

Synapse model

In neurophysiology, synapses are the sites where

connections between neurons occur functionally and are

also the key players in constituting models of complex neuronal

networks. We used the synapse model originally proposed

by Tsodyks and Markram to describe the dynamics of the

synaptic terminal (Tsodyks et al., 1998; Barak and Tsodyks,

2007). The synaptic release process was achieved by the product

of the variables us and xs, in which us represents the fraction

of available neurotransmitter resources “docked” for release,

and xs is related to the proportion of total neurotransmitters

that could be released. Upon the arrival of an action potential,

us decayed to 0 at the 1/τf rate while xs reinstated to 1

at the 1/τr rate. The process mimicked neurotransmitter
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FIGURE 1

Schematic illustration of infrared stimulation at the cellular and molecular levels. Infrared irradiation caused changes in ion channel and

membrane capacitance, increases in the rate of ion channel opening and closing, and changes in the thinning and larger area of the lipid bilayer,

leading to changes in the response current.

TABLE 1 Parameters used in the neuron model.

Parameter Description Value

gleak Leak channel conductance 0.05 mS

gNa Sodium channel conductance 50 mS

gK Potassium channel conductance 30 mS

ELeak Reversal potential of leakage channel −60 mV

ENa Reversal potential of Na+ 90 mV

EK Reversal potential of K+
−85 mV

Vs Asymmetric surface charge potential 28 mV

Vth Firing threshold −63 mV

Vrest Resting potential −70 mV

Iext External current 1 pA

k Capacitance constant 2.2

C0 Constant membrane capacitance 0.824 µF

depletion and reintegration and can be read by the following set

of equations:

dus

dt
=

−us

τf
+ U0 · (1− us) · δ(t − tK ) (11)

dxs

dt
=

1− xs

τr
− rs · δ(t − tK ) (12)

where U0 is initial synaptic release probability at rest;

released neurotransmitter resources from the presynaptic

terminal can be calculated as follows:

rs = us · xs (13)

Then, the neurotransmitter concentration Gs in the synaptic

cleft is given by De Pitta and Brunel (2016):

dGs

dt
= −�c · Gs + rs · Qc · YT · δ(t − tK ) (14)

where in neurotransmitter clearance rate, Qc is vesicular vs.

mixing volume ratio and YT is total vesicular neurotransmitter

concentration. When a presynaptic action potential occurred,

the postsynaptic neuron was responded by increasing

corresponding excitability or inhibition conductance and

then gave rise to postsynaptic currents. The fraction of

postsynaptic receptors in the open state r can be described by

the following first-order dynamic equation:

dr

dt
= α · Gs · (1− r)− β · r (15)

where α and β are the forward and backward rate

constants, respectively. Finally, α-amino-3-hydroxy-5-methyl-

4-isoxazolepropionic acid (AMPA)- and N-methyl D-aspartate

(NMDA)-mediated excitatory postsynaptic currents (EPSCs) are

expressed by the following equations:
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TABLE 2 Parameters used in the synapse model.

Parameter Description Value

U0 Resting synaptic release probability 0.6

τf Facilitation time constant 0.3 s−1

τr Recovery time constant 0.5 s−1

YT Total vesicular neurotransmitter concentration 500 mM

�c Neurotransmitter clearance rate 40 s−1

Qc Vesicular vs. mixing volume ratio 0.005

αAMPA AMPA forward rate constant 1.1 µM−1
·s−1

βAMPA AMPA backward rate constant 190 s−1

αNMDA NMDA forward rate constant 0.072 µM−1
·s−1

βNMDA NMDA backward rate constant 6.6 s−1

IAMPA = gAMPA · r(t) · (vm − EAMPA) (16)

INMDA = gNMDA ·Mg(vm) · r(t) · (vm − ENMDA) (17)

Mg(vm) =
1

1+ exp(−0.062 ∗ vm)[Mg2+]/3.57
(18)

where g is the maximum synaptic conductance with gAMPA

= 0.35 nS, gNMDA = 0.026mS. E is the synaptic reversal

potential with EAMPA = ENMDA = 0mV. Noteworthily,

NMDA receptor channels contain a voltage-dependent term

representing magnesium (Mg2+) block with [Mg2+] = 1mM

(Jahr and Stevens, 1990). The parameters (De Pitta and Brunel,

2016) used in the synapse model are listed in Table 2.

Neuronal network

The cerebral cortex is a multi-scale structure with local

circuits interwoven to form a global network of remote

connections. Within this complex network structure, neural

activity propagates widely across temporal and spatial scales.

The network model constructed in this study started from

the microscale and took excitatory and inhibitory neurons

as the basic components to respond to the photothermal

effect of INS through synaptic interactions. Based on the

neuroanatomical ratio of excitatory to inhibitory neurons (4:1)

(Manos et al., 2021), the network model we designed comprised

3,200 excitatory neurons and 800 inhibitory neurons. The

excitatory neurons with 5% of the connected weight enhanced

signals, and the inhibitory neurons with 20% of the connected

weight transmitted suppression signals.

Further, the cell populations were distributed in the

Euclidean space to visualize and analyze the neuronal network.

In the 2D map of the network, red represents excitatory

neurons and blue represents inhibitory neurons, as shown

in Figure 2. In cortical neuronal networks, excitatory inputs

and inhibitory equivalents entered the cell together, allowing

targeted transient or sustained opening of signal receptors. This

tight coupling of excitatory and inhibitory signals exhibited

a more intuitive state of network equilibrium (Jirsa, 2004).

The model we developed was implemented in the Brian

2.0 simulator (Goodman and Brette, 2008; Stimberg et al.,

2017).

Results

IR neural stimulation-induced
temperature rise

The IR radiation is absorbed by the cellular tissue and

converted into thermal energy (Wells et al., 2007a; Thompson

et al., 2013). The temperature of the stimulation target increases,

leading to temperature-dependent neuronal stimulation. The

focus of this study was to investigate the spike activity and

coding processes of neurons and neuronal networks in terms

of the thermal effects generated by the action of IR light. Since

the majority of the material in biological tissues is water, we

first considered the process of temperature change produced

by the irradiation of IR light in water. The data obtained

from the experiments provided support for the simulation of

neuronal networks.

The schematic illustration of a laser irradiation detection

device is shown in Figure 3A. Phosphate-buffered solution (PBS;

Solarbio, China) of 0.5ml was irradiated using IR laser 1,550 nm

(Changchun New Industries Optoelectronics, China) in 24-

well plates (Corning, USA) at room temperature. The optical

stimulation was performed at the bottom of each well with a

temperature probe (Fluke 17B+, USA) 10mm away from the

well. The power of the laser over the beam region was monitored

by a Thorlabs (Thorlabs PM100D, USA). The temperature

variation induced by laser irradiation is shown in Figure 3B.

The increased temperature distribution ranged from 0.9 to 30◦C

at the different laser powers, in which the trends showed a

rapid increase and gradual stabilization of temperatures (Xia and

Nyberg, 2019). Consequently, the temperature increases in the

INS computational model were primarily 10, 20, and 30◦C.

Spiking rhythms exposed to IR neural
stimulation

The equations were inserted in editable format from the

equation editor. We described the firing behavior of the

neurons to verify whether IR-induced temperature changes

could evoke neuron depolarization. A constant offset current

with an amplitude of Iext = 1 pA was injected into the

neuronal model to induce tonic spikes in the neuronal action

potential. We used neuronal spikes without photothermal effects

as the original reference and the variation of the neuronal
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FIGURE 2

Neuronal network visualization in the Euclidean space. The 2D network diagram shows excitatory neurons in the red dots and inhibitory neurons

in the blue dots. For the sake of clarity, the connection of 5% out of all excitatory synapses was selected at random (red lines).

FIGURE 3

Temperature distribution at the di�erent laser power. (A) The experimental setup of laser irradiation detection. (B) Temperature change curve

over time caused by infrared light irradiation at 1,550nm (initial temperature 21◦C). PBS, phosphate bu�ered solution.

membrane potential in the experimentally probed temperature

range was characterized.

The thermal effect produced by IR light is interfered with

the spike timing of neurons, as shown in Figure 4. The numbers

of neuronal spikes from the recording time were 22, 52, 34,

and 9 with the temperature increase of 0, 10, 20, and 30◦C,

respectively. Compared with no change in temperature, the

neuronal spikes at 10 and 20◦C were increased by 136.4
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FIGURE 4

Membrane potential of single excitatory neurons under the action of increase in temperature by (A) 0, (B) 10, (C) 20, and (D) 30◦C.

and 45.4%, respectively, and the spike count at 30◦C was

decreased by 59.1%. These results revealed an optical dose-

dependent biphasic cell response. Figure 5 shows the inter-spike

intervals (ISIs) changes in neuronal spiking trains evoked by

different temperature conditions. ISIs were equally distributed

with approximately the same value (84.5ms) in the absence of

optical stimulation. The variations in ISIs were related to the

changes in neuronal spike time. With an increase in temperature

(0◦C < 1T < 20◦C), the lower ISIs values represented a

high neuronal spike count and the data presented irregularity.

With increasing temperature (20◦C < 1T < 30◦C), the higher

value of ISIs referred to sparse firing of neurons, indicating

that the neuronal activity was inhibited, which was in tune

with the results shown in Figure 4D. The large range of ISIs

showed irregular neuron firing. Furthermore, we calculated

and analyzed the Coefficient of Variation (CV) of neurons

under different temperature changes, as shown in Figure 6.

The results visually displayed the increasing trend of CV value

with the increased temperature. In this process, the irregularity

of interspike time became larger, and the neuronal activity

became more active. When the temperature continued to rise,

the CV value began to decrease, and the neuron activity

decreased. Overall, the result of CV is consistent with the

change of spike rate and shape of the single neuron during

treatment with increased temperature. Except that the time

course of an action potential characterized by ISIs and CV

was affected, the result also shows the decrease of amplitudes

of action potentials changing with temperature increase

(Hodgkin and Katz, 1949).

Overall, these results indicated that the temperature

changes of different intensities powerfully influenced neuronal

spiking rhythms by the capacitive current and voltage-gated

ion channels, and this effect was increased with increasing

stimulus intensity.
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FIGURE 5

Inter-spike interval (ISI) sequences of neuronal spiking trains exposed to di�erent temperatures.

FIGURE 6

The Coe�cient of Variance (CV) value of neurons inter-spike intervals exposed to di�erent temperatures.
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Modulation of presynaptic release and
postsynaptic currents with IR neural
stimulation

The aforementioned analysis revealed the impact of IR

neural stimulation on neuronal activity. The neurotransmitters

released from presynaptic terminals were changed with neuronal

spike activity. Thus, we investigated the synaptic transmission

response to the photothermal effects of IR neural stimulation.

As previously reported in the literature, IR stimulation has the

potential ability to modulate glutamate release by stimulating

glutamatergic nerve endings (Amaroli et al., 2018). This

scenario is illustrated in Figure 7, depicting the response of

the synaptic model to a series of action potential changes

induced by the photothermal influence. Increased temperature

(10 and 20◦C) robustly enhanced excitatory presynaptic

release probability (Figure 7, blue and green lines). A slight

temperature increase generated by IR laser light could stimulate

vesicular neurotransmitter release. In the presence of a higher

temperature at 30◦C, the scenario was reversed (Figure 7,

orange line), that is, photoinduced hyperthermia inhibited

excitatory presynaptic release. Figure 8 shows that different

temperatures affect the EPSCs under photothermal action

with a running time of 10 s. At different temperatures, the

discrepancy in postsynaptic activity was observed, which was in

line with the dose of photothermal effect and the quantal size

variability in presynaptic neurotransmitter release (Figure 7).

The increased temperature induced by INS affected synaptic

activity to a large extent when compared with the absence of

photothermal stimulation. It could increase or decrease the

frequency of neuronal spikes and affect synaptic efficacy and

neural information processing.

Impacts of IR neural stimulation exposure
on a neuronal network

The connectivity of excitatory and inhibitory neurons as

the basic ingredients is specified by synapses, which ultimately

make up the interaction and co-regulation of a complex network

structure. Akin to simulate the network structure in cortical

neurons, the network is capable of displaying complex dynamics

analysis behaviors.

The simulation of the neuronal network in Figure 9 shows

a raster plot of the firing activity of 25% of the excitatory

neurons (red) and inhibitory neurons (blue) in the network and

in response to temporarily increasing external stimuli with 10,

20, and 30◦C (rectangular stimulus change in the top panel).

Prior to stimulus onset (t < 3 s, increased 0◦C), the neuronal

ambient temperature was in a moderate situation. Therefore,

the model was in a state of network equilibrium that included a

network-averaged firing rate (bottom panel). For 3< t < 6 s and

9< t< 12 s (increasing to 10 and 20◦C, respectively), all neurons

were affected with increased temperature. The neuronal activity

was significantly enhanced, as reflected by a denser raster plot

and high-frequency population activity during this period. The

external stimulus returned to its original value (at t= 6 and 12 s),

and the neuronal firing returned to normal accordingly. With a

temperature rise to 30◦C (15 < t < 18 s), the presented network

raster plot and consequently the dynamic characteristics of

the total firing rate were observed to show low-frequency

population activity. The increased temperature and excitatory

and inhibitory spike counts are shown in Figure 10. Thus, it was

inferred that small temperature increases enhanced neuronal

network activity, whereas higher temperatures inhibited the

neuronal spike activity of the neuronal network. These results

matched well with previous experimental observations (Xia and

Nyberg, 2019), that is, beneficial at a low dose and harmful at a

high dose.

Discussion and conclusion

The potential utility of IR stimulation has been

demonstrated by numerous experimental research studies.

However, the lack of understanding of its underlying

mechanisms has hindered its scientific and clinical applications.

Based on neurophysiological findings, we designed a biophysical

neuronal network model to mimic the interaction between the

photothermal effect of IR neural stimulation and neurons. The

simulation results of our study provided new insights to explore

the response of neurons to optical stimulation.

Optical modulation can stimulate discrete groups of nerve

fibers in a contact-free, damage-free, and artifact-free way.

Regardless of the application, the interaction between the

laser and the biological tissue results in light distribution and

absorption, leading to photobiological effects. The generation

of the photothermal effect is related to the transient irradiation

process by IR light, which is a temperature dependent and

transient mechanism. Our experiments are consistent with this

conclusion by measuring the temperature increase of the PBS

caused by the laser. After laser irradiation, the temperature

increases exponentially, which reflects not only the temperature

change but also the continuous transformation of temperature

change rate with laser irradiation time. Combined with research

and experiments (Ebtehaj et al., 2018; Ganguly et al., 2019),

the thermo-induced capacitive current and the modulation of

thermal-sensitive ion channels were modified in response to

IR stimulation. The results suggested that IR light-induced

thermal effects could regulate neuronal spikes, displaying the

characteristics of optical dose dependence, that is, low-level laser

enhances neuronal activity and high-level laser inhibits neuronal

activity. These findings were akin to the expected optical dose-

dependent biphasic cell response (Huang et al., 2009). Though

the excitability of neurons depends on synaptic connections,
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FIGURE 7

Variations in presynaptic glutamate release probability (Pr) in response to di�erent temperatures. The dots represent each presynaptic release

event.

FIGURE 8

Variations in excitatory postsynaptic currents (EPSCs) evoked by glutamate released from the presynaptic terminal during treatment with

di�erent temperatures.

our study here focused on individual neurons, suggesting that

the laser can activate or inhibit the activity of neurons even

without synaptic interactions or neuronal network properties.

The result proves that the INS mechanism is mediated by

temperature transients induced by IR absorption, and neural

activation with laser light results from the thermal transient.

In fact, mounting evidence indicates that many types of mild

stresses, such as hyperthermia, hypothermia, and an altered pH,
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FIGURE 9

Raster plot and mean firing rate of neural activity during treatment with di�erent temperatures. Simulations of neuronal network for a

rectangular-pulse increase in temperature by 10, 20, and 30◦C (top panel). The raster plot (middle panel) shows the spike activity of 25% of all

excitatory (red) and inhibitory neurons (blue) of the network. The mean firing rate of the network is shown in the bottom panel.

can directly or indirectly interfere with protein functions and

signaling pathways in cells and then affect cell activity (Chen

and Chiao, 2020). It is worth noting that the temperature change

caused by the photothermal effect not only has an effect on

voltage gating but also affects the reversal potential of sodium

and potassium current based on the application of the Nernst

equation (Yu et al., 2012).

A further interesting prediction of this model was

the modulation of synaptic and network activity by IR

neural stimulation. The results of the present study showed

that moderately increased temperatures indeed enhanced

neurotransmitter release probability and neuronal network

activity in an optical dose-dependent manner. Irradiation-

induced photothermal effect somehow stimulated the release

of neurotransmitters at the synaptic level, thus facilitating

the transmission of neural information. The efficiency of

exocytosis is higher at a slightly increased temperature than

without stimulation, while laser above a certain energy

threshold reduced synaptic activity. This was in agreement with

existing literature and experimental observations that nerve

endings were sensitive to light, and the IR light was shown to

induce amino acid neurotransmitters to release by stimulating

glutamatergic or GABAergic nerve endings (Nouvian, 2007;

Wells et al., 2007b; Ahmed et al., 2008; Feng et al., 2010;

Amaroli et al., 2018), leading to the transmission or inhibition

of nerve excitation. However, the specific neuron types and

corresponding stimulus parameters have not been integrated

into a unified framework. The reasons for this variability may

be the different neuronal types in the brain, such as excitatory

neurons and inhibitory neurons, or their subtypes vary in

response to INS (Ahmed et al., 2008; Feng et al., 2010). Though

precise stimulus parameters have not been validated, and the

mechanism by which optical energy causes changes in synaptic

function remains unclear, our simulation result showed that
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FIGURE 10

Spike count of excitatory and inhibitory neurons in the neuronal network during treatment with di�erent temperatures.

synapses could act as filters through a release-decreasing or

release-increasing response to the external stimulus (Abbott and

Regehr, 2004). The changes in synaptic structure and function

often represent plasticity, which is the candidate mechanism for

the change in brain function. Numerous studies on transcranial

magnetic stimulation and transcranial electrical stimulation

demonstrated that these two types of stimulations had effects

on synaptic plasticity (Fritsch et al., 2010; Tang et al., 2017).

However, optical stimulation working through direct or indirect

effects on synapsis requires further exploration to elucidate the

exact mechanism. In addition to the cell level, the photothermal

effect of optical stimulation could regulate neural network

firing rhythms in the manner of dose-dependent biphasic cell

response. It is well-known that brain activity depends largely on

collective phenomena, which arise from the complex networks

connected through synapses. The network model structure can

be adapted and adjusted by sensing external stimuli, which is

a scale between the macroscopic brain and the microscopic

neuron (Sporns et al., 2005). Numerical simulation results

of our model show that the characteristics of changes in the

network match well with the response of individual neurons and

synaptic activity to temperature increase. The most important

was that these scenarios were reversible, not permanent. Apart

from photothermal effects, photochemical and optoacoustic

effects or some other effects could also potentially contribute the

neuronal response to IR neural stimulation (Kramer et al., 2009;

Shi et al., 2022). Further experiments are needed to explore

these possibilities.

In conclusion, this study developed a computational model

for simulating the response of cortical neurons to IR neural

stimulation and enabled the quantification of the effects of

photothermal effects on individual neurons, synapses, and

networks. The numerical simulation results demonstrated the

importance of the photothermal effects of INS. This model will

be optimized and integrated into a multi-scale model in the

future to guide non-invasive brain stimulation programs.
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Developmental selection of neurons and synapses so as to maximize pulse

synchrony has recently been used to explain antenatal cortical development.

Consequences of the same selection process—an application of the Free

Energy Principle—are here followed into the postnatal phase in V1, and

the implications for cognitive function are considered. Structured inputs

transformed via lag relay in superficial patch connections lead to the

generation of circumferential synaptic connectivity superimposed upon the

antenatal, radial, “like-to-like” connectivity surrounding each singularity. The

spatiotemporal energy and dimension reduction models of cortical feature

preferences are accounted for and unified within the expanded model, and

relationships of orientation preference (OP), space frequency preference

(SFP), and temporal frequency preference (TFP) are resolved. The emergent

anatomy provides a basis for “active inference” that includes interpolative

modification of synapses so as to anticipate future inputs, as well as

learn directly from present stimuli. Neurodynamic properties are those of

heteroclinic networks with coupled spatial eigenmodes.

KEYWORDS

free energy principle, spatiotemporal energy, dimension reduction, visual cortex,
synchronous oscillation, apoptosis, cortical self-organization

Introduction

Explication of the stimulus filter characteristics of neurons has been a major theme
in neuroscience for more than 50 years and studied in greatest detail in cortical area V1.
This analysis has contributed significantly to the field of artificial neural networks, as
well as visual processing. Yet puzzles in the organization of the filter characteristics have
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persisted, entwined with other puzzles—particularly the
functional relevance of cortical columns and their variable
definition in different cortical sites and species (Horton and
Adams, 2005; Molnaìr, 2013)—leaving uncertain the ways real
cortical mechanisms differ from the simplified solutions applied
in deep learning backpropagation networks (Domingos, 2015;
Marblestone et al., 2016). Selective filtering in real neurons has
been carried over into artificial neural networks, but is this
the only essential property? How much of the orderliness in
mesoscopic cortical anatomy has functional importance? Is
this order, or its lack, a co-incidental manifestation of growth
processes and just a metabolically efficient arrangement, or is it
essential to information processing per se?

Latterly, theoretical developments, based upon
fundamentals of information processing, computation, and
predictive coding, suggest that, via the Free Energy Principle
and its concept of “active inference” (Friston, 2005, 2010; Clark,
2013), a deeper unification of brain structure and cognitive
function may be possible. This abstract concept requires
explication in cellular specifics—literally and metaphorically,
flesh on its bones—but offers clarification of the goal to be
achieved by models of the brain. Hopefully moving toward that
goal, this paper extends our earlier “minimum free energy”
(Wright and Bourke, 2021a,b) account of antenatal mesoscopic
neocortical development into the postnatal period. We will
show that, in this extension, further functional relations between
the meso-anatomy of the cortex, the filter characteristics of
cortical neurons, and of the storage and manipulation of sensory
images become apparent.

Feature filter models and problems
encountered

From the foundational studies of Hubel and Wiesel, 1962,
1963, 1968, it was apparent that individual neurons responded
to afferent pulses preferentially, as if filtering for selected
characteristics, and were shown to exhibit anatomical order on
the basis of these filter characteristics (Bonhoeffer and Grinvald,
1991 and subsequent)—whether OP, ocular dominance (OD), or
the later emphasized SFP and TFP. Explaining how the selective
characteristics developed was, and is, the central theoretical
problem. A definitive review of early models, comparative
and in historical order, is provided by Swindale (1996, 2008).
A distinction may be drawn between models emphasizing
feed-forward connections from the visual pathways, vs. those
emphasizing contextual intracortical connections. The former
class of models has been recently reviewed by Vidyasagar and
Eysel (2015).

The initial feed-forward Hebbian models for OP share in
common a conception of OP as consequent to the generation of
a shaped field of excitation in small cortical areas and draw upon
common assumptions of patterned retinal activity, Hebbian

synapses, radially symmetric short-range excitatory and longer-
range inhibitory lateral connections, and normalization of input
strengths. Beginning from the work of von der Malsburg
(1973), subsequent models in the family (von der Malsburg and
Willshaw, 1976, 1977; Swindale, 1980, 1981a,b, 1982; Linsker,
1986a,b,c; Miller et al., 1989; Obermayer et al., 1990, 1992;
Goodhill, 1993) varied in learning rule details and updating,
range of lateral correlation and inhibitory surround, nature of
synaptic competition, distribution of synaptic terminals from
afferents, correlation of binocular inputs, etc. All produced, to a
varying degree, good accounts of the topology of OP, columnar
order, and OD but did not easily explain why ordered OP
emerged in the antenatal period without structured visual input
(Wiesel and Hubel, 1974). Internally generated retinal waves
were then supposed to provide the needed stimulus (Galli and
Maffei, 1988; Burgi and Grzywacz, 1994). Yet the converse
finding that visual stimuli are required to maintain the OP
order in post-natal life (Hubel and Wiesel, 1970; Blakemore
and Van Sluyters, 1974) even to the extent of requiring lines at
particular orientations for the development of normal dendritic
structure (Tieman and Hirsch, 1982) seemed contradictory if a
simple stimulus were sufficient. A crucial assumption—that of
a symmetric inhibitory surround extending beyond each zone
of excitation—was not justified anatomically. Further, this class
of models treated OP as a fixed filter property—not a property
interactive with other stimulus contexts—and this was to prove
problematic.

Another suggestion made early by Hubel and Wiesel
was directed not to the origin of the filter properties, but
their spatial ordering, and led to the development of another
major idea (Kohonen, 1982; Mitchison and Durbin, 1986;
Durbin and Willshaw, 1987; Durbin and Mitchison, 1990;
Swindale et al., 2000)—that all combinations of different feature
responses should be equally well represented over all positions
in visual space. This would necessarily involve conflict at
all points between continuity and completeness of all types
of filtered representations—yet would favor minimization of
axon and dendrite distances of connection between the cells.
Conflict resolution required a packing of cells of different
categories, constrained so as to fit all features closely together
in the best approximation possible. This accounted well for
the organization of OP about pinwheel singularities, linear
zones, and saddle points, and could be seen to be operating
to good effect at the margins of OD columns, and also at
elevation/azimuth lines, in variants of V1 organization (Yu et al.,
2005; Farley et al., 2007). It even accounted for extremes of either
high space frequency preference (HFSP) or low space frequency
preference (LSFP) about OP pinwheels (Issa et al., 2000), since
this produces the best general matching of all OPs with all
SFPs because of conflicts in attaining best continuity (Issa et al.,
2008). As well as introducing a “small world” notion of cortical
connections, the concept implied “dimension reduction,” since
a higher dimensional feature space was being compressed onto
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the two-dimensional cortical surface. Associated ideas from
information theory suggested that information coming from
the retina is projected to the cortex with minimization of
redundancy (Barlow, 1959) and conservation of maximum
mutual information (Linsker, 1989). The dimension reduction
model was compatible with feed-forward and Hebbian accounts
but did not depend upon them, since it could be argued
that the Hebbian group of models had been successful in
the reproduction of OP and OD simply because they had
each provided non-unique conditions imposing continuity and
completeness on the outcomes. Similar issues are now emerging
in machine learning in the form of disentangling representations
in deep (convolutional) neuronal networks (Higgins et al.,
2021).

Hebbian feedforward models then encountered another
need for revision. The separate filter characteristics were
interdependent, not independent. SFP, TFP, and stimulus
velocity were interrelated because TFP was the optimum
combination of stimulus space frequency and velocity (Baker,
1990). The OP preferences of neurons were not, as they had
initially been assumed, fixed, simple responses to a single line.
A neuron’s OP had been traditionally measured for slowly
drifting stimulus lines oriented orthogonally to their direction
of motion. However, OP varied systematically with speed of
stimulus motion for all angles of attack other than that strictly
orthogonal to motion, varying up to an OP orthogonal to that of
the lowest speed (Basole et al., 2003, 2006). Prompted by this
finding, the spatiotemporal energy model was advanced. This
treated the individual neurons’ responses as a combination of
their OP, SFP, and TFP responses, with spatiotemporal energy
defined as the product of stimulus space frequency and speed.
The individual cell’s responses could be predicted by summing
feature preferences obtained from feature preference maps in
the locale of the neuron (Zhang et al., 2007; Issa et al., 2008).
When combined with the dimension reduction model, most
problems seemed solved, but the origin of filter selectivity
remained mysterious, and it was not entirely clear how OP and
spatiotemporal energy were associated. An oddity not accounted
for was that concurrent stimulation using stimuli with different
orientation, yet all at optimum SFP, resulted in antagonistic
blockade of responses, rather than independence or summation
(Benevento et al., 1972; Blakemore and Tobin, 1972).

Arising from a rather different line of enquiry but
motivated in part by the above problems, an account of
the antenatal development of the neocortex was proposed by
the present authors (Wright and Bourke, 2013, 2016, 2021a).
The development of both columnar and of non-columnar
cortex, the nature of superficial patch-to-patch connectivity,
the organization of OP around singularities, OP linear zones
and saddle points, like-to-like superficial patch/OP connections,
and differences between monocular V1 and OD columns were
explained. The model accounts for the emergence of ultra-small-
world organization, and the generation of a transformed map

of the visual input field—but does not depend upon structured
input other than as diffuse noise. So, although consistent with
continuity and completeness requirements, it is not a dimension
reduction model in the usual sense. Synaptic competition
and Hebbian learning are assumed, but the concept of an
inhibitory surround is not required. The antenatal structure is
considered a scaffold upon which postnatal organization can
begin. The variation of OP with stimulus speed and angle of
attack are explained, not as a consequence of combinations
of features, but consequent to lag conduction within the
superficial patch system. However, considerations of SFP and
TFP were otherwise ignored. Consistent findings in non-
columnar somatosensory cortex further supported the account
(Wright et al., 2014) and it was later shown that the same
principles can be extended from mesoscopic scale to inter-areal
cortico-cortical connectivity (Wright and Bourke, 2021b). A link
emerged to the very general, abstract, approach to learning
proposed in the Free Energy Principle and related concepts
of prediction error minimization and cortical computation,
supplementing the earlier interpretations of continuity and
completeness as redundancy minimization and maximization of
mutual information.

Summary of antenatal model

Our model is applied in the very sparse one-to-many
connectivity of cortical neurons under unified fast and slow
synaptic learning rules (Izhikevich and Desai, 2003) and neural
dynamics,1 as summarized in Wright and Bourke (2021a,b).
It has been observed that during embryogenesis synchronous
firing of neurons protects them against apoptosis (Heck et al.,
2008; Sang et al., 2021), as they form into small-world
assemblies (Downes et al., 2012). This led us to propose that
selection of developing neurons and synapses by apoptosis
operates to maximize synchronous cell firing, thus shaping the
outcome of genetically regulated cell numbers, patterns of cell
migration, and differentiation into cell phenotypes (Rakic, 2009;
Geschwind and Rakic, 2013). Synchronous oscillation is the
“ground state” of equilibrium pulse exchanges among mixed
excitatory and inhibitory cells (Chapman et al., 2002), so that,
while constantly seeking equilibrium, the developing neurons
also maximize their uptake of growth stimulation factors
and thus tend to survive. Minimum resource consumption
requires an approach to ultra-small-world configuration, further
favoring avoidance of apoptosis early in embryogenesis.

1 The neural field models upon which our arguments are based
follow from the work of Freeman (1975) and Liljenstrom (1991), and
their development is recounted in Wright (2016). They model the
power spectrum, frequency wavenumber content, evoked responses,
and synchrony of electrocortical waves (Wright and Liley, 1996; Robinson
et al., 1997, 2001; Rennie et al., 2002; Chapman et al., 2002).
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Extension of these principles would also regulate the generation
and pruning of synapses at later stages.

In the developing cortex, early spontaneous synchrony
comes under the influence of the sensory periphery as soon
as afferents reach the cortex (Schmidt et al., 1999; Espinosa
and Stryker, 2012; Molnaìr et al., 2020), and there is no clear
transition from an antenatal to a postnatal state—merely an
early phase and later stages through to adulthood. However,
for purposes of convenience in the following account, we have
referred to all later development once sensory inputs become
structured as “postnatal,” although no definite time of transition
between antenatal to postnatal is clear.

The early selection process is followed in a population of
short and long-axon excitatory intracortical cells mixed with
short-axon inhibitory partners. Polysynaptic flow in the one-
to-many sparse connectivity of neurons leads to multi-stable
equilibria of pulse exchange between all cells even though few
are initially monosynaptically connected. This explains how
long-range correlation of firing of developing neurons appears
even before long-range connections are established (Smith et al.,
2018).

Equilibrium requires the excitatory and inhibitory
populations each fire in phase with cells of the same type,
and in inverse phase between the two populations, so that early
in development

ϕij (t) = ϕji (t) (1)

where ϕij and ϕji represent the exchanged pre-synaptic fluxes
between i-th and j-th neurons over all pathways of connection.
Competition and feedbacks inherent in synaptic learning rules
lead toward bidirectional symmetry of gains along the prolific
pathways, so a trend develops such that

ρijgijεij = ρjigjiεji (2)

where ρij,ji is the net structural synaptic connectivity between
the two cells over all paths of connection, gij,ji is their slowly
consolidated synaptic gain, and εij,ji is fast transient synaptic
efficacy. Each of the three factors converges on a separate
time scale toward symmetry. Neurons unsuccessful in these
competitive processes are eliminated, and initial, almost entirely
unidirectional excitatory synaptic links become supplemented
by an increased proportion of bidirectional monosynaptic
connections, emerging from the polysynaptic background.
Consistent with the Free Energy Principle, development follows
a governing equation

F = A− C (3)

where A is the population sum of pulse autocorrelations, C
is the sum of pulse cross-correlations, and F, the analog of
thermodynamic free energy, is continuously minimized as
bidirectional monosynaptic connections increase in number.
This formulation of self-organization of the functional
architecture of visual cortex reflects a key fact of the Free

Energy Principle: many self-organizing systems move toward
generalized synchrony and minimization of prediction errors,
until all interactions have become established and reliable, and
provide a complementary interpretation of Equation 3.

Freeenergy = accuracy minus complexity.

Accuracy (under the free energy principle) is the expected
log likelihood of some observable outcome (e.g., presynaptic
strengths), while complexity scores the divergence between
posterior and prior representations of the latent causes of
observable inputs. This can be read as the degrees of freedom
that are induced by presynaptic inputs to cause a change in
internal representations stored in a neuronal population.

The geometrical consequences for cell organization are
indicated in Figure 1. Symmetry of the formation of synapses
in small-world configuration requires the longer-axon cells
to become superficial patch cells, forming patch-to-patch
connections with other long-axon cells, while the short-axon
cells form local clusters. Short and long-axon cells connect
reciprocally at a range at which the population density of their
axonal trees are similar, creating in the process an approach
to classical “like to like” OP connections [although in this
model, and in reality, patch cells communicate more broadly
than strictly “like to like” (Martin et al., 2014)]. This results
in the formation of “global to local maps,” where the “global
map” is defined as the topography of an extended part of the
cortical surface surrounding a local short-axon cluster, and the
“local map” is the projection of the global map onto excitatory
neurons of the local cluster. This leads to column formation,
or to diffuse, apparently formless, connectivity, depending on
the relative lengths of short and long axons—yet with the
same pattern of small world organization—an order based on
inverse synchrony-vs.-distance relations, synaptic competition,
and local self-stabilization of pulse frequencies.

The emergent system provides lateral contextual
information to neurons, determining their pattern of activation
when they are also directly triggered by their extra-areal inputs.
With regard to OP, coverage is both continuous and complete.
This involves dimension reduction in a second sense, since, as
bidirectional monosynaptic connections increase in number
and free energy is minimized, system dimension falls.

The global to local maps are not simple Euclidean maps.
Instead, they require projections to the inter-winding and cross-
connected networks of local neurons and can be represented
in the following mathematical form. P is a complex number
position on the cortical surface and p is a complex number
position within a local map with map center origin, p0. The
global map projection to any of many neighboring local maps
takes the approximate form of projection of a Euclidean plane
to intersecting Mobius strips, as

P→
{
p = ± p′ (P−p0)

n

|P−p0|
n−1 + p0

}
(4)
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FIGURE 1

Patterns of synaptic connectivity seen in outcomes of growth simulations. (Left) Superficial patch cells. A representative long-axon (patch) cell
(large red central spot) and patch connections. Surrounding zones of potential connection with other patch cells have been delineated in light
gray concentric circles. Dark gray patches occur where other clusters of patch cells are positioned and able to make reciprocal connections,
regularly spaced, patch-to-patch. Patch cell connections to short-axon local cells, maximizing resonance under stimulation of a particular
angular domain are shown as darkened blue areas of “like to like” connections. (Middle) Local connectivity. Sparse short-axon cell connections
have been marked in black or white, showing how interweaving networks occur. Some connections result in partial closure rather than
complete independence of the interpenetrating networks. Fields of synaptic connections from patch cells to local cells are colored red, green,
and blue according to their origins from diametrically opposite patch cell clusters These oppositely placed cell groups establish synapses on
interpenetrating, distinct parts of the local cell network in a pattern best maximizing synchronous resonance, and creating local maps. (Right) A
representation of intermingled networks of short-axon local cells conceptualized as cross-connected systems analogous to Mobius strips. Red,
blue, and green bands indicate synaptic connections to/from the surrounding patch cell network. The degree of overlap of closed local cell
connections can vary from clearly columnar to blurring with the apparent absence of columnar order.

where p′ =
√
−1k defines the rotation and scale

of the local map, ± indicates map chirality, and
p0 = p0 (1) , p0 (2) , p0 (3) , are the local map centers.
Symmetric reciprocal connections develop between superficial
patch cells and local cells in arcs radiating from each map
center, while maximum synchronous resonance requires the
interpenetrating local networks are cross-linked into closed
loops. Consequently n must take even integer values—the
simplest case, n = 2, being that of projection to a single
Mobius strip, or to multiple cross-linked Mobius strip-like
networks. Other cases representing more complicated patterns
of higher n may also be embedded and cross-linked with each
other, but all appear similar to the simplest case, n = 2, when
describing the appearance on the cortical surface, as if it were
two dimensional.

Each inverse map, describing the return of reciprocal
monosynaptic connections from local to patch cells, is given by

∓P← ±
1
p′
(
∓p-p0

) 1
n
∣∣∓p-p0

∣∣n−1
− p0 (5)

The ∓ sign (distinct from the use of ± for map chirality)
is here introduced because the input map results in coincident
mappings (as viewed in two dimensions) to the 0− π and
π− 2π (i.e., + or −) “limbs” in the Mobius representation
from the Euclidean global positions at angles 0− 2π, thus
creating the typical form of OP about a singularity at
each map center.

Further maximizing synchronous resonance, adjacent
local maps are arrayed in an approximately mirror-
image formation, with cross-links between homologous
map positions between neighbors. This results in

the formation of linear zones and saddle points
with, to greater or lesser degrees, interpenetration
with other maps.

In proposing that developmental self-organization is based
upon synchrony, we do not intend to exclude the possible
relevance of alternative or complementary effects—as examples,
organization of patch cell connectivity in a chemical diffusion
model (Bauer et al., 2014), or recent revision of the retinal
wave hypothesis (Kim et al., 2020)—and as a model of
contextual interactions, there is some overlap with the model
of Grabska-Barwinska and von der Malsburg (2008). However,
the range of anatomical features explained by synchronous
selection is so extensive that this model appears sufficient in
itself.

Requirements for approach to
minimum prediction error

Overarching rules for adaptation included in the Free
Energy Principle (Friston, 2005, 2010; Friston et al., 2012; Clark,
2013; Ramstead et al., 2018) help define goals for the outcome
of the present model. The Free Energy Principle requires that,
as learning progresses, the states of lower neural subsystems
are precisely predicted, and their perturbing effects minimized,
by subsystems higher in the sensory hierarchy. Zero prediction
error requires that for any cortical area (with V1 representative)
as external signals are input to the intracortical cells, signals later
return from their distributions to the local maps to the sites of
input in a precisely required match.
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In the antenatal model, the bidirectional intra-areal
exchange of signals can be represented as

O
(
P, t − |P−p|

ν

)
→
{
o
(
p, t
)}

(6)

and {
o
(
p, t
)}
→ O

(
P, t + |P−p|

ν

)
(7)

where ν is the speed of intracortical signal conduction,
{
o
(
p, t
)}

are sets of synchronous pulse activity generated in the local
maps, and O

(
P, t ± |P−p|

ν

)
are the patterns of activity

generating forward and backward pulse trains between sites of
arrival of the input signals and the laterally distributed local
maps. At an asymptotic limit of fully completed learning the
difference in forward and backward signals must be minimized
to zero in the face of ongoing perturbation by the inputs. That is

{
o
(
p, t
)}
↔ O (P, t) ∀

(
P, p

)
(8)

At that idealized limit, the input field and stored
representations would exchange complete mutual information.
This requires the exchanges must take place with group
modes (eigenvectors of a delay matrix) that are invariant and
bidirectionally symmetrical. There is an exact physical analogy
to transmission without distortion of signals in fiber-optic
cables, where absence of distortion (i.e., invariant group modes)
requires continuous coupled interaction of spatial eigenmodes
(Carpenter et al., 2016). So, our model may be expected to
exhibit an analogous physiological expression of coupled spatial
eigenmodes.

There are further demands to be made for a reasonably
complete account. How will the newly induced selective-filter
topography differ from the old? The stored information must
enable association over both short and long ranges within
the cortex. It should be seen how the antenatal organization
provides a template for later development better than a
random connectivity, and learning must converge more rapidly
than a random walk.

Postnatal development

Spatiotemporal energy mapping via
patch cells to local cells

We next consider the way in which inputs from the global
field are conveyed to each local map.

Positions P (1) and P (2) on the cortical surface are crossed
by a stimulus representation projected to the cortex, and convey
pulses via superficial patch cells to a pair of closely situated local
cells at positions p (1) and p (2) within any one of several local
maps. We consider initially only the simplest cases, in which
p (1) and p (2) pairs are always in the same limb of the same map.
We need to determine conditions for arrival of synchronous,

and near-synchronous, pulses at p (1) and p (2), since these will
favor ongoing synaptic development within each local map.

Equivalent to a single space frequency in the representation
of a moving object, consider a sinusoidal grating, with grating
spacing L, and space frequency K = 1/L, moving over the
surface at speed V , and angle θ to the line P (1) P (2)−itself
oriented at an angle φ in the P plane relative to the local map in
which p (1) and p (2) lie (Figure 2, left). For simplicity, assume
one action potential pulse is generated each time a grating line
crosses P (1) or P (2). Pulses will be generated at a rate KV at
P (1) and P (2), and KV is spatiotemporal energy.

Inputs to p (1) and p (2) travel a distance 1S further from
P (1) than from P (2)

1S =
∣∣P (1)− p (1)

∣∣− ∣∣P (2)− p (2)
∣∣ (9)

so the difference in time of pulse travel to p (1) and p (2) from
the respective source is

1T = 1S
ν

(10)

where ν is the speed of axonal conduction.
As grating lines cross P (1) and P (2), each grating line will

traverse along P (1) P (2) at a velocity Vsinθ, so the same grating
line will generate pulses at P (1) and then P (2) after an interval
δT

δT = |P(1)−P(2)|
Vsinθ (11)

|P (1)− P (2)| is necessarily some multiple of L, so

δT = mL
Vsinθ (12)

Pairs of pulses must arrive at p (1) and p (2) with a time
separation, λ

λ = 1T − δT = 1S
ν
−

mL
Vsinθ (13)

In the case that λ = 0, synchronous pulse-pairs arrive
simultaneously at p (1) and p (2), and do so at a rate, ω, the rate
of generation of synchronous pairs

ω = 1
1T =

ν
1S =

KVsinθ
m (14)

The relative length, m, of P (1) P (2), has an effect equivalent
to alteration of the spatial frequency, so writing K ′ = K/m

ω = ν
1S = K ′Vsinθ (15)

Since ω is a fixed function of 1S, for any given P (1)
and P (2), synchronous pairs can be created only for specific
triplet combinations of {K,V, sinθ} (see Figure 2, middle). This
means that as synchronous pair arrivals stimulate synchrony
and encourage bidirectional synaptic connections among local
neurons, they are also tuning these cells to specific combinations
of spatiotemporal energy and the direction of object movement.

In all cases in which λ 6= 0, pulse pairs reach p (1) and
p (2) asynchronously, with either a lead or lag. Unidirectional
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FIGURE 2

Geometric considerations determining the evolution of post-natal connectivity as structured external signals are imposed on the cortical field.
(Left) Grating lines cross a pair of points, P (1) and P (2), in the global field, and axonal pulses are then relayed to closely situated local map cells,
p (1) and p (2) via patch cell connectivity. (Middle) Polar diagram showing parameter combinations leading to synchronous pair arrival at p (1)
and p (2). Circles show combinations resulting in synchronous pairs. Dashed vectors indicate a few of many possible asynchronous pulse
arrivals at p (1) and p (2). (Right) Limiting cases of spatiotemporal orientation. Top: P (1) and P (2) are arranged radially to the local map
singularity within which p (1) and p (2) lie. Bottom: P (1) and P (2) are arranged circumferentially.

monosynaptic connections will thus be promoted between p (1)
and p (2), permitting the development of recurrent chains of
connections promoting self-excitation among local cells. Self-
exciting chains provide a basis for “winnerless competition”
in synapse formation—an essential requirement of heteroclinic
neural dynamics (Rabinovich et al., 2008). These considerations
indicate that learned synaptic modifications will be capable of
storing information about moving stimulus objects.

Spatiotemporal orientation

It can be seen from Equations 13 and 14–15 that λ

and ω vary continuously for small changes of 1S and θ,
and all four terms are dependent upon the alignment, φ, of
P (1) P (2). Comparing the pairing of pulses generated from
two closely situated pairs of cortical positions, P (1) P (2) vs.
P (3) P (4), their difference in synchronous frequency is greatest
when one pair of cortical positions is circumferential and one
radially aligned (Figure 2, right). Conversely, afferent pulse
pairs can approach concurrent synchrony when P (1) P (2) and
P (3) P (4) are closely aligned and positioned. This relation
of synchrony/asynchrony to alignment and position makes it
helpful to define φ as the Spatiotemporal Orientation (STO).

Table 1 shows the bounds of the STO-related parameters,
enabling these to be referred to as equivalents, according to the
context.

The effects of STO on the organization of connections
among local neurons are discussed in the following section,

TABLE 1 Bounds of STO.

φ (STO) 0
π

2
1S mL 0

ω =
ν

1S
ν

mL
∞

“Concurrent evolution of local cell connections: Dimension
reduction, minimized prediction error, and eigenmode
dynamics,” and the implications for experimental findings in the
sections subsequent, “Space frequency preference and temporal
frequency preference experimental characteristics” and “Space
frequency preference topographic order.”

Concurrent evolution of local cell
connections: Dimension reduction,
minimized prediction error, and
eigenmode dynamics

The impact of synchronous pair arrivals upon synaptic
organization in the local map can be anticipated from the
same neurodynamic principles applied in the antenatal model
(Chapman et al., 2002; Wright and Bourke, 2021a). Cooperative
processes of excitatory synaptic connection generation, and
antagonistic excitatory/inhibitory interactions, must each be
considered.

From the considerations in sections “Spatiotemporal energy
mapping via patch cells to local cells” and “Spatiotemporal
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orientation,” the induction of synchrony among local cells by
the arrival of synchronous pulse pairs must bring about synapse
formation such that the spatial arrangement of P (1) and P (2),
vs. P (3) and P (4) pairs becomes mapped onto the density of
synaptic connectivity between corresponding p (1) and p (2)
vs. p (3) and p (4) pairs—inducing a shift from the antenatal
radial arrangement of “like to like” connections toward a revised
system in which a new circumferential order is imposed upon
the prior radial arrangement, as shown in Figure 3, left and
middle. Thus, STO becomes an imposed local map property,
as a continuous variable distributed over the complete antenatal
small world representation of stimulus space.

As a secondary effect, some connectivity will also emerge
between cells at p (1) and p (2) and those at p (3) and p (4)
because of local interactions. The amplitude of synchrony
between any two neurons reflects the “in-phase” (even)
components received by each, with dissipation of odd
components (Chapman et al., 2002) and in case of four cells,
the degree to which all four achieve co-synchrony achieves the
highest magnitude where the cells share a common resonance
frequency—so locally generated synchrony between p (1) and
p (2) and p (3) and p (4) bring about a partial merging of
their STO responsivity, also weighted, in accord with their
ultra-small-world organization, by their squared separation
distance, r2. Certain p (1) and p (2) cell pairs that achieve early
establishment of STO, {φi}, by achieving the most stable pattern
of co-synchrony over the local map, will force preliminary STO
upon the more slowly developing connectivity. Provisional STO,
{φint} thus imposed, can be approximated by interpolation,2 as

φint = arg
i = n∑
i = 1

φi
1+Cri2

(16)

where C scales the range of interactions, but is without
qualitative effects on the ordering of STO. The outcome in an
example is shown in Figure 3, middle and right.

By this mechanism, local linkage between neurons of
disparate STO will remain small compared to neurons of similar
STO, achieving the compromise of continuity vs. completeness
as well as smoothing and dimension reduction of the STO
map. The modification and smoothing of STO at longer
ranges has an important implication for learning because the
property of spatiotemporal continuity at the level of the external
stimulus world can be thus transferred to spatiotemporal
continuity within the final STO organization of the local map—
so as learning progresses, the interpolated circumferential/radial
order must approximate more closely than chance the definitive

2 Values of φi were specified as unit vectors—either 1, 0 to represent
a radial STO, or 0, 1, to represent a circumferential STO. These seeding
values for interpolation were then used to compute interpolated STOs,
{φint}, throughout the local map, as arguments of weighted vector sums,
in accord with Equation 16. This method utilizes the property that STO
maps to positions in the local map, but is not a function of position—only
of radial/circumferential orientation.

order that will ultimately be attained. This constitutes a form of
anticipatory prediction, minimizing future error, and facilitating
Bayesian minimization during learning, not only minimizing
prediction error on the basis of already-experienced inputs but
anticipating aspects of the stimulus field not yet encountered.

As well as this cooperative organization of local connections,
dynamic antagonism of radial and circumferential organizations
must also arise, since these organizations share relatively
few excitatory cross-links. Synchronous oscillation arises from
equilibrium of exchange between both excitatory and inhibitory
cells, with phase inversion between excitatory and inhibitory
components (Wright and Bourke, 2021a), and it can be
shown that where neurons lack strong excitatory cross-links,
yet share interaction via intervening inhibitory short-axon
cells, then equilibria can be reached by suppression of firing
in either group by the other. Radially and circumferentially
connected systems of neurons, engaging in crossed-inhibitory
interactions, provide the anticipated analogy to coupled
eigenmode dynamics, able to mediate the complicated time-
sequences anticipated in heteroclinic dynamics. It may be
noticed that this excitatory/inhibitory arrangement is not
equivalent to the older concept of inhibitory surround.

Space frequency preference and
temporal frequency preference
experimental characteristics

Comparisons can be made with experimental observations,
where synaptic connections have formed as described above.

(i) A neuron driven from any global position P (1) by a drifting
grid will respond by emitting pulses at frequency KV and
will achieve maximum response at the frequency, ω, that
best elicited synchronous resonance among the assembly
of locally connected p (1) and p (2) pairs to which the
stimulated neuron belongs—so exhibiting its TFP. That
is, TFP = ω. TFP is more easily approached for cells
with low TFP, given the relatively low stimulus speeds
and wavenumbers that are experimentally practicable,
compared to the high spatiotemporal energy required to
approach TFP for cell with broad bandwidth, where1S→
0. So, for HSFP cells, their TFP will generally be outside the
experimental range.

(ii) SFP = K for given V , where KV = ω

(iii) Cells with broad bandwidth and thus high SFP will respond
better to stimuli with a broad space frequency spectrum,
and therefore more strongly to square waves than single
sinusoidal inputs.

These properties can account for findings reported in
Zhang et al. (2007) and Issa et al. (2008) in support of the
spatiotemporal energy model. They explained response curves
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FIGURE 3

(Left) The antenatal local map. Like-to-like patch connections impose position and orientation on the global field onto the local map in radial
form. (Middle) The early imposition of new patterns of local cell synaptic connection, based upon STO. Amber: local cells with circumferential
orientation. Blue: radial orientation. (Right) Subsequent smoothing and dimension reduction via local synaptic connections. Zones of high and
low spatial-frequency preference merge as local cell links provide smoothed interpolation between radial and circumferential extremes.

as composites of specific responses according to a combination
of SFP and TFP. A strong TFP component (available by closer
approach to ω in LSFP cells) explained the stronger recruitment
of LSFP cells by increasing drift speed, compared to cells with
HSFP, and the broader spatial bandwidth of square waves
recruited HSFP neurons more than LSFP neurons.

Issa et al. (2008) also accounted for the change in OP with
increasing stimulus speed and changes in stimulus angle of
attack in spatiotemporal energy terms. As previously remarked,
we have explained the same findings in terms of Doppler shift of
lateral waves generated by a moving stimulus, without reference
to OP/SFP linkage as such (Wright and Bourke, 2013). However,
since both accounts successfully match the experiment, they can
be considered equivalent time-series vs. Fourier explanations
of the phenomena—or put in other terms, the Doppler-shifted
spatiotemporal energy of input signals affects the SF and TFP of
the local cells.

The crossed inhibition exerted each upon the other by
circumferential and radially arrayed linked groups explains why
response to concurrent presentation of stimulus grids of similar
space frequency and speed, but differing orientations, produces
not summation but cancelation of response—a property not
otherwise explained in earlier models. This effect has further
consequences for the topography of SFP.

Space frequency preference
topographic order

Figure 4 shows the way in which SFP becomes
topographically ordered in the way found experimentally
and shows that the topological order reflects the degree of
synergy or conflict between STO and OP responses in different
situations. 4S→ 0 isolines can be constructed circling the
singularity at all distances, and orthogonal to the antenatal
radial like-to-like lines, for which 4S ≈ mL. The antagonistic

cross-inhibitory interactions of circumferential and radial
arrangements induce conflicts near the singularity. For stable
synaptic consolidations to be attained, distinct domains of
either high, or of low, SFP, must appear randomly located
around OP singularities, consequent to conflict resolution
one way or the other. Conversely, the association of HSFP
areas with OP linear zones also follows, as there is minimal
conflict far from the singularity, where OP is itself essentially
circumferential in relationship to the adjacent singularities. This
can be seen in the form of the curved like-to-like connections
shown in Figure 3 left, and the same effect is suggested by
dashed curved lines in Figure 4, left and center. This joint
alignment at the map periphery causes STO and OP to be
synergic, both connection systems arising with low 1S, and
therefore SFP high.

With these extensions from the antenatal to the postnatal
situation, the properties of SFP and TFP order are added to
those of OP order. The present model thus incorporates
the properties of both the dimension-reduction and
spatiotemporal energy models.

The storage of correlations at long
range

Developing local connections permits association over
short global distances, but how can learning of short-range
correlations be generalized to association over the wider field
of a cortical area? To answer this question, we consider the
general case, in which cell pairs ∓p (1) and ∓p (2) are closely
physically proximate in the cortical surface, but instead of
being only close neighbors in the same limb of a single map
as we first considered above—the two cells may be located
in the same, or different limbs, within a single map, or in
different intertwined maps, which may be of the same, or of
different, chirality.
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FIGURE 4

Synaptic competition and the emergence of experimentally observed spatial-frequency preference. (Left) Diagram shows the circumferential
arrangement of p (1) and p (2) pairs responding to higher spatial frequencies, and the radial (along “like-to-like” lines) arrangement of pairs
responding to lower spatial frequencies. At the periphery of the local map, like-to-like connections curve into a more circumferential array, as
indicated by the dashed continuation of the radial lines. (Middle) Cut-out sections (top) show that on the local map periphery, where OP is
normally continuous with that in the adjacent local map, circumferential pairs can be arranged contiguously with low conflict with radial
arrangement. In contrast, near the singularity (lower cut-out sections) conflicts of radial and circumferential arrangement can lead to one or
other of alternate HSFP or LSFP outcomes. (Right) Consequently, OP and high SFP are found together in OP linear zones, while SFP around the
singularity must be either HSFP or LSFP (cp Issa et al., 2008).

FIGURE 5

Establishment of long-range correlations. The antenatal neural connections are shown as in Figure 1 (right), and postnatal connection
modifications are shown in dashed black and white. (Left) Within a single Mobius- like connection system, some antenatal connections are
preferentially reinforced, while new post-natal connections also form, bridging the limbs of the earlier system. (Middle) Postnatal bridging
connections establish further longer-range correlations within a multiplicity of such systems all surrounding a single singularity, each with only
a partially complete representation of SFP. (Right) Further extending the possible range of association, overlapping local maps, surrounding
separate singularities, are similarly brought into association by further postnatal bridges.

The way in which4S in the global field is related to distances
within different local maps, or different limbs of the same local
map, follows from the inverse maps (Equation 5)

4S =
∣∣∣ ± 1

p′
(
∓p (1)− p0 (1)

) 1
n
∣∣∓p (1)− p0 (1)

∣∣n−1
− p0(1)

∣∣∣
−

∣∣∣ ± 1
p′
(
∓p (2)− p0 (2)

) 1
n
∣∣∓p (2)− p0 (2)

∣∣n−1
− p0 (2)

∣∣∣
(17)

and similar considerations apply to the creation of synchronous
pair inputs as in the simpler case.

Therefore the general case includes the possibility of
long-range associations by local synaptic linkages—of
disparate inputs from widely separated positions, differing
relative orientations, and translations in the global field—
all created by further cross-connections, breaking the

antenatal Mobius-like order. The richness and range of
cross connections that can be made in this way depend
on overlap of local maps and suggest why the apparently
random non-columnar order in most cortical areas may be
functionally advantageous.

The positioning of cell positions with regard to breakdown
of the Mobius order is shown in Figure 5.

Conclusion

The goals for the extension of our antenatal model
to postnatal development appear to have been met.
Without the introduction of new assumptions, we have
shown that the change from random noise inputs to
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structured inputs can transform the small world model
of spatial positions and their short-range correlations
to a finer grain of association at short and long ranges,
and in temporal sequences. In this way, the antenatal
structure acts as a scaffold able to guide finer resolution
of spatiotemporal information within the pre-existing
antenatal local maps.

This model conforms to expectation from the Free
Energy Principle, with reduction of variational free energy
and dimension reduction accompanying continually
increasing mutual information between external inputs and
the synaptic order, and provides a mechanism (coupled
spatial eigenmodes) for asymptotic approach to zero
“surprisal.” The previously unexplained observation that
space-frequency-tuned responses delivered at multiple
orientations block one another, seems to be of crucial
significance, since this effect underlies the interaction of
spatial eigenmodes.

It appears that the antenatal scaffold promotes later
learning by “active inference” in ways that go beyond back-
propagation in random networks, as usually conceived.
First, the antenatal scaffold arising because of the declining
synchrony-vs.-distance relationship general among cortical
neurons establishes initial connections that conveniently
approximate the topological order of generally declining
cross-correlation-vs.-distance relationships of the sensory
world in space and time. The initial antenatal order then
gives way to postnatal connections that progressively
represent ever more detailed partial correlations in the
sensory world, superimposed upon, and given order by,
the basic framework. Second, the establishment of later
learning on the antenatal framework further exploits the cross-
correlated structure of space and time to fill in tentative
synaptic connections by the extrapolation mechanism
described in section “Concurrent evolution of local cell
connections: Dimension reduction, minimized prediction
error, and eigenmode dynamics,” in advance of receipt
of later inputs. That is, the general statistical order of
the known is used to continuously update anticipation of
the likely structure of the unknown. Generalizing to all
subsequent exchanges within the cortical hierarchy, this
would contribute a degree of flexible creativity to the brain’s
self-supervision.

The long-standing interpretation of feature preferences
as inherent filter properties of individual neurons is further
qualified, and we have introduced a new concept, STO. Our
account explains all the data incorporated in the spatiotemporal
energy and dimension reduction models, and provides an
explanatory mechanism for both, unifying this with other
anatomical features explained by the earlier antenatal model.
It does not purport to be an exhaustive model, of course.
Discrepancies include the occurrence of OP fractures, and
the occurrence of direction preference in some species,

alluded to in Issa et al. (2008). Properties of the input
pathways lying outside our consideration may account for these
discrepancies.

Further testing of this model is within the realm of
existing technologies. Further single cell testing using
the methods described in Zhang et al. (2007) could
test whether the postulated link between strength and
preferred frequency of synchrony among cells in a small
locale, and their individual TFP, is in fact the case.
Detailed neurodynamic simulations are required to further
demonstrate that the evolution of connections follows the
paths we have here indicated. Synaptic architectonics
at the micro- and meso-scales could be analyzed to see
that the proposed general organization of local cells and
patch cells follows the same form, whether the cortex is
columnar or non-columnar, and accords with a Mobius-
like organization. A relatively simple test would be to
confirm or deny that superficial patch synapses from
neurons on opposite sides of an OP singularity terminate
on different “limbs” of the Mobius-like sheafs of local neuron
connections.

As is emphasized in the Free Energy Principle, systems
that learn—or develop—to minimize variational free energy are
simply those in which members of an ensemble can predict
each other accurately and with minimum complexity cost
(i.e., maximum information and thermodynamic efficiency;
Jarzynski, 1997). Since this phenomenon can be seen in
in vitro cell cultures exposed to a structured input (Isomura
and Friston, 2018) there is a possibility of testing the
model by using structured inputs in cell culture preparations,
to see what extent epigenetic scaffolding emerges and is
necessary.

Although presented in terms of V1, there is reason to
believe the model sufficiently general to apply throughout
neocortex. Provisional extension to inter-areal interactions,
and to computation mediated by inter-areal interactions
(Perlovsky et al., 2011), as well as the necessary additional
role of brain-stem mediated reward-based learning, have
been discussed in association with other commentators
in Wright and Bourke (2021b). If ultimately shown
to be valid, this model may have implications for the
further development of artificial intelligence, since it
differs considerably from current orthodox deep learning
networks, and, in its alliance with aspects of the Free
Energy Principle, suggests the capacity for unsupervised
learning.
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Sensory processing is often studied by examining how a given neuron responds

to a parameterized set of stimuli (tuning curve) or how a given stimulus

evokes responses from a parameterized set of neurons (population response).

Although tuning curves and the corresponding population responses contain

the same information, they can have di�erent properties. These di�erences

are known to be important because the perception of a stimulus should be

decoded from its population response, not from any single tuning curve.

The di�erences are less studied in the spatial domain where a cell’s spatial

tuning curve is simply its receptive field (RF) profile. Here, we focus on

evaluating the common belief that perrisaccadic forward and convergent

RF shifts lead to forward (translational) and convergent (compressive)

perceptual mislocalization, respectively, and investigate the e�ects of three

related factors: decoders’ awareness of RF shifts, changes of cells’ covering

density near attentional locus (the saccade target), and attentional response

modulation. We find that RF shifts alone produce either no shift or an

opposite shift of the population responses depending on whether or not

decoders are aware of the RF shifts. Thus, forward RF shifts do not predict

forward mislocalization. However, convergent RF shifts change cells’ covering

density for aware decoders (but not for unaware decoders) which may predict

convergent mislocalization. Finally, attentional modulation adds a convergent

component to population responses for stimuli near the target. We simulate

the combined e�ects of these factors and discuss the results with extant

mislocalization data. We speculate that perisaccadic mislocalization might be

the flash-lag e�ect unrelated to perisaccadic RF remapping but to resolve the

issue, one has to address the question of whether or not perceptual decoders

are aware of RF shifts.

KEYWORDS

predictive remapping, forward expansion, LIP, FEF, transsaccadic visual stability,

corollary discharge, space perception
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Introduction

Tuning curves and population responses are among the

most useful concepts in sensory studies. Consider, for example,

a neuron with preferred orientation xp, and write its response

to stimulus orientation xs as f (xp, xs). If we fix the preferred

orientation xp of a neuron and plot response f as a function of

a range of stimulus orientations xs, we obtain a tuning curve.

On the other hand, if we fix the stimulus orientation xs and plot

f as a function of a set of cells’ preferred orientations xp, we

obtain a population response. Thus, a collection of tuning curves

of different cells and the corresponding collection of population

responses for different stimuli contain the same information;

they just slice the same function f (xp, xs) along the different axes

of the independent variables.

Despite their close relationship, tuning curves and

population responses can be different in important ways.

For example, it is known that when tuning curves shift in

one direction, the corresponding population responses shift

in the opposite direction (Gilbert and Wiesel, 1990; Suzuki

and Cavanagh, 1997; Yao and Dan, 2001; Teich and Qian,

2003, 2010) (This is under the assumption that the decoders

are unaware of the tuning shifts, a point we will elaborate

below.). In the domain of stereovision, binocular phase-shifts

and position-shifts between cells’ RFs in the two eyes produce

similarly unreliable disparity tuning curves, but the former

generate more reliable population responses than do the latter

(Chen and Qian, 2004; Tsang and Shi, 2004; Li and Qian,

2015). The differences between tuning curves and population

responses are particularly important when perception is studied.

Our perception of a stimulus must depend on relevant cells’

population responses to that stimulus, instead on any single

cell’s responses to different stimuli (tuning curve). If a condition

or manipulation changes population responses and tuning

curves differently, then one must use population responses, not

tuning curves, to predict the perceptual consequences.

In the spatial domain, cells’ spatial tuning curves are

simply their RF profiles. Around saccade onset, two types of

RF changes, known as forward and convergent remapping,

have been found in lateral intraparietal area (LIP), frontal

eye fields (FEF), and other brain areas (Duhamel et al., 1992;

Umeno and Goldberg, 1997; Kusunoki and Goldberg, 2003;

Zirnsak et al., 2014; Neupane et al., 2016; Wang et al., 2016).

Forward remapping is the shift of a cell’s perisaccadic RF (pRF)

from current (pre-saccadic) RF (cRF) toward its future (post-

saccadic) RF (fRF) in the direction of the pending saccade

(Figures 1A, B) whereas convergent remapping is the pRF

shift toward the saccade target (Figure 1C). Further studies

suggest that the two types of remapping originate from corollary

discharge (CD) of saccade commands and attention at the target,

respectively (Sommer and Wurtz, 2006; Neupane et al., 2016;

Yang et al., 2019). Here we focus on the perceptual consequences,

instead of the origins, of the remapping. There are also two

types of perisaccadic perceptual mislocalization reported in the

literature: forward (translational) in the direction of the pending

saccade and convergent (compressive) toward the saccade target

(Matin and Pearce, 1965; Honda, 1991; Ross et al., 1997;

Lappe et al., 2000; Schlag and Schlag-Rey, 2002). Given such

apparent correspondence between physiology and perception, it

is often assumed that the two types of RF remapping generate

the two types of perceptual mislocalization, respectively (Ross

et al., 2001; Zirnsak et al., 2014). We will call this the same-

direction assumption as it posits that RF shifts in a direction

produce perceptual mislocalization in the same direction. In this

paper, we evaluate this assumption in great detail. The above-

mentioned differences between tuning curves and population

responses should already cast some doubts on the assumption,

but as we will see, the problem is further complicated by other

factors including decoders’ awareness of RF shifts, the RF-

convergence induced change of cells’ covering density for aware

decoders, and attentional modulation of responses around the

saccade target.

Results

We first examine the relationship between tuning curves and

population responses in a simple case to develop intuition. If a

stimulus attribute (orientation, direction, spatial location, etc.)

can be parameterized by x, then let f (xp, xs) represent howmuch

a cell preferring stimulus xp responds to input stimulus xs. In the

case of spatial RFs, xp and xs are two-dimensional (2D) vectors

representing the preferred position and stimulus position on the

retina, respectively. The following discussion holds regardless of

whether x is a scalar or 2D vector. For simplicity, simulations in

this paper consider only one spatial dimension. Assume

f (xp, xs) = f (xp − xs) (1)

namely that the response depends only on the difference

between xp and xs. This is the commonly assumed translational

invariance. It is a good approximation if we view f (xp, xs) as

representing the average response of all cells with the same xp,

and the parameter range is limited so that, for example, we do

not need to consider the difference between fovea and periphery

(We will relax this assumption later.). Then the tuning curve

of a cell preferring xp = xo [i.e., f (xo – xs) as a function of

xs] and the population response to a stimulus xs= xo [i.e., f (xp

– xo) as a function of xp] are exact mirror images of each

other with respect to xo. If f (xp – xs) is even symmetric with

respect to xp = xs (as is often the case for some commonly

used functions such as Gaussian), then the tuning curve of a

cell preferring xo and the population response to stimulus xo

are the same (Figure 2, left column). Perhaps for this reason,

tuning curves and population responses are often viewed as the
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FIGURE 1

Perisaccadic RF remapping, drawn on the display screen for the stimuli. The cross, square and arrow represent the fixation point (FP), saccade

target (T), and saccade vector, respectively. cRF and fRF refer to a cell’s current (pre-saccadic) and future (post-saccadic) RFs, respectively. In

each panel, the region(s) enclosed by black curve(s) represent perisaccadic RF (pRF). (A) Forward jump to fRF. (B) Forward expansion toward fRF.

Both (A) and (B) will be referred to as forward shift. (C) Convergent shift toward the target.

FIGURE 2

Simulations of the mirror relationship between the tuning curve

of a cell preferring xp = xo (top row) and the population

response to a stimulus xs = xo (bottom row), under the

assumption of translational invariance. The mirror relationship is

hidden when a symmetric response function is used (left

column), but is revealed with an asymmetric function (right

column).

same. However, their mirror relationship becomes obvious with

an asymmetric response function (Figure 2, right column).

Now consider the situation where all the tuning curves

translate by an amount d. This means that the independent

variable xs in the tuning function f (xp – xs) should be replaced

by (xs – d) to produce the new function f [xp – (xs– d)].

However, since

f
(

xp − (xs − d)
)

= f
(

(xp + d) − xs
)

(2)

shifting tuning curves (as a function of xs) by d is equivalent to

shifting the corresponding population response (as a function

of xp) by negative d. This is an algebraic demonstration of the

known result that when tuning curves shift in one direction,

FIGURE 3

Opposite shifts of tuning curves (here RFs) and the population

response for unaware decoders (after figure 6 of Yao and Dan,

2001). (Top) RFs of three arbitrary cells before (solid) and after

(dashed) a rightward translation (rightward arrows), similar to the

forward pRF jump in Figure 1A. xo indicates a specific stimulus

position which evokes responses from the cells before (filled

dots) and after (open dots) the shift. (Bottom) The population

responses of all cells to xo before (solid black) and after (dashed

black) the RF shifts, plotted here at the cells’ pre-shift preferred

positions (unaware decoders). The three cells’ responses from

the top panel are indicated. If the cells’ post-shift responses are

plotted at their post-shift preferred positions (aware decoders),

then the pre- and post-shift population responses are identical

(both solid black).

the corresponding population responses shift in the opposite

direction (Gilbert andWiesel, 1990; Suzuki and Cavanagh, 1997;

Yao and Dan, 2001; Teich and Qian, 2003, 2010). A related

algebraic demonstration appeared in the appendix of Teich

and Qian (2010). The opposite shifts between tuning curves

and population responses are a consequence of their mirror

relationship, and can be seen regardless of whether the response

function f (xp – xs) is symmetric or not; the simulations in

Figure 3 use a symmetric (Gaussian) function.

There is an implicit assumption in the above demonstration,

namely that the decoder is unaware of the tuning shift so that
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the post-shift population response is plotted against the cells’

pre-shift preferred parameter xp. If, instead, the decoder is aware

of the tuning shift so that the post-shift population response is

plotted against the cells’ post-shift preferred parameter x′p =

xp + d, then Eq. 2 becomes:

f
(

(xp + d) − xs

)

= f
(

x′p − xs
)

(3)

Therefore, the post-shift population response f
(

x′p − xs
)

as a

function of post-shift preferred parameter x′p is identical to

the pre-shift population response f (xp – xs) as a function of

pre-shift preferred parameter xp. That is, for decoders aware of

the tuning shift, the corresponding population responses, and

hence perception, do not shift. [See Teich and Qian (2003) for

related work on plotting post-adaptation population response as

a function of pre- and post-adaptation preferred orientations.]

These results are simulated in Figure 3 for spatial tuning

(RFs). The top panel shows RFs of three example cells

(colored green, red, and blue) before (solid) and after (dashed)

a rightward shift. The bottom panel shows the population

response of all cells to stimulus position xo before (solid

black) and after (dashed black) the RF shift, as a function

of the pre-shift preferred positions (unaware decoders). Note

the mirror relationship between the dashed red curve and the

dashed black curve with respect to xo. If the cells’ post-shift

responses are plotted at their post-shift preferred positions

(aware decoders), then the pre- and post-shift population

responses will be identical (both solid black). Thus, for a tuning

(RF) translation, the aware and unaware decoders should report

no mislocalization and an opposite mislocalization, respectively,

contradicting the same-direction assumption.

The above conclusion can be understood intuitively.

Consider, for example, the “red” cell in the top panel of Figure 3

whose pre- and post-shift RFs are represented by the solid and

dashed red curves, respectively. If the decoder is “unaware”

of the shift, then whenever the cell fires, it is evidence that a

stimulus appears at the peak position of the solid red curve. Now

after the RF shift, the cell fires maximally to a stimulus at the

peak position of the dashed red curve but the decoder will still

view that as strong evidence for a stimulus at the peak position

of the solid red curve. Thus a rightward RF shift contributes to a

leftward shift of the decoded position. If, on the other hand, the

decoder is “aware” of the RF shift, then a cell’s firing is evidence

for stimulation at the peak position of its current RF. So after

the RF shift, the decoder will view the red cell’s maximal firing

to a stimulus at the peak position of the dashed red curve as

strong evidence for a stimulus at the same position, and thus no

perceptual mislocalization.

With the above basic understanding of the relationship

between tuning curves and population responses, we now turn

to the perceptual consequences of various types RF remapping.

The simplest type is perisaccadic forward jump (Duhamel et al.,

1992; Kusunoki and Goldberg, 2003): around saccade onset,

cells respond to stimuli in their post-saccadic RFs (future RFs

or fRFs) with a concurrent reduction of their responses to

stimuli in their current RFs (cRFs). This can be approximated

as a translation of perisaccadic RFs (pRFs) in the saccade

direction by the amount of the saccade amplitude (Figure 1A).

Therefore, the above analysis of tuning shift applies, with d

equal to the saccade amplitude. We conclude that population

responses (and thus perception) should show either no shift or

a backward shift against the saccade direction depending on

whether or not decoders are aware of the forward RF jump. The

conclusion is the same even if the RF shift d is not equal to the

saccade amplitude.

Next we consider perisaccadic forward RF expansion (Wang

et al., 2016): a closer examination shows that LIP perisaccadic

remapping is a progressive shift of a cell’s cRF toward its fRF over

several tens of msec. When the shifting pRF is integrated over

this time window, it appears as a forward expansion covering

the region between the cRF and fRF (Figure 1B). If perceptual

decoders are fast enough to resolve pRFs’ progressive shift over

time, then the conclusion is basically a time-varying version of

Figure 3: the population responses (and thus perception) should

show either no shift or a progressive backward shift against the

saccade direction depending on whether or not decoders are

aware of the RF progression.

If, on the other hand, perceptual decoders operate at a time

scale significantly longer than that of pRF progression, then they

effectively integrate a cell’s shifting pRF as a spatial expansion,

with a center between the cRF and fRF (Figure 1B). In this case,

we can express the pRFs by replacing the tuning function f (xp

– xs) by f ([xp – (xs– d)]/k) where center shift d is less than the

saccade amplitude and k > 1 is the RF expansion factor. Since,

similar to Eq. 2, we have:

f
(

[xp − (xs − d)]/k
)

= f
(

[(xp + d) − xs]/k
)

(4)

the above conclusions for the forward RF jump hold for

the forward RF expansion, the only difference being that the

RF expansion factor k increases the width of the population

responses for both the aware (dashed magenta) and unaware

(dashed black) decoders in the simulations of Figure 4, as

expected from Eq. 4. For aware decoders, the RF expansion does

not change the peak location of the population responses (cf.

solid black and dashed magenta). We conclude that for both

types of forward RF shifts, the population response (and thus

perception) shows either no shift or a backward shift, depending

on whether or not decoders are aware of the RF shifts.

We can remove the translational-invariance assumption used

above by considering the dependence of RF size on eccentricity.

So instead of Eq. 1, we now assume:

f
(

xp, xs
)

= f
(

[xp − xs]/[a
∣

∣xp
∣

∣ + 1]
)

(5)
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FIGURE 4

The same-direction assumption is false for forward RF

expansion as is for forward RF jump in Figure 3. (Top) RFs of

three arbitrary cells before (solid) and after (dashed) a

perisaccadic rightward expansion. (Bottom) The population

responses of all cells to xo = 0 before (solid) and after (dashed)

the RF expansion. The dashed black and magenta curves are the

post-expansion responses plotted against the pre- and

post-expansion preferred positions, for the unaware and aware

decoders, respectively.

FIGURE 5

Removing translational invariance does not change the

conclusion that the same-direction assumption is false for

forward RF shifts. This figure assumes that a cell’s shifted RF size

is determined by its pre-shift eccentricity. The x-axes measure

position as eccentricity from fovea (0). (Top) RFs of three

arbitrary cells before (solid) and after (dashed) a perisaccadic

rightward jump. (Bottom) the population responses of all cells

to a stimulus at xo = 20 deg before (solid) and after (dashed) the

RF shift. The dashed black and magenta curves are the post-shift

responses plotted against the pre- and post-shift preferred

positions, for the unaware and aware decoders, respectively.

where position vectors x’s are all measured from the fovea as the

origin, and a > 0 is a constant. [a= 0 would reduce Eq. 5 to Eq.

1.] To understand Eq. 5, first note that for a cell with preferred

position vector xp from the fovea, its eccentricity is given by the

norm |xp|. Thus, the factor (a|xp| + 1) ≥ 1 simply scales up the

RF size with its distance |xp| from the fovea, and f without the

scaling (the factor equals 1) determines the RF size at the fovea

where |xp|= 0.

FIGURE 6

Removing translational invariance does not change the

conclusion that the same-direction assumption is false for

forward RF shifts. This figure assumes that a cell’s shifted RF size

is determined by its post-shift eccentricity. The format is

identical to that for Figure 5.

Now consider the forward RF jump in the context of

eccentricity dependence of RF size (the forward expansion case

can be similarly treated). When a cell’s RF shifts to a new

position by d, its RF size may be determined by either the

pre-shift eccentricity |xp| or the post-shift eccentricity |xp+d|.

Since we do not know which case is true, we consider both.

We can represent the post-shift response function as f ([xp– (xs–

d)]/[a|xp|+ 1]) and f ([xp– (xs– d)]/[a|xp+ d|+ 1]), for the two

cases respectively. Since we have

f
(

[xp − (xs − d)]/[a
∣

∣xp
∣

∣ + 1]
)

=

f ([(xp + d) − xs]/[a|xp| + 1]) (6)

and

f
(

[xp − (xs − d)]/ [a
∣

∣xp + d
∣

∣ + 1]
)

=

f ([(xp + d)− xs]/[a
∣

∣xp + d
∣

∣ + 1]) (7)

for the two cases, the above conclusions on the differences

between RF shifts and population-response shifts remain valid.

This is confirmed by simulations in Figures 5, 6 for the two

cases, respectively. In the top panel of Figure 5, since a cell’s

shifted RF size is determined by its pre-shift eccentricity, its size

does not change with the shift (the dashed and solid RF curves

of the same color have the same width). In the top panel of

Figure 6, in contrast, a cell’s shifted RF size is determined by its

post-shift eccentricity. For example, the “green” cell shifts to a

smaller eccentricity and thus has a smaller post-shift size (the

dashed green curve has a smaller width than the solid green

curve). In both cases, the RF shifts produce either no shift or an

opposite shift of the population response, depending on whether
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FIGURE 7

Convergent RF shift. (A) The direction of convergent RF shift. FP and T indicate the initial fixation point and saccade target, respectively. (B)

Convergent RF shift as a function of the cRF-to-target distance used in the simulations of Figures 8–10. cRFs on the left and right side of the

target (at 0) shift to the right (positive) and left (negative), respectively, as they converge to the target. (C) The cells’ covering density before (top)

and after (bottom) the convergent RF shifts toward the target in c, for aware decoders. The density stays the same (top) for unaware decoders.

(D) The center/surround attentional modulation as a function of the cRF-to-target distance, used in the simulations of Figure 9. This curve is

scaled by a factor of 4 in the simulations of Figure 10.

or not decoders are aware of the RF shifts. Thus, removing

translational invariance does not change the conclusion that the

same direction assumption is false.

Note that in Figures 5, 6, even though the RFs are symmetric

(with respect to the preferred positions), the population

responses can be asymmetric because of the eccentricity

dependence of the RF sizes. Also note that for decoders aware

of the RF shift, the pre- and post-shift population responses

are identical in Figure 6 (solid black and dashed magenta) but

not in Figure 5. This can be understood via the corresponding

Eqs 7 and 6. When Eq. 7 is plotted as a function of the post-

shift preferred position x′p = xp + d, it is identical to

the pre-shift response f ([xp – xs]/[a|xp| + 1]) as a function

of the pre-shift preferred position xp. This is not true for

Eq. 6.

We finally consider convergent RF remapping (Figure 1C).

Let xt represent the target position vector, then for a cell whose

cRF prefers position vector xp, the convergent shift is in the

direction of the vector (Figure 7A):

xc = xt − xp (8)

Since the convergence is likely due to the attention at the

target (Connor et al., 1996; Zirnsak et al., 2014; Neupane et al.,

2016; Wang et al., 2019; Yang et al., 2019), the magnitude of

the convergence must depend on the cRF-to-target distance

|xc|. Thus the convergence shift vector can be represented by

c(|xc|) xc, where the function c(|xc|) satisfies 0 ≤ c(|xc|) ≤ 1

to ensure that the shift is between the cRF and target. For

simplicity, we assume translational invariance (Eq. 1) before the

shift. Then the response function after the shift can be obtained

by replacing f (xp – xs) by f (xp – [xs– c(|xc|) xc]). Since

f (xp − [xs − c(|xc|) xc]) = f ([xp + c(|xc|)xc ] − xs) (9)

we see once again the familiar pattern: for decoders unaware

of the RF convergence, the population response shifts in the

opposite, divergent directions, away from the target. If, on the

other hand, decoders are aware of the RF convergence, the

population response plotted as a function of the new preferred

position x′p = xp + c(|xc|)xc is f (x
′
p − xs), identical to the pre-

shift population response f (xp – xs) as a function of the pre-shift

preferred position xp.
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Before we draw conclusions on perceptual consequences of

convergent RF shifts, we need to consider a new factor: for aware

decoders, convergent RF shifts change the density distribution

of cells covering different positions. First note that this is not an

issue for unware decoders which, by definition, do not “know”

the RF shifts and always attribute a cell’s response to its original

(pre-shift) preferred position. As such, from the perspective of

unware decoders, there is no change of cells’ preferred positions

and thus no change of the cells’ covering density. In contrast,

aware decoders attribute a cell’s response to its new (post-shift)

preferred position, and from their perspective, convergent RF

shifts toward the target must change the cells’ covering density.

Also note that in the above discussions of the forward RF shifts,

a uniform translation of RFs (with or without an expansion) in

the saccade direction does not change the cells’ covering density

(Obviously, if future experiments find a non-uniform forward-

shift pattern across space, then we will have to consider the

change of cells’ covering density for aware decoders.).

How a change of cells’ covering density affects perceptual

decoding depends on whether or not a given decoder uses the

covering density. We showed above that for aware decoders,

convergent RF shifts do not change the functional form of

population responses. If a specific aware decoder uses the

center-of-mass (mean) of a population response to represent

perception, then the increased cell density tuned to the target

must bias perception toward the target. In other words, even

without any change to the shape of the population response, a

decoder that take into account the changed sampling from the

population response will generate a convergent (compressive)

mislocalization toward the target. In contrast, if we use another

specific aware decoder that identifies the peak (mode) of a

population response as perception, then the cell-density change

does not matter and convergent RF shifts do not produce

perceptual mislocalization.

We ran simulations using a size of convergent RF shifts that

first increases linearly with the cRF-to-target distance up to 30

deg and then decreases linearly to 0 up to 60 deg (Figure 7B).

This is based on a circuit model for convergence RF shifts

(Wang et al., 2019), and is consistent with the available data

(Zirnsak et al., 2014; Yang et al., 2019). Intuitively, convergent

RF shift size must be small at both small and large cRF-to-target

distances, with a maximum at an intermediate distance: when

the distance is small, there is not much room for the cRF to

shift to the target and when the distance is large, the attentional

effect at the cRF is diminished. For aware decoders, we show

the cell densities covering different locations before and after the

convergent shifts in Figure 7C.

Figure 8A, top panel, shows RFs of a few cells before (solid)

and after (dashed) converging toward the target at 0 deg. Each

RF is a Gaussian with σ = 10 deg. The “blue” cell tuned

to the target location has no shift. The bottom panel shows

the population responses to a stimulus at −10 deg before

(solid) and after (dashed) the RF convergence. The dashed

magenta and dashed black curves are population responses for

aware and unaware decoders, respectively, showing no shift

and a divergent shift (away from the target), respectively. We

use both the center-of-mass and peak decoders to determine

perceptual mislocalization for both the aware (Figure 8A, dashed

magenta) and unaware (Figure 8A, dashed black) population

responses, relative to the pre-shift baseline (Figure 8A, solid

black). The results are shown in Figure 8B. As expected,

the center-of-mass aware decoder (solid magenta) predicts

convergent mislocalization: stimuli to the left and right of

the target (over a range of about 40 deg) have positive and

negative mislocalization, respectively. The predicted convergent

mislocalization will be even stronger in two-dimensional

space because the change of cells’ covering density will be

greater. The peak aware decoder (dashed magenta) predicts no

mislocalization. The center-of-mass and peak unaware decoders

(solid and dashed black) both predict divergent mislocalization.

The maximum 15 deg divergent mislocalization at 15 deg

distance predicted by the peak unaware decoder (dashed black

in Figure 8B) can be understood: stimuli at this distance activate

cells originally tuned to 30 deg distance but converged toward

the target by 15 deg. Thus the unaware decoder mistakes stimuli

at 15 deg as stimuli at 30 deg.

We now consider yet another new factor: attention at the

target may not only produce convergent RF shifts but also

modulate neuronal response strength. In fact, in a period before

saccades, both LIP and FEF neurons tuned near the target

location have enhanced visual responses while those tuned to

locations further away from the target have suppressed visual

responses (Schall et al., 1995; Falkner et al., 2010). In the

above, we only considered the effect of RF shifts on population

responses. We need to include the effect of the response

modulation as well.

Based on the experimental data (Schall et al., 1995; Falkner

et al., 2010), we consider an attentional modulation factor g(|xc|)

as a function of the cRF-to-target distance |xc| (Figure 7D). To

combine the effects of both the convergent RF shift and response

modulation, we now replace the response function f (xp – xs) by

the product:

f (xp − [xs − c(|xc|) xc])g(|xc|) (10)

The f (.) part is the same as before (Eq. 9). The attentional

modulation factor g(|xc|) is peaked at the target |xc| = 0,

and is greater and less than 1, respectively, for small and

large |xc|, and stays at 1 (no modulation) for very large |xc|.

Since g(|xc|) is not a function of stimulus position xs, the

RFs as a function of xs will just be scaled by g(|xc|) without

changing their shapes (including preferred positions). On the

other hand, g(|xc|) will change the shapes of the population

responses as a function of xp, because |xc| depends on xp

(Eq. 8). In particular, for a stimulus close to and away from
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FIGURE 8

Perceptual consequence of convergent RF shifts. The target is at 0 deg. (A) (Top) RFs of five arbitrary cells before (solid) and after (dashed) the

convergence. The “blue” cell tune to the target (0 deg) does not shift. (Bottom) the population responses of all cells to stimulus position xo =

−10 deg before (solid) and after (dashed) the RF convergence. The dashed black and magenta curves are the post-convergence responses

plotted against the pre- and post-convergence preferred positions, for the unaware and aware decoders, respectively. (B) Perceptual

mislocalization as a function of stimulus position relative to the target (0 deg). The results depend on whether the decoder is aware (magenta) or

unaware (black) of the RF convergence, and whether the decoder uses the peak (dashed) or center-of-mass (solid) of population responses. The

aware center-of-mass decoder (solid magenta) considers the change of the cells’ covering density (see text); it predicts convergent

mislocalization as stimuli to the left and right of the target (over a range of about 40 deg) have positive and negative mislocalization, respectively.

The aware peak decoder (dashed magenta) predicts no mislocalization. The unaware center-of-mass and peak decoders (solid and dashed

black) both predict divergent mislocalization.

the target, its population response will be “pulled” toward

and “pushed” away from the target by g(|xc|), respectively,

compared with the no-modulation case, generating convergent

and divergent mislocalization, respectively. Since the center

excitation of attention is stronger than surround inhibition

(Figure 7D), the main effect is convergent mislocalization for

stimuli near the target.

Thus for stimuli close to the target, attentional modulation

introduces a convergent component to population responses,

increasing the convergent (compressive) mislocalization

predicted by aware decoders. If the modulation is extremely

strong, it may even make population responses of unaware

decoders converge toward the target.

To get a better sense of all the effects together, we

ran simulations using a difference of Gaussians as the

modulation factor:

g(|xc|) = 1 + s ( exp[− |xc|
2/(2σ 2

e )]

− b exp[− |xc|
2/(2σ 2

i )]) (11)

where σe, σi, and b determine the shape of the function, and

s scales the function to determine the modulation strength.

In Figure 7D, we let σe = 10 deg, σi = 25 deg, and b = 0.5

to produce a g(|xc|) similar in shape to the measured one in

LIP (Falkner et al., 2010), and s = 0.5 so that the maximum

attentional enhancement of responses (at the target) is 25%

(Bushnell et al., 1981; Goldberg and Bushnell, 1981; Maunsell,

2015). We ran simulations with this modulation factor and the

same convergent RF shift pattern as in Figure 8. The results

are shown in Figure 9. As expected, the response modulation

generates a convergent shift of the aware population response

(Figure 9A, dashed magenta) and reduces the divergent shift

of the unaware population response (dashed black) although

the effects are relatively small. We again applied the center-of-

mass and peak decoders to calculate perceptual mislocalization

as a function of stimulus position (Figure 9B). Now for stimuli

close to the target, both the center-of-mass and peak aware

decoders (solid and dashed magenta), and the peak unaware

decoder (dashed black), predict convergent mislocalization.

The center-of-mass unaware decoder (solid black) still predicts

divergent mislocalization. For stimuli further away from the

target, the peak unaware decoder (dashed black) also predict

divergent mislocalization.

We then repeated the simulation with s = 2 in Eq. 11

so that the peak attentional enhancement of responses (at

the target) is 100%. The results in Figure 10A show sizeable

convergent shifts for both the aware and unaware population

responses (bottom panel, dashed magenta and black). With such

large response modulation, all four decoders predict convergent

mislocalization for stimuli close to the target (Figure 10B). This

is consistent with a previous model (Hamker et al., 2008) which

appeared to use an even larger response increase at the target

location (300% in the first layer of the model) to generate

convergent mislocalization. However, unaware decoders (solid

and dashed black) still predict divergent mislocalization for

stimuli away from the target.
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FIGURE 9

Perceptual consequence of convergent RF shifts and response modulation. The target is at 0 deg. The maximum response enhancement (at the

target) is 25%. The format is identical to that of Figure 8. For stimuli close to the target, the aware center-of-mass and peak decoders (solid and

dashed magenta) and the unaware peak decoder (dashed black) all predict convergent mislocalization. The unaware center-of-mass decoder

predicts divergent mislocalization. The unaware peak decoder also predicts divergent mislocalization for stimuli away from the target.

FIGURE 10

Perceptual consequence of convergent RF shifts and response modulation. The target is at 0 deg. The maximum response enhancement (at the

target) is 100%. The format is identical to that of Figures 8, 9. For stimuli near the target, all the four decoders predict convergent mislocalization.

Unaware decoders (solid and dashed black) still predict divergent mislocalization for stimuli away from the target.

We conclude that convergent RF shifts may predict

convergent, divergent, or no mislocalization, depending

on multiple factors including whether or not decoders

are aware of the RF shift, whether or not aware decoders

take cells’ covering density into account, the strength of

attentional modulation, and the stimulus-to-target distance.

The same-direction hypothesis is correct for aware decoders

that consider cells’ covering density. It is also likely to

be correct for aware decoders when stimuli are near the

target and attentional modulation is present. Unaware

decoders tend to predict a divergent mislocalization unless

attentional modulation is extremely strong and stimuli are near

the target.

Discussions

In this paper, we analyzed differences between tuning curves

and the corresponding population responses, and applied the

analysis to determine how population responses change with

two types of spatial tuning-curve shifts, namely the forward and

convergent RF remapping (Duhamel et al., 1992; Umeno and

Goldberg, 1997; Kusunoki and Goldberg, 2003; Zirnsak et al.,

2014; Wang et al., 2016; Yang et al., 2019). We found that in the

absence of response modulation, forward/convergent RF shifts

alone produce either no shift or backward/divergent shifts of the

population responses, depending on whether or not decoders

are aware of the RF shifts. Since forward RF shifts, whether
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the forward jump or expansion, are assumed to be a uniform

translation which does not change the density of cells covering

different locations, the perceptual consequence simply follows

the population responses: there should be nomislocalization and

backward mislocalization for the aware and unaware decoders,

respectively. This conclusion holds even when the increasing

RF size with eccentricity, which breaks translational invariance,

is considered.

The perceptual consequence of convergent RF shifts,

however, is more complicated. For unaware decoders, the

perception also simply follows the population response which

predicts a divergent mislocalization. In contrast, for aware

decoders, convergent RF shifts increase the density of cells

covering the target area. Even though convergent RF shifts

do not change the shape of the population response for

aware decoders, perceptual decoding of the population response

depends on whether a specific decoder takes into account

the change of the cells’ covering density (density-sensitive)

or not (density-insensitive). As examples, we considered the

center-of-mass aware decoder and the peak aware decoder.

The former is density sensitive and predicts a convergent

mislocalization whereas the latter is density insensitive and

predicts nomislocalization. Thus, without responsemodulation,

the same-direction assumption is correct for convergent RF

shifts only when aware and density-sensitive decoders are used

(Figure 8B, solid magenta). In all other cases, the same-direction

assumption is false.

We then included the effect of attentional modulation

which enhances responses at and near the saccade target

(the attentional locus), and suppresses responses away from

the target (Schall et al., 1995; Falkner et al., 2010). The

effect of this modulation alone is straightforward: it produces

convergent and divergent mislocalization for stimuli near

and away from the target, respectively. When attentional

modulation and RF shifts are combined, they predict a variety

of mislocalization patterns, as demonstrated by our simulations,

which depend on the parameters of the response modulation

and RF shifts (including the strengths and ranges), decoders’

awareness of the RF shifts, aware decoders’ sensitivity to cells’

covering density, and the stimulus-to-target distance. Using

physiologically plausible parameters for convergent RF shifts

and response modulation in Figures 7B, C, we found that aware

and unaware decoders predict mostly convergent and divergent

mislocalization, respectively (Figure 9B). Not surprisingly, when

the attentional modulation is extremely strong, all decoders

predict convergent mislocalization for stimuli near the target

but unaware decoders still predict divergent mislocalization for

stimuli away from the target (Figure 10B). Most studies in the

literature seem to assume (often implicitly) unaware decoders.

Since for unaware decoders convergent RF shifts do not change

cells’ covering density (Figure 7C), convergent mislocalization

can occur only through strong attentional response modulation

and only for stimuli near the attentional locus.

Although we only simulated the combined effect of

attentional modulation and convergent RF shifts, it is easy

to image the combined effect of attentional modulation and

forward RF shifts. The forward RF shifts alone generate either no

mislocalization (aware decoders) or backward mislocalization

(unaware decoders). Attentional modulation, through its center

excitation and surround inhibition, will add a convergent and

divergent mislocalization component for stimuli close to and

away from the target (or any attentional locus), respectively.

We now briefly summarize psychophysical data of

perisaccadic perceptual mislocalization, which has been

interpreted as reflecting imperfections of the mechanisms for

transsaccadic visual stability (TSVS) (Matin and Pearce, 1965;

Honda, 1991), and after the discovery of perisaccadic RF shifts

(a specific mechanism for TSVS), as a perceptual consequence of

the RF shifts (Ross et al., 2001; Kaiser and Lappe, 2004; Zirnsak

et al., 2014). In a typical experiment, a probe stimulus (e.g., a

dot or line) is flashed at various times around saccade onset,

and subjects report the remembered stimulus location after

the saccade. Over a window of about 150ms around saccade

onset, the probe is mislocalized with a translational component

along the saccade axis and a compressive component toward the

saccade target (Honda, 1991; Ross et al., 1997). The translational

and compressive components are stronger, respectively, in the

absence and presence of a post-saccadic visual reference, such

as a ruler (Lappe et al., 2000). The translational mislocalization

is in the saccade direction (forward) around the saccade onset,

and disappears, or reverses the direction (backward), around

the saccade offset (Honda, 1991; Lappe et al., 2000; Schlag and

Schlag-Rey, 2002).

As we mentioned in the Introduction, the commonly

held same-direction assumption posits that the forward

and convergent RF shifts are responsible for the forward

(translational) and convergent (compressive) perceptual

mislocalization, respectively. Our analysis and simulations,

however, cast some doubts on this assumption. First, the

forward RF shifts predict either no mislocalization (aware

decoders) or backward mislocalization (unaware decoders).

Since forward RF shifts occur around the saccade onset, they

cannot explain the observed forward mislocalization in that

period. An exception to the forward mislocalization around the

saccade onset is the study of Jeffries et al. (2007) who found

backward mislocalization in monkeys. This is consistent with

unaware decoders’ prediction. However, that study differed from

others in one aspect (in addition to monkey vs. human subjects):

visual feedback of the veridical stimulus position was provided

at the end of each trial. Further studies are needed to sort out

the impact, if any, of this difference. Second, with reasonable

parameters and for stimuli near the target, convergent RF

shifts and attentional modulation together predict convergent

mislocalization only for aware decoders (Convergent RF shifts

alone predict convergent mislocalization only for aware and

density-sensitive decoders.). Unaware decoders predict little
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or divergent mislocalization. Even with 100% attentional

enhancement at the target, unaware decoders still predict

divergent mislocalization for stimuli further away from the

target. Without independent information on the brain’s choice

of aware vs. unaware decoders, we cannot determine whether or

not convergent RF shifts explain convergent mislocalization.

There are other reasons to doubt the same-direction

assumption. Convergent mislocalization depends on a post-

saccadic visual reference such as a ruler or any visible

background (Lappe et al., 2000). It is unknown whether or

not convergent RF shifts depend on such reference but since

convergent shifts in FEF and LIP appear around saccade onset

or even in the delay period well before saccades (Zirnsak

et al., 2014; Yang et al., 2019), they are unlikely to be

dependent on post-saccadic references. A study showed that

perceptual compression can occur without a post-saccadic

reference if the stimuli are weak with near threshold luminance

and observers dark adapt (Georg et al., 2008). However,

convergent RF shifts are measured with supra-threshold stimuli

(as weak stimuli would evoke too few spikes to measure

the shifts efficiently). Moreover, forward remapping has been

measured with both briefly flashed stimuli (Wang et al.,

2016) and stimuli persisting to the end of trials (Duhamel

et al., 1992). In contrast, mislocalization measurements appear

to require brief stimuli (more on this later). Additionally,

it is unclear how forward RF shifts may explain both the

forward mislocalization at saccade onset and the backward

mislocalization at saccade offset. Finally, perisaccadic RF

remapping is regarded as a physiological mechanism for

TSVS. Perisaccadic mislocalization, in contrast, is visual

distortion or instability. The same-direction assumption has the

conceptual difficulty of asserting that the stability mechanism

directly causes instability. It would be more reasonable to

assert that imperfect aspects of RF remapping generates

residual instability. For example, forward RF remapping may

start too early, before the saccade onset (Duhamel et al.,

1992). However, this would simply predict an early start of

either backward mislocalization (unaware decoders) or no

mislocalization (aware decoders), still contradicting the same-

direction assumption and the observed forward mislocalization

before the saccade onset.

If the same-direction assumption is at least questionable,

what then could be responsible for transsaccadic perceptual

mislocalization? Traditional models assume that translational

mislocalization results from the brain’s poor estimate of eye

position used to compensate for saccade-induced retinal shifts

of stimuli (Matin and Pearce, 1965; Honda, 1991). Specifically,

a slow-changing estimate that first leads but then lags the

actual eye position during a saccade explains the forward

and backward mislocalization around the saccade onset and

offset, respectively. Pola (2004) argues that when latency and

persistence of visual responses to flashed stimuli are considered,

a delayed but otherwise veridical eye-position estimate can

account for the translational mislocalization. Interestingly,

Teichert et al. (2010) show that when temporal characteristics

of visual responses to different stimuli are considered, the eye-

position estimate that eliminates mislocalization for persistent

stimuli produces the observed translational mislocalization

for flashed stimuli. However, these models do not explain

convergent mislocalization. Note that these models focus

on eye-position estimates whereas our study focuses on RF

remapping. Eye-position estimates rely on extraretinal signals

but may also be influenced by retinal stimuli (Teichert

et al., 2010). Conversely, RFs process retinal inputs but

their remapping depends on extraretinal signals such as CD

(Sommer and Wurtz, 2006). So the two approaches are not

completely independent and may be combined in future

research. Also note that temporal characteristics of visual

responses to stimuli (such as latency and persistence) do not

change our analysis on the perceptual consequences of RF

remapping as long as the stimuli are timed to produce the

remapping (such as the perisaccadic stimuli we consider).

Similarly, early or late decoding does not change our results

as long as the decoders act on remapped RFs. Clearly, our

results are irrelevant if a stimulus does not produce RF

remapping or perceptual decoders act on RFs at a time

without remapping.

Cicchini et al. (2013) found that a perisaccadically presented

bar is attracted to another bar presented either pre- or

post-saccadically. The interaction occurs over an oriented

region of spatial and temporal separations between the bars,

characteristic of motion detectors (Adelson and Bergen, 1985).

Interestingly, the forward RF expansion can also be interpreted

as a spatiotemporal orientation because around saccade onset,

stimuli closer to a cell’s cRF and fRF evoke visual responses with

shorter and longer latencies, respectively (Wang et al., 2016).

Thus, forward expanded RFs may be viewed as CD-enabled

high-speed motion detectors that measure spatiotemporal

correlation in retinal image motion across saccades, not for

perceiving the motion, but for linking pre- and post-saccadic

retinal images to achieve TSVS. Perisaccadic mislocalization

could then occur if this motion detection is imperfect (Cicchini

et al., 2013). However, this possibility again cannot explain

convergent mislocalization because saccade-induced retinal

motion is largely uniform across the retina at a given time.

Surprisingly, patterns similar to perisaccadic

mislocalization, with both the translational and convergent

components, have been produced by simulating saccade-

like retinal motion without the actual saccade (Ostendorf

et al., 2006; Shim and Cavanagh, 2006). Ostendorf et al.

argue that earlier experiments that failed to find convergent

mislocalization with simulated motion either did not match

simulated motion and saccade-induced motion, or were

not designed to measure compression. Just like perisaccadic

mislocalization which starts before the saccade onset, the

motion induced mislocalization starts before the motion
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onset. Such motion induced mislocalization of flashed stimuli

in the absence of eye movements is known as the flash-lag

effect (Brenner et al., 2006; Watanabe and Yokoi, 2006).

Although the mechanism of the flash-lag effect itself is still

debated (Nijhawan, 2002; Khoei et al., 2017), it likely involves

uncertainty and delays in processing brief stimuli whose

noisy memory representations interact with other visual

references. Indeed, most demonstrations of both the flash-lag

and perisaccadic mislocalization effects use flashes of less

than 10ms. The flash-lag effect greatly decreases or largely

disappears for flash durations longer than 100ms (Lappe

and Krekelberg, 1998; Cantor and Schor, 2007). This makes

sense because longer stimuli produce more reliable neural

representations which are less vulnerable in memory. Similarly,

although perisaccadic mislocalization of brief stimuli can be

many degrees of visual angle, we never notice it in our daily life

suggesting that it may not exist for persistent stimuli (Teichert

et al., 2010). [Alternatively, one could argue that saccades

suppress persistent objects in daily life much more strongly

than brief stimuli in mislocalization studies. This, however,

contradicts the fact that saccadic suppression is stronger for

magnocellular stimuli such as flashes (Ross et al., 2001)]. Thus,

perisaccadic mislocalization might be a version of the flash-lag

effect (Teichert et al., 2010) unrelated to saccades per se or

mechanisms of TSVS.

Since saccades generate retinal motion which then produces

mislocalization by itself, how can we determine perceptual

consequences of RF shifts without the confound of the

saccade-induced retinal motion? Total darkness would eliminate

retinal motion but it is hard to achieve when initial fixation

points, targets, and probes have to be visible. Fortunately,

convergent RF shifts can be generated by attention in time

periods well separated from saccades (Neupane et al., 2016;

Yang et al., 2019). One can thus measure attention induced

mislocalization without saccades and the associated retinal

motion. Suzuki and Cavanagh (1997) did exactly such a

study. They used a Vernier task to measure attentional

mislocalization, and found that probe stimuli were repelled away

from, not attracted toward, the attentional locus. This result

contradicts the same-direction assumption, and is consistent

with unaware decoders’ prediction of divergent mislocalization

(Figures 8B, 9B, black curves). Indeed, they discussed a model

which uses unaware decoders without attentional modulation.

However, the maximum mislocalization they measured was

only about 0.3 deg, much smaller than typical perisaccadic

mislocalization at similar stimuli-to-target distance. Perhaps

the model could accommodate the small mislocalization by

using the fact that convergent RF remapping is relatively weak

(Neupane et al., 2016) and only a small fraction of cells show

convergent RF shifts (Yang et al., 2019). Another issue is

that since they measured mislocalization by comparing two

flashed Vernier lines, the result must be the difference between

the two lines’ mislocalizations (which may also contribute

to the small effect). To explain the data, the model has

to assume that attention repels the near line more than

the far line, or attract the near line less than the far line,

in the experiment. This is possible (Figure 9B) but requires

independent verification.

In conclusion, our work suggests that there is no strong

theoretical support for the commonly-held same-direction

assumption, which links perisaccadic forward and convergent

RF shifts to perisaccadic forward (translational) and convergent

(compressive) perceptual mislocalization. Perisaccadic

mislocalization might be a version of the flash-lag effect

caused by saccade-induced retinal motion instead of by

saccades per se or by mechanisms of TSVS. However, although

forward RF shifts cannot explain forward mislocalization,

convergent RF shifts, together with attentional response

modulation, may contribute to convergent mislocalization

particularly for aware decoders. To resolve this issue,

one has to address the key open question of whether or

not perceptual decoders in the brain are aware of the

RF shifts.
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