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Editorial on the Research Topic

Naturalistic neuroscience — Towards a full cycle from lab to field

Due to the flexible and adaptive nature of the nervous system and to the complexity of

information the brain is constantly processing, it is extremely difficult to understand fully

the neural mechanisms of behavior. Natural behavioral patterns are often the product of

multidimensional integration of sensory information and internal state. To isolate specific

features of this complexity under controlled experimental conditions, previous research has

often reduced the dimensionality of parameters influencing a behavior. Such a simplified

research design is undoubtedly very valuable for testing causal relationships between brain

function and behavior. Now that a firm understanding of fundamental neural principles has

been established, neuroscience is incorporating these principles into a more natural context

in which they have evolved. In order to achieve an ecologically generalizable understanding

of how the brain controls behavior, naturalistic contexts at biological, mental and social levels

should be considered when designing neuroethological experiments. Recent technological

developments, for example, encompassing virtual reality techniques (Madhav et al., 2022),

now enable researchers to study the neural mechanisms of behavior under more naturalistic

contexts. Within a naturalistic neuroscience framework (Figure 1), it was recently possible to

uncover statistics in natural sensory information that match behavioral switches (Bigge et al.,

2021), to facilitate the elucidation of how active flight modulates compass representation in

the insect brain (Beetz et al., 2022), and even to record brain activity in vocally interacting

wild birds that ranged completely free in their natural habitat (Hoffmann et al., 2019).

In this Research Topic, 12 articles highlight experimental approaches and technological

advancements that consider natural contexts when investigating the neural bases of animal

(including human) behavior, and take Naturalistic Neuroscience from the lab to the field.

The Research Topic includes eight original research articles, one brief research report, three

reviews, and one methods article.

One crucial aspect of naturalistic neuroscience is to successfully characterize the behavior

of animals in the wild. Because wave-type electric fish continuously generate electric signals

for navigation and social communication purposes, spatio-temporal properties of their

electric signals can be used by researchers to localize and follow individual electric fish. In

their methods article, Raab et al. introduce an improved algorithm for tracking wave-type

electric fish. This algorithm, which is more robust against detection losses than previous
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approaches, relies on the combined detection of individual-specific

spatial and temporal characteristics of electric signals emitted by

the fish. The authors successfully tracked individuals ofApteronotus

leptorhynchus in their natural habitat demonstrating the relevance

of their algorithm.

Using a similar approach, Givon et al. studied the spatial

behavior of rivulated rabbitfish in their natural reef habitat to

pave the way for future research on the neurobiology of free-range

navigation. They triangulated the position of individual fish from

acoustic recordings of sound signals emitted by tags implanted in

the fish. Each individually tracked fish showed a fixed home range

within which they perform repeated navigation behavior, which

suggests that the neural basis of their navigation behavior could be

investigated in natural settings in the near future.

On land, the neurobiology of navigation has been extensively

studied in insects. Yilmaz et al. investigated the homing strategies

of wild balbyter ants in South Africa to define their relative usage of

landmarks and path integration during short distance navigation.

The authors conclude that even when foraging in the close vicinity

of their nest, balbyter ants benefit from path-integrated vectors to

initially define their homing direction.

To study the neural mechanisms of insect navigation, Nguyen

et al. recorded intracellularly from the brain of monarch butterflies

while presenting different combinations of visual orientation cues.

The authors concluded that central complex neurons integrate

celestial and terrestrial information, and weigh them flexibly to

allow a highly dynamic cue preference during navigation.

The insect’s central complex represents a central hub for

goal-directed behavior. By recording neural signals from actively

hunting praying mantises Wosnitza et al. showed that central-

complex neurons can flexibly switch between encoding the mantis’s

own movement and the movement of potential pray. This study

not only demonstrates that the central complex is involved in

hunting behavior, but also emphasizes that the insect’s behavioral

state strongly modulates the tuning of its neurons.

The neurobiology of acoustic behavior is another major

research area in neuroethology. In their brief research report,

FIGURE 1

Naturalistic neuroscience - Toward a full cycle from lab to field.

Ferreiro et al. introduce a freely-moving search paradigm to study

human auditory perception. Combining live position tracking

with wireless sound stimulation, they reintroduced the natural

interdependence of an individual’s own locomotion and the sensory

environment into a laboratory setting.

Avian systems have long been vital to understanding the

neural substrates of acoustic-mediated behaviors. By inactivating

the auditory brain area NC in female Bengalese finches, Lawley

et al. demonstrate the importance of this nucleus for male song

preference. Their study suggests the involvement of the female

bird’s NC in song evaluation and mate choice.

In their review article, Coleman et al. discuss recent findings

from studies on sensory cues and motor patterning that are

used by songbirds for vocal coordination during duet singing.

The authors emphasize that acoustic cues from the respective

duet partner are necessary to link the vocal pattern-generating

circuit in the brain between two duetting individuals, and also

showcase the challenges of recording neural activity in field-

based settings.

Bats have also been instrumental in progressing the field of

acoustic-mediated behaviors. With their study on the influence

of behavioral state on vocal control, Luo et al. demonstrated that

experimental conditions have a strong influence on the sound

frequency adjustments that are performed by echolocating bats to

match the frequency of emitted sounds to their auditory sensitivity.

Pratt’s roundleaf bats that were naturally flying, and conspecifics

that were artificially moved on a pendulum, precisely compensated

for motion-induced doppler shifts in returning echoes of their

sonar emissions; stationary bats, however, that only listened to echo

playbacks did not perform Doppler shift compensation.

How the auditory system of echolocating bats processes

naturalistic echo information is reviewed by Beetz andHechavarría.

This review article mainly focuses on different behavioral contexts

and their potential to influence the neural processing of echo

information. Possible future directions for this area of research,

within the framework of naturalistic neuroscience, are discussed at

the end of the article.
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A huge step in investigating neuroethological mechanisms

was the development of biologgers, which are small devices that

are carried by animals and record behavioral or physiological

data. Gaidica and Dantzer introduce a new implantable

biologger, which they designed to study the neurobiology of

sleep. The device was tested in laboratory rats and captive

squirrels, and showed great potential for long-term EEG

recordings in freely behaving animals in laboratory and

field-based settings.

Another indispensable technique for naturalistic

neuroscientific research is virtual reality (VR), which allows

subjects of study to interact with a completely controllable

stimulus environment. In his review article, Thurley

explains what we understand by VR and why VR is useful

for neuroethological research, and describes the technical

components needed for naturalistic VR. The review concludes

with a discussion of the potential and limitations of VR for

naturalistic neuroscience.

In conclusion, we provide a Research Topic of

compelling research studies and reviews in our recent

Research Topic Naturalistic Neuroscience, which

highlight exciting advances in taking neuroscience to

the natural context in which circuits and behaviors

ultimately operate.
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Neural Processing of Naturalistic
Echolocation Signals in Bats
M. Jerome Beetz1* and Julio C. Hechavarría2

1 Zoology II, Biocenter, University of Würzburg, Würzburg, Germany, 2 Institute of Cell Biology and Neuroscience, Goethe
University Frankfurt, Frankfurt, Germany

Echolocation behavior, a navigation strategy based on acoustic signals, allows scientists
to explore neural processing of behaviorally relevant stimuli. For the purpose of
orientation, bats broadcast echolocation calls and extract spatial information from
the echoes. Because bats control call emission and thus the availability of spatial
information, the behavioral relevance of these signals is undiscussable. While most
neurophysiological studies, conducted in the past, used synthesized acoustic stimuli
that mimic portions of the echolocation signals, recent progress has been made to
understand how naturalistic echolocation signals are encoded in the bat brain. Here,
we review how does stimulus history affect neural processing, how spatial information
from multiple objects and how echolocation signals embedded in a naturalistic, noisy
environment are processed in the bat brain. We end our review by discussing the huge
potential that state-of-the-art recording techniques provide to gain a more complete
picture on the neuroethology of echolocation behavior.

Keywords: biosonar, neural coding, naturalistic stimuli, bats, acoustic stream, neuroethology

INTRODUCTION

Bats acoustically orient by broadcasting echolocation sequences and extracting spatial information
from echoes, a strategy referred to as echolocation behavior. The accessibility of naturalistic
orientation signals makes the investigation of the neural underpinnings of echolocation behavior
a promising field of research. Traditionally, electrophysiological studies are conducted by using
synthesized echolocation signals that represent only portions of naturalistic echolocation signals
(Dear and Suga, 1995; Kössl et al., 2015; Macías et al., 2020b). Hereby, both the call dynamics and
the temporal context of acoustic signals, i.e., the organization of echolocation signals in sequences,
has often been neglected. This is surprising when considering the substantial effects of stimulus rate
on neural processing (O’Neill and Suga, 1982; Wong et al., 1992; Wu and Jen, 1996; Galazyuk et al.,
2000; Smalling et al., 2001; Zhou and Jen, 2006; Macías et al., 2022). One possible reason why many
scientists use synthesized acoustic stimuli instead of naturalistic echolocation signals is, besides
from the fact that artificial stimuli are well controllable, the challenge of recording the echolocation
signals immediately before they arrive at the bat’s ears. To get along with that challenge, it is
desirable to place a microphone close to the bats’ ears (Hase et al., 2022), a complicated task when
considering that commercially available recording devices are usually too heavy to be carried by
bats. Therefore, some scientists adopted a pendulum paradigm that allows to place a bat together
with acoustic recording devices in mass of a pendulum (Henson et al., 1982; Kobler et al., 1985;
Gaioni et al., 1990; Fitzpatrick et al., 1991; Vater et al., 2003; Macías et al., 2016b; Beetz et al.,
2021). During the forward swing, the bat broadcasts echolocation calls that are recorded together
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Beetz and Hechavarría Coding Naturalistic Echolocation Signals

with echoes by an ultrasound sensitive microphone. These
acoustic signals can later be used as naturalistic echolocation
signals presented to passively listening bats (Beetz et al., 2016a,b,
2017, 2018). Another approach, but leading to comparable
acoustic recordings, is to train bats resting on a perch while
mechanically approaching a target that the bat must ensonify
(Macías et al., 2018). However, by far the most naturalistic
and desirable approach is to record neural signals directly from
echolocating bats (Kothari et al., 2018).

Before focusing on recent neurophysiological findings, the
review gives a brief historical background on the discovery of
echolocation behavior, and an overview on how echolocation
information conveys spatial information. This is of particular
importance when evaluating the stimulus design used for neural
recordings. Later, the review focuses on four aspects that
scientists should consider when investigating neural coding
of naturalistic echolocation signals: (i) temporal context and
dynamics of the stimulus; (ii) complex echolocation scenes
composed of multiple objects or multi-reflective substrates;
(iii) echolocation signals embedded in a naturalistic acoustic
context; (iv) neural recordings from actively echolocating
and flying bats.

BRIEF HISTORY OF BAT
ECHOLOCATION

Observations on bat navigation date to the 18th century
when Lazzaro Spallanzani described that bats with occluded
eyes perform rapid flight maneuvers without colliding
with surrounding obstacles (Dijkgraaf, 1960; Griffin, 2001).
Subsequent experiments by Louis Jurine of Geneva demonstrate
that bats use their auditory system for navigation because when
the bats’ ear canals were plugged, their navigational capabilities
drastically dropped, and they collided with obstacles. Hahn
(1908) conducted similar experiments and came to the same
conclusions. Because scientists could not detect any sounds
that the bats may use for orientation, it remained mysterious
how the auditory system helps the bats to orient in darkness.
Hartridge (1920) proposed that bats emit high frequency calls,
inaudible to humans and that they extract spatial information
from the echoes. Ironically, this hypothesis could not be tested
until G. W. Pierce invented an ultrasound detector about two
decades later and confirmed Hartridge’s hypothesis together
with Donald R. Griffin (Pierce and Griffin, 1938; Griffin, 1944,
1958). High frequency signals are spatially directed and their
short wavelengths allow reflections off small targets, optimal to
hunt for tiny insects (Boonman et al., 2013). The shortcoming
of high frequency calls is that they rapidly attenuate with
distance limiting the working range of echolocation to just a few
meters (Grinnell and Griffin, 1958; Kick, 1982; Lawrence and
Simmons, 1982b). To navigate over long distances, bats often
use a combination of auditory and visual information (Williams
and Williams, 1967, 1970; Boonman et al., 2013). In addition, a
magnetic compass is discussed that assists bats to find their way
over long-distance migrations (Holland et al., 2006, 2010; Wang
et al., 2007b).

FIGURE 1 | Example calls of FM and CF-FM bats. The example spectrograms
shown correspond to vocalization from the species Carollia perspicillata and
Pteronotus parnellii.

ACOUSTIC PARAMETERS OF
ECHOLOCATION SIGNALS

Based on the call structure, bats can be classified into species
emitting frequency modulated calls (FM-bats) or a combination
of constant frequency and frequency modulated call-components
(CF-FM bats) (Neuweiler, 1990; Altringham, 2011; Figure 1).
The FM covers a broad frequency range (Simmons and Young,
2010) and it is suited to analyze the object’s position, structure,
and shape (Simmons, 1973; Simmons et al., 1979; Simmons
and Stein, 1980; Surlykke et al., 1993; Faure and Barclay, 1994;
Jensen and Miller, 1999; Siemers and Schnitzler, 2004). The
narrowband CF component lasts longer than the FM and some
insectivorous bats use it to detect flying insects that cause
amplitude and frequency modulations in the echoes (Neuweiler,
1990). The ecological diversity of bats is reflected in the acoustic
call properties. Each bat species adopts different calls, and each
individual can dynamically change different call portions (for
review see Griffin and Novick (1955), Neuweiler (1989, 1990),
Jones (1999), Schnitzler and Kalko (2001), Brinklov et al. (2010)).
The dynamics in call design imply that there does not exist a
unique call template for each species. Because each call may
slightly differ from preceding calls, it is challenging to discuss the
behavioral relevance from neurophysiological findings obtained
with a single call template used as acoustic stimulus.

Not only the call variability may affect neural processing
but also the sequence character of the emitted signals. Each
echo represents an acoustic snapshot of the surrounding,
comparable to a single frame of a movie. As with adding single
frames at a certain rate to create movie scenes, the sequence
character of emitted echolocation calls results in a smooth
and quasi-continuous representation of the surroundings. By
dynamically adjusting the call rate, bats control the spatial
accuracy of their echolocation system. High spatial accuracy is
important when bats navigate in highly cluttered or unfamiliar
environments or when zooming into objects or prey (Kick, 1982;
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Roverud and Grinnell, 1985a; Surlykke and Moss, 2000; Petrites
et al., 2009; Hiryu et al., 2010; Barchi et al., 2013; Falk et al.,
2014; Kothari et al., 2014; Sändig et al., 2014; Knowles et al., 2015;
Wheeler et al., 2016; Beetz et al., 2019). Immediately before the
catch, some bats reach call rates higher than 200 Hz (Griffin,
1953; Schnitzler et al., 1987; Jones and Rayner, 1988; Kalko and
Schnitzler, 1989; Kalko, 1995). Taken together, the dynamics
in call design and call rate may affect neural processing and
must be carefully considered when investigating how naturalistic
echolocation signals are processed in the bat brain.

WHAT SPATIAL INFORMATION IS
CONVEYED BY ECHOES?

To conceptualize how echoes convey spatial information, we
imagine a simplified scenario, where a frugivorous FM-bat
detects a fruit tree. First, the bat localizes the tree relative to
its current location. It computes the tree position along the
horizontal axis (azimuth) by using binaural cues (Simmons et al.,
1983; Obrist et al., 1993; Fuzessery, 1996; Firzlaff and Schuller,
2003). Echoes arrive earlier and with a higher intensity to the
ipsilateral ear than to the contralateral ear (Figure 2A, left
column). Because of the bat’s small head size, inter-aural time
differences may be too short and thus less relevant to decode
the tree’s azimuth position (Grothe and Park, 1998). With their
fine frequency tuning, bats can also use inter-aural spectral
differences to infer the tree’s azimuthal position. To reach the
contralateral ear, the echo passes the bat’s head. This creates
multiple echoes (Wotton et al., 1995; Aytekin et al., 2004) that
partially overlap and thus creates spectral notches in the echo
reaching the contralateral ear (Figure 2A, middle column, see also
Figure legend for details). Spectral differences of echoes reaching
the ipsi- and contralateral ear can be used to determine the
azimuthal position of the echo source (Fuzessery, 1996; Aytekin
et al., 2004). In addition to inter-aural parameters, bats can also
use monaural spectral cues, i.e., the energy content at particular
frequency bands to infer the object’s azimuth (Bates et al., 2011;
Wohlgemuth et al., 2016b; Figure 2A, right column).

To adjust the flight height and avoid collisions, the bat must
know the tree’s height. Due to the characteristic anatomy of
the outer ear, echoes get reflected off ear parts in an elevation-
dependent manner (Grinnell and Grinnell, 1965; Lawrence and
Simmons, 1982a; Wotton et al., 1995; Firzlaff and Schuller, 2003;
Aytekin et al., 2004; Chiu and Moss, 2007; Hoffmann et al.,
2015). The position and number of spectral notches depend
on the object’s elevation (Fuzessery, 1996; Aytekin et al., 2004).
With increasing elevation, the notch frequency increases (Wotton
et al., 1995; Firzlaff and Schuller, 2003; Aytekin et al., 2004;
Wohlgemuth et al., 2016b; Figure 2B). Behavioral studies in the
FM-bat Eptesicus fuscus showed that they indeed use spectral
notches for elevation processing (Wotton et al., 1996; Wotton and
Simmons, 2000).

For distance processing, bats measure the delay between
call emission and echo arrival, also referred as “echo delay”
(Figure 2C) (Hartridge, 1945; Nordmark, 1960; Cahlander et al.,
1964; Simmons, 1973, 1989). Because acoustic signals travel at

an approximate constant speed, the echo delay increases with
distance, 1 ms per 17 cm. Distance processing based on echo-
delays only works until there is a detectable delay between call and
echo. If the object is just a few centimeters away from the bat, call
and echo temporally overlap and bats use spectral information,
including notches arising from call-echo interferences to process
the object’s distance (Pye, 1960, 1961a,b). Neurons sensitive to
spectral notches have been well described in the inferior colliculus
and auditory cortex of the insectivorous FM-bat Eptesicus fuscus
(Sanderson and Simmons, 2000, 2002). Along the same line of
argument, if two objects are very close to each other, e.g., a fruit in
front of clutter, then both objects create temporally overlapping
echoes. Some neurons of the inferior colliculus of E. fuscus
respond differently to objects associated with clutter than in the
absence of clutter allowing a reliable sonar object discrimination
in a cluttered environment (Allen et al., 2021).

Bats also determine the object’s shape and texture with echo
information. Here, they profit again from different strategies.
One possibility is to scan object edges (Yovel et al., 2010) by
using echo delay information (Figure 2D). Many bats living in
cluttered environments often hover in front of objects (Griffin
and Novick, 1955; Neuweiler, 1989, 1990; Schmidt et al., 2000;
von Helversen and von Helversen, 2003). By keeping a constant
object-distance and carefully pinpointing the sonar beam along
object edges, bats can compute the object’s shape. As soon as the
sonar beam points off the object, the echolocation call hits an
object in the background and the echo delay dramatically shifts
to long delays. Note that while these ideas have been discussed
extensively and they have strong theoretical support, whether the
bats use echo delay information to infer the object’s shape remains
unclear. To date, most neural data have been obtained in head-
restrained bats that were under anesthesia. To understand the
purpose of hovering and especially its neuronal control, future
studies should follow a more naturalistic approach by recording
from vocalizing bats hovering in front of objects.

Objects spatially tightly embedded in highly cluttered
backgrounds might result in delay differences of less than a
millisecond, making object shape determination based on echo
delay information challenging (Simmons et al., 1974; Simmons
and Chen, 1989). Under these conditions, it might be easier
for the bat to infer object shapes and textures with spectral
information (Simmons et al., 1974, 1990, 1998; Simmons,
1989; Mogdans et al., 1993; Simon et al., 2006; Figure 2E).
Neurophysiological studies demonstrate that subcortical and
cortical neurons, indeed selectively respond to spectral notches
(Sanderson and Simmons, 2002; Firzlaff et al., 2006; Macías et al.,
2020a).

INFLUENCE OF THE TEMPORAL
CONTEXT ON NEURAL PROCESSING

Neurons encoding object distances belong to one of the best
described neuron types in bat research (Feng et al., 1978;
O’Neill and Suga, 1979; Sullivan, 1982b; Fitzpatrick et al.,
1993; Portfors and Wenstrup, 1999; Hagemann et al., 2011;
Wenstrup and Portfors, 2011; Hechavarría and Kössl, 2014;

Frontiers in Neural Circuits | www.frontiersin.org 3 May 2022 | Volume 16 | Article 89937010

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neural-circuits#articles


fncir-16-899370 May 12, 2022 Time: 15:6 # 4

Beetz and Hechavarría Coding Naturalistic Echolocation Signals

FIGURE 2 | Overview on decoding spatial information from echoes. (A) To infer an object’s azimuth, bats can use inter-aural amplitude, time (left), and spectral cues
(middle), but also monaural spectral cues (right). Ipsilateral echoes (blue waves) are higher in amplitude (Amp) and reach the ipsilateral ear earlier than the contralateral
ear (orange waves). Contralateral echoes bypass the bat’s head which creates spectral notches due to multiple reflections. To understand how spectral notches are
generated, we assume that the echo gets reflected off the bat’s pinna. This evokes a second echo that temporally overlaps with the first echo. By assuming a
pinna-tragus distance of 3.43 mm and considering that the second echo travels back to the tragus, sound waves with a wavelength of 6.86 mm (or 50 kHz) are
phase shifted by 180◦ between both echoes. This creates a spectral notch at 50 kHz (red arrow in black power spectrum). Based on characteristic spectral notches,
contralateral echoes are discriminable from ipsilateral ones. Because of the frequency dependent directionality, echoes from off-axis objects mainly contain low
frequency portions. Echoes from on-axis objects additionally contain high frequency portions (Surlykke et al., 2009a; Simmons, 2012, 2014; Wohlgemuth et al.,
2016b). (B) Elevation decoding is based on elevation-dependent spectral-notches in the echoes. (C) Target distance is computed based on echo-delays. Both call
and echo travel the distance between the bat and the object at sound velocity. This leads to distance-dependent echo delays to which combination-sensitive
neurons in the auditory system of bats are tuned to. (D) To determine the object’s shape, the edges can be scanned by computing echo-delays. As soon as the calls
get reflected off objects in the background, the echo delays abruptly increase. (E) Texture roughness is determined by spectral cues like spectral notches.

Macías et al., 2016a). While being diffusely organized in the
inferior colliculus, delay-tuned neurons of the auditory cortex
are, in many bat species, topographically organized in a
chronotopic map (for review see Kössl et al. (2014)). Neurons
tuned to long echo-delays and thus encoding long target-
distances are clustered in different cortical areas than neurons
tuned to short echo-delays. When a bat approaches a target
during flight, the echo delays progressively shorten (Oscillogram

in Figure 3). By considering the chronotopic organization, it
was discussed that an activity wave moves along a target-
distance gradient in the cortex when the bat approaches a
target (Hechavarría et al., 2013; Bartenstein et al., 2014; Kössl
et al., 2014). This activity wave was experimentally confirmed by
placing multi-electrode arrays along the target-distance gradient
of an anesthetized frugivorous bat Carollia perspicillata and
recording simultaneously from multiple neurons that were tuned
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FIGURE 3 | A neural activity wave travels across the cortex when the bat is stimulated with a naturalistic echolocation sequence of an approach flight, but it is
absent when presenting the same call-echo pairs in randomized order. Top: Schema of the chronotopic gradient of the auditory cortex in Carollia perspicillata.
Neurons tuned to long delays (∼ 20 ms) are clustered in caudal regions while short delays (∼ 2 ms) are primarily processed in rostral regions of the cortex. Bottom:
Oscillogram of the stimulus. Red vertical lines border the call-echo pairs. Heatmaps represent the neural activity of six simultaneously recorded units in response to
temporally isolated call-echo pairs (Top) and to the naturalistic echolocation sequence (Bottom). The naturalistic echolocation sequence contained the same
acoustic information as the call-echo pairs that were played randomly with a 500 ms inter-stimulus interval. Only the temporal context, i.e., stimulus history and the
stimulus rate differ between both stimulation protocols. Units are ordered along the rostro-caudal axis. Preferred echo delays, median time points of the neural
responses of each unit are indicated as white dots. Data adapted from Beetz et al. (2016b).

to different echo delays (Beetz et al., 2016b). When the bats
were stimulated with a naturalistic echolocation sequence of
an approach flight, an activity wave moved from caudal to
rostral cortex regions. Caudal neurons encoding long echo-delays
respond stronger to the first half of the sequence while the
neural activity propagated toward rostral neurons during the
course of the sequence. Unexpectedly, this activity wave was
absent when presenting the bats isolated call-echo pairs in a
randomized order and with at least 500 ms of inter-stimulus
interval (compare response to “Isolated Call-Echo Pairs” with
response to “Sequence” in Figure 3). Although both stimulus
protocols “Isolated Call-Echo Pairs” and “Sequence” contain
the same echolocation information, they evoke totally different
neural responses in the cortex. These different responses can be
explained when considering the stimulus history and acoustic
rates carried by the stimuli. The high acoustic rate represented in
the naturalistic sequence evokes substantial neuronal suppression
in the cortex. However, instead of completely silencing the cortex,
the neurons partially recover from suppression at neuron-specific
echo delays (Beetz et al., 2016b). Thus, cortical suppression in
response to the echolocation sequence, renders an otherwise
highly responsive cortex into a selective cortex that maps the
distance information of an approach flight.

Although substantial effects of stimulus rate on tuning
sharpness have been documented in former studies (O’Neill
and Suga, 1982; Wong et al., 1992; Wu and Jen, 1996, 2006b;
Galazyuk et al., 2000; Smalling et al., 2001; Jen et al., 2002;
Zhou and Jen, 2006), delay tuning is commonly examined
by using synthesized call-echo pairs as acoustic stimuli (Dear
and Suga, 1995; Hagemann et al., 2010; Kössl et al., 2012,
2015; Hechavarría et al., 2013; Macías et al., 2016a, 2020b).
These stimuli only mimic portions of the echolocation signals
(Figure 4A) and are far beyond a naturalistic stimulus context
(Sullivan, 1982b; Casseday and Covey, 1996; Galazyuk et al.,
2005; Feng, 2011; Wenstrup et al., 2012; Hechavarría and Kössl,
2014; Suga, 2015). The current model on delay tuning in FM-
bats was designed based on results obtained under artificial
stimulus conditions. According to this model, each acoustic
signal evokes an inhibition followed by a rebound excitation
(Figure 4B). Hereby, the duration of inhibition depends on
the signal amplitude. The higher the signal amplitude, the
longer the inhibition and the longer the response latency, a
phenomenon also referred to as paradoxical latency shift (PLS)
which is widespread in delay-tuned neurons of FM-bats (Sullivan,
1982a,b; Berkowitz and Suga, 1989; Klug et al., 2000; Galazyuk
and Feng, 2001; Galazyuk et al., 2005; Wang et al., 2007a;
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FIGURE 4 | Proposed models of delay tuning in FM-bats. (A) Oscillogram, spectrogram, and power spectrum of a naturalistic call-echo pair of C. perspicillata (left)
and a synthesized call-echo pair (right). For simplicity the power spectrum represents the call only. (B) Proposed model of delay tuning in FM-bats. Post-synaptic
responses of a delay-tuned neuron are schematically shown in response to the neuron’s best delay (4 ms, left) and a non-best delay (8 ms, right). Post-synaptic
inputs from call and echo are depicted in green and orange, respectively. The summed response (6) of the delay-tuned neuron is shown in black. Note that the
neuron spikes only when the inhibitory rebounds from call and echo coincide. (C) Rate-level function of a cortical delay-tuned neuron showing a paradoxical latency
shift (PLS) of about 9 ms. Each dot of the raster plot represents a spike (D) Delay-tuning curve from a cortical neuron of C. perspicillata that is sensitive to equally
intense call and echo (80 dB SPL). (E) The current model of delay-tuning in FM-bats cannot explain delay tuning to equally intense call and echo (left). By adding an
initial excitatory component, delay-tuning to equally intense call and echo can be explained (right). In the modified model, the post-inhibitory rebound from the call
response coincides with the initial excitatory response to the echo, thus passing the spike threshold. Data shown in (C) are adapted from Hechavarría and Kössl
(2014).

Ma and Suga, 2008; Feng, 2011; Hechavarría and Kössl, 2014).
Since echolocation calls are more intense than echoes, delay-
tuned neurons respond with longer latencies to calls than to
echoes. If the amount of PLS is as long as the echo delay,
then both subthreshold responses coincide and pass the spike
threshold (“Best Delay” column in Figure 4B). Depending on
the amount of PLS, different neurons have specific echo delays
to which they respond best (Sullivan, 1982b; Berkowitz and
Suga, 1989; Galazyuk et al., 2005; Feng, 2011; Hechavarría and
Kössl, 2014). Despite the elegance of PLS, it does not fully
explain the mechanisms underlying delay tuning in FM-bats.
Some delay-tuned neurons show no PLS, and delay tuning
can even be observed when call and echo are equally intense
(Grinnell, 1963; Hechavarría and Kössl, 2014; Beetz et al., 2016b;

Figures 4C,D). The latter cannot be explained with a PLS
because excitatory rebounds from call and echo would never
coincide (“current model” in Figure 4E). Based on results from
extracellular recordings from lightly anesthetized and passively
listening bats, we modified the current model of delay tuning. If
a brief subthreshold excitation precedes the inhibition, ending up
with two excitatory components (initial excitation and inhibitory
rebound) and one inhibitory component evoked by each acoustic
signal, then the inhibitory rebound in response to the call
may coincide with the initial excitation in response to the
echo (“modified model” in Figure 4E). This may explain delay
tuning to equally intense acoustic signals and in absence of PLS.
Unfortunately, no intracellular data from the auditory cortex
of FM-bats exist to test the existence of a subthreshold initial
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excitation. So far, all intracellular recordings in FM-bats focused
on the inferior colliculus (Covey et al., 1996; Xie et al., 2007;
Peterson et al., 2008; Voytenko and Galazyuk, 2008; Li et al.,
2010). Importantly, many neurons from the auditory midbrain
show an initial excitation followed by inhibition (Suga, 1964;
Covey et al., 1996), a process mediated a process mediated
by GABA (Jen et al., 2002; Zhou and Jen, 2002; Wu and
Jen, 2006a,b). However, it is noteworthy that changes in signal
duration can substantially change the post-synaptic potentials
of a collicular neuron (Covey et al., 1996). The high post-
synaptic dynamics induced by slight stimulus changes raises
concerns about the transferability of post-synaptic potentials
measured with artificial stimuli. To what extent delay-tuned
neurons of the cortex show initial excitatory responses followed
by inhibition and post-inhibitory rebounds and whether these
response components contribute to the neural mechanisms of
delay tuning awaits to be answered.

What is even more underexplored is how the temporal
dynamics of excitation and inhibition influence the neural
responses to naturalistic echolocation sequences in FM bats.
At the level of the auditory midbrain, neural suppression in
response to the echolocation sequence improves the neural
tracking ability of acoustic signals by increasing the signal-
to-noise ratio of the neural response (Beetz et al., 2017).
While many collicular neurons are adapted to encode the
time points of acoustic signals in an echolocation sequence
(Sanderson and Simmons, 2005; Beetz et al., 2017; Macías
et al., 2018), forward suppression vastly deteriorates this
tracking ability at the cortex level (Bartenstein et al., 2014;
Beetz et al., 2016b; Figure 5A). In contrast to C. perspicillata
and Phyllostomus discolor, cortical suppression is weaker in
the FM-bat Tadarida brasiliensis and some neurons well
represent the time points of acoustic signals (Macías et al.,
2022). Hereby, the spike timing precision increases with the
stimulus rate and thus improves the neurons’ tracking ability
(Macías et al., 2022) similar to what has been found in the
inferior colliculus of C. perspicillata (Beetz et al., 2017). In
contrast to this, neural suppression in the inferior colliculus
of E. fuscus is stronger than in C. perspicillata, resulting in
some neurons selectively responding to particular call-echo pairs
in a naturalistic echolocation sequence (Macías et al., 2018).
Altogether, the degree and site of neural suppression can differ
across bat species, an interesting comparative effect on processing
echolocation sequences.

Regional differences in GABA-mediated inhibitions in the
inferior colliculus and auditory cortex may explain the different
suppression strength seen in the midbrain and cortex of
C. perspicillata. While blocking GABA abolishes PLS and affects
delay tuning in the inferior colliculus (Galazyuk and Feng, 2001;
Feng, 2011), at cortical level, PLS and delay tuning are unaffected
by GABA blockage (Hechavarría and Kössl, 2014; Figure 5B). At
the cortex, GABA blockage has a strong effect on the response
amplitude. Altogether, the data indicate that PLS seen at the
cortex level is inherited from subcortical structures, like the
inferior colliculus or the thalamus. Future work, especially from
the thalamus is required to fully understand the role of GABA
and PLS on delay tuning.

Most cortical delay-tuned neurons are more sensitive to faint
than to intense acoustic signals (Hechavarría and Kössl, 2014;
Figure 5C). Non-monotonic intensity rate functions are less
abundant in the inferior colliculus (Yang et al., 1992; Park and
Pollak, 1993, 1994) than in the cortex (Suga and Manabe, 1982;
Measor et al., 2018). In the pallid bat, non-monotonicity is
more pronounced when using broadband FM sweeps than pure
tones. This indicates that non-monotonicity is accentuated from
sideband inhibition through dynamic interactions of different
frequency inputs (Measor et al., 2018). The current view is
that inhibitory inputs in the mammalian cortex are more
broadly tuned than excitatory inputs (Wehr and Zador, 2003;
Tan et al., 2004) and that there is an unbalanced recruitment
between excitation and inhibition with increasing intensity (Wu
et al., 2006). Experiments on thalamocortical brain slices from
mice demonstrated that non-monotonicity can arise through
local cortical inhibition (de la Rocha et al., 2008). While
these findings, together with a formulated model, explain non-
monotonicity in response to simple acoustic stimuli, they do
not explain how non-monotonicity contributes to processing
complex acoustic streams (de la Rocha et al., 2008), like
echolocation sequences. By considering the presence of non-
monotonicity, we adapted our current model of delay tuning
(initial excitation + inhibition + post-inhibitory rebound) for
the neural responses to the naturalistic echolocation sequences.
Because of relatively low suppression, collicular neurons respond
to almost each acoustic signal of our sequence. However, at
the neuron’s best delay (6 ms in our example; Figure 5D) the
post-inhibitory rebound from the call response coincides with
the initial excitation of the echo response which results to a
higher spike rate than non-optimal echo delays (blue arrowhead
in Figure 5D). The very same echolocation sequence whose
acoustic signals are well tracked by collicular neurons is totally
differently encoded in the cortex. Here, massive suppression, in
combination with non-monotonicity reduces the post-synaptic
potentials induced by calls and echoes. Suppression effects
last longer than in the midbrain and therefore may lead to
subthreshold oscillations that reduce the neuron’s membrane
potential. Although, subthreshold oscillations in cortical delay-
tuned neurons await to be detected, similar oscillations have been
detected in the inferior colliculus of bats and frogs (Covey et al.,
1996; Feng, 2011). According to our model, relatively strong
excitatory inputs are necessary to overcome cortical suppression
and pass the spike threshold (Chen and Jen, 1994; Jen and Chen,
1998). This occurs when depolarizations induced by call and echo
coincide (blue arrowhead in Figure 5E).

The influence of non-monotonicity is also reflected in cortical
neurons that shift their delay tuning toward shorter delays
with decreasing stimulus intensities (Figure 6A). According to
the non-monotonicity, the duration of inhibition is prolonged
with increasing intensity. Therefore, the inhibitory rebound
(excitation II) delays with increasing intensity and thus the best
delay is also shifted toward longer delays (Figures 6B,C).

Irrespective of the presented echo delay, many cortical
neurons show an initial response to the echolocation sequence
indicating for building up process of cortical suppression
(Bartenstein et al., 2014; Beetz et al., 2016b). Initial responses
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FIGURE 5 | Proposed mechanism of processing naturalistic echolocation sequences. (A) Neural response to isolated call-echo pairs (colored raster plot) presented
in randomized order and with 500 ms interstimulus time-interval and to a naturalistic echolocation sequence (black raster plot) from the inferior colliculus (upper) and
auditory cortex (lower) of C. perspicillata. The naturalistic echolocation sequence is shown as oscillogram where green and orange events indicate calls and echoes,
respectively. (B) Effect of GABA blocking in a cortical delay-tuned neuron. Blockage with bicuculline methiodide (BMI) reduces the spike rate while the delay-tuning
was unaffected. (C) Rate-level function (left) and delay tuning (right) visualized as raster plots of one cortical neuron. Note that the neuron responds
non-monotonically with more spikes to faint than to intense sound levels (left). Each black dot represents a spike. (D,E) Proposed models of processing echolocation
sequences in the inferior colliculus (D) and auditory cortex (E). For simplicity, the synaptic input to delay-tuned neurons is demonstrated for a sequence containing
three call-echo pairs with echo-delays of 8, 6, and 4 ms. Synaptic inputs evoked by calls and echoes are indicated in green and orange. Both inputs are linearly
summed (6) to explain the post-synaptic potential and spike output of the delay-tuned neurons. Although, responding with spikes to each acoustic event, the
collicular neuron shows a faciliatory response [blue arrowhead in (D)] to the call-echo pair in which the echo follows the call by 6 ms. The cortical neuron responds
more selectively to the 6 ms call-echo pair of the sequence (blue arrowhead). Respectively, data shown in (A–C) are adapted from Hechavarría and Kössl (2014) and
Beetz et al. (2017).

are not essential for cortical suppression (Edamatsu and
Suga, 1993; Beetz et al., 2016b) and in rodents it has been
shown that even subthreshold depolarizations are followed by
inhibition (Asari and Zador, 2009). Note that our model on
processing naturalistic echolocation sequences is purely based
on extracellular data obtained in anesthetized, passively listening
bats of the species C. perspicillata. Our model does not consider
the auditory thalamus whose influence on delay tuning is
completely unknown in C. perspicillata. Future studies should
consider performing neural recordings from multiple auditory
stages, i.e., midbrain, thalamus, and cortex, at the same time in

order to understand the organization of delay-tuning along the
ascending auditory pathway. In addition, intracellular recordings
monitoring the neuron’s membrane potential when the bats are
stimulated with naturalistic echolocation sequences are essential.

NEURAL PROCESSING OF COMPLEX
NATURALISTIC SCENES

Echolocation calls emitted in highly cluttered environments get
reflected off multiple objects. This creates cascades of echoes
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FIGURE 6 | Intensity-dependent shifts in delay tuning in the auditory cortex. (A) Neural response of two cortical units to an echolocation sequence is shown as
raster plots. (Top) Oscillogram of the sequence with calls and echoes depicted in green and orange, respectively. The sequence was presented at two different
intensity ranges (36–77 and 26–67 dB SPL). Note, that the units respond earlier when the bat was stimulated with the high intensity range. (B,C) Proposed model
explaining the intensity-dependent shift in delay tuning. When stimulated with an intense sequence (80–70 dB SPL), the non-monotonicity of the neuron elongates
the inhibitory component and thus the rebound coincides with the initial excitation evoked by the first echo. Delay tuning gets shifted toward shorter delays (6 ms)
when the bat gets stimulated with a fainter sequence (70–60 dB SPL). This results from a shortening of inhibition due to the non-monotonicity.

following each call (Moss and Surlykke, 2010). Although bats
may reduce the abundance of echo cascades by focusing their
sonar beam to single objects (Surlykke et al., 2009a,b; Seibert
et al., 2013; Fujioka et al., 2014), echo cascades cannot entirely
be avoided (Linnenschmidt and Wiegrebe, 2016). Surprisingly,
only a handful of studies tried to shed light onto how the bat’s
brain processes spatial information from echo cascades in which
the echoes were temporally non-overlapping (Beetz et al., 2016a,
2017; Greiter and Firzlaff, 2017; Warnecke et al., 2018, 2021)
[for neural results on temporally overlapping echoes that create
spectral notches (see Sanderson and Simmons (2000, 2002),
Allen et al. (2021))]. While neurons of the auditory midbrain
parallelly process spatial information from multiple echoes (Beetz
et al., 2017; Warnecke et al., 2018, 2021), the auditory cortex
predominantly encodes the most immediate echo and subsequent
echoes do not evoke a neural response (Beetz et al., 2016a; Greiter
and Firzlaff, 2017). These data indicate that there must be a neural
filter from the midbrain to the cortex. In anesthetized, passively
listening bats, this filter selects the closest object. This is not a
surprise when considering that the closest object represents the
highest risk to collide with during flight. However, it is likely
that attentional processes of the bat can adapt the filter so that

more distant objects could be predominantly processed at cortical
level, as it has been shown with behavioral experiments (Fujioka
et al., 2016; Amichai and Yovel, 2017). Neural recordings from
awake, echolocating bats are necessary to understand how this
filter operates and how echo cascades are processed in the brain
(Kothari et al., 2018).

Another major challenge accompanied by acoustic orientation
is that bats live in a noisy environment enriched with
communication and biosonar signals of conspecifics. This
situation represents a cocktail party “nightmare” where bats
are challenged to extract their own biosonar signals from a
soup of noise. Although it has been shown that bats can
discriminate their calls from interfering acoustic signals of
conspecifics (Schnitzler et al., 1987; Brigham et al., 1989; Jones
et al., 1991; Masters et al., 1991, 1995; Obrist, 1995; Amichai
et al., 2015), call extraction becomes difficult with increasing
noise level. To facilitate signal extraction, bats demonstrate a
large repertoire of different behavioral adaptations. Some bats
avoid flying in noisy environments (von Frenckell and Barclay,
1987; Beetz et al., 2019). However, due to the massive number
of individuals sharing habitats, it is impossible to completely
avoid acoustic interference. Additional adaptations are necessary
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FIGURE 7 | Acoustic interference arising from different naturalistic masker in the auditory cortex of C. perspicillata. (A–C) Neural activity of a cortical unit in response
to the target sequence alone (A), target sequence embedded in a moderate interferer (scenario when two bats echolocate) (B), and target sequence embedded in
strong interferer (scenario encountered in a bat colony) (C). Oscillograms of the stimuli are shown above each raster plot. Respectively, call and echoes of the target
stimulus are indicated in green and orange, while the interferer is shown in black. (D) Acoustic interference, shown as additional spikes in (red arrowheads in B,C)
that were absent in (A), preliminary occurs at the beginning of the sequence where long delays of the target sequence were dominant (Kruskal–Wallis test and
Dunn’s multiple comparison post hoc test: ∗∗∗p < 10-5). Data from Beetz et al. (2018).

to ensure signal extraction. Bats profit from their highly mobile
outer ears. By adjusting the pinna position, they actively control
their directional hearing (Gao et al., 2011; Wohlgemuth et al.,
2016a). In addition, it has been shown that bats adjust different
call parameters, including spectral, temporal, and energy level
to ensure discriminability from conspecific signals (Simmons
et al., 1975, 1978; Habersetzer, 1981; Miller and Degn, 1981;
Suga et al., 1983; Roverud and Grinnell, 1985a; Obrist, 1995;
Ibanez et al., 2004; Ratcliffe et al., 2004; Ulanovsky et al.,
2004; Gillam et al., 2007; Gillam and McCracken, 2007; Petrites
et al., 2009; Tressler and Smotherman, 2009; Hiryu et al., 2010;
Hage et al., 2013; Takahashi et al., 2014; Amichai et al., 2015;
Cvikel et al., 2015; Luo et al., 2015; Wheeler et al., 2016;
Beetz et al., 2019, 2021).

Despite of the large amount of reported behavioral strategies
to overcome acoustic interference, we barely know how dramatic
signal processing is affected by different naturalistic acoustic
interferers at the neuronal level. We therefore tested the
potential of acoustic interference of two different maskers on
echolocation processing (Beetz et al., 2018). As a control, a target
stimulus, represented by a naturalistic echolocation sequence
was presented to an anesthetized bat (Figure 7A). The target
sequence was embedded in two different maskers, a moderate

and a strong masker. The moderate masker represented repetitive
echolocation calls, a common acoustic scenario when two bats
closely echolocate (Figure 7B). The strong masker represented
an acoustic sequence recorded from a bat colony and contained
echolocation and communication signals (Figure 7C). While
neural processing of the target was mildly affected in the presence
of the moderate masker, the strong masker substantially affected
target processing (Beetz et al., 2018). Interestingly, acoustic
interference, represented by additional spikes due to the presence
of the masker were most abundant at the first half of the
target sequence that exclusively contained long echo delays (red
arrowheads in Figure 7). This means that call-echo pairs with
long delays are more prone to acoustic interference than call-echo
pairs with short delays. Our neural data fits very well to behavioral
data on signal extraction in the presence of acoustic interferers
in bats (Roverud and Grinnell, 1985b). By conditioning bats in
a distance discrimination task and challenging them with timely
controlled acoustic interferers, Roverud and Grinnell showed that
delay tuning may be based on an integration time window. Each
emitted echolocation call opens an integration time window in
which the bat is highly sensitive to any subsequent acoustic signal
(Roverud and Grinnell, 1985b; Neuweiler, 1990). Any acoustic
signal following a call emission is automatically interpreted
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FIGURE 8 | Contextual modulation of auditory responses in the auditory cortex of awake bats. (A) Example cortical unit that responds equally well to echolocation
and communication sounds preceded by silence. (B) Schematic representation of the stimulation paradigm in which context (gray squares) precede a probe sound.
(C) Spectrograms depicting the last syllable of context and the following probe sound. Two cases are shown: (1) match (echolocation follows echolocation) and (2)
mismatch (communication follows echolocation). (D) Responses of the same cortical unit as in (A) to the echolocation and communication probes preceded by an
echolocation sequence. Although the response to the probe was suppressed in both cases, the suppression was less severe in the mismatch. (E) Circuit that best
explains the results obtained in vivo and modeling experiments. Data from Lopez-Jury et al. (2021).

as a corresponding echo and closes the time window. If no
acoustic signal follows, the time window gets automatically closed
between 27 and 30 ms after call emission, depending on the bat
species. The idea of an integration time window gets supported
by our data (Beetz et al., 2018). Acoustic interferers only affect
delay tuning, when they occur between call emission and echo
arrival (Suga et al., 1983; Beetz et al., 2018). After echo arrival,
the integration time window gets closed, and the neurons are
not sensitive to any interferer. The existence of an integration
time window receives support from our findings from the echo
cascade processing in the cortex (Beetz et al., 2016a). Because
the first echo automatically closes the integration time window,
subsequent echoes are not processed, and cortical neurons
process the first echo of an echo cascade. The aforementioned
neural filter of the auditory cortex goes in line with the idea
of an integration time window which seem to be non-existent
in subcortical structures like the inferior colliculus (Beetz et al.,
2017, 2018).

While the moderate masker only contained high frequency
echolocation signals, the strong masker contained both, high
frequency echolocation signals and low to high frequency
communication signals. We wondered whether the acoustic
context, i.e., echolocation and communication may differently
affect neural tuning to echolocation or communication signals.
This is of special interest when considering that delay-tuned
neurons of the cortex have multipeaked frequency tuning
curves whose peaks match the peak frequencies of echolocation
and communication signals (Hagemann et al., 2010, 2011;
Hechavarría et al., 2016a,b, 2020). This raises the question
whether echolocation and communication streams are processed
in parallel by different subsets of neurons or whether the
neurons are, depending on the current behavioral context, more
sensitive to echolocation or communication signals? With neural

recordings from the auditory cortex of awake C. perspicillata,
we demonstrated that the neural sensitivity to the context, i.e.,
echolocation and communication, is strongly affected by the
context of preceding sounds (Lopez-Jury et al., 2021). If non-
selective neurons, i.e., neurons responding to both echolocation
and communication calls, get primed by echolocation signals,
they become selective for communication signals with a
suppressed response to echolocation calls (Figure 8). When the
very same neurons get primed with communication signals,
then they become more sensitive to lagging echolocation than
communication signals. This means that neural suppression
is context dependent, and that the cortex is highly sensitive
to novel sounds. These results are somehow counterintuitive
because they imply that cortical neurons are weakly sensitive to
echolocation signals when the bat echolocates, a situation when
the neurons should be highly adapted to process echolocation
signals. However, although, cortical suppression does reduce
neural sensitivity it enhances neural selectivity by sharpening
delay tuning (Beetz et al., 2016b). A sensitivity to novel stimuli is
also known from stimulus specific adaptations (SSA) according
to which neurons are highly sensitive to deviants (novel,
unexpected) when they are adapted to standards (repetitive
stimuli) (Calford and Semple, 1995; Ulanovsky et al., 2003;
Carbajal and Malmierca, 2018). The study on bats evidently
shows the behavioral relevance of context dependent neural
adaptations (Lopez-Jury et al., 2021).

When comparing results obtained in bats that are often
described as “auditory specialists” with data obtained in
non-specialized mammals, it becomes evident that “auditory
specialists” must cope with the same neurophysiological
phenomena including SSA, forward suppression which may push
the bat’s auditory system to its biological limits. Interestingly,
both forward suppression and SSA do not necessarily represent a
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shortcoming of processing fast and repetitive stimuli but rather
help the bat’s auditory system to selectively process behaviorally
relevant stimuli.

NEURAL RECORDINGS FROM AWAKE
AND ECHOLOCATING BATS

One major goal of neuroscience is to obtain neural activity from
animals while the animals show the behavior of interest. Most
of the data reviewed here were obtained in lightly anesthetized
passively listening bats and thus the validity of the current model
of delay-tuning must be tested in actively vocalizing bats. Along
the same line of arguments, it is unclear whether a similar
cortical suppression in response to naturalistic echolocation
sequences occurs in vocalizing animals. Studies on cortical
coding of communication sequences have discovered neurons
that can keep up with fast repetition rates when the bats
were awake but non-vocalizing (syllable trackers, García-Rosales
et al., 2018). Such neurons were not reported in anesthetized
bats (Hechavarría et al., 2016b). Though communication and
echolocation call coding are not necessarily similar, it would
be important to assess how the auditory cortex of awake bats
processes echolocation sequences. What might be even more
important than the awake state might be the vocalizing state.
Despite of recent technological advances, neural recordings from
actively echolocating bats have rarely been conducted (Sinha and
Moss, 2007; Kothari et al., 2018; Weineck et al., 2020; García-
Rosales et al., 2022). However, it is indisputable that attentional
effects occurring during active vocalization may completely alter
neural processing of echolocation signals. Experiments in head-
restrained vocalizing bats have shown strong gamma neural
rhythms, usually linked to active processes such as attention,
coupled to the production of echolocation calls in frontal cortices
(Figure 9). Such gamma oscillations are less pronounced before
the production of communication calls. The same study showed
that frontal areas, which are likely involved in vocalization
initiation, couple their activity with sensory-motor structures
such as the striatum after echolocation (Weineck et al., 2020). In
addition, information flows between frontal and auditory cortices
reverses directionality after bats echolocate (García-Rosales et al.,
2022) indicating that the results could be completely different in
vocalizing compared to non-vocalizing bats.

Neural recordings from the auditory cortex and the inferior
colliculus, brain regions of great interest when performing
experiments in non-vocalizing bats are rare from vocalizing
bats (Kawasaki et al., 1988; García-Rosales et al., 2022). Neural
recordings in vocalizing bats that are stimulated with a replay
of previously emitted echolocation signals are necessary to
understand how vocalization and attentional processes affect
neural coding. Irrespective of the comparability of data obtained
in vocalizing (Kothari et al., 2018) and non-vocalizing bats (Beetz
et al., 2016a, 2017; Greiter and Firzlaff, 2017), it is noteworthy
that under both recording conditions, neurons predominantly
process the closest object when encountering echo information
from multiple objects. These results show that conclusions drawn
under artificial experimental settings, i.e., in passively listening

FIGURE 9 | In the bat frontal cortex, gamma oscillations exclusively occur
before echolocation but not communication emission. (A) Location of the
frontal auditory field in a sagittal brain section of the bat Carollia perspicillata.
(B) Neural activity across lamina of the frontal cortex before the production of
one echolocation (upper) and one communication call (lower). Call
spectrograms are given as colormaps. Data from Weineck et al. (2020).

bats, are worth to compare with experiments done under more
naturalistic conditions. With the development of miniature
recording devices (Marx, 2021), scientists route the technological
requirements that are necessary to unravel neural mechanisms
of naturalistic behavior. Not only recording devices, but also
naturalistic contexts, like habitat, need to be reconstructed in
order to understand neural processing of naturalistic behavior.
Hereby, constructing elaborate tunnel mazes with a naturalistic
representative size represents another big challenge to unravel the
neural mechanisms of bat navigation behavior in future projects
(Eliav et al., 2021).

CONCLUSION

While enormous progress has been made over the last years
in understanding how naturalistic echolocation sequences are
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processed in the bat brain, we are still far away of understanding
how the brain controls echolocation behavior. To get a deeper
understanding on the neural circuits and mechanisms of
echolocation behavior, it is fundamental to perform studies under
naturalistic stimulus contexts. Intracellular recordings from bats
listening to naturalistic echolocation sequences may shed light on
the neural mechanisms at the circuit level. At the same time, the
development of electrodes that allow researchers to record from
hundreds of neurons simultaneously (Hong and Lieber, 2019;
Steinmetz et al., 2021; Gardner et al., 2022), gives an opportunity
to unravel neural circuits at the neural population level. Of special
interest, hereby, are simultaneous recordings from multiple brain
regions along the ascending auditory pathway to understand how
echolocation signals are processed in parallel. The importance
of obtaining neural recordings from a population of neurons,
rather than focusing on single neurons, becomes obvious
when considering the spatial resolution encoded by delay-tuned
neurons. While the bandwidth of delay-tuned neuron lies in the
range of milliseconds (Feng et al., 1978; O’Neill and Suga, 1979;
Hagemann et al., 2011), bats can discriminate delay differences
of a few microseconds (Simmons, 1973, 1979). This discrepancy
between neural and behavioral data may be resolved when
considering a temporal coding strategy at a population level.
According to a temporal code, which is often contrasted by a
rate code, the spike time precision conveys information (Macías
et al., 2020a). While (Beetz et al., 2016b; Luo et al., 2018) the spike
time precision of a neuron varies hundreds of µs, the precision
of extracellular field potentials (200–600 Hz), representing a
summed response of a population of neurons varies by tens of µs
(Luo et al., 2018). Thus, the behavioral data could theoretically
be explained when considering data from a neuronal population
that fires in synchrony, an effect that could not be characterized
at single neuronal level.

Not only the stimulus context, but also the behavioral context
must be carefully considered. Neurophysiological studies in
vocalizing bats will be one major focus for future projects.

However, at the same time, analyzing neural data from
vocalizing bats represent another challenge. Each echolocation
sequence is unique in its spectro-temporal properties and
the animal’s attention which cannot necessarily be directly
measured make the behavioral context highly variable, a scenario
usually avoided by system neuroscientists that investigate neural
processing in response to many invariant trials. Instead of
trying to control physical properties of acoustic signals, scientists
must focus to control the animal’s behavior and to average
over multiple behavioral rather than stimulus trials. Current
neurophysiological studies on freely flying bats mainly focus
on performing neural recordings from relatively large fruit-bats
while data from small, insectivorous bats are rare. The latter
could be related to weight limitations, i.e., the maximum weight
that small bats can carry. Therefore, ongoing advancement in
developing small tracking and neural recordings devices, opens
the possibility to investigate the neurobiology of echolocation
behavior under more naturalistic conditions. By combining state-
of-the-art recording approaches with naturalistic experimental
conditions, scientists have enormous potential to lift the
neuroethology of bat navigation to the next level in the
upcoming years.
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Our perception is based on active sensing, i.e., the relationship between self-motion
and resulting changes to sensory inputs. Yet, traditional experimental paradigms are
characterized by delayed reactions to a predetermined stimulus sequence. To increase
the engagement of subjects and potentially provide richer behavioral responses, we
developed Sensory Island Task for humans (SITh), a freely-moving search paradigm
to study auditory perception. In SITh, subjects navigate an arena in search of
an auditory target, relying solely on changes in the presented stimulus frequency,
which is controlled by closed-loop position tracking. A “target frequency” was played
when subjects entered a circular sub-area of the arena, the “island”, while different
frequencies were presented outside the island. Island locations were randomized
across trials, making stimulus frequency the only informative cue for task completion.
Two versions of SITh were studied: binary discrimination, and gradual change of the
stimulus frequency. The latter version allowed determining frequency discrimination
thresholds based on the subjects’ report of the perceived island location (i.e., target
frequency). Surprisingly, subjects exhibited similar thresholds as reported in traditional
“stationary” forced-choice experiments after performing only 30 trials, highlighting the
intuitive nature of SITh. Notably, subjects spontaneously employed a small variety of
stereotypical search patterns, and their usage proportions varied between task versions.
Moreover, frequency discrimination performance depended on the search pattern used.
Overall, we demonstrate that the use of an ecologically driven paradigm is able to
reproduce established findings while simultaneously providing rich behavioral data for
the description of sensory ethology.

Keywords: audition, navigation, active sensing, ethology, audiomotor integration, SITh, musicality

INTRODUCTION

Ethology strives to study behavior that has evolved in natural environments (Tinbergen,
1963; Lorenz, 1981). Nevertheless, behavioral neuroscience research has mainly focused on
investigating phenomena by testing—often highly—trained subjects (animals, including humans)
in rigid settings using predetermined test regimes. It is becoming increasingly clear that to
better understand behavior, perception, and their neural underpinnings, modern neuroethological
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research needs to introduce more natural behavior in lab
experiments (Krakauer et al., 2017; Datta et al., 2019; Gomez-
Marin and Ghazanfar, 2019). Such calls to action are becoming
more present in human behavioral research, underscoring how
important it is to increase ecological validity (Box-Steffensmeier
et al., 2022).

Accordingly, we had developed the Sensory Island Task (SIT;
Ferreiro et al., 2020; Amaro et al., 2021) for animals to be tested
in a lab environment with the general goal of studying sensory
perception while including crucial aspects of natural behavior
which would improve the ecological validity of the results. The
premise of the SIT paradigm was to reintroduce the natural
interdependence of movement and the sensory environment
(i.e., active sensing) into laboratory settings. Specifically, we
incorporated active sensing and self-motion by coupling changes
in the animals’ location within a test arena with changes in the
presented sensory stimuli.

In previous versions of SIT, we allowed rodents and primates
to move unrestricted and thus freely explore an open field
arena while their position was tracked for online closed-loop
stimulation changes according to their position. Their goal was
to find the ‘‘target island’’, a circular area within the arena (∼7%
of arena surface), which randomly changes position across trials.
Crucially, the only useful cue to solve the task was a change
in the sensory stimulation (e.g., sound frequency) elicited when

the animal enters the target island, which the animals report by
staying within the island for a predefined time period (Ferreiro
et al., 2020).

We recently showed that coupling SIT with neural recordings
was instrumental in discovering new insights into behavior and
neuronal coding in the auditory cortex of gerbils (Amaro et al.,
2021; Stecker, 2021). Yet in human research, active sensing is still
rarely made use of. An exemplary study by Whitton et al. (2014)
tested the ability of mice and humans to use closed-loop audio-
motor feedback to locate a hidden spot in a 2D arena. While
mice performed this task by actually running around, humans
simply moved a cursor on a computer screen via a joystick.
This more naturalistic design (as compared to traditional
forced-choice tasks) already provided valuable insights into
the possibility to assess perceptual sensitivity by active sensing
and encouraged us to extend our SIT paradigm to humans.
Specifically, we investigated auditory frequency discrimination
abilities in human subjects using real-time closed-loop feedback
based on self-motion in the active sensing framework of SIT.

Most characteristics of the paradigm for humans are the
same as described above (i.e., free movement within an arena,
stimulation coupled to subject position, no forced choice, etc.).
The main differences include a bigger arena (3 × 3 meters) and
position tracking via handheld wireless controllers, which also
serve to start and finish trials (Figure 1A).

FIGURE 1 | (A) Example trial trajectory and schematic of the experimental arena for human SIT. The circle represents the target island (island radius was 26 cm).
The cross outside the arena represents the starting point of each trial. Black squares represent the position of the Oculus Rift sensors. (B) Schematic representation
of the two task versions. (C) Frequency of the stimulation tone pip as a function of the subject’s distance to the island fringe for the gradient task. Negative distance
values denote positions inside the island. Note: The gradient did not finish at 80 cm distance, but extended over the whole arena. See “Materials and Methods”
Section for the full relationship of gradient and distance-to-island. (D) Schematic flowchart of trial structure.
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Inspired by our previous animal work, we analyzed two
task versions, both based on low-frequency sound frequency
perception (Figure 1B). A ‘‘binary’’ version, where the island
and the outside area elicited two distinct frequency stimulations
that are easily discriminated; and a gradient version, where the
stimulation frequency depended on the distance to the target-
island, inspired by the Hidden Object game that children play:

Mary hides a toy somewhere in the room while John waits outside.
John comes in and starts looking for the object while Mary indicates
how close he is to the hiding place by announcing ‘‘hot’’ or ‘‘cold’’.

We present the implementation of the SIT paradigm in
humans (SITh) as a proof-of-concept effort to reinforce the
intuition that incorporating more naturalistic environments
into experimental procedures in the lab is a worthwhile effort.
Nonetheless, we show that with this approach it is possible
to reproduce established results from classic literature without
requiring extensive training of subjects. Moreover, our approach
also allows for nuanced descriptions of human active sensing and
the associated locomotive behavior.

MATERIALS AND METHODS

All subjects (18 total, nine males, nine females, mean
age = 24.2 ± 2.4 years) who took part in the experiment
showed normal audiograms between 125 Hz and 2,000 Hz.

The experimental paradigm used here for humans was
inspired by previous research in our lab in animal experiments.
For details about non-human versions of the paradigm, as well
as for source code to run those experiments, please refer to
Ferreiro et al. (2020). All relevant details for the human version
are explained below.

Procedure
Subjects moved freely within a square arena (3 × 3 meters) in
search of a target island. The circular island (radius = 26 cm)
covered 2.36% of the arena’s surface and its location was
randomized across trials, therefore rendering the auditory
stimulation as the only useful cue to find the island. While
navigating the arena, subjects carried remote controllers (Oculus
Rift, Meta Inc.) in their hands and wore wireless headphones
through which sound stimuli were presented. To start a trial
they were asked to stand over a marked point on the floor
25 cm outside of the arena (Figure 1A), and press a button on
the left-hand controller. Upon trial initiation, they heard three
repetitions of a 50 ms pulse of the target tone frequency. Their
tracked live position (via the controllers) was used to determine
the auditory stimulation delivered through the headphones.
Participants were instructed to search for the place in the arena
that would elicit the target frequency heard at the beginning
of the trial, by walking naturally without unnecessary arm
movements, and to press a right-hand controller button to report
having found the island (See ‘‘Task Versions’’ below). Trials
finished after participants pressed a button in the right hand
controller (thus reporting having found the island) or a time
limit of 90 s had been reached. Participants performed first a
‘‘binary’’ version of SITh and a ‘‘gradient’’ version subsequently,

with a 5 min pause in between. Before each task version, they
were allowed to practice for up to five test trials to get familiarized
with the trial structure, after which they performed 30 recorded
trials.

Task Versions
Subjects performed first a binary task, in which the stimulus
tone frequency was 500 Hz within the island, and 850 Hz in
the rest of the arena (Figure 1B). After completing 30 trials in
that task, they took a 5 min break before continuing with the
gradient version. In the gradient task, the target frequency within
the island was also 500 Hz, but the frequency outside of the island
was proportional to the distance to the island fringe (Figure 1B),
as follows:

FrequencyGradient = FrequencyTarget ∗ 1.001d (1)

Where FrequencyGradient is the frequency in Hz of the stimulus
when the subject is outside the target island, FrequencyTarget is the
frequency in Hz of the target island, and d is the distance to the
island fringe.

Experimental Setup
The arena was defined as a square of 3-by-3 m, marked on the
floor of a classroom with red tape. A black cross indicated the
trial starting point (Figure 1A).

The experiment was run and controlled using specifically
developed code in Python. Auditory stimuli were delivered via
Bluetooth over-ear headphones (Sennheiser HD450 BT), and
consisted of 50 ms pulses of pure tones played at a repetition rate
of 4 Hz. The carrier frequency of the stimulus was defined online
during the experiment, as it depended on the subject’s position
within the arena (See ‘‘Task Versions’’).

Stimuli were cosine ramped at the on- and offset (10 ms
window), and their amplitude was 60 dB SPL roved ±5 dB. The
position of the subjects was determined online by averaging the
tracked position of the hand-held controllers in the horizontal
plane (i.e., the average position between the two hand-held
controllers, which in natural walking conditions lies within the
body). The controllers were part of an Oculus Rift VR set, and
their position was tracked using four sensors located at the
corners of the square arena. Position data were acquired from the
Oculus system at 20 Hz sampling rate.

Code Availability
The code used to run and control the experiment, which also
managed the data acquisition is freely available at https://gin.g-
node.org/dnferreiro/SITh.

Data Analysis
All data were analyzed using Matlab and Python using custom
scripts. For the ‘‘angle to target’’ (A2T) calculations, each
consecutive pair of position data points in each trial trajectory
was used to determine the instantaneous heading vector. Then,
the A2T was determined relative to the vector containing the
first of the two data points of the heading vector and the
center of the target island. Therefore, an A2T of 0 degrees
describes a perfectly precise heading (i.e., a step towards

Frontiers in Integrative Neuroscience | www.frontiersin.org 3 May 2022 | Volume 16 | Article 89295128

https://gin.g-node.org/dnferreiro/SITh
https://gin.g-node.org/dnferreiro/SITh
https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/integrative-neuroscience#articles


Ferreiro et al. Sensory Island Task for Humans

the center of the island). Importantly, head movement was
not recorded (participants did not wear the Oculus headset).
Therefore no head position dependent stimulation nor analysis
were performed.

To calculate musical experience we determined the number of
years each subject (based on a post-experimental questionnaire)
had spent playing an instrument and/or singing. We did
not distinguish by instruments, nor by formal vs. informal
training. Values were normalized to themost experienced subject
(Supplementary Figure 1).

Strategy Classification
A naive human observer was asked to classify trials based on
the walked trajectory patterns. Based on our extensive visual
analysis of the search patterns, we identified four distinct base
strategies. The observer was then instructed to assign each of
the trial trajectories into five different categories, either one of
the four strategies, or none. Importantly, the observer had no
knowledge of the task or the study in general, he was provided
only with the walked paths (similar to Figure 1A, but without
the island position) and the trial presentation for classification
was chronologically randomized. The observer was also allowed
to flag trials for which unique categorization was perceived to be
difficult. Overall, 87% of all trials were classified into one of the
four strategies (73% unflagged and 14% flagged) and 13% were
classified as no-strategy. The exclusion of flagged trials did not
substantially alter the main findings and conclusions (data not
shown).

Statistics
Kruskal–Wallis tests were used to test for differences across
search strategy distributions. Comparisons of distributions are
derived from Mann–Whitney U tests with an alpha level = 0.05.
These tests were chosen because they are non-parametric and
therefore more appropriate for data distributions that deviate
from normality (as can be seen from the boxplots). Comparisons
of proportions are derived from Chi-square tests with an alpha
level = 0.05. When applicable, multiple comparison p-value
corrections were performed with the Holm-Bonferroni method
(Holm, 1979; Aickin and Gensler, 1996).

Data distribution quantification graphs presented as boxplots
use the following: black lines depict the median, filled boxes
depict the first and the third quartile, error bars (whiskers)
depict± 2.7 standard deviations.

RESULTS

For this study, 18 normal hearing adults participated in SITh. An
example trial trajectory and corresponding target island together
with schematics of the arena are shown in Figure 1A. Once they
started a trial, 50 ms pure tone pips were played at a repetition
rate of 4 Hz. The frequency of each pip depended on the subject’s
position within the arena (Figure 1B) and the version of the SITh
task. Here we report on two task versions:

- ‘‘Binary’’: Stimulus frequency outside the island was always
850 Hz.

- ‘‘Gradient’’: Stimulus frequency outside the island was
proportional to the distance to the island (Figure 1C and
equation 1).
Subjects were asked to start and terminate trials

autonomously, with the objective of reporting to hear the target
frequency of 500 Hz. A flowchart of the basic trial structure is
shown in Figure 1D (see ‘‘Materials and Methods’’ Section for
details). Importantly, the island position was randomized across
trials (see Supplementary Figure 2A for island positions across
trials), and no instructions were given to the subjects regarding
the task structure, island shape and size, nor potential search
strategies.

The performance of subjects, measured as a proportion
of trials finished within the island, in the binary task was
excellent (mean ± SD: 96.13 ± 3.80%, Figure 2A). This is
not surprising given the large frequency difference between
the target and non-target stimuli. By the same metric, the
performance in the gradient task decreased for all subjects
(44.19 ± 16.75%, Figure 2A). However, measuring performance
in such a way for the gradient task does not do justice to
the actual behavior and sensory perception of the subjects.
Because of the stimulus frequency gradient, a hypothetical trial
finishing only 10 cm away from the island means that the last
frequency heard (LFH) by the subject is 505 Hz (Figure 1C). This
represents a 1% difference with the target frequency which lies
within the range of what traditional experiments have reported
(Micheyl et al., 2012).

To better analyze the performance of subjects we computed
the histograms of the radial distances to the island’s fringe
(i.e., perimeter) for the final position of all trials (Figure 2B).
For binary trials, this confirms the previous performance metric
and further shows that the few ‘‘incorrect’’ trials landed very
close to the island and could be related to ‘‘overshooting’’
(i.e., pressing the button while still moving). For gradient trials,
the distance-to-island histogram is skewed towards within-
island final positions. Given that within the island the stimulus
frequency was always 500 Hz, we also computed the LFH
histogram for the gradient trials (inset, Figure 2B). The median
value of the LFH distribution was 501.5 Hz, corresponding
to a 0.3% difference with the target frequency. Interestingly,
this precisely matches the frequency discrimination threshold
(frequency difference limen) reported by traditional ‘‘stationary’’
forced-choice experiments (Moore, 1973; Micheyl et al., 2012).
The individual subject distributions show a median LFH <1%
for 15 out of 18 subjects (Supplementary Figure 1B), proving
that this metric is robust across subjects. Comparing search time
between tasks showed that gradient trials tended to be shorter
(Figure 2C; Mann-Whitney U-test double tail, P = 0.0253),
which suggests that in fact the gradient cue helped the subjects
to reach the island (or at least the general area of the
island) faster.

Given the freely moving and non-forced choice nature of
SITh, we also analyzed the locomotion patterns of the subjects
while searching for the target frequency. While observing task
performances, we already had realized that in contrast to rodents
in an identical task (Ferreiro et al., 2020), the human subjects
were typically not randomly walking through the arena. After
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FIGURE 2 | (A) Percentage of trials finished within the target island. Each line represents a subject. Note that while this measure is equal to performance in the
binary task, it is not for the gradient task. (B) Histograms of the distance to island fringe for all trials across subjects for both task versions. Inset: Histogram of last
frequency heard when subjects finished the gradient trials. Median of 501.5 Hz is shown. (C) Distributions of trial durations by task (P = 0.0253).

a thorough visual inspection of the recorded trial trajectories,
we identified four stereotypical navigation patterns (Figure 3A).
To obtain an objective description of all trials, an independent,
naive observer was recruited to classify trials into the four
aforementioned search strategies. Importantly, the observer was
unaware of the procedure and the objectives of the study and
was only provided with images of the trial trajectories without
the island position (as depicted in Figure 3A). Of the entire
1,080 trials (binary and gradient), 87% were classified into one
of the four strategies, while 13% remained unclassified (classified
per task version: 91% for binary, 83% for gradient).

We corroborated these trial strategy classifications by an
analysis of the heading angle of the walked paths (see ‘‘Materials
and Methods’’ Section). Histograms of the angle to target
revealed different profiles for each of the four strategies, thus
validating the classification into these four different behavioral
strategies for island search (Figure 3B). Islands were distributed
uniformly within the arena across strategies (Supplementary
Figure 2B), which suggests no effect of island position on strategy
choice. Furthermore, we observed differences between strategies
already in the initial 2 s of a trial, i.e., before the occurrence
of auditory feedback (Supplementary Figure 3), suggesting that
strategy selection was predetermined.

Next, we asked how strategy usage was represented across
subjects (Figure 3C). We found that although a few subjects
(e.g., subjects 10 and 16) had a dominant strategy and
consistently used it regardless of the task version (binary
or gradient), most subjects used a mixture of strategies in
either task, but with altering proportions between tasks (e.g.,
subjects 3, 4, 9, 14, and 18). To analyze whether there was
a consistent population level change across subjects involving
any particular strategy, we performed Mann-Whitney tests
comparing the strategy proportions across subjects in binary
and gradient trials (Phook = 0.11, Pgrid = 0.09, Pspiral = 0.38,
Pcoordinate = 0.00011). This revealed that the coordinate strategy

was significantly more adopted when switching to the gradient
task.

Given that the hook and coordinate strategies both make
use of the online feedback provided by the gradient stimulation
(as opposed to the other more rigid, systematic strategies),
we wondered why some subjects opted to switch to these
adaptive strategies more often than others. Since the changes
in frequency near the island fringe are rather small (relative to
perceptual levels) during the gradient task, it would be beneficial
if subjects were able to reliably identify the target frequency. Such
identification could have been favored by a high familiarity with
musical training and/or exposure. Therefore, we tested whether
the usage of these ‘‘adaptive’’ strategies in the gradient task
was associated with the subjects’ musical experience (Figure 3D
and see ‘‘Materials and Methods’’ Section). We did in fact find
a correlation between both measures, which suggests that the
greater exposure to music subjects had, the more they would be
inclined to use an adaptive strategy (Pearson correlation = 0.7;
P = 0.0012).

Distributions in strategy use on the population level are
summarized in Figure 4A. After switching to the gradient
condition, grid and spiral strategies were used less, and
coordinate and hook strategies were more frequent. This change
is expected because grid and spiral strategies entail systematic
surface coverage, while coordinate and spiral incorporate the
sensory feedback during the active search.

Based on these findings, we wondered whether the
different search strategies were correlated with different
levels of frequency discrimination performance. We, therefore,
computed the LFH across strategies (Figure 4B, compare
Figure 2B). Statistical analysis showed that the four strategies
differed in their LFH distributions (Kruskal-Wallis test,
P = 2.1463e-04; Median values: hook = 503.1 Hz, grid:
502.9 Hz, spiral = 502.9 Hz, coordinate = 500 Hz). This analysis
thus demonstrates that the locomotive behavior of subjects
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FIGURE 3 | (A) Representative trials of the four stereotypical search strategies. (B) Angle to target histograms across strategies (median and 95% confidence
interval). (C) Change in strategy use as a proportion of trials across subjects. Left and right columns per subject represent binary and gradient task versions
respectively. Subject order is the same as panel (D). (D) Fraction of trials of hook + coordinate strategies (Adaptive Fraction), and normalized years of musical
experience across subjects, for the gradient task.

was correlated with the auditory frequency discrimination
performance and suggests that the best performance was
achieved when using the coordinate strategy. Performing
statistical comparisons of the coordinate vs. each of the
other three strategies (Mann-Whitney U-tests single tail,
Holm-Bonferroni corrected; Pcoordinate-hook = 4.8714e-05,
Pcoordinate-grid = 8.3156e-05, Pcoordinate-spiral = 0.0214) confirmed
that the coordinate strategy, which was spontaneously adopted
by subjects when confronted with the gradient task, is
associated with significantly better frequency discrimination
performance. We further looked into whether practice
influenced the choice of strategy by subjects, but did not
find a pattern. Interestingly, while the use of adaptive strategies
in the gradient task correlated with the musical experience
across subjects (Figure 3D), the frequency discrimination

performance on average did not (Supplementary Figures
1A,B). We did find a mild correlation between LFH and
musical experience when including all the trials instead of
comparing only with the median LFH (Supplementary Figure
1C). However, when removing subjects with zero musical
experience (four subjects total), this correlation was lost
(Supplementary Figure 1D).

We also compared trial duration times across strategies
(Figure 4C; Kruskal-Wallis test, P = 5.0732e-15; Median
values: hook = 16.3 s, grid = 29.1 s, spiral = 33.5 s,
coordinate = 25.2 s) and observed that the fastest strategy was
the hook, followed by the coordinate (Mann-Whitney U-tests
single tail, Holm-Bonferroni corrected; Phook-grid = 1.9402e-13,
Phook-spiral = 4.5475e-07, Phook-coordinate = 1.3890e-07,
Pcoordinate-spiral = 0.0253, Pcoordinate-grid = 0.0194).
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FIGURE 4 | (A) Change in strategy use as a percentage of total trials in the two task versions. (B) Last frequency heard by subjects and; (C) Trial duration across
strategies, in the gradient task.

The data thus indicate that on average trials with adaptive
strategies finished faster compared to non-adaptive strategy
trials. Interestingly, between the two adaptive strategies, hook
trials were even faster than coordinate trials, yet also showed
worse frequency performance. These observations together
suggest that coordinate strategy users may have invested time
‘‘subjectively verifying’’ the detection of the target frequency.
In line with this assumption, we noticed that subjects regularly
performed small probing movements (rocking or taking a step
back and forth) near or inside the island to determine their
perceptual discrimination threshold (i.e., they were not able
to detect any further change in frequency) before pressing the
button to indicate the end of the trial. Quantification of this
fine-tuning behavior (respective trials were flagged by the same
naive observer as for strategy classification) confirmed that it was
indeed more frequent for coordinate trials during the gradient
task (Fraction of trials showing fine-tuning: hook = 0.32,
grid: 0.33, spiral = 0.16, coordinate = 0.5000; Chi-square
test, Holm-Bonferroni corrected; Pcoordinate-hook = 0.02646,
Pcoordinate-grid = 0.02465, Pcoordinate-spiral = 0.00492,
Phook-spiral = 0.16327, Phook-grid = 0.75306). Thus, it appears
that strategy use and resulting discrimination thresholds were
also related to the likelihood to optimize trial performance.
Interestingly, we also found that subjects that exhibited more
trials with fine-tuning behavior also showed a tendency for
lower median LFH in the gradient task (Supplementary
Figure 4A). This tendency was present even when excluding
coordinate trials (Supplementary Figure 4B). In contrast,
no correlation was found between fine-tuning behavior
and the standard deviation of the LFH (as a measure
of performance variability) nor with musical experience
(Supplementary Figure 4).

Together, the data show that performance levels in frequency
discrimination obtained by using closed-loop feedback during
voluntary self-motion in subjects with only a few minutes of

training can match those reported using traditional forced-
choice paradigms and highly trained participants (Micheyl et al.,
2012). Moreover, subjects spontaneously develop various distinct
locomotion strategies for task completion, which differ in their
average performance outcome.

DISCUSSION

Inspired by contemporary calls to action to bring together
laboratory experiments and natural ethological investigations,
we investigated the potential of experimental paradigms based
on closed-loop audio-motor feedback for application in human
psychophysical research.

We tested a new procedure to study sensory perception
in humans, which would resemble and encourage natural
exploration behavior. Traditional laboratory settings usually
predetermine the strategy that can be used to discriminate
between stimuli and require post-hoc decision-making
(i.e., forced-choice after having listened to all alternatives). In
contrast, SITh is based on unrestricted self-motion to modulate
the test stimuli and thereby allows subjective optimization of
performance. Specifically, we incorporated active sensing during
self-motion by coupling changes in the subjects’ location within
a test arena with changes in the presented sensory stimuli and
allowed subjects to manipulate the stimulus until they were
satisfied with their perceived performance. We focused on sound
frequency discrimination, which is a well-established measure of
auditory perception. To this end, we implemented a frequency
gradient stimulation within an arena, which served as immediate
feedback for their navigation.

Due to the attentional burden on cognitive processes
imposed by the more naturalistic environment (i.e., locomotion,
visual input, feedback evaluation, guided action, etc.), we
expected worse discrimination thresholds for our naive
subjects compared to those reported from classic experiments
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with expert listeners. Surprisingly, we obtained a frequency
discrimination threshold of 0.3% on average across all subjects,
which matches the results from ‘‘stationary’’ subjects comparing
tone pairs in alternative forced-choice tasks (Micheyl et al.,
2012). This is surprising given that we allowed subjects
only a few minutes to familiarize themselves with the task,
while typically highly experienced subjects are used and
longer data acquisition periods are needed. This suggests that
performing unrestricted experiments might be advantageous
for accessing marginal perceptual limits by allowing a
range of natural behaviors that may assist the performance
under investigation. Real-time sensory feedback and cross-
sensory cueing have been shown to be favorable in human
psychophysical experiments (Whitton et al., 2017; Clayton
et al., 2021). Notably, Whitton et al. (2014) tested subjects
on signal-to-noise discrimination by providing closed-loop
audio-motor feedback via joystick control to move avatars
on a screen and reported a similar fine-tuning behavior
of subjects when being close to the perceptual threshold,
suggesting that this behavior is naturally occurring during
active sensing. Participants in our study performed actual
translational movements inside an arena. This ‘‘real-word’’
movement may have additional advantages since self-motion
and its resulting modulations may aid the interpretation
of sensory cues in natural settings (Freeman et al., 2017;
Willett et al., 2019).

By analyzing the locomotion behavior of the subjects,
we revealed that they spontaneously adopted stereotypical
navigation patterns, which we categorized into four search
strategies. Interestingly, the analyzed strategies seem to differ
in their use of the gradient information. The ‘‘spiral’’ and
the ‘‘grid’’ strategies are characterized by systematic surface
coverage at the expense of not following gradient cues,
while ‘‘hook’’ and ‘‘coordinate’’ describe stimuli adapting
behavior, as known to happen for head movement in sound
localization (Pollack and Rose, 1967). Consistent with the
ability of the strategies to incorporate the gradient cues
into the navigation, subjects were more likely to use the
coordinate and hook strategies after switching to the gradient
condition. These two strategies were characterized before as
‘‘gradient descent’’ and ‘‘coordinate descent’’ in a signal-to-
noise ratio gradient task performed by stationary humans
via a joystick (Whitton et al., 2014). Here we find that the
coordinate strategy enabled a smaller frequency discrimination
threshold (Figure 4B), presumably because it better exploits
the gradient cue, while the hook strategy is characterized
by rapid (and likely less diligent) honing into the gradient
descending frequencies. Accordingly, the hook strategy
exhibited the shortest trial durations on average, but larger
discrimination thresholds compared to the coordinate strategy.
Similarly, the coordinate strategy seems to also save time
compared to the systematic (non-adaptive) searches, but
without sacrificing accuracy like the hook strategy. These
findings can be partially explained by the differences in
‘‘fine-tuning behavior’’, i.e., the fraction of trials in which
subjects performed small corrective movements to more exactly
determine the location of the target island/last frequency

heard before finishing the trial. Such behavior was significantly
more frequent in coordinate trials. Accordingly, frequency
discrimination thresholds were significantly smaller when
using this strategy (when averaging across all subjects and
trials). Moreover, a higher proportion of fine-tuning behavior
tended to correlate with better discrimination performance
across subjects, even when excluding the coordinate trials
(Supplementary Figure 4). This suggests that performance
during active sensing is affected both by the global search
strategy and by local adjustments. In the future, it will be
interesting to determine whether these advantages of strategy
use also pertain to the single-subject level, i.e., do perceptual
thresholds of individual subjects change significantly when
restricting the search to specific strategies? Conversely,
could restricting subjects to the use of a specific strategy
minimize performance variability and provide further
insight into the capabilities of human perception during
active sensing?

Interestingly, while formalmusical training has been shown to
improve frequency discrimination performance (Micheyl et al.,
2006), we did not find a significant gradual relationship between
performance and informal musical experience (Supplementary
Figures 1A,B). Nonetheless, our data suggests that having no
musical experience entails a high likelihood of performing worse
than subjects with experience (Supplementary Figures 1C,D).
Musicality of subjects also did correlate with their choice of
the search strategy. More musically experienced subjects tended
to use ‘‘adaptive’’ strategies (i.e., ‘‘coordinate’’ and ‘‘hook’’;
Figure 3D). This suggests that musical experience may influence
the subjects’ disposition to interact with the available gradient
cues, perhaps resembling the natural audiomotor feedback
present while singing or playing an instrument. Given that
we did not distinguish between formal and informal musical
experience, it remains interesting for future studies to determine
whether they exert different influences both in the active
sensing behavior as well as in the frequency discrimination
performance.

In summary, our results provide proof-of-concept for
the suitability of SITh for conducting sensory perception
studies during naturalistic active sensing behavior. Future
studies on the influence of stimulation parameters (such
as frequency and tone duration) on auditory perception
during active sensing are readily obtainable with the current
setup configuration. Furthermore, SITh allows physiological
investigations of the neural mechanisms underlying auditory
feedback-guided navigation by incorporating mobile EEG
recordings (for an example on visual perception see Dowsett
et al., 2020). Valuable insights could also be gained by
comparing behavioral and physiological results obtained in
real-world locomotion with cursor-based and/or virtual reality
movement. Since the code to run SITh is freely available
and several parameters can be readily adapted (e.g., size of
the islands, stimulus parameters, free field speakers instead of
headphones, etc.), the experimental paradigm provides superb
versatility and should foster further research on the interplay
between hearing, self-motion and its neural correlates in
the future.
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Supplementary Figure 1 | (A) Normalized years of musical experience. (B)
Distribution of last frequency heard across subjects. Both panels: the subjects are
ordered by ascending median LFH. Pearson correlation of musical experience
and median LFH: rho = -0.38; p = 0.12. (C) Pearson correlation of musical
experience and LFH across all trials. (D) Same as (C) but removing four subjects
with zero musical experience.

Supplementary Figure 2 | (A) Location of all the islands by task. (B) Location
of the islands in the gradient task by the strategy used in the corresponding trial.

Supplementary Figure 3 | The first 2 s of the subjects’ path for every gradient
trial, separated by strategy. The black line depicts the border closest to the
starting point. Note that strategy-specific trajectories can be observed even
before having sensory feedback (i.e., before crossing the black line).

Supplementary Figure 4 | Fine-tuning behavior tends to correlate with
discrimination performance when analyzing all trials (A) and when excluding
coordinate trials (B). Panels depict the correlation of fine-tuning proportion with
normalized musical experience, median last frequency heard or standard
deviation of the last frequency heard as a measure of the variability of the
performance, respectively. Each dot represents a subject. All panels, y axis:
proportion of gradient trials which showed fine tuning behavior. Pearson
correlation coefficient and p-values are given in the figure.
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Complex tasks like hunting moving prey in an unpredictable environment require high

levels of motor and sensory integration. An animal needs to detect and track suitable

prey objects, measure their distance and orientation relative to its own position, and

finally produce the correct motor output to approach and capture the prey. In the insect

brain, the central complex (CX) is one target area where integration is likely to take place.

In this study, we performed extracellular multi-unit recordings on the CX of freely hunting

praying mantises (Tenodera sinensis). Initially, we recorded the neural activity of freely

moving mantises as they hunted live prey. The recordings showed activity in cells that

either reflected the mantis’s own movements or the actions of a prey individual, which

the mantises focused on. In the latter case, the activity increased as the prey moved and

decreased when it stopped. Interestingly, cells ignored the movement of the other prey

than the one to which the mantis attended. To obtain quantitative data, we generated

simulated prey targets presented on an LCD screen positioned below the clear floor of the

arena. The simulated target oscillated back and forth at various angles and distances.

We identified populations of cells whose activity patterns were strongly linked to the

appearance, movement, and relative position of the virtual prey. We refer to these as

sensory responses. We also found cells whose activity preceded orientation movement

toward the prey. We call these motor responses. Some cells showed both sensory and

motor properties. Stimulation through tetrodes in some of the preparations could also

generate similar movements. These results suggest the crucial importance of the CX to

prey-capture behavior in predatory insects like the praying mantis and, hence, further

emphasize its role in behaviorally and ecologically relevant contexts.

Keywords: predator, central complex, target detection, movement control, praying mantis, extracellular recording

INTRODUCTION

Complex movements, even in supposedly simple animals like insects, are influenced by various
brain circuits. This can include sensory-guided movements such as a locust walking on
discontinuous substrates (Niven et al., 2010), learned behaviors (Ofstad et al., 2011), navigational
behaviors such as path integration (Green et al., 2017; Stone et al., 2017; Turner-Evans et al., 2017),
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and foraging movements in an arena (Martin et al., 2015).
The central complex (CX) is a brain region that has received
attention for its role in controlling complex behaviors (Pfeiffer
and Homberg, 2014). This highly conserved set of midline
neuropils includes the protocerebral bridge (PB), fan-shaped
body (FB) [also called the upper central body (CBU)], ellipsoid
body (EB) [also called the lower central body (CBL)], and two
paired noduli (Supplementary Figure S1). The PB, FB, and EB
are unique for being divided into distinct columns or wedge
structures that have been found to include spatial information
used in navigation. Considerable information is now available
about sensory inputs to these neuropils. Much of the data
have focused on detection of polarized light (Heinze et al.,
2009). Polarized light-sensitive cells in locusts project to the
PB in a regular manner that describes a map of polarized sky
light (Heinze and Homberg, 2007). Polarized light mapping has
also been reported in numerous other insects including dung
beetles (el Jundi et al., 2015), monarch butterflies (Heinze and
Reppert, 2011), andDrosophila (Warren et al., 2019). In addition,
non-polarized directional light responses were found in locusts
(Rosner and Homberg, 2013; Pegel et al., 2018), cockroaches
(Kathman et al., 2014), Drosophila (Seelig and Jayaraman, 2013),
and monarch butterflies (Heinze and Reppert, 2011). Mechanical
inputs from the antennae have been documented in cockroaches
(Ritzmann et al., 2008) and flies (Currier et al., 2020; Okubo et al.,
2020) as well as from halteres of flies (Kathman and Fox, 2019).

The directional properties in sensory studies have led to
consideration of navigational control that has uncovered head
direction cells in Drosophila (Seelig and Jayaraman, 2015) and
cockroach (Varga and Ritzmann, 2016). In addition, the existence
of ring attractor pathways between the PB and EB have been
demonstrated in Drosophila that can integrate angular motion
and external visual compass cues into a coherent head direction
signal. This signal can be used as one of the inputs to a path
integrator (Green et al., 2017; Turner-Evans et al., 2017). Indeed,
a path integration model has been developed based on CX
recordings and structures in bees (Stone et al., 2017).

Any kind of navigational control requires that the CX affects
motor systems, and motor effects have been demonstrated in
the CX. Genetic manipulations that resulted in damage to the
PB resulted in walking deficits (Strauss, 2002). Extracellular
recordings from tethered cockroaches revealed CX neurons
that control step frequency (Bender et al., 2010) and turning
movements toward a target (Guo and Ritzmann, 2013). In freely
walking cockroaches, such recordings revealed several neurons
that are active just before turning or forward acceleration (Martin
et al., 2015). These data contributed to 2 dimensional maps
of forward movement or turning associated with each neuron.
The overlap among 2D representations of CX cells suggests a
population code that can influence movement in any direction.
This control occurs at least in part by altering reflexes to specific
joints in the thoracic ganglia (Martin et al., 2015).

Navigational studies suggest that the CX serves to control
directional motion. Indeed, a recent study indicates that it plays
a role in goal-directed movements (Green et al., 2019). As
important as this study was in revealing moment-to-moment
neural adjustments, it implied that the fly was moving toward a

goal by the fact that it maintained a specific angular bearing as it
walked (menotaxis). This is in contrast to recordings in bats that
revealed goal-directed cells in the hippocampus that signal the
bat’s heading toward the location of a specific goal (Sarel et al.,
2017).

Predatory insects such as praying mantises (Prete, 1999)
and dragonflies (Olberg et al., 2005; Mischiati et al., 2015)
provide systems that are similar but different from the
above-described navigational behaviors. Rather than foraging
movements followed by return to a nest, predators must target
a specific easily-identified goal and move toward that goal
before making a very precise strike. Failure to precisely guide
movements toward the prey means that predators will not eat.
Praying mantises employ a unique 3-dimensional visual system
to establish distance parameters (Nityananda et al., 2018). Neural
correlates for this stereopsis have been identified in the mantis
brain (Rosner et al., 2019). For various mantis species, a range
of visual stimulus parameters including, among others, size,
background contrast, leading edge length, speed, location in the
visual field, and relative direction of movement evokes predatory
responses (Prete et al., 2011). Regardless of cues, the praying
mantis uses this information to stalk and eventually strike the
prey. The actual hunting strategy varies among species from
active stalking (Prete et al., 2012) to ambush (Inoue andMatsura,
1983). In the so-called “generalist” species, the hunting strategy
can switch from stalking to ambush as the praying mantis feeds
(Inoue and Matsura, 1983; Bertsch et al., 2019), and the switch
can be mimicked by injection of insulin (Bertsch et al., 2019).

Various components of the praying mantis hunting strategy
imply considerable high-level control, much of which is
reminiscent of navigational control properties seen in other
insects. The visual guidance necessary for tracking should rely
on neurons that are tuned to specific azimuth angles around the
insect’s head. Such neurons have been shown to be present in the
CX of locusts (Pegel et al., 2018), monarch butterflies (Heinze and
Reppert, 2011), and dung beetles (el Jundi et al., 2015). Directed
movements are reminiscent of cockroach motor control (Guo
and Ritzmann, 2013; Martin et al., 2015) although much more
precise. Even the hormonal control of changes in hunting strategy
by satiety and insulin suggests modulatory properties such as
those seen in the CX of locusts (Nässel and Homberg, 2006) and
Drosophila (Kahsai et al., 2010). If the sensorimotor control of
praying mantis hunting can be shown to be controlled in the
CX, it would be possible to directly examine the neural control of
both the precise sensory andmotor aspects of this behavior in CX
neuropils as well as the necessary sensorimotor transformations
and context dependent modifications that might occur there.

To examine the role of the CX in predation, we recorded
extracellularly from the CX of freely moving praying mantises
(Tenodera sinensis) as they stalked prey. We began with live prey
to establish that CX activity is associated with real predatory
behaviors. We then developed a simulated prey system that
allowed us to generate reproducible targets around the mantis
for quantitative analysis of both sensory and motor aspects of the
behavior. In both situations, our recordings revealed units that
fired in response to prey or moving targets presented at specific
angles and distances around the subject, as well as neurons that
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became active just before turning or forward motion. These data
suggest that neurons in the CX could control the hunting and
targeting movements of the mantis. Some neurons appeared to
be involved in both sensory and motor aspects of the targeting
behavior. Thus, the CX does appear to play a role in controlling
the predatory behaviors in this species of praying mantis.

METHODS

Adult praying mantises (Tenodera sinensis) from a laboratory
colony were used in all the experiments. The mantises were
housed in individual plastic containers and given food and water
ad libitum. They were kept in a 12/12-h light/dark cycle at 27◦C.
After the final molt, only 14- to 17-day-old healthy females were
chosen for the experiments.

Animal Preparations and Recording
The insects were first anesthetized with ice. After they stopped
moving, they were restrained ventral side down against a flat
silicone surface with insect pins bent into a hook that surrounded
them but did not penetrate any part of them. A plastic collar was
positioned around the neck to support the head, and dental wax
was placed around the head to stabilize it. The preparation was
transferred into a plastic container, and ice was placed around
the animals to minimize hemolymph flow and body movements,
which could interfere with wire implantation. A small window
between the antennae was cut into the cuticle and removed over
the brain. Connective tissues and fats were carefully removed to
expose the brain. The sheath surrounding the brain was opened
mechanically in a small area dorsal to the central complex, and a
small amount of saline (Blagburn and Sattelle, 1987) was placed
in the head capsule to cover the brain tissue.

One or two wire-bundle tetrodes were used for recording.
Each tetrode consisted of four 12-µm nichrome wires (Kanthal
RO-800; Sandvik Heating Technology, Hallstahammar, Sweden)
twisted together. The tetrode wires were connected to an
adaptor and secured in a Delrin and epoxy package. Before each
experiment, the tip of each tetrode was cut, polished, and plated
with copper such that it had a regular arrow shape and starting
impedance of between 0.5 and 1.5 MΩ .

With the brain exposed, the tetrode was inserted into the brain
with a micromanipulator, and the adaptor was mounted in the
headstage of a Neuralynx Cheetah (Bozeman, MT, United States)
digital interface. A separate larger-diameter (56 um) insulated
copper wire was inserted into an anterior location in the
pronotum to serve as a reference/ground electrode. The tetrode
was fixed in the brain at the location that had the best signal:noise
ratio and where the units responded to sensory stimuli (i.e., light
on or off and/or antennal contact). The head capsule was then
covered and sealed with blue-light curable clear glue (Loctite
3,555 transparent Light Cure Adhesive) to anchor the tetrode
wires in place, taking care to not obscure the compound eyes
and ocelli. A plastic tether was glued to the posterior pronotum
and the tetrode (s), and the reference electrode was secured along
the pronotum and the tether with the same glue as used on the
head as well as with dental wax. Next, constraints were carefully
removed, and the animals were transferred into a clear acrylic

arena positioned on top of an LCD screen. The animals were
given at least 60min to recover from the cold anesthesia. All the
experiments lasted between 2 and 4 h depending on the quality of
the neural recordings and preparation.

Videos were either captured at 30 or 120 frames s−1 with a
Casio Exilim HS camera or at 40 or 100 frames s−1 with a Point
Gray video camera. The cameras were positioned centrally above
the arena so that the entire arena was visible and all movements
could be seen. The position of the live or simulated prey and the
mantises’ head and body position and orientation in the arena
were tracked using the DLT tracking software from MATLAB
(Hedrick, 2008). From the position and orientation of the mantis’
head, the visual field could be defined, and the angular position,
size, and velocity of the prey in the field were measured. This
allowed us to correlate the stimulus movement to the resulting
electro-physiological and locomotor responses.

The data from the Neuralynx system were saved directly to
a PC. For each electrode, the collected data included voltage
waveforms and time stamps that marked the point in time where
an action potential that exceeded a pre-set threshold occurred
within a given data file. The data also included synchronization
pulses to link the Neuralynx time with coincident high-speed
digital video recordings.

Live Prey Experiments
After the tetrodes were placed in the their brain, the subjects were
placed in an arena and allowed to recover. Up to 4 cockroach
nymphs were then placed in the arena, and both the mantises
and the prey were allowed to move freely while their activity was
recorded from the tetrodes. Movements were recorded with the
camera situated above the arena. Frame-by-frame movements of
both the prey and the mantises were quantified offline. After the
spikes recorded from the tetrode had been sorted (see below),
individual unit time stamps could then be associated with either
the mantises’ movement or a prey individual that a mantis
was targeting.

Simulated Prey System
In order to obtain quantitative data relating brain activity to
movement, we developed a simulated prey system that could
generate targets at reproducible distances and angles around the
mantis’ head. Using a computer screen under the transparent
arena floor, we could exploit previous observations that praying
mantises would target and strike at moving images on a
computer screen (Prete et al., 2013). We reasoned that placing
a computer screen under the floor of the arena would allow
us to repeatedly present the subject with simulated prey at
predetermined distances and angles. A customMATLAB routine
generated the simulated prey at various angles around the subject
at preset distances. The circle in which the simulated prey
appeared could be moved on the screen so that the praying
mantis was always kept in the center of the presentations. The
simulated prey consisted of a 2 × 1 cm black ellipse that moved
back and forth in parts of the circle with the mantis in the center.
The target moved at 2 cm/s (Supplementary Video S1).

Again, CX activity was recorded from 1 or 2 tetrode
bundles that were inserted into the brain targeting the
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FIGURE 1 | Images from video and recording of a single unit during hunting behavior. (A) Location of a tetrode is shown in the dorsal region of the FB on the mantis’s

right side. (B) Shows the activity of the cell (blue) along with the movement of the prey (red). (C) Sample frames from Supplementary Video S1 are shown with time

of frame numbers indicated in (B). (B,C) Prey starts to move in first frame. Central complex (CX) unit activity increases and then stops when the prey stops (2nd

frame). In frame 3, the prey runs as the mantis tracks it, and CX unit activity increases and is maintained through frame 6. Before the mantis tracks the prey, the single

CX unit is correlated with mantis movement (r > 0.7, sliding Pearson’s coefficient). After the mantis orients toward the prey, the same unit is correlated (r > 0.7) with

prey movement. (D) Another prey is on its back and struggles (top) and then stops (middle) and struggles again just before the strike. Activity, shown here as spikes

below each frame, is parallel to movement.

CX. In all, we recorded 99 units from 10 preparations
where the tetrode location could be determined histologically
(Supplementary Figure S1). Eight of the preparations used a
single tetrode implant. The remaining 2 preparations had 2
tetrodes inserted for a total of 12 tetrode locations. Eight of
these tetrodes (68 units) were located in the FB of the CX, while
4 (31 units) were located in the mushroom body (MB). Two
of the MB placements were in the peduncle and two in the
medial lobe. Because there were few MB recordings, we did not
analyze them further but present the data and some contour plots
(Supplementary Figure S3) for completeness.

The high-speed video camera placed above the arena
monitored the praying mantis’s movements relative to the
simulated prey. When the praying mantis attended to the
prey, it turned its head toward the target. This action could
include neck movements, rotation of the T1-T2 thoracic joint,
or very large turns including leg movements that rotated
the body toward the prey. We digitized the movements of
the praying mantis and the simulated prey and combined
the records with the sorted activity of single CX units. In
some preparations, we also injected currents through the
tetrodes at the end of the experiment and monitored resulting
mantis movements.

The praying mantises readily targeted, stalked, and struck
the simulated prey appearing 2.5, 5, 7.5, 10, and 12.5 cm
from them. Beyond 12.5 cm, the attention dropped off. We
suggest that this was because the flat screen image on the
floor was no longer seen by the subject. In support of this,
another study using the same arena showed no similar drop
off to presentation of a dead cockroach nymph that provided a
3-dimensional image.

Spike-Sorting Analysis
A single unit analysis was performed off-line in Spike2 v7.15
(CED, Cambridge United Kingdom). To sort multi-unit activities
into single unit activities, we conducted user-supervised semi-
automated tetrode template matching and K-means assisted
principal component analysis. Clusters with > 3% of all spike
events falling within the 2-ms inter-spike-interval criterion were
excluded from analysis, because this suggested that we were not
monitoring a single unit. Only single-unit activity with stable
amplitude was used for later analyses. Time stamps of all the
units were exported and loaded into customMATLAB scripts for
further analysis.

Analysis of Spike Activity Relative to Target
and Mantis Movements
Once we obtained the time stamps for each unit, they could then
be analyzed relative to target movement or that of the mantis
toward the target. In the case of live prey trials (e.g., Figure 1),
this involved comparing the unit’s spike frequency to the prey’s
movement velocity. In trials involving simulated targets, a much
more involved analysis (described below) related spike activity
to target movement and/or to the mantis’s own movement. In
either case, the simulated trial analysis relied on two steps. First,
raster plots were constructed relative to the action that was being
examined (target or mantis movement). Then, in order to achieve
statistical significance in the relationship between spike activity
and either target or mantis movement, the data were subjected to
spatial temporal receptive field (STRF) analysis of movement.

Analysis of the responses of each identified unit (neuron)
proceeded from the aligned time stamp vectors of spikes in each
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cell and the per-frame location in Cartesian coordinates of the
mantis’s head and prothorax, and the prey. The angle between
the head and the prothorax (“head angle”) was calculated from
the angle between a line defined by points on the outer edge of
each eye and another line defined by points on the prothorax at
the neck joint and the joint of the mesothorax.

To describe the prey stimulus, we first translated and rotated
the cartesian coordinates of the head and a point at the center of
the prey target to center the head in the new coordinate frame
and align the center of the visual field along the positive y-axis.
This allowed us to continually represent the location of the prey
relative to the visual field of the mantis in every frame of the
video, as the mantis moved and turned its head during the trial.
In this new coordinate frame, we calculate the Euclidean distance
between the prey and the mantis’s head (“prey distance”) and the
angular location of the prey in the visual field (“prey angle”).

We produced raster plots and peri-stimulus time histograms
(PSTHs) describing the neuron’s response to two stimuli: the
prey angle and the head angle. For the head angle raster plots,
we used a threshold of 2 standard deviations (SDs) above the
mean head angle velocity to identify the time when saccades were
initiated. For the prey angle plots, we selected a particular visual
angle for each cell (see below and in Results for details on how
this angle was chosen). The rasters and PSTHs were triggered
at the time a head saccade began or when the prey crossed the
chosen angle. We calculated the mean of the instantaneous firing
rate over all events for each stimulus type using a bootstrapping
procedure to calculate a 95% confidence interval (2 SDs). To
determine whether a cell responds to the stimulus, we used a
threshold procedure.We randomly selected segments of the spike
time vector of the same length as the event window (1 s) and the
same number of segments as recorded events. We calculated the
mean and SD of the firing rate across the segments and defined a
threshold of the mean± 2 SDs.

To fully characterize the responses of the cells to both the
animal’s own movement and the visual stimulus of the prey,
we used a reverse correlation technique designed for natural
stimuli (Theunissen et al., 2001) (see also http://www.strflab.
berkeley.edu/), briefly summarized here and in detail below.
This method estimates the correlation between a stimulus and
the spiking activity of a neuron using a generalized linear
model. The model is statistically verified by minimizing the
mean squared error between the predicted response to a test
portion of the recording and the recorded response. Because
we are extending this method to a freely moving animal, the
stimulus and response of the animal are necessarily non-random
and autocorrelated, increasing the possibility of false-positive
correlations. We, therefore, additionally validated the statistical
significance of a neuron’s response using a shuffle procedure,
offsetting the stimulus and response in time, to generate the
expected value and standard deviation of correlations attributable
to chance.

The reverse correlation method estimates the spatiotemporal
receptive field (STRF) for linear-nonlinear models of neurons
(Supplementary Figure S2). Spike times were binned for each
video frame to match the sampling rate of the stimuli. The prey
position, in head-centered coordinates, was binned into a 31× 31

matrix for each frame. The head velocity was binned into a 21× 1
vector covering the range of observed head velocities from right
(negative bins) to left (positive bins) saccades. For each frame,
the bins for the current prey location (x,y; cm) and head velocity
(rad/s) are occupied by a 1 and the remainder by zeros.

The response of each neuron to this combined prey and head
movement stimulus matrix was estimated using a generalized
linear model. The model incorporates a linear transformation of
the stimulus by an STRF, followed by an exponential (Poisson)
nonlinearity [modified from Talebi and Baker (2012)]:

w (t) =

M
∑

i=1

N
∑

j=1

O
∑

k=1

h
(

i, j, k
)

s(i, j, k− )

r (t) = ew

where s(i,j,k) = the stimulus matrix (size M,N) for the i,jth

“pixel” at the kth delay (in frames); h(i,j,k) is the corresponding
linear filter (STRF) weight; w(t) = response of the linear filter
as a function of time (t); r(t) = estimated model response as
a function of time (t). We conducted scaled conjugate gradient
optimization, implemented in the strflab interface, to optimize
the STRF weights h(i,j,k) and minimize the mean squared error
between the estimated model response r(t) and the response
measured from the neuron. Delays were chosen to cover time lags
from−0.5 to 0.5 s.

The STRF was separated into a prey locationmatrix of 31× 31
× 16 and a head velocity matrix of 31× 16. The weight values can
be analogized to positive or negative correlation between either
the prey location or the head velocity stimulus and a spike at the
0-time delay. To establish a threshold for significant correlation,
we used a shuffle procedure. The stimulus and spiking response
vectors were each shifted by a random amount, removing the
temporal correlation between them but preserving the temporal
characteristics of each. STRFs were fitted to the shuffled data.
This process was repeated 10 times, and the mean and SD of the
STRF weights was calculated. We used a significance threshold
of mean weight ±2 SD for each bin of the STRF matrix. These
were presented as contour plots surrounding contiguous bins
that exceeded the threshold for each time delay.

Because prey movement and head saccades to center the
prey in the visual field are naturally correlated, we performed
additional analyses to characterize the responses of the cells. We
filtered out periods of the recording where head movement and
prey movement overlapped by 0.5 s to isolate data where the head
or the prey were moving alone. We then produced STRFs for
the “head alone” and “prey alone” data subsets. Only cells with
STRFs that still exceeded the threshold in one or both of the
alone conditions were identified as head-movement selective or
prey-movement selective.

Finally, for each cell with STRF weights that exceeded the
threshold, we identified the maximum weight across all delays.
We plotted the time series of the weights at this maximum prey
position or head velocity across all delays. The same thresholding
procedure was used to identify periods of significant correlation
in the time series. Points to the left of zero represent movement
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that occurs preceding spikes, and points to the right represent
movement that follows spiking. This means that unlike the raster
displays that showed spike activity relative to target or mantis
movement at the 0 point, in STRF plots, change in spike activity
was taken as the zero point, and movement was plotted before
and after that point. Therefore, for example, if target movement
was being analyzed, a positive peak to the left of zero would
indicate that the unit showed an increase in activity after the
target moved. A negative peak would suggest that the unit activity
decreased after the target moved. Either of these results would be
consistent with a sensory response to the target movement. In
contrast, a significant peak to the right of the zero point would
suggest that the increase in spike activity in that unit preceded
the movement. This occurred when analyzing activity changes
relative to themantis’s ownmovement (such as toward the target)
and suggested that the cells could be involved in generating
such movements.

We examined the STRF plots relative to presentations at
numerous angles and distances around the mantis and then
displayed them as contour plots relative to the mantis’s head (e.g.,
Figures 2C,D). Positive increases were plotted as brown regions
and negative changes as blue regions. Delays in STRF plot peaks
relative to the zero point were coded as variations in blue or
brown color, as indicated in a legend for the plot.

Histology
Prior to insertion, the tip of the tetrodes was dipped into DiI
(DiCarlo et al., 1996), so that its location in the brain could
be established histologically after the experiment. Additionally,
at the end of each experiment, a 5-mA, 5-ms DC current was
applied between the tetrode wires and the reference electrode in
order to deposit copper at the recording sites. The brains were
then removed and placed in a 20% ammonium sulfide/saline
solution for 15min to precipitate the copper and then rinsed
twice in 0.1M phosphate-buffered saline (PBS). After fixation
with 4% paraformaldehyde and 0.25% glutaraldehyde, the brains
were again rinsed twice in PBS and dehydrated in an increasing
ethanol series (50, 70, 90, 95, and 2 × 100%, 20min each). The
brains were then transferred to a mixture of methyl salicylate
and ethanol (1:1), followed by 100%methyl salicylate (45–60min
each). Finally, the brains were mounted in a DPX mounting
medium (ElectronMicroscopy Sciences) between two glass cover
slides separated by spacing rings to avoid compression. Whole
mounts were scanned with a confocal laser microscope (Leica
TCS SP8 gated STED) equipped with a 10× objective (HC PL
APO 10×/0.4 dry CS; Leica, Bensheim, Germany) to determine
the location of DiI 488 in the brain. Confocal stacks were
analyzed offline with the ImageJ software (Schindelin et al., 2012).

In cases where the fluorescent whole mount preparation
gave inconclusive results, the copper method was used. The
mounting medium was removed using xylene. The brains were
then embedded in Paraplast and sectioned at 12 um. The
sections were run by Timm’s sulfide-silver intensification (Tyrer
and Bell, 1974) and then fixed, dehydrated, and covered for
imaging. Concentrated brownish deposits occurring in several
adjacent serial sections were identified as tetrode locations.

Copper deposits coupled with DiI provided strong localization
of tetrode locations.

RESULTS

CX Unit Activity With Live Prey
We implanted a set of tetrode wires into the brain of 4
individual praying mantises, targeting the CX and then, after
a period of recovery, released the subjects into an arena
with 4 cockroach nymphs that provided natural targets. CX
activity was sorted into individual units, and their activity
was examined relative to prey movement. In the example
shown in Figure 1, the tetrode was located in the dorsal right
FB (Figure 1A). Initially, the activity in the unit shown here
increased in association with the praying mantis’s turns or
forward movements (Supplementary Video S2). This pattern
was consistent with what had been seen previously for cockroach
(Martin et al., 2015). The praying mantis eventually began to
attend to one of the prey. When this occurred, the same unit’s
activity increased now in conjunction with prey movement
(Figures 1B,C and Supplementary Video S1). Later, the praying
mantis attended to a cockroach nymph that was on its back
and struggling to right itself. As long as the prey struggled,
the CX neuron was active (Figure 1D). However, when the
nymph ceased movement, the CX neuron became silent and
only returned to activity when the nymph began struggling and
continued as the praying mantis stalked and ultimately struck the
nymph. Interestingly, as the stalking took place, another nymph
walked through the prayingmantis’s field of view andwas ignored
by the CX unit that was reporting on the first prey’s movements,
suggesting a form of selective attention. The recordings for this
preparation yielded 8 units, and 3 of these had similar responses
to prey movement. The other three preparations yielded 2 out of
5, 1 of 4, and 2 of 6 prey responsive units.

Selective Responses to Simulated Prey
Position
In order to obtain quantitative data on CX activity relative
to mantis stalking behavior, we switched from live prey to
the simulated prey system. As indicated in Methods, these
experiments were performed on 10 different praying mantises
using a total of 12 tetrode implants. The involvement of CX units
in prey stalking requires three properties. First, CX units must
be seen to track prey at various distances and angles around the
mantis. Second, CX units must show indications that they control
movement, as has been demonstrated in cockroach (Martin et al.,
2015). Third, at least some CX units should be seen to be
associated with actual orientation movements toward a tracked
target. We will begin our analysis with activity associated with
tracking prey.

Figure 2 shows data from a unit recorded in the left FB
(Figure 2A) during several simulated prey presentations at
various angles around the subject’s head. Rasters of recordings
from this unit are shown from one simulated prey position
(Figure 2B). The stimulus moved slowly back and forth at 2
cm/sec. The resulting activity from the unit is lined up according
to a zero point as the stimulus passed in front of the mantis’s field
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FIGURE 2 | Example of prey-motion-responsive cell. All data in this Figure are from the same cell located in the left fan-shaped body (FB). It was chosen because it

exemplified the most common subtype of prey-responsive cells and direction selectivity, and it had clear positive and negative correlation regions in the visual field. (A)

Image of the central complex showing the lesion dye from the electrode on the mantis’s right-side FB. (B) Rasters (top) and peri-stimulus time histogram (PSTH,

bottom) for the angle at which prey movement elicited the greatest response in this cell, which, in this case, was back and forth around 106◦ to the left of the mantis’s

forward-facing visual field [refer to the solid magenta line in (C)]. Trials are split into the left- (blue) and right-moving prey (red). The corresponding PSTHs were

calculated as the sum * (spikes in bin for all trials)/(number of trials) * (length of the bin). This normalized each PSTH for unequal numbers of left and right trials (see

Methods for more detailed explanation). (C) Contours outlining the positions of the moving prey with significant weights in the generalized linear model for this cell.

Warm colors indicate regions with positive weights (analogous to positive correlation), and cool colors indicate negative weights. The inset box is a legend indicating

the delay between prey in the area outlined by the contour (lighter colors for longer delays) and a spike in this cell. In effect, a prey stimulus in the outlined area is

associated with a spike at some time delay later. The magenta arrow indicates the direction of prey movement that produced a larger response in the PSTH in (B). (D)

Spatial temporal receptive field (STRF) plots taken from various locations in the contour plot in (C). A peak to the left of 0 that rises above the 2-SD level (dotted

magenta horizontal lines) indicates a strong correlation with movement before an increase in spike activity. A peak that goes below the lower 2 SD line indicates a

negative correlation between movement and activity (decrease in spiking). (Di) includes samples from 4 numbered regions indicated in (C) around the same distance.

The color of each curve matches that of the site indicated in (C) (labeled a–d). Darker curves are the correlations for prey at the indicated points, and the lighter curves

are the correlations at equally spaced points between these points. Light brown lines are at points taken between the points labeled 1 and 2, light green lines from

points between 2 and 3, and so on. This progression is indicated in the insert on the plots. (Dii) shows lettered responses to sites at the same angle relative to the

head of the mantis but at different distances. In this case, sites at which the curves are recorded are indicated as letters on the contour map in (C) and colors of the

STRF curves match those of the letters in (C).

of view. It should be noted that because the mantis is free to move
its head, the angle of the stimulus relative to the mantis’s field
of view can change. We, therefore, measured the response for all

angles and present the raster display for the maximum response
angle, in this case 106◦. Blue rasters were from trials where the
target is moving in a leftward direction, while red rasters were
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from trials where the target is moving rightward. The histograms
below sum the two sets of responses and show a strong response
when the stimulus was moving leftward. In contrast, when the
stimulus was moving rightward, there was little or no change
in activity.

By repeating the procedure reported in Figure 2B at various
distances and angles, we were able to produce a contour plot
for each unit showing either positive (brown) or negative (blue)
correlations associated with movements of the simulated prey
(Figure 2C). The positive and negative regions were established
by generating STRF plots that relate spike activity with, in
this case, target movement (Figure 2D) at various angles and
distances around the mantis’s head. A positive correlation
typically arises from increased spike rate, whereas a negative
correlation comes from decreased spike rate. In the STRF plots,
spike activity was located at time 0 on the X axis. The plots
then showed the correlation between target movement and spike
activity. Plots that rise above 2 SDs to the left of the 0 point
indicate positions where simulated prey movement preceded an
increase in spike activity. Trials where the curve peaked below
negative 2 SDs indicate areas where decrease in spike activity
followed the prey movement. Any peak that occurred after the
0 point would normally indicate activity that preceded prey
movement. For the most part, peaks to the right of 0 were not

seen associated with the simulated prey movement. However, in
some rare instances (e.g., blue curves in Figure 2Di), a significant
peak was carried over to the right of 0. We attribute the carryover
in this analysis to the cyclical and continuous nature of the target
movement. That is, it may be indicating responses to an earlier
target movement with a delay that simply was not captured in the
left side peak.

The relationship between the contour plot and the STRF plots
is shown by two groups of responses. Activity at various angles
around the mantis’s head but at the same distance was depicted
as 1, 2, 3, or 4 on the contour plot. In Figure 2D, these are
indicated as color-coded STRF plots. The dark traces were from
specific numbered points on the plot, while the lighter colored
curves were from angles that lie on a line between them. In the
top set of plots (Figure 2Di), the excitatory region (1) has large
peaks (brown curves) to the left of the 0, indicating a strong
correlation with the prey movement. In contrast, the blue region
(4) in the contour was associated with curves that have large
negative peaks to the left of 0, indicating a significant decrease
in activity associated with stimulus presentations at these angles.
The regions between those extremes (2 and 3) had varying size
peaks. Some angles, which encroached on the brown and blue
regions of the contour plot during part of the stimulus movement
but were centered outside of the main excitatory or inhibitory

FIGURE 3 | (A) Examples of STRF contour plots (as in Figure 2C) for a range of single CX units that responded after the appearance of the target. Note the various

different field patterns of positive (brown) and negative (blue) responses to the target. The mantis’s head orientation is depicted in contour viii. (B) Bars indicate the

time period for each neuron where the correlation seen in the STRF curve was above the 2-SD range. The triangle indicates the peak of this curve. All cells that had

bars to the left of 0 (point where spike activity changes) responded to target presentation but did not evoke movement of the mantis. These bars represent all cells

that showed these response patterns. (C) All of the contours we recorded were superimposed on two contour fields: one brown (positive) and one blue (negative).

This indicates that the entire area around the head of the mantis is covered by both positive and negative response regions.
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FIGURE 4 | CX activity relative to mantis movement. (A) Raster plot of several responses associated with head movement of any kind for a sample cell. The 0 point

here indicates the beginning of the head movement. The plot underneath shows the mean and SD firing response of all trials in the raster display. Note that the peak

firing precedes the head movement, suggesting that it could contribute to driving the movement. (B) Shows a similar display for another cell that responds after the

head movement (to the right of 0). This suggests that this cell responds to either proprioceptive or visual inputs associated with the turn or corollary discharge of the

motor commands. (C) Shows bars indicating the peaks of STRF plots for all cells that were above 2 SDs. As in Figure 3B, the length of the bar indicates duration

above 2 SDs, and the triangle indicates the peak of the curve. Dark blue bars are associated with rightward head movements, and light bars are associated with

leftward head movements. In this display, bars to the left of 0 indicate regions where head movement precedes increase in spiking (0 point). We have labeled bars that

are complete in this region as “sensory.” In contrast, bars to the right of 0 indicate responses where increases in spike activity (0 point) precede movement. We have

labeled bars that are complete in this region as “motor”. Bars that span both regions relative to the 0 point are labeled mixed or ambiguous. They could be involved in

both motor and sensory effects. Cells whose activity is displayed in (A,B) are indicated with letters and arrows. Note that the relationship of the STRF plots relative to

the 0 point is the opposite of that seen in the rasters. That is because the 0 point in the STRF plots indicates the point where spike activity increases, whereas the 0

point in the raster display is the point where movement commences.

region, may show weaker responses, while others fail to cross
the 2 SD correlation points, indicating no significant response
at these angles. The lighter plots showed the transitions between
each set of designated points with some reaching significance,
while others that were well between the significant regions failed
to do so. It should be noted that all of our STRF analysis for
this part of the study was conducted on responses that preceded
any head movement in order to prevent contamination from
proprioceptive or visual responses associated with such actions.

The lower set of plots (Figure 2Dii) shows a similar
relationship but now examines the distance from the mantis’s
head rather than angle. Plots were taken from the line depicted
on the contour with points a, b, c, and d indicated. Again, the
dark plots were from those designated points, and the lighter ones
were at distances between them. Here, the strongest correlations
were seen in the b region, which was within the excitatory area
of the contour plot (Figure 2C). The positive peaks fell off at
distances a and c, which had weaker correlations or failed to
reach significance in the STRF plots (Figure 2Dii). At distance
d, the STRF plots showed significant negative correlations
consistent with the inhibitory region at a greater distance on the
contour plot.

Contour plots were generated in this way for all the units
recorded in all the 10 experiments. Some had unique properties.
Examples are shown in Figure 3. Most are similar to the plots

shown in Figure 2B. Many had excitatory (positive weight) or
inhibitory (negative weight) regions located at various distances
and angles from the mantis. Some units only showed excitation
when the simulated prey moved in a particular direction (as
was the case in the cell depicted in Figure 2), These were
indicated by an arrow on the contours (Figure 3Avi–ix). Forty-
eight units recorded in the central complex (specifically all in the
FB) showed positive weighting with simulated prey movement
in some portion of the visual field. The peak weighting in the
generalized linear model of spike generation ranged from 0 to
−0.5 s before a spike (Figure 3B), i.e., prey movement precedes
spiking in these cells. Contours for other units, including those
recorded in the MB, are shown in Supplementary Figure S3.
Finally, we considered all CX cells recorded in different animals
as a pseudo-population, likely representative of the population in
a single animal. When superimposed on one contour plot, the
excitatory and inhibitory spatial fields of these cells cover the full
range of the visual field tested in these experiments (Figure 3C).

Responses Associated With Mantis
Movement
We next examined the relationship between neural activity and
the mantis’s own movement (Figure 4). To do this, we digitized
the praying mantis’s movements in the arena. Most of these were
turning movements toward the prey, which occurred in three
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stages. Target signals near the front of the praying mantis may
require only a small rotation of the head to bring the eyes in line
with the stimulus. Larger targeting movements require turning of
the thorax. Prayingmantises have a joint between the prothoracic
and mesothoracic segments that allows them to rotate in the
horizontal plane. Even larger turns require leg movements that
turn the entire body.

A raster display that is now generated relative to the onset
of head movement (time 0), shows that CX activity could be
associated with these actions. CX units that respond during
targeting can fall into two categories. First, they can respond
prior to movement (Figure 4A). This effect would be similar
to that which was reported in cockroaches, where most of the
activity associated with turns or changes in forward stepping
precededmovement (Martin et al., 2015). Alternatively, increases
in activity could occur after the turn starts (Figure 4B). This type
of activity would probably represent some form of reafference.
It could stem from visual responses as the head rotates relative
to its visual world or from proprioceptive cues monitoring
head, thoracic, or leg movements and ascending to the brain.
These possibilities are not mutually exclusive. Even where
activity preceded movement, the continued activity after the turn
commences could result from reafference. It is also possible that
the same cell only shows motor control activity for a specific
set of targeting movements with reafference occurring elsewhere.
Finally, since the target moves back and forth, it is possible that
some of the activity during the movement period is associated
with motor control associated with reversal of target movement.

To further examine the relationship between CX activity
and mantis head movement, we performed STRF analyses
on all turning movements made by the mantis during each
experiment (Figure 4C). The peaks of each cell can be divided
into 3 groups. For cells with STRF plot peaks totally to the
right of 0, all significant changes in spike activity preceded
the mantis’s movements and could initiate such actions. We
label these responses as “motor.” For cells with STRF peaks
totally to the left of 0, significant activity changes occur during
or slightly after movement and probably are associated with
reafference or efference copy. Regardless of the source, we
refer to these responses as “sensory.” Between these cells are
cases where significant STRF peaks span 0. That is, the peak
begins to the right but extends to the left of 0. These types of
neural responses start before movement and continue to show
significant increases during the movement. That is, they could
initiate the movement but then receive reafference or efference
copy during the movement. We label these responses as “mixed.”

Finally, in turns associated with the simulated targets, we
found several cells that both responded to target appearance
and were associated with mantis turning movement (Figure 5).
These responses fall into 3 categories. Some show responses that
attend to the target (magenta bars with peaks to the left of 0) and
peaks associated with movement (blue bars) to the left of 0 (re-
afference or efference copy). We label these responses “sensory,”
since they only seem to include sensory effects relative to the
target, whether that be attention to the target appearance or
reafference during themovement. Another category has attention
peaks (magenta bars) to the left, but mantis movement peaks

FIGURE 5 | STRF peaks for all cells that both respond to the target movement

and respond relative to the praying mantis’s movement toward the target.

Each cell’s peaks are positioned between horizontal lines. Cells are separated

into 3 categories. Purely “sensory” cells (bottom 3) have target peaks and

mantis head movements to the left. These are cells that respond to the

appearance of the target and after the mantis initiates movement.

“Sensorimotor” cells (top) have responses associated with target appearance

to the left and mantis movement peaks exclusively to the right of 0. These are

cells that increase activity with the appearance of the target and have activity

significantly increased prior to the movement. “Sensori-mixed” cells (middle)

have increased activity associated with target appearance and have increased

activity associated with mantis head movement that substantially spans 0.

These cells respond to the appearance of the target and have some activity

prior to the initiation of mantis head movement that continues throughout the

mantis head movement. It should be noted that one sensory and one

sensorimotor cells have a slight overlap of the head movement peaks into the

opposite region, but we regarded this overlap as minimal. These were

subjectively placed in the categories indicated here.

(blue bars) totally to the right. These would be cells that respond
to the target’s appearance and then fire before self-movement
starts. We label these “sensorimotor.” The remaining cells have
peaks associated with target appearance to the left but motor
peaks spanning 0 (“mixed” in Figure 4). These cells respond to
the target appearance and have activity preceding mantis turning
but then continue through the actual turn. The cells in the last
two categories could be part of a population of cells that controls
the entire predatory stalking behavior. The first group could still
contribute to the stalking behavior but only in association with
cells in the other groups.

Movement Evoked by Stimulating Through
Tetrodes
We routinely passed currents through the tetrodes at the end of
the simulated target experiments. We recorded videos in 5 of
the analyzed FB preparations (Figure 6). All 5 evoked turning
movements. The stimulation in 4 of them caused movement
toward the side on which the tetrodes were located (3 to the
left and 1 to the right). The remaining preparation had two
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FIGURE 6 | (A,C) Stick figures drawn from individual video frames at the time of stimulation through the tetrodes and 4–6 frames 10ms apart following that point.

(B,D) Diagrams of sections in the CX showing the location of tetrode tips (asterisk) for each experiment.

tetrodes implanted, one in the left FB and one in the right
MB. The stimulation in this preparation caused movement to
the right regardless of which tetrode was stimulated. These
stimulus-evoked movements verified that the tetrodes were
located in regions at least near where neurons that control
movement are located (Figure 6). As indicated previously, two-
thirds of the tetrodes (8) were shown histologically to be
located in the FB. The remaining 4 tetrodes were located in
the MB.

DISCUSSION

The results presented here show that neurons in the CX
and, more specifically, in the FB both respond to either real
or simulated prey and have the capacity to generate turning
movements toward that target. Because we used extracellular
recording methods, we cannot say exactly which cells we
recorded from in any given preparation. Some could be
particularly associated with detecting and following the prey,
while others generated the appropriate stalking movements
to initiate an attack. Still, others may have played a role in
both aspects of the behavior. No cases showed changes in
spiking associated with the mantis’s actual striking behavior.
Rather, the activity we recorded in FB neurons seemed to be
associated only with the tracking and stalking of the mantis
toward the prey. Once near the prey, the strike appears to be
ballistic. While the lack of specific neural identification with
this technique is a limitation, there are clear benefits. First,
we could record for long periods of time, thereby testing a
range of angles and distances to which the mantis responded.
Second, the recordings were conducted while the mantis was
freely moving. This second point is important. A recent study
on monarch butterflies (Beetz et al., 2022) that used tetrode
recordings showed that properties of CX neurons changed

dramatically as the butterflies transitioned from restrained to
active flight as well as to freely rotating flight. Thus, in our
study, it was critical to ask questions regarding predatory
behavior while the mantis was actually engaged in freely
moving behavior.

The details of these relationships may well vary from neuron
to neuron in the CX. Since our extracellular recordings do
not allow us to identify the source of activity at the cellular
level, we may be recording CX cells at numerous levels of
motor control. Nevertheless, our analysis shows that at least
some CX neurons recorded in the FB respond to both natural
and simulated prey, as the praying mantis targets and stalks
them. While the cells are likely to have branches in the FB,
we cannot be certain that they do not also pass through
other CX neuropils. Individual cells are biased to particular
regions around the head including angle and distance. At least
some are activated prior to targeting movements. This result
implies that the CX plays a role in sensorimotor control of
this predatory behavior. Whether some or all such CX neurons
are restricted to predator attention movements will await future
studies. Regardless, this function, in at least some CX neurons,
appears to be similar to goal-directed target cells recorded in
the hippocampus of bats (Sarel et al., 2017). As with the bat
study, the mantis neurons we report on here encode both goal
distance and goal direction. However, unlike the bat study, we
cannot comment on whether the mantis can locate its target
if it is temporarily hidden. It will be interesting to examine
to what extent the details of the circuits within a predatory
insect’s CX that result in attention movements toward prey
are similar to the navigational mechanisms that have been
proposed for Drosophila (Green et al., 2017; Turner-Evans et al.,
2017; Hulse et al., 2021) and bees (Stone et al., 2017). Do the
circuits used in hunting strategies of predators represent the
modified navigational circuits used by other insects in foraging
or path integration?
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We also made 4 recordings in the MB, and 3 of these
provided units that showed significant sensory responses
(Supplementary Figure S3). Because of the relatively small
number of MB recordings, we did not analyze these units further.
Nevertheless, the fact that they responded to the simulated target
inmanners similar to the CX units suggests thatMB neuronsmay
also play some role in targeting prey. The similarities could arise
as a result of similar projections from the visual system to the CX
and MB neuropils or by communication between these two large
brain regions (Mizunami et al., 1998; Hulse et al., 2021).

The lack of precise identification of each studied neuron could
result in ambiguities in our results. Since we recorded from these
subjects over hours, it is possible that the electrodes moved at
some point in the experiment and were actually recording from
different neurons. Thus, the motor and sensory roles of a neuron
could result from changes in recording site. While our recordings
at all four electrodes of a given tetrode appeared to be constant
throughout, we cannot completely eliminate that possibility over
the course of a long experiment. Nevertheless, in this case,
it probably is not a critical issue. Since the mantis was both
detecting and turning toward its prey at essentially the same time,
it was using both motor and sensory roles almost simultaneously.

Advantage of Predators for Navigational
Studies
Predatory species provide a system in which a clear important
target is being sought by a subject. Previous navigational studies
focused more broadly on implied navigational systems such as
migration of monarch butterflies across North America (Beetz
et al., 2022) or moment-to-moment movements of Drosophila
toward an implied desired direction (Green et al., 2019).
However, predators seek a specific target that must be struck
in order for them to survive. Not only is the prey target
unambiguous, but it can be manipulated by the experimenter
either by moving a prey item or, as in our study, mimicking it
with a simulated target.

Moreover, that target may be dynamic in itself. The prey will
not necessarily remain at a given point but may move through
its environment either before being detected or in response
to the predator’s movements. Problems facing relatively small
animals, such as insects as they track moving targets against
a background, have been reviewed elsewhere (Gonzalez-Bellido
et al., 2016). Two very different strategies have been noted. One is
a relatively simple or classical pursuit in which the predator aligns
its stalking movements directly toward the prey. This appears to
be the strategy that the praying mantises followed in our study.
The mantis detects a specific prey item, turns toward it, and
closes the distance in order to get near enough the prey for a
successful strike. If the prey moves, the mantis simply follows it.
In contrast, another well-studied predatory insect, the dragonfly,
actually uses an internal model to predict the movements of
its prey (Mischiati et al., 2015). In the dragonfly, predictive
properties have even been demonstrated at the level of central
brain neurons called small target motion detectors (STMDs)
recorded intracellularly in restrained insects (Wiederman et al.,
2017). Such a system is particularly important for a flying insect

making rapid navigational adjustments toward flying prey. It
does not appear that such predictions are being made in the
slower stalking movements of the praying mantis; however, some
predictions could also be made here. Future studies should test
this notion.

Our live predator experiments revealed another property that
is specific to predator-prey interactions. In order to be successful,
the predator cannot constantly switch its attention between
targets. Thus, as seen in our Supplementary Video S2, once the
mantis focuses on one prey item (the one attempting to right itself
in the middle of the arena), both the mantis’s movements and the
CX neuron that we were recording appeared to ignore another
cockroach that walked through the mantis’s field of view. Since
this second cockroach was tracked earlier in the video, it clearly
met the criteria for attack.

The selective attention we saw in that video could be
explained by “competitive selection,” as described in intracellular
recordings of STMD neurons of the dragonfly central brain
(Wiederman and O’Carroll, 2013). In that study, neural
activity was recorded in response to two very different
target presentations. Then, both target patterns were presented
simultaneously. Rather than producing a response characteristic
of the combined patterns for the two targets, the neuron’s
response locked on to one or the other pattern. In some cases,
the pattern would switch from one to the other during the trial,
suggesting a competition between patterns that could change
during presentation. Indeed, a more recent study used frequency-
tagged intracellular trains to identify which target of a pair is
selected at any moment (Lancer et al., 2019). It will be interesting
to see in both restrained and freely moving preparations what
target properties result in both consistency and switching, an
issue that is critically important in many animals, particularly in
hunting behaviors.

Why Go Through a Region Like the CX?
The latter factors point to issues regarding the role of the CX in
the navigational movements that we examined here and those
that others have studied elsewhere. One can ask why the insect
brain requires something as complex and highly organized as the
CX to make directed movements. If an insect was only required
to move toward a target, it could accomplish this with a simpler
system such as the flip-flop interneurons that were described
earlier in dragonflies (Olberg, 1981). However, navigational
movements are often affected by many other context-dependent
factors. For example, a predator such as the praying mantis
may alter its hunting strategy depending on its level of hunger.
A recent study demonstrated that higher satiety reduced the
distance and angles around the mantis’s head to which it would
respond (Bertsch et al., 2019). That is, starved mantises stalked
much more distant prey. However, as they fed, the distance that
they responded to decreased with each meal. Eventually, the
mantis switched to an ambush strategy, in which it would strike a
prey item that came near but would not actively move toward it.

The effect of satiety on hunting strategy could also be
generated in starved mantises by injecting insulin into its
abdomen. Insulin is a hormone that increases in response to
feeding in a wide range of animals (Mattila and Hietakangas,
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2017). Thus, it is likely that neurons in the CX are altered by such
hormonal effects. Indeed, a wide range of neuromodulators are
known to be present and have effects within the CX (Homberg,
2002; Nässel andHomberg, 2006; Kahsai andWinther, 2011), and
are known to alter behavior (Kahsai et al., 2010).

Other factors that can affect directional movement include
proprioceptive inputs such as those from the haltere balance
organs of flies. The activity from these structures is now known to
influence CX neurons (Kathman and Fox, 2019). Moreover, the
change in compass properties seen in the monarch butterfly as it
transitions from restrained conditions to rigid and then flapping
flight appear to stem, at least in part, from efference copy that,
again, seems to alter CX activity (Beetz et al., 2022).

The example of context-dependent effects on directional
behavior points to possible reasons for movement control to
pass through a complex structure like the CX. It also points
to the importance of recording techniques that allow one to
monitor freely moving behavior over long periods of time even
as conditions change. The tetrode recording technique used in
this study and the STRF analysis that allowed us to relate CX unit
activity with movement of either the prey target or the mantis
itself toward that target provide such tools.

In the long run, neuroethological studies seek to explain
the neural basis of complex behaviors. As has been pointed
out previously, neuroethology in itself brings together two
complimentary but often hostile disciplines (Ritzmann and Fox,
2022). Ethologists have traditionally sought to describe behavior
while restricting any influence that the observer might impart on
the subjects of interest. At the opposite extreme, neurobiologists
often try to record in isolated neural structures or highly
restrained preparations in order to describe very precise neural
properties in identified neurons. Neuroethologists typically
attempt to address this conflict by working through stepping
stones from descriptions of behavior to ever more restrained
preparations. They may arrive at restrained intracellular
recordings but only after taking smaller technical steps between
the freely moving behavior and a restrained preparation. The
tetrode recordings used here and elsewhere provide an important
stepping stone between these extremes. In practice, they would
serve to link behavioral data to restrained experiments with
identified neurons or vice versa.
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Supplementary Video S1 | Sample video of mantis responding to simulated

targets. Time stamps of a single unit are depicted at the bottom and as audio.

Supplementary Video S2 | Video taken of a freely moving mantis with tetrode

implants hunting cockroach nymphs. Time stamps of one unit are depicted

running at the bottom and as audio.

Supplementary Figure S1 | Diagram showing the location of all tetrode

recording sites in the fan-shaped body (FB) and mushroom body (MB). White dots

are from single tetrode experiments and gray from dual tetrode experiments. Each

of the light and dark gray pairs is from the same experiment. The various neuropils

are labeled with colors.

Supplementary Figure S2 | (A) Procedure for spiking model estimation. The

position of the prey stimulus and head angular velocity (1) are used to generate a

spatiotemporal response function for several values of delay before and after a

spike in the recorded neuron (2). Linear spatial temporal receptive fields (STRFs)

are combined with a nonlinear spike-generating function (3), and the resulting

modeled spike train is compared with the actual recorded spike train (4). The

STRFs are iteratively modified to reduce the difference between modeled and real

spike trains (5). (B) Time series is generated for a single spatial bin (white circles) in

the (STRF) at various times relative to the spike occurrence at time 0. The

normalized value of the weight for the spatial bin at each spike delay is plotted in

the graph on the right. The weight is analogous to the correlation between a

simulated prey stimulus at that location and the neuron producing a spike at some

time before or after the prey is in that location. Larger, positive values for this

weight at negative delays (left side of the graph) mean that the prey in this location

was associated with the neuron producing increased numbers of spikes after the

prey moved. Larger, positive values at positive delays (right side of the graph)

mean that the associated event was likely to occur after the neurons produced a

spike. This would be seen, i.e., when a motor neuron is involved in generating a

movement (refer to Figure 4 in the main text). Negative peaks at either of these

time frames would suggest a decrease in spike activity associated

with movement.

Supplementary Figure S3 | Additional cells with significant responses to prey

location. (A) Contour maps from cells recorded in the central complex (CX)

beyond those depicted in Figure 3A. (B) Contour maps from cells recorded in the

mushroom body (MB). In both cases, the borders group the maps from cells

recorded from the same tetrode in the same preparation.
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Monarch butterflies rely on external cues for orientation during their annual long-distance

migration from Northern US and Canada to Central Mexico. These external cues can

be celestial cues, such as the sun or polarized light, which are processed in a brain

region termed the central complex (CX). Previous research typically focused on how

individual simulated celestial cues are encoded in the butterfly’s CX. However, in nature,

the butterflies perceive several celestial cues at the same time and need to integrate them

to effectively use the compound of all cues for orientation. In addition, a recent behavioral

study revealed that monarch butterflies can rely on terrestrial cues, such as the panoramic

skyline, for orientation and use them in combination with the sun to maintain a directed

flight course. How the CX encodes a combination of celestial and terrestrial cues and

how they are weighted in the butterfly’s CX is still unknown. Here, we examined how input

neurons of the CX, termed TL neurons, combine celestial and terrestrial information.While

recording intracellularly from the neurons, we presented a sun stimulus and polarized light

to the butterflies as well as a simulated sun and a panoramic scene simultaneously. Our

results show that celestial cues are integrated linearly in these cells, while the combination

of the sun and a panoramic skyline did not always follow a linear integration of action

potential rates. Interestingly, while the sun and polarized light were invariantly weighted

between individual neurons, the sun stimulus and panoramic skyline were dynamically

weighted when both stimuli were simultaneously presented. Taken together, this dynamic

weighting between celestial and terrestrial cues may allow the butterflies to flexibly set

their cue preference during navigation.

Keywords: insect, central complex, navigation, orientation, landmark, migration, panorama, lepidoptera

INTRODUCTION

Spatial orientation has been investigated behaviorally in many insects, ranging from desert ants
(Wehner, 2003; Wehner andMüller, 2006), honeybees (Brines and Gould, 1979; Edrich et al., 1979;
Rossel and Wehner, 1984), dung beetles (el Jundi et al., 2019; Dacke et al., 2021), and locusts
(Homberg, 2015), to moths (Dreyer et al., 2018a,b). This also includes the monarch butterfly
(Danaus plexippus), which covers a distance of about 4,000 kilometers on its annual migration
to its overwintering spots in Central Mexico (Merlin et al., 2012; Merlin and Liedvogel, 2019).
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During this long-distance migration, the butterflies use the sun
as their main orientation reference (Stalleicken et al., 2005). To
successfully maintain their southerly direction over the course
of a day, the butterflies integrate time information from the
antennae (Merlin et al., 2009; Guerra et al., 2012) and the brain
(Sauman et al., 2005) into their sun compass. In addition to the
sun, monarch butterflies may also rely on the polarization pattern
of the sky for orientation (Reppert et al., 2004). While the pattern
of polarized light is perceived by a specialized dorsal region of
the monarch butterfly eye, termed the dorsal rim area, the sun is
detected by eye regions outside of the dorsal rim area (Sauman
et al., 2005; Stalleicken et al., 2006). Celestial information is then
transferred via the optic lobe and anterior optic tubercle to input
neurons of the central complex (CX), termed tangential (TL)
neurons (Heinze and Reppert, 2011; Nguyen et al., 2021). These
neurons transfer celestial information from the bulb of the lateral
complex to the central complex lower division in many insects
(Held et al., 2016; el Jundi et al., 2018; Hensgen et al., 2020; Rother
et al., 2021), including monarch butterflies (Figures 1A,B). As
shown for other insects (Stone et al., 2017; Hardcastle et al.,
2021), TL cells (in fruit flies termed ring neurons) synapse onto a
network of heading-direction cells that flexibly encode the actual
flight direction of an animal based on sensory-motor information
(Seelig and Jayaraman, 2015; Green et al., 2017; Turner-Evans
et al., 2017; Fisher et al., 2019; Kim et al., 2019; Okubo et al.,
2020; Hulse et al., 2021).While previous research focused on how
the CX processes single celestial stimuli in the monarch butterfly
brain (Heinze and Reppert, 2011; Nguyen et al., 2021; Beetz et al.,
2022), the controlled single cue conditions in the lab rarely reflect
the compound cue conditions found in nature. Thus, to obtain a
highly robust compass network, multiple visual cues, such as the
sun and polarized light are integrated simultaneously in nature
(el Jundi et al., 2014; Lebhardt and Ronacher, 2014). Moreover,
experiments on tethered flying monarch butterflies suggest that
the butterflies combine a sun stimulus and a panoramic skyline
to keep a directed flight heading (Franzke et al., 2020), similar to
what has been reported for Australian bull ants (Reid et al., 2011)
and honeybees (Towne and Moscrip, 2008; Towne et al., 2017).
But how visual sceneries composed of multiple stimuli, such as
the sun and polarized light or the sun and a panoramic scene,
are combined and how each of the cues is weighted neuronally
has not been investigated in the monarch butterfly brain so
far. To study this, we recorded intracellularly from TL cells in
the monarch butterfly brain and analyzed how they respond
to simultaneously presented stimuli, such as a simulated sun
and polarized-light stimulus as well as a sun and panoramic-
skyline stimulus.

MATERIALS AND METHODS

Animals
Adult monarch butterflies (Danaus plexippus) of both sexes were
kept in an incubator (I-30VL, Percival Scientific, Perry, IA, USA)
with a 12:12 h light-dark cycle at 25◦C in Würzburg (Germany).
They were provided with 15% sugar solution ad libitum. Some
animals were caught at College Station, TX, USA during their
annual southward migration. These animals were kept in the

incubator at an 11:13 h light-dark cycle at 23◦C during light and
12◦C during dark phases. They were fed with 20% honey solution
every second day.

Preparation and Electrophysiology
After clipping off wings and legs, the butterflies were attached
to a custom-built holder using dental wax (Omnident, Rodgau
Nieder-Roden, Germany). The head capsule was opened frontally
and muscle and fat tissue above the brain were removed. At
least one of the antennae remained intact to avoid a disruption
of circadian inputs to the compass network (Merlin et al., 2009;
Guerra et al., 2012). To access the central brain with the electrode,
the neural sheath was removed using fine tweezers. Throughout
preparation and subsequent neuronal recording, the brain was
immersed in monarch ringer (150mM NaCl, 3mM KCl, 10mM
TES, 25mM sucrose, 3 mM CaCl2).

To record intracellularly from individual TL neurons,
micropipettes were drawn from borosilicate glass capillaries
(inner diameter: 0.75mm and outer diameter: 1.5mm,
Hilgenberg, Malsfeld, Germany) using a Flaming/Brown
horizontal puller (P-97, Sutter Instrument Company, Novato,
CA, USA). After loading the micropipette with 4% Neurobiotin
(Vector Laboratories, Burlingame, UK, dissolved in 1M KCl),
it was filled with a 1M KCl solution. The micropipette was
connected to an electrode holder with a chloridized silver wire,
which was attached to a micromanipulator (Leica Microsystems,
Wetzlar, Germany). Another chloridized silver wire served
as reference electrode and was inserted into the opened head
capsule close the butterfly’s mouthparts. Detected signals were
amplified 10x using a BA-03X bridge amplifier (npi Elelctronic
GmbH, Tamm, Germany). The signal was digitized with
sampling rates between 1-20 kHz using a digitizer (Power1401,
Cambridge Electronic Design, Cambridge, UK). The neuronal
activity was observed on a computer using the software Spike
2 (version 9.00, Cambridge Electronic Design). To obtain
recordings from TL neurons, we targeted their output regions
in the central complex. All recordings were thus likely obtained
from the neurons’ axons that enter the central body lower
division anteriorly (Figure 1A).

Celestial Stimuli
To simulate celestial cues, the same stimulus was used as
described in Nguyen et al. (2021). A rotation stage (DT-50, PI
miCos GmbH, Karlsruhe, Germany) was dorsally positioned to
the animals. For the polarized UV light stimulus, a polarizer
was mounted on top of the rotation stage. Because monarch
butterflies detect polarized light in the UV range (Sauman et al.,
2005; Stalleicken et al., 2005) a UV-LED with an emission peak at
365 nm (LZ1-10UV00-0000, OSRAM Sylvania Inc., Wilmington,
MA, US) and a quarter white diffuser (Nr. 251, LEE filters,
Hampshire, UK) were placed behind a UV permeable linear
polarizer (BVOUV, Bolder Vision Optik Inc., Boulder, CO, USA)
in the center of the rotation stage. This allowed us to present
equally illuminated polarized UV light to the butterflies. The
sun stimulus was presented using an unpolarized green LED
with an emission peak at 517 nm (LZ1-10G102-0000, OSRAM,
Munich, Germany). This LED was mounted on one of four arms
extending from the rotation stage. To control for the influence
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of wavelength information, a UV LED was attached to the arm
opposite to the green LED. Both light spots were adjusted to
an elevation of 30◦ relative to the animal’s head and provided
unpolarized light. The angle of the zenithal polarization filter
was aligned perpendicular to the two LED arms, which allowed
to present the celestial cues in the spatial relationship found in
nature. All light stimuli (unpolarized green/UV light, polarized
UV light) were adjusted to a photon flux of about 1.4 × 1014

photons/cm2/s, measured with a spectrometer (Maya2000 Pro,
Ocean Optics) at the position where the animal faced the stimuli
during recordings. Since the recordings were obtained via two
setups with identical equipment, the angular positioning of the
stimulus varied slightly. The polarization stimulus had an angular
extent between 9.6◦-10.4◦ at the butterfly’s eye. The angular size
of the unpolarized light spots was 1.3◦-1.4◦. The movements of
the rotation stage were controlled via a custom-written script
for the softwareMATLAB (Version R2019b, MathWorks, Natick,
MA, USA). During the experiments, the rotation stage was
turned by 360◦ in clock- and counterclockwise direction at a
constant velocity of 60◦/s while testing the response of the
TL cells to a single stimulus (sun stimulus or polarized light)
or a combination of the stimuli (sun stimulus and polarized
light). As five of the TL neurons were obtained from migratory
butterflies, we first tested if they differed in their general tuning
characteristics from the recordings obtained in non-migratory
butterflies. However, we did not find any differences in the
relevant response characteristics tested here between both groups
and decided to pool the data. As we often co-labeled several
TL neurons from both brain hemispheres, we were unable to
define for each recording from which brain hemisphere it was
obtained. However, in six out of the ten celestial-cue experiments,
TL neurons with synaptic input in the right bulb were either
solely stained or showed a stronger staining (Figure 1B). In the
remaining four experiments, TL neurons with inputs in the left
bulb were either stained stronger (two experiments) or showed
the same staining strength to TL neurons in the right brain
hemisphere (two experiments).

Panoramic Skyline and Sun Stimuli
The panoramic skyline was simulated via an LED arena
consisting of a circular array of 128x16 RGB-LEDs
(M160256CA3SA1, iPixel LED Light Co., Ltd, Baoan Shenzhen,
China). The arena covered a visual field of 360◦ along the
horizontal and 43◦ along the vertical plane around the animal.
The LEDs were controlled via a Raspberry Pi (Model 3B,
Raspberry Pi Foundation, Cambridge, UK). We presented
the same panoramic skyline to the butterflies that has been
used in recent behavioral experiments on monarch butterflies
(Franzke et al., 2020). Each LED above the horizon was
adjusted to a photon flux of about 6.68 × 1010 photons/cm2/s
in the blue range (emission peak: 458 nm). LEDs below the
horizon were turned off. The panoramic scene was uploaded
as an RGB image 8 bits/channel) to the Raspberry Pi and a
custom-written program written in Go controlled the rotation
movements of the stimulus. To avoid any dark adaption of the
animals’ eyes or history-dependent effects, a panorama with
a flat horizon (flat panorama) was presented to the animals

while searching for TL neurons. As soon as a TL neuron was
successfully targeted, the panoramic scenery with the variable
height profile (panoramic skyline) was used as a test stimulus.
Light intensity differences between the panoramic scenery and
the flat panorama were minimized by turning on a similar
number of LEDs in both panoramas. To find TL neurons during
our experiments, we first stimulated the animal with zenithal
polarized light. Once a neuron responded to polarized light, the
polarization stimulus was turned off and the panoramic skyline
was presented and rotated by 360◦ around the animal in clock-
and counterclockwise direction (at a constant velocity of 60◦/s).
To combine the panoramic scene with a sun stimulus, one LED
above the horizon at an angular elevation of 18.9◦ was switched
to a wavelength emission peak of about 516 nm and an intensity
of about 6.14 × 1012 photons/cm2/s. We combined the sun
stimulus either with the flat panorama or with the panoramic
skyline. For the former, we moved the sun stimulus around the
animal, while the flat panorama stayed stationary. For the latter,
we rotated both stimuli around the animal.

Histology and Imaging
To evaluate anatomically the neuron type from which we
recorded, Neurobiotin was iontophoretically injected into the
cells (1-3.5 nA) for 3-5min at the end of each experiment. After
allowing the Neurobiotin to distribute for 20min, the brains were
dissected out of the head capsule and fixated for 18-24 h at 4◦C
in a sodium-phosphate buffer containing 4% paraformaldehyde,
0.2% picric acid, and 0.25% glutaraldehyde. They were then
rinsed 4 × 15min in 0.1M phosphate buffered saline (PBS) and,
afterwards, incubated with either Cy3-conjugated to streptavidin
(Thermo Fisher Scientific, Waltham, MA USA, 1:1000) or
Alexa568-conjugated to streptavidin (Molecular Probes, Eugene,
OR, USA, 1:1000) diluted in PBS containing 0.3% Triton-X 100
(PBT) for 3 days at 4◦C. The brains were then rinsed with PBT
(3 × 20min) and afterwards with PBS (2 × 20min), before
they were dehydrated through an ascending ethanol series (30,
50, 70, 90, 95, and 100%; 15min each). Afterwards, the brains
were immersed in a 1:1-mixture of ethanol and methyl salicylate
(Fisher Scientific GmbH, Schwerte, Germany) for 20min and
then in 100%methyl salicylate for about 1 h at room temperature.
The brains were then mounted in Permount (Fisher Scientific)
between two cover slips with 10 reinforcement rings (Avery,
Toronto, Canada) as spacers. Finally, they were imaged using a
confocal microscope (Leica TCS SP8, Wetzlar, Germany) with a
10x air objective (HCX PL-Apo 10x/0.4 CS, Leica).

Data Analysis
To consider a neuron for analysis, the following criteria had
to be fulfilled: i. stable baseline during stimulus presentation,
ii. spike amplitudes clearly above noise level and iii. distinct
immunolabeling of the recorded neuron. If a neuron passed
these criteria, the recorded file was imported into MATLAB
for further analysis via custom-written scripts that included the
CircStat toolbox (Berens, 2009). Events during stimulation were
detected based on a manually set threshold and were assigned
to a particular polarization angle during the polarizer rotation
or to a corresponding azimuthal angle during circling of a
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light spot. Neuronal spiking rates were estimated by low-pass
filtering the instantaneous firing rate of the action potentials
and illustrated as sliding window averages (Gaussian filtered,
window size: 0.5 s) in the results. The preferred firing directions
in response to the stimuli were determined as the mean vector
of the bimodal (polarized light) or unimodal (sun stimulus)
distribution of stimulus angles at the times of action potentials.
The degree, to which the action potentials were clustered at
this angular position, was defined as the vector strength. This
value ranges from 0 to 1, with higher values indicating more
directed responses

In addition to the aforementioned parameters, responses of
each trial were binned into 18 bins and spike rate in each bin was
calculated. This was used to obtain the modulation strength as
described by Labhart (1996) using the following equation:

M =

18
∑

i=1

|ni − n|

where n is the spiking rate (in spikes/s) and n is the average
spiking rate over the whole stimulation period. The higher the
modulation strength, the stronger is the response of a neuron to
a certain stimulus.

To predict the neuronal response to a combination of stimuli
and to define the relevance of each cue on the neuronal coding,
a weighted linear model was applied. This was based on the
responses of the same neuron to the individual stimuli using the
following equation:

y = r1 • w + r2 • (1 − w)

where r1 and r2 describe the actual response of a neuron to
an individual stimulus (e.g., sun stimulus and polarized light
for the combined celestial stimuli condition), respectively and
w indicates the weighting of them. If w < 0.5, the response
of r2 is weighted higher, while w < 0.5 indicates that the
neuronal response of r1 dominates the response. To identify
the weighting that matches best the actual neuronal response to
the combination of both stimuli, we calculated the correlation
between the actual neuronal response and the modeled neuronal
responses based on different linear weightings. The weighting
that exhibited the highest correlation coefficient, was then
considered for further analysis.

As we did not have any prediction of whether and how
the TL neurons respond to the panoramic skyline, we used
the inter-trial difference between single stimulus presentations
as reference. Inter-trial differences were determined by treating
clock- and counterclockwise responses separately. At first
neuronal responses were grouped based on the stimulus rotation.
Then, for both rotation directions, we calculated the mean
neuronal response and correlated them with the response from
each trial. Finally, the correlation coefficients were averaged
within and then across rotation groups. The closer the correlation
were to unity, the more similar were the neuronal responses
across trials. To quantify the neuronal response to the panoramic
skyline further, the averaged neuronal response for clock- and
counterclockwise rotations was compared with the response to

the flat panorama during a 6 s time frame. Both correlation
values were averaged across rotation groups again. If the neurons
encoded parts of the panoramic skyline, we expected that the
neuronal response to the panoramic skyline and the response to
the flat panorama correlate less with each other than the neuronal
responses across trials.

To further characterize the response of the TL cells to the
panoramic skyline, we applied an intensity-based model for
different elevations. Circular, excitatory TL neurons’ receptive
fields were modeled by a Gaussian Kernel (11.5◦ width ±

2.9◦ standard deviation, corresponding to 5 pixels width and
2 pixels standard deviation of the arena) in MATLAB. This
receptive field size is in a similar range as the excitatory
component of measured locust TL neuron receptive fields
(Takahashi et al., 2022). When the scene is rotated around
the animal, this evokes changes in brightness in the modeled
receptive field that are correlated with the silhouette of the
panorama. Thus, if a bright sector of the panorama moves
through the receptive field, it increases the spiking activity. In
turn, if a dark sector of the panorama is moved through the
receptive field, it will decrease the spiking activity. However,
this change in spiking activity depends on the elevation of
the receptive fields (Figure 3E), which may vary in monarch
butterfly TL neurons, as shown for the homologous neurons
in fruit flies (Seelig and Jayaraman, 2013). To reliably test if
the TL neurons respond to the panoramic skyline, we defined
each row of the LED arena between −16.1◦ and 16.1◦ as the
center of a possible receptive field and modeled curves of the
predicted neuronal modulation at different elevations when
the panorama was rotated. To find the best match between
the modeled response and the recorded neuronal response at
different elevations, we calculated for the modeled responses at
each elevation the cross correlation with the measured neuronal
response. The modeled curve that exhibited the best match
to the recorded neuronal response curve was included for
further analysis.

Statistics
To identify whether action potentials in response to the
simulated celestial cues are non-uniformly distributed, we
applied the Rayleigh-test (significance level <0.05). To test
whether the preferred firing directions are significantly
clustered around the 0◦-180◦ axis (polarized light) and
around 90◦ (sun stimulus), we used the V-test (significance
level <0.05). To test for normal distribution and similar
variances of the modulation strengths, the Shapiro-Wilk
test and the Levene-test were employed, respectively. If data
were normally distributed and exhibited the same variance,
parametric hypothesis tests were applied (unpaired t-test
and paired t-test, respectively). Otherwise, non-parametric
tests were used (Wilcoxon-rank-sum-test for unpaired and
the Wilcoxon signed rank test for paired mean values). For
partially paired data, like the observed weighting factors,
a mixed linear model was used to test if the mean values
differed significantly between the two test groups. Averaged
parameters are shown as mean ± standard deviation if not
mentioned otherwise.
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FIGURE 1 | TL neurons of the central complex encode simulated celestial cues. (A) Left: Frontal view of the monarch butterfly brain. Highlighted in green are the

neuropils of the central complex and lateral complex. Right: The central complex and lateral complex. A reconstructed tangential neuron (TL) is shown in blue.

Modified from Heinze et al. (2013). (B) Two examples of TL neuron tracings (anterior views) during electrophysiological recordings (maximum intensity projection

views). While single cell tracings of one TL cell was possible (top, synaptic input in the right bulb), in most experiments, several TL neurons from both hemispheres

were labeled (bottom). Diamonds indicate the position of TL neuron somata. Scale bars: 50µm. (C) Schematic illustration of the presented simulated celestial cues.

The polarization stimulus was positioned dorsally to the butterfly and was rotated by 360◦. The angle of polarization was aligned with the antero-posterior axis of the

animal at the beginning of the rotation. The sun stimulus (elevation: 30◦) was moved on a circular path around the animal. The angle of polarized light was oriented

perpendicular to the direction of the sun stimulus, simulating their spatial relationship in nature. (D) Neural tuning of the same TL neuron to a moving sun stimulus (left),

a rotating polarizer (middle) and when both stimuli were presented simultaneously (right). The upper curve of each plot shows the sliding window average of the action

potential recordings (middle row). The lower gray boxes illustrate the position of the stimuli during a clockwise 360◦-rotation. Preferred firing directions (ϕmax) to the

sun (left) and polarized light (middle) are indicated by dashed vertical lines. (E) The preferred firing directions of the tested TL neurons (n = 10) in response to the sun

stimulus (left) and the polarization stimulus (right). Each arrow represents a single neuron. Arrow length indicates the vector strength (directedness) of the neural tuning.

The circular plots are labeled in relation to the animals’ body axis (see schematic at the plot’s center), with 0◦ being anterior, 90◦ being right, and 270◦ being left to the

animal. The mean preferred firing directions (sun stimulus: 85.88◦ ± 54.94◦; polarized light: 152.96◦ ± 34.16◦) are indicated by the red solid lines and the confidence

intervals (95%) by the black arcs. (F) Modulation strength of neural activity (n = 10) in response to the sun stimulus (left), polarized light (middle), and the combination

of both celestial cues (right). The neural modulation to the sun stimulus was significantly weaker than to polarized light (pGREENvs.POL = 0.02, t = 2.99, n = 10; paired

t-test) and the combination of the stimuli (pGREENvs.COMBO = 0.002, t = −4.38, n = 10; paired t-test), while the modulation strength to polarized light and the combined

stimuli did not differ from each other (pPOLvs.COMBO = 0.23, t = −1.28; paired t-test). Gray circles show individual data points. Outliers are indicated in yellow. Dashed

gray lines connect individual data points from the same TL neuron. Boxes indicate interquartile range. Whiskers extend to the 2.5th and 97.5th percentiles. Black

horizontal lines show the median. n.s.: not significant, *p < 0.05, **p < 0.01.

RESULTS

To understand how the monarch butterfly compass integrates
multiple visual stimuli, we presented different visual cues in
isolation and in combination to the animals while recording

intracellularly from TL neurons of the central complex
(Figures 1A,B). We successfully obtained recordings from 34
TL neurons. 15 TL neurons were tested with a combination of
different celestial stimuli and 19 TL neurons with a combination
of celestial and terrestrial wide field stimuli. Of the latter group,
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all TL cells were tested with the panoramic skyline, 15 of them
were exposed long enough to the flat panorama to be included in
the inter-trial response analyses and 13 of them were presented
the combined sun stimulus and panoramic skyline.

Celestial Cue Integration in TL Neurons
We first tested the neuronal tuning to simulated celestial cues.
Similar to previous experiments (Heinze and Reppert, 2011;
Nguyen et al., 2021), a moving green light spot served as a
sun stimulus while a rotating polarizer illuminated by UV light
from the zenith was used to examine polarization sensitivity
(Figure 1C). To simulate the natural spatial relationship between
the sun and polarized light, we oriented the polarization angle
perpendicular to the sun-stimulus direction (Figure 1C). As
expected from previous experiments (Heinze and Reppert, 2011;
Nguyen et al., 2021), TL neurons responded to both the sun
stimulus and polarized light (Figure 1D, left and middle graph).
Interestingly, the highest action potential rates (preferred firing
directions, ϕmax) of the TL neuron to the sun stimulus and the
polarization stimulus matched the 90◦-relationship of the cues
in nature. To investigate if this was true for all recorded TL
cells, we analyzed the spatial distribution of the preferred firing
directions (ϕmax) in response to the sun stimulus. The preferred
firing directions were clustered around 90◦ in response to the sun
stimulus (p = 0.008, v = 5.43; V-test; n = 10; Figure 1E, left)
and along the 0◦ - 180◦ axis in response to polarized light (p =

0.03, v = 4.37; V-test; n = 10; V-test; Figure 1E, right). Taken
together, the spatial relationship between the mean preferred
firing directions of the recorded TL neurons when presenting sun
and polarization stimulus in isolation matched the natural spatial
relationship between both celestial cues.

When we presented both stimuli simultaneously, the neuronal
tuning resembled a mixed response (Figure 1D, right graph),
suggesting that TL neurons integrate both stimuli in a weighted
manner. To quantify which of the two stimuli dominated the
neuronal response, we compared the modulation strengths in
response to the single stimuli (sun stimulus or polarized light)
with the modulation strengths of the same neurons in response
to the combined stimulus (sun stimulus and polarized light).
The modulation strength in response to the sun stimulus (62.48
± 37.05, n = 10) was significantly weaker than the modulation
strength of the same neurons to the polarization stimulus (89.81
± 48.64, n = 10; p = 0.02, t =2.99; paired t-test) and to the
combination of the stimuli (98.90 ± 48.43, n = 10; p = 0.002,
t =-4.38; paired t-test; Figure 1F). The modulation strength
did not differ between the response to the polarizer and to the
combination of the stimuli (p= 0.23, t=-1.28; paired t-test). This
indicates that the polarization input is weighted stronger than
the sun-stimulus input and that the response to the combined
celestial cues seems to bemainly shaped by the polarization input.

Weighting of Celestial Cues in TL Neurons
To quantify whether polarized light truly dominates the response
to the combined celestial cues and how they are weighted in
TL neurons, we combined the responses to the isolated stimuli
(Figure 2A, upper plot) in a weighted linearmodel and calculated
a predicted response to the combined stimuli. By varying the

weight between the neuronal response to the polarizer and sun
stimulus, we modeled different expected neuronal responses to
the combined stimuli and correlated these modeled responses
with the actual response to the combined stimuli (Figure 2A,
blue curve of lower plot). The modeled response with the highest
similarity to the actual neuronal response (Figure 2A, red curve
of lower plot) was selected to determine the neuron-specific cue
weighting. A weighting factor of 0 indicated that the combined
response was entirely characterized by the sun stimulus while a
weighting of 1 represented a tuning that was purely described by
the polarization input.

For all neurons, the correlation coefficients obtained through
the comparison of the modeled and actual neuronal response
were relatively high (Figure 2B, inset in upper histogram, 0.86
± 0.12, n = 10), suggesting that the response of TL neurons
to the combined celestial stimuli can be well described by
the weighted linear model. When presenting sun stimulus and
polarized light simultaneously, most TL cells responded stronger
to the polarization information (Figure 2B, upper histogram),
although the light intensity of the stimuli was set to the same
photon flux. The bias toward the polarization stimulus may be
induced by differences in the absolute sensitivity of the UV and
green photoreceptors in the monarch butterfly eye. Thus, we
assumed that the UV polarization stimulus may appear brighter
to the butterflies than the green sun stimulus due to a higher
sensitivity of the photoreceptors to UV light. To test whether
this may explain the dominance of the polarization stimulus on
the neuronal response to the combined stimuli, we repeated the
experiments with a UV sun stimulus that had the same photon
flux as the UV polarization stimulus (Figure 2C). Again, except
for one neuron, the weighted linear model described the actual
neuronal response well (Figure 2B, inset in lower histogram; 0.77
± 0.28, n= 12), which further confirms that celestial information
is linearly integrated in TL neurons. In contrast to the trials
with the green sun stimulus and polarized light, the weighting
to the combined UV stimuli shifted in favor of the UV sun
stimulus (Figure 2B, lower histogram). The observed weightings
differed significantly between the experiments with the green sun
stimulus and polarized light (0.65 ± 0.28, n = 10) and the UV
sun stimulus and polarized light (0.30 ± 0.23, n = 12; p < 0.001,
F = 113.31; ANOVA, Figure 2B, boxplots). Taken together, our
data show that TL neurons combine celestial cues linearly in
monarch butterflies. However, the weighting between the sun and
polarization input is highly affected by the spectral content and
relative brightness of the presented stimuli.

TL Neurons Are Tuned to a Panoramic
Skyline
In addition to celestial cues, recent experiments in Drosophila
melanogaster suggest that central-complex neurons encode the
entire visual scenery around the animal (Seelig and Jayaraman,
2015; Kim et al., 2019). One salient cue in a visual scene that
can be used by many insects for orientation is the profile of
a panoramic skyline (Graham and Cheng, 2009a,b; Reid et al.,
2011; Legge et al., 2014; Franzke et al., 2020). In contrast to
the sun and polarized skylight, coding a panoramic skyline
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FIGURE 2 | Weighting of celestial cues in TL neurons. (A,C) Upper plot: sliding window averages of the action potential rates of two TL neurons to the green sun

stimulus [(A), green curve] or UV light spot [(C), magenta] as well as to the polarization stimulus [(A,C), violet curves] are shown. Lower plot: The response of the same

neurons as shown in the corresponding upper plots when both stimuli were presented simultaneously [(A), light blue; (C) dark blue curve]. Based on the response to

the single cues, a weighted linear model was fitted to the data (red curve) and a weighting of the single cues was calculated. A weight between 0 and 0.5 suggests

that the sun stimulus (A) or the UV light spot (C) dominated the combined response while a weight between 0.5 and 1 indicates that the polarization input dominates

the combined response. The shaded areas show the standard deviation. (B) Histograms of the weighting factors obtained for the experiments with the green sun

stimulus and polarized light (top, n = 10) and the UV light spot and polarized light (bottom, n = 12). Insets show the correlation coefficients which describe how well

the weighted linear model explains the measured neural response to the combined stimulus. The weighting factor that was obtained from a low correlation coefficient

is shown in gray. Box plots in the middle: While the weighting is shifted to the polarization input when a green sun stimulus was combined with polarized light, the

weighting is significantly shifted in favor of the light spot, when a UV light cue was combined with polarized light (p < 0.001, F = 113.31; linear mixed model ANOVA).

Gray circles show individual data points (yellow circles indicate outliers). Boxes indicate interquartile range. Whiskers extend to the 2.5th and 97.5th percentiles. Black

horizontal lines show the median. ***p < 0.001.

neuronally is more complex as the neurons need to integrate
information from different azimuths and elevations to precisely
reproduce the silhouette of the panoramic skyline (Dewar et al.,
2017). To grasp how the monarch butterfly central complex
encodes a panoramic skyline, we placed the butterflies at the
center of an LED arena and recorded the neuronal activity of
TL neurons while the animals were exposed to a panoramic
skyline that was presented at the inner surface of the LED
arena. We used the same panoramic skyline that has recently
been used to study the monarch butterfly orientation behavior
(Franzke et al., 2020; Figure 3A). When we rotated the scene
around the butterflies, we found that many TL neurons were

modulated by the panoramic stimulus (Figure 3B). To exclude
that these modulations occurred spontaneously, we analyzed
the inter-trial variability of the neuronal activity and correlated
the neuronal activity in response to each trial (Figure 3B, gray
curves) with the averaged response (Figure 3B, orange curve).
As a control, the neuronal responses of the same TL neurons
to a flat panorama (Figure 3C) were correlated to the averaged
response to the panoramic skyline. Neuronal responses to the
panoramic skyline across trials were highly correlated with their
averaged response (Figure 3D, upper plot) indicating a low inter-
trial variability and that the neuronal modulations occurred in
response to the rotating panoramic skyline. In contrast, the
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neuronal activity in the presence of the flat panorama was poorly
correlated with the averaged response to the panoramic skyline
(Figure 3D, lower plot). The correlation coefficients between
inter-trial responses and the averaged response to the panoramic
skyline were significantly higher (0.76 ± 0.07) than to the
responses to the flat panorama and the averaged responses to the
panoramic skyline (−0.02 ± 0.29; p < 0.001, sign rank = 120,
Wilcoxon signed rank test, Figure 3D). This demonstrates that
monarch butterfly TL neurons encode, in addition to celestial
cues, panoramic skylines.

Although it is not trivial to predict the TL response to the
presented panoramic skyline, we noticed that the modulation
of the spiking activity seemed to correlate negatively with the
troughs of the profile (Figure 3B), suggesting that they are
tuned to changes in brightness during the stimulus rotation.
To investigate this hypothesis, we modeled the neuronal
responses for fictive TL cells whose neuronal tunings were
based on changes in brightness during stimulus rotations.
As the receptive fields of the TL neurons can cover patches
of different elevations and azimuths (Seelig and Jayaraman,
2013; Takahashi et al., 2022), we varied both the azimuth and
elevation (between −16.1◦ and +16.1◦) of the center of the
modeled neuron’s receptive field (Figure 3E). For each of the
modeled responses (Figure 3F, blue curves), we calculated its
cross correlations with the measured neuronal TL response
(Figure 3F, orange curves). If TL neurons encoded changes in
brightness associated with rotations of the panoramic skyline,
we expected that one of the modeled neuronal responses
will align well with the measured neuronal response. Indeed,
most measured neuronal responses correlated well with one of
the modeled TL responses (Figure 3G). Not surprising, they
showed the highest correlation at elevation values between
−10.75◦ and +10.75◦. In addition, cross correlations allowed
us to calculate the azimuthal panorama position that gave
the strongest neuronal response. The angular shifts between
the measured and modeled TL response leading to the
highest correlation coefficient clustered in the anterior field
of the animals (p = 0.045; Z = 3.06, n = 19, Rayleigh
test; Figure 3H).

Weighting of the Sun and Panoramic Scene
in TL Neurons
We next wondered how TL neurons encode a visual scene
that was composed of a simulated sun and the panoramic
skyline. As demonstrated in the example TL neuron, the
moving sun stimulus mainly dominated the neuronal response,
irrespective of the absence/presence of the panoramic skyline
(Figures 4A,B), but the modulation of the panoramic profile
was additionally encoded in the neuronal response of the TL
neuron (arrow in Figure 4B). To test whether the TL neurons
combine both stimuli in a linear manner, as shown for the
celestial cues, we also tested the same neurons’ responses to
the single stimuli. As expected, the TL neurons responded to
the sun stimulus (Figure 4C, green curve) and the panoramic
scene (Figure 4C, orange curve), when presented individually.
Again, we used the neuronal tuning to the single stimuli

to model the expected response of the TL neurons to a
combined – sun and panorama – stimulus presentation. We
then used the modeled neuronal response based on the weighted
linear model (Figure 4C, red curve) and correlated it with
the measured neuronal response to both stimuli (Figure 4C,
blue curve). In contrast to the results for the combined
celestial cues (Figure 2), the weighted linear model did not
always result in high correlation values with the measured
responses (Figure 4D, inset, 0.55 ± 0.29, n = 13). For five of
the 13 TL neurons (correlation coefficient < 0.5; Figure 4D,
inset), the neuronal response to the combined celestial and
terrestrial cue, i.e., panoramic skyline, could not be explained
with a linear model. The predicted weighting factors were
highly variable. While responses of some TL neurons were
dominated by the sun stimulus (weight < 0.5; Figure 4D),
responses of other TL neurons were more dominated by the
panoramic skyline (weight > 0.5; Figure 4D). Taken together,
we found a high variance of neuronal coding in cue hierarchy
between the sun and the panoramic skyline. This stands in
contrast to the results observed with the sun stimulus and
the polarized light. Although we were not able to define from
which TL subtype we obtained our recordings (see discussion),
the results indicate that the cue hierarchy between celestial
and terrestrial cues shows a high inter-individual flexibility in
monarch butterflies.

DISCUSSION

We show that the monarch butterfly CX integrates
multiple visual cues, i.e., celestial and terrestrial panoramic
skyline cues for orientation. While the sun stimulus and
polarized light were integrated linearly, the coding of the
sun stimulus and the panoramic skyline did not always
match a linear summation of the neuronal response to
the isolated stimuli. Moreover, while polarized light was
usually weighted stronger than the green sun stimulus,
the weighting of the sun versus the panorama stimulus
was set in a variable manner across different TL neurons.
This observation is in line with behavioral results on
monarch butterflies tested within the same visual setting
and might allow the butterflies to set the cue preference in a
highly flexible manner between celestial and terrestrial cues
(Franzke et al., 2020).

Celestial Coding in the Central Complex
Monarch butterfly TL neurons are sensitive to polarized light
(Heinze and Reppert, 2011; Nguyen et al., 2021, this work),
similar to what has been reported for TL cells of a wide range
of other insects, including desert locusts (Vitzthum et al., 2002;
Heinze et al., 2009; Bockhorst and Homberg, 2015; Pegel et al.,
2018; Takahashi et al., 2022), field crickets (Sakura et al., 2008),
dung beetles (el Jundi et al., 2015), sweat bees (Stone et al.,
2017), and fruit flies (Hardcastle et al., 2021). In addition to
polarized light, TL neurons in the present study were tuned to
a green light spot – likely representing the sun. As we used
the responsiveness to the polarization stimulus to physiologically
identify the neurons, we might have missed TL neurons that were
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FIGURE 3 | Response of central-complex TL neurons to a panoramic skyline. (A) Schematic drawing of the LED arena (top) that was used to test the coding of a

panoramic scene in TL neurons. 0◦ was defined as the direction anterior to the butterfly, before the panoramic scene was rotated by 360◦ around the animal (bottom).

(B) The response of a TL neuron to eight 360◦-rotations of the panoramic scene is shown as raster plot (middle). Each vertical line represents an action potential. The

diagram on top shows the sliding window average of the action potentials for the eight rotations (gray curves) as well as their mean (orange curve). The orientation of

the panoramic scene prior to rotation is shown (top). (C) The TL neuron does not spontaneously modulate its action potential rate when a flat panorama is presented

for 6s. (D) Distribution of correlation coefficients when comparing the neural response from each trial with the averaged response (orange, upper panel) and when

comparing the neural response to the flat panorama with the averaged response to the panoramic skyline (gray, lower panel). Box plots: The neurons showed a higher

inter-trial modulation to the panoramic scene compared to the modulation to the flat panorama (p < 0.001; sign rank = 120, Wilcoxon signed rank test). Paired data

points across the tested groups are connected by dashed lines. Boxes indicate interquartile range. Whiskers extend to the 2.5th and 97.5th percentiles. Black

horizontal lines show the median. ***p < 0.001. (E) Modeled neuronal response curves to the panoramic skyline of fictive TL neurons that have visual fields centered at

different elevations (lower panel). The center of the receptive fields were set for elevations within the panoramic scene (between −16.1◦ and 16.1◦, dashed lines,

upper panel). (F) The measured neural response of one recorded TL neuron (orange curve) to the panoramic scene plotted against three modeled neural responses

whose visual fields were centered at different elevations [see also lower panel in (E)]. The measured neural response showed the best match to the modeled

modulation at an elevation of −7.15 (middle plot; correlation coefficient = 0.84). (G) Elevations of the highest match between the measured TL neuron response and

the modeled response plotted against the corresponding correlation coefficients. Each point represents an individual TL neuron (n = 19). Vertical, red dashed line

indicates a correlation coefficient of 0.5. The vertical dashed lines represent the elevation range for the modeled receptive fields (between −16.1◦ and 16.1◦). (H)

Azimuthal shifts leading to the maximum correlation between the measured and modeled neural response are plotted for each neuron (n = 19). Shifts were clustered

in the frontal visual field (p = 0.045; Z = 3.06, n = 19, Rayleigh test). The mean is indicated by a red solid line and the confidence intervals (95%) by a black arc. The

color code of the individual TL neurons in G and H corresponds to the color code of the heatmap in (E).

Frontiers in Neural Circuits | www.frontiersin.org 9 June 2022 | Volume 16 | Article 86227959

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Nguyen et al. Compass Coding in Monarch Butterflies

FIGURE 4 | Weighting the sun and panoramic skyline in TL neurons. (A,B) The response of a TL neuron to eight 360◦-rotations of the sun stimulus (A), and when the

sun stimulus and the panoramic scene were rotated simultaneously around the animal (B). The stimulus position prior to rotation is shown (top). The action potentials

are shown as raster plots (bottom). Above the raster plots, the sliding window averages of the rotations are shown (middle plot, gray curves). The sliding window

averages of the mean spiking frequency are color coded [(A), moving sun stimulus in green; (B) moving sun stimulus and panorama in blue]. Arrow indicates an

increased spiking activity that was not observed when presenting the sun stimulus alone and thus can be attributed to the panoramic skyline. (C) Sliding window

averages of the same TL neuron as in (A,B) responding to a 360◦ rotation of different stimuli. From top to bottom: sun stimulus alone (green curve), panoramic skyline

alone (orange curve), sun stimulus and panoramic skyline combined (blue curve). A weighted linear model (red curve, lower plot) was fitted to the observed neural

activity to the combined stimulus. Shaded areas show the standard deviation. (D) The distribution of the weighting factors for experiments with the sun stimulus and

panoramic skyline (n = 13). Low and high weighting values indicate that the sun stimulus and the panorama dominated the combined response, respectively. The

correlation coefficient distribution in the inset indicates how well the weighted linear model described the measured neural response to the combined stimulus.

Weighting factors obtained from a low correlation coefficient (<0.5), indicating that the neural response can be explained poorly with a linear model, are shown in gray.

solely tuned to the sun stimulus. However, the here recorded
TL neurons are suitable to combine information from the sun
and the pattern of polarized light similar to what has been
shown in TL neurons in desert locusts (Pegel et al., 2018;
Takahashi et al., 2022) and dung beetles (el Jundi et al., 2015), as
well as in previous experiments in monarch butterflies (Heinze
and Reppert, 2011; Nguyen et al., 2021). Thus, the TL neuron
sensitivity to celestial cues is highly conserved and may play a
crucial role for the heading coding in a variety of insects. How the
TL neurons’ gain to visual cues is further affected by an animal’s
locomotor state, as shown for the corresponding neurons in
fruit flies (Seelig and Jayaraman, 2013) and as suggested by a
recent study on monarch butterflies (Beetz et al., 2022), awaits to
be explored.

We found a fixed spatial relationship between the preferred
firing direction to the sun stimulus and the polarization

stimulus. The clustering of the preferred sun-stimulus directions
to the butterflies’ right side is likely a result of a bias in
recordings from the right brain hemisphere (at least six out of
ten recordings were obtained from right TL neurons). Thus,
these cells receive likely visual input from the ipsilateral eye
which is well in line with previous recordings from these
compass neurons (Heinze and Reppert, 2011). Interestingly,
we found that the preferred polarization directions of the
same TL neurons were significantly aligned with the animals’
longitudinal body axis which is at odds with a previous
study (Heinze and Reppert, 2011). This resulted in an
orthogonal relationship between the mean preferred sun and
polarization directions, which parallels the 90◦-relationship
between the sun and polarization pattern in nature, an
aspect that has also been reported in desert locust TL (Pegel
et al., 2018) and optic lobe neurons (el Jundi et al., 2011).
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The bias in preferred polarization directions found in our
TL neurons could thus be a consequence of a neuronal
matched filter for celestial cues, allowing the butterflies
to derive the same directional information from different
celestial inputs.

Pegel et al. (2019) showed that the preferred firing directions
to the sun stimulus differ between the three TL subtypes
(TL2a, TL2b, TL3) in desert locusts. The monarch butterfly
TL neurons can also be divided anatomically into three
subtypes that innervate different layers in the lower division
of the central body (Heinze et al., 2013). Unfortunately, we
were not able to define from which subtype we performed
our recordings as we often co-stained several TL subtypes
in one experiment. As shown previously, monarch butterfly
compass neurons show the same preferred firing direction,
irrespective of the spectral information of the light stimulus
(Heinze and Reppert, 2011; Nguyen et al., 2021). However,
recordings from compass neurons in the desert locust suggest
that the spectral influence on the preferred firing direction
is strongly sensitive to the light intensity of the stimuli
(Kinoshita et al., 2007; Pfeiffer and Homberg, 2007). It is
therefore crucial to study the response characteristics of TL
neurons to spectral cues at different light intensities in the
future to shed light on how the monarch butterfly compass
network may integrate different celestial cues into the central
complex and how this represents the celestial cue hierarchy
exhibited behaviorally.

Integration of the Panoramic Skyline in the
Central Complex
In previous experiments, the sensitivity of TL cells has been
studied with respect to vertical stripes (Bockhorst and Homberg,
2017; Omoto et al., 2017; Fisher et al., 2019), grating patterns
(Rosner et al., 2019) or small light spots (Seelig and Jayaraman,
2013) in insects. We here found that TL neurons were sensitive
to a simulated panoramic skyline by responding to changes in
brightness while the panorama was rotated around the animal.
As we only tested the response of the monarch TL neurons
to one distinct panoramic scene, it has yet to be identified
how modifying the frequency and amplitude of the panorama’s
profile will affect the tuning of the TL neurons. We chose
this specific panoramic skyline as a recent behavioral study
showed that monarch butterflies are able to use this setting to
sustain a directed flight course (Franzke et al., 2020). However,
as their orientation performance was indistinguishable from a
flight stabilization strategy, it was unclear whether the butterflies
can employ compass orientation with respect to a panoramic
scene. Although our data do not exclude the possibility that TL
neurons transfer motion information to the central complex,
our data indicate that the central complex receives visual
compass information of the panoramic scene. This suggests
that monarch butterflies can use a panoramic skyline as a
compass cue to compute a heading with respect to it, which
parallels behavioral results from Australian desert ants that can
use a panorama to calculate a heading direction (Graham and
Cheng, 2009a,b). The structure and relative position of the

receptive fields of the TL neurons studied with the panoramic
scene are difficult to predict due to the complex nature of
the stimulus. Exploring this requires to additionally map their
receptive fields with respect to a small visual stimulus (Seelig
and Jayaraman 2013), an aspect that was not feasible due
to the short recording times of our intracellular recordings.
Rather than encoding the current heading, the TL neurons
seem to convey visual information into the insect compass,
similar to the Drosophila ring neurons (Seelig and Jayaraman,
2013; Dewar et al., 2017). In both monarch butterflies and
fruit flies, they synapse on a population of neurons termed
CL1 neurons (Heinze et al., 2013), called EP-G cells in fruit
flies, which likely represent a distinct heading direction within
a visual scene based on multimodal information (Seelig and
Jayaraman, 2015; Kim et al., 2019; Turner-Evans et al., 2020;
Beetz et al., 2022). How monarch butterfly CL1 cells compute
a heading based on terrestrial information from TL cells awaits
to be answered through neuronal recordings during flight as the
coding strongly depends on the animal’s locomotory state (Beetz
et al., 2022).

Flexible Weighting Between Celestial and
Terrestrial Information
When we presented the sun and polarization stimulus
simultaneously to the butterflies, the TL neurons combined
these cues in a linear manner. These results differ from the dung
beetle TL neurons (el Jundi et al., 2015) but are in line with
desert locust columnar CX-neurons (Pegel et al., 2019). The
polarization UV stimulus was consistently ranked higher than
the green sun stimulus in TL neurons in monarch butterflies
when presented with a similar relative light intensity. When we
presented a UV light spot instead of a green one, the unpolarized
light stimulus dominated the neuronal tuning. This switch in cue
preference was likely not a result of a change in wavelength but
rather a consequence of a change in relative intensity of light,
which is in line with the stronger response of TL neurons to UV
light than to green light (Nguyen et al., 2021). Thus, as the sun is
several magnitudes brighter than the remaining sky in nature, it
is likely the dominant cue being encoded in TL neurons under a
real sky.

In general, the weighting between the simulated sun and
polarized light was very similar across different TL neurons. This
low variability in cue preference between TL neurons recorded
in different monarch butterflies was similar to what has been
found for TL neurons in dung beetles (el Jundi et al., 2015)
and suggests that the weighting of celestial cues is determined
at an early processing stage in the brain, such as at the level
of the photoreceptors. In contrast, the simulated sun and the
panoramic skyline were not always linearly integrated in the
monarch butterfly central complex. Moreover, the cue preference
was highly variable, which is well in line with the high inter-
individual difference in the behavioral use of these cues for
orientation in a flight simulator (Franzke et al., 2020). This high
flexibility indicates that the weighting might not only be set based
on the sensitivity of the inputs at the butterfly’s eye but might
additionally be adjusted at later stages in the brain network. This

Frontiers in Neural Circuits | www.frontiersin.org 11 June 2022 | Volume 16 | Article 86227961

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Nguyen et al. Compass Coding in Monarch Butterflies

would allow a high inter-individual difference in weighting that
is based on the animal’s internal state, as well as its experience.
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The ability to navigate in the world is crucial to many species. One of the most
fundamental unresolved issues in understanding animal navigation is how the brain
represents spatial information. Although navigation has been studied extensively in
many taxa, the key efforts to determine the neural basis of navigation have focused
on mammals, usually in lab experiments, where the allocated space is typically very
small; e.g., up to one order of magnitude the size of the animal, is limited by artificial
walls, and contains only a few objects. This type of setting is vastly different from the
habitat of animals in the wild, which is open in many cases and is virtually limitless in size
compared to its inhabitants. Thus, a fundamental open question in animal navigation is
whether small-scale, spatially confined, and artificially crafted lab experiments indeed
reveal how navigation is enacted in the real world. This question is difficult to study
given the technical problems associated with in vivo electrophysiology in natural settings.
Here, we argue that these difficulties can be overcome by implementing state of the art
technology when studying the rivulated rabbitfish, Siganus rivulatus as the model animal.
As a first step toward this goal, using acoustic tracking of the reef, we demonstrate
that individual S. rivulatus have a defined home range of about 200 m in length, from
which they seldom venture. They repeatedly visit the same areas and return to the
same sleeping grounds, thus providing evidence for their ability to navigate in the reef
environment. Using a clustering algorithm to analyze segments of daily trajectories,
we found evidence of specific repeating patterns in behavior within the home range
of individual fish. Thus, S. rivulatus appears to have the ability to carry out its daily
routines and revisit places of interest by employing sophisticated means of navigation
while exploring its surroundings. In the future, using novel technologies for wireless
recording from single cells of fish brains, S. rivulatus can emerge as an ideal system
to study the neural basis of navigation in natural settings and lead to “electrophysiology
in the wild.”
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INTRODUCTION

To enable successful navigation, the brain must represent spatial
information (Frost and Mouritsen, 2006; Mouritsen et al., 2016).
Neural machinery has evolved to deal with the natural habitat and
the ways in which different organisms move in and around it.
However, almost all studies on navigation have been conducted
in the lab where the navigated space is atypical, usually small,
artificially enclosed, and sparsely occupied with artificial objects.
In contrast, for many species, the natural habitat is open, lacks
clear boundaries, is usually virtually limitless (relative to the
animal), and is structurally complex (Tsoar et al., 2011; Jacobs
and Menzel, 2014). For example, Figure 1 illustrates the small,
restricted environments available in lab studies, as compared to
vast complex natural environments. Since different spatial extents
and complexities are likely to affect the internal representation
of space, to unlock the full capacity of neural representations,
the neural representation of the animal’s location and other
parameters of space must be studied in the wild.

The exploration of neural representations via
electrophysiology can teach us a great deal about the ways
the brain collects and codes information about its surroundings.
Research has identified different types of cells involved in the
spatial coding of the surroundings. Cells coding different places,
termed place cells or grid cells of more than one location coded
with specific geometric attributes have been found in rodents
(O’Keefe and Dostrovsky, 1971), bats (Yartsev et al., 2011;

FIGURE 1 | Lab versus natural environments. (A,B) Illustration of artificial lab
environments for rodents and fish. The lab setting is restricted in terms of size,
navigational cues, and complexity. (C,D) Two examples of natural
environments for terrestrial and aquatic environments. The environments are
limitless, rich in cues needed for navigation, and very complex.

Yartsev and Ulanovsky, 2013), and primates (O’Mara et al., 1994;
Furuya et al., 2014; Courellis et al., 2019). Cells coding for certain
attributes of the environment, such as border cells and edge
cells, have been documented in rodents (Solstad et al., 2008) and
fish (Vinepinsky et al., 2020). Another type of cell activates in
response to the animal’s behavior, and includes head direction
cells in rodents (Taube et al., 1990), bats (Taube et al., 1990; Rubin
et al., 2014; Ben-Yishay et al., 2021), and fish (Vinepinsky et al.,
2020) as well as movement kinematic cells in rodents (Sargolini
et al., 2006) and fish (Vinepinsky et al., 2020).

While natural environment is different from the small
laboratory-based experiments, it is important to specify possible
differences that will be obtained by extending the experimental
effort outside. For example, animals might not represent the
global position with respect to the environment (e.g., place cells),
but instead represent the location with respect to a known route
in the environment that the animal uses habitually and serves as a
geographic anchor. In addition, place cells represent the location
of the animal with place fields of about a 10 cm resolution in
lab experiment of a 1 m arena. What happens when this space
expands by a factor of 1,00,000? It might be that there are not
enough cells in the brain to represent this space at the same
resolution. The activity patterns of place and grid cells rely on
repeating visits to the same locations in space. As the number of
visits to every location in space decreases, what happens to the
representation of space? Arenas in lab experiments are usually
empty or contain only a few objects. A naturalistic environment
can be large and populated with many objects. Does this affect the
representation of spatial information?

Although electrophysiology in the wild can lead to a better
understanding of the ways in which animals navigate in the
real world, in vivo electrophysiology in the wild presents several
difficult technological challenges. The first is the ability to
obtain long-term in vivo recordings from a freely moving
animal. The second is to do so while continuously and
accurately monitoring the animal’s position and, possibly, its
posture/behavior. This leads to a complex set of technological
and experimental requirements that are likely to vary depending
on the model animal. The recording technology needs to be
both durable and equipped with a sufficiently large energy
source, while being compatible with the size of the animal to
not interfere with its freedom of movement while exploring
the habitat. In terms of tracking equipment, none of the
devices in the field should restrict the animal’s ability to
explore the area. In addition to the technical difficulties,
there are other challenges due to the natural environment.
These include controlling for the numerous confounding
variables in the natural environment such as predators, obstacles
and other objects.

Clearly, a strategy to study fish requires implementing
underwater electrophysiology. Although working underwater
presents some difficulties with respect to water- and pressure-
proofing the instruments, it does offer the advantage of making
these instruments weightless (i.e., neutrally buoyant) and, thus
permitting multi-day data acquisition. Even with the unavoidable
need to adapt to the natural hydrodynamic form of the
fish, prolonged data collection can be achieved with minimal
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interference with the animal’s behavior, a combination that may
be unfeasible in many other model systems.

Recent studies have described a wireless electrophysiological
system capable of recording the activity of single neurons in
the brain of small free-swimming fish (Vinepinsky et al., 2017,
2020; Cohen et al., 2019). This system is based on a small data
logger, which is mounted on the fish while it swims in the habitat.
This technology can now support a 16-electrode array to record
from the telencephalon, and specifically the pallium, of free-
ranging fish and constitutes a critical step toward conducting
naturalistic neuroscience.

While the technology described above can be used to monitor
various brain-related capacities, its use constrains the selection
of a model animal whose size, head shape and the durability of
the skull make it possible to attach a neural logger. Ecological
constraints exist as well, since if the fish tends to retreat or hunt
in small spaces or relies on speed for its survival, the logger would
put it at risk. In addition, it must be possible to attach an acoustic
tag, which is needed to track the animal’s location; which further
constrains the size of the study subject.

To study the neurobiology of free-range navigation, the model
animal also needs to exhibit clear repetitive navigational patterns.
This is of importance as it allows for future electrophysiological
data to be collected numerous times from the same locations.
In addition, the daily home range should be large enough to
challenge the neural machinery to its full capacity, but not too
large to enable continuous and accurate tracking of movements.
The spatial features of these routines, as well as the habitat
itself, should be non-trivial in terms of complexity, thus allowing
informative patterns to emerge in the spatial distribution of the
animal and the corresponding neural encoding.

Here we describe how these challenges can be met by using
the unique advantages of a fish model. We argue that combining
recently developed technology together with a careful selection
of the fish species can lead to advances in our understanding
of navigation. We perform the first step in characterizing the
behavior of a possible fish model that can used for this study and
show that the rabbitfish, S. rivulatus, meets these criteria as well
as the constraints imposed by the technology.

For this purpose, we report on the spatial behavior of
S. rivulatus in its natural reef habitat, as inferred using
underwater acoustic telemetry. We describe the results obtained
from the analyzes of daily trajectories of four fish, which were
monitored for 14–60 days in the northern Gulf of Aqaba (Eilat) at
the tip of the Red Sea. Consistent with earlier findings (Pickholtz
et al., 2018), we found that the fish maintained a well-defined
home range, including fixed sleeping sites. The fish adhered to
predictable trajectories within the home range, and engaged in
repeatable segments, forming patterns throughout the sections of
these trajectories.

MATERIALS AND METHODS

Ethics Statement
All experiments were approved by the Ben-Gurion University
of the Negev Institutional Animal Care and Use Committee

and were in accordance with government regulations of the
State of Israel.

Animals
The model animal chosen for this study was the rivulated
rabbitfish (Siganus rivulatus) as shown in Figure 2A. The study
was conducted in its natural coral reef environment in the Gulf
of Aqaba (Gulf of Eilat). S. rivulatus measuring 24–30 cm in
body length and 150–190 g in body weight were used in this
study. The fish were collected from the reef while scuba diving
at night, to minimize stress to the fish. A small 5 g acoustic tag
was surgically implanted in the peritoneal cavity according to
the standard procedure (Bridger and Booth, 2003; Gehring et al.,
2015; Pickholtz et al., 2018). After surgery, the fish were kept in
a large tank of sea water for observation. They were returned to
the reef after exhibiting clear signs of recovery, including normal
swimming and foraging behavior.

Acoustic Tracking of Fish Position
Underwater acoustic tracking technology (InnovaSea, Boston,
MA, United States, and Thelma Biotel, Trondheim, Norway) was
used to track the location of the fish over a long period of time.
The implanted tags transmit an acoustic signal every 10 s which
can be detected up to 70 m away and include the tag’s sensed
depth and ID. The acoustic signals’ frequency range between 69
and 71 kHz, with varying power outputs of 140–150 dB, at these
intensities and frequencies the fish are unaffected. The receivers
are placed such that they form equilateral triangles for optimal
coverage of the area. Once a transmission has been detected, the
receivers log the transferred data and the transmission time of
arrival. If three or more receivers detect the same transmission,
the origin of the signal can be determined by triangulation.
Figure 2B illustrates the underwater array, tagged fish and
receiver layout. Several synchronization tags are positioned in
the array to correct for the lag in synchronization between
the different receivers. Given that the synchronization tags are
located at known static locations, a comparison of their time of
arrival with the actual logged ones can be used to adjust the clocks
on the receivers. A bird’s-eye view of the array along with the
locations of the synchronization tags is presented in Figure 2C.

To detect the signal’s origin location, two localization
algorithms were used. The first, solving an optimization problem.
For every couple of signal detecting receivers, the difference in
time of arrival (DToA) can be calculated. With the DToA, a
3-Dimentional map of the reef detailing the DToA error from
every location is created. Such maps, created for every receiver
couple combination, are overlapped to find a single location
with minimal error.

The second algorithm used machine learning to calculate
positions based on the time of arrival of the tag transmissions
and ground truth data. Each tag transmits a signal with a
distinct identifier (tag ID) detected by geo-referenced underwater
receivers distributed in the study area, and tag localization is
computed using millisecond-scale differences in signal time-of-
arrival to each receiver. In order to estimate localization errors,
we ran ground-truth tests with a GPS device (Montana 680t,
Garmin, Olathe, KS, United States) within and at the perimeters
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FIGURE 2 | Experimental setup. (A) Profile view of a rivulated rabbitfish (Siganus rivulatus). (B) Illustration of the acoustic tracking system. The fish is fitted with an
acoustic tag in the abdominal cavity. An array of acoustic receivers is attached to mooring sites spread throughout the reef environment. (C) Array layout deployed in
the reef: red diamonds indicate each receiver station; the yellow dots indicate stations with an attached sync tag, which are used for synchronization of the clocks of
all the receivers.

of the experimental array, at different times during the study. The
median localization error was established as 4 m. Ground-truth
data collection was performed by snorkelers or divers moving
across the array with several acoustic tags (InnovaSea and Thelma
Biotel) at varying depths (0–15 m).

Data Analysis
Definition of the Home Range
To define the home range, we calculated a set of locations
by using the alpha shape algorithm with a shrink factor of
0.5 (Matlab boundary function) around the data points of the
fish trajectories. The results of the alpha shape algorithm were
compared to the kernel-based method (Seaman and Powell, 1996)
and found to be similar.

Occupancy Map
The home range was split into 5 m × 5 m bins. For each bin
the time spent by each fish was calculated. The map was filtered
with Gaussian filter (σ = 2.5 m). A base-10 logarithm was used for
visualization using heatmap.

Detecting Patterns in Fish Daily Trajectories
To detect repeated patterns of swimming, we linearly
interpolated the trajectories to obtain a 1-min interval
resolution. Interpolation resulted in daily trajectories of
equal time resolution.

Data Quality Control
The acoustic tracking cannot follow the fish continuously
since occasionally the cluttered acoustic environment blocks

transmissions from the acoustic tag or occludes the acoustic
signal. This type of disruption is more common during the night
since the fish sleep on the sea floor. To ensure data quality for
this part of the analysis, we selected contiguous days that had
a minimum of 30 data points per hour. We allowed for larger
data gaps when analyzing the home range and establishing the
sleeping grounds.

Segmentation of Trajectories
To overcome the inherent difficulty in classifying different types
of behavior based on long swimming trajectories, we segmented
the daily trajectories into 30-min-long segments according to the
approach presented in Gehring et al. (2015). In this approach,
the segments are used to classify different behaviors based
on repetitive attributes of the segments. For this purpose,
the daily trajectory was defined as the time between sunrise
and sunset in Eilat, with adjustments for seasonal differences
between fish. At first, each daily trajectory was segmented
into 30-min-long paths with a 50% overlap to avoid phase
related phenomena. This was adjusted in later analyzes when no
significant phenomena occurred.

Computation of Path Features
Prior to classification, we calculated a set of 13 features that
quantified different geometric and temporal properties of the
trajectory segments, as listed in Table 1. The features were
adapted to our data from a set of features defined in previous
studies (Gehring et al., 2015; McLean and Skowron Volponi,
2018). Features were divided by the standard deviation of each
feature to derive a unit-free measurement.
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TABLE 1 | Features characterizing the geometric and temporal aspects of
trajectory segments.

Feature Definition

Distance D = |−→xn−
−→xi | , where −→xi ,

−→xn are the first and last
locations in the segment

Length L=
∑n−1

i=1 |
−−→xi+1−

−→xi |, where −→xi are locations within the
segment

Straightness S= D
L

Area A, Area of convex hull enclosing segment

Median speed MS=median
(
−→
S
)

,
−→
S =

[
|
−→x2−

−→x1 |
1m , . . . ,

|
−→xn−

−−→xn−1 |
1m

]
Mean distance from
center

ρ, distance of segment center of mass from the median
of entire data set

Direction auto
correlation 5 min

DAC5, correlation coefficient of the swimming
directions of 5-min part segments

Direction auto
correlation 10 min

DAC10, correlation coefficient of the swimming
directions of 10-min part segments

Speed auto correlation
5 min

SAC5, correlation coefficient of the swimming speed of
5-min part segments

Speed auto correlation
10 min

SAC10, correlation coefficient of the swimming speed
of 5-min part segments

Day phase DP, normalized time of segment in the day

Mean angle from center θ, cosine of the angle between segment center of mass
and X axis

Focus F= 1− 4A
πL2

Formal definition of the segment features ranging from fundamental features (e.g.,
length) to derived features (e.g., focus). All features were normalized to obtain
dimensionless features for the clustering algorithm.

Classification of Segments Into Classes
To detect repeated patterns of fish movement, we used a semi-
automated clustering algorithm. We first calculated a set of
features for each segment that described the geometry, kinematics
and temporal characteristics of the segments followed by a
standard clustering algorithm as described in detail below.

Dimensionality Reduction
We used principal-component analysis of the 13 features to
isolate a limited number of independent dimensions that
described the trajectory segments. Based on the eigenvalues, we
selected the first four components, which explained 67% of the
variance, as the basis of the clustering algorithm.

Semi-Supervised Clustering
To find classes of trajectory segments in each fish, we applied
the following clustering algorithm to the first four principal
components. We applied agglomerative clustering to obtain an
initial set of classes. This was done using the Euclidian distance
as a similarity measure (Matlab cluster function). The number
of classes was determined by examination of the merger score as
clusters merged at each step, and finding the step at which the
differences between clusters exceeded 1.5%. Different thresholds
were tested with no significant impact on the results. After
automatic clustering, the classes were observed and labeled.

RESULTS

We analyzed the patterns of trajectories of the S. rivulatus to
establish this species as a model animal for the study of the

neural basis of spatial cognition. For this purpose, we recorded
the trajectories of ten fish in their natural coral reef environment,
along the north-eastern shoreline of the gulf of Aqaba (Eilat) in
the Red Sea. Fish were tracked for periods of 14–60 days.

Siganus rivulatus Maintain a Home
Range in the Reef Environment
Consistent with previous observations (Pickholtz et al., 2018),
in the northern Gulf of Aqaba (Eilat), S. rivulatus concentrated
their daily activity within a home range of approximately
200 m× 50 m, as shown in Figure 3A. The home range remained
stable over time as shown in Figure 3B, where the areas covered
by the fish in the first and last days of the study are marked.
Within the home range, individual fish visited some areas more
frequently than others (Figure 3C). These areas corresponded to
locations the fish passed through regularly and locations where
they spent their time foraging. The fish returned to the same
sleeping sites (i.e., sites utilized between sunset and sunrise), with
high regularity, as exemplified in Figure 3C. An examination of
the daily trajectories showed that the fish spent much of the day
away from the sleeping site (e.g., in Figure 3D).

Siganus rivulatus Exhibits Multiple
Strategies of Environment Exploration
Since elementary measures such as the home range size or
occupancy cannot capture the full extent of fish behavior, we
looked for repeated patterns in the swimming trajectories of
the fish. For this purpose, we segmented the daily trajectories
into overlapping 30 min segments (see section “Material and
Methods”, Analysis). Then we extracted spatial and temporal
features from each segment (Table 1 and Figure 4), followed
by principal component analysis for dimensionality reduction.
Finally, we used a semi-automatic clustering to detect classes of
trajectory segments (see section “Materials and Methods”).

Figure 5 presents the results of the principal component and
clustering analyzes for one fish using data obtained through
the second of the positioning algorithms. The four principal
components varied in score assigned to each feature (Figure 5A).
Principal component 1 had a higher score to the distance and
area features, a negative score to the distance from the center
and a near neutral to all others. In contrast, principal component
3 was nearly neutral for all features except the distance from
the center to which it had a high score. In a similar manner
principal component 4 focused on two specific features, the
autocorrelation for direction and speed, to which it had a high
score and a negative score, respectively. Principal component 2
accounted for a variety of features both positively and negatively.
The four principal components explained 30, 16, 11, and 10% of
the variance, respectively.

After scoring all the segments according to the four principal
components, the agglomerative clustering algorithm was run and
the classes were defined (Figure 5B and see section “Materials and
Methods”). We found that the S. rivulatus exhibited four main
trajectory segment patterns. We defined these four trajectory
segment classes as follows: (1) scanning: the fish scans a small
part of the home range; (2) dwelling: the fish spends time without
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FIGURE 3 | Example of the home range trajectory characteristics of two fish with data obtained through the first of the positioning algorithms. All figures are shown
along with the relevant section of shoreline and compass. (A) All recorded positions for the fish. In gray are the positions during the day, in green the night-time
position. The fish slept in a restricted area in the home range. (B) The home range remained stable over time. Boundaries of the area covered the first few days of
data in green, and the last few days in blue. (C) A heat map visualizing a normalized logarithmic scale of the occupancy map in different areas of the home range.
(D) Two examples of daily trajectories for each fish. Green dots represent the start and end points for each day. The gray background is the boundary delineating the
home range.

moving; (3) long ranging: the fish travels long distances during
the segment; and (4) short ranging: the fish travels short distances
during the segment. Figure 6 presents several examples of the
trajectory segment analysis for fish 1. Several examples, taken at

random times during the tracking period, of 4-h long trajectory
segment sequences for one fish are presented in Figure 6B. Here,
ranging, both slow and fast, were interspersed between periods of
scanning and dwelling.
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FIGURE 4 | Feature calculations and semi-supervised clustering algorithm. (A) The daily trajectory was segmented into overlapping segments. For each segment, a
set of features was calculated (see Table 1 for formal definitions). Agglomerative clustering was applied to the data to obtain a set of classes of trajectory segments.
Finally, a manual correction for similar classes was applied to avoid over- splitting of the classes. (B) Definition of the fundamental features used for clustering: the
path length of the segment (L), the total area of the segment which was defined as the polygon covering the set of points of the segment, the distance from the
segment’s start and end, (d) The distance and direction of the center of mass of all points defining the segment from the center of the trajectory (ρ and θ, respectively).

Inspection of the behavior across fish, throughout the entire
tracking period, revealed that different fish varied in terms of each
class (Figure 6D). Some fish spent most of the daily trajectory
in the scanning class while other fish spent most of the daily
trajectory in the dwelling or slow ranging classes. In addition, the
fish were consistent in their different trajectory patterns. This can
be seen in the occupancy of the trajectory segment classes across
days (Figure 6C).

DISCUSSION

This study was designed as a preliminary investigation toward
establishing the S. rivulatus as an animal model for the study
of the neural basis of navigation in the wild. For this purpose,
we measured the locations of fish in their natural coral reef
environment. We characterized the trajectory patterns in the
natural environment. We found that the fish maintained a home
range, the area in which the animal lives and moves on a regular

basis (Figure 3). The home range was relatively stable over time.
Overall, the S. rivulatus behavior was similar with other coral reef
fish which maintain home range (Kramer and Chapman, 1999).
The fish also returned to roughly the same place to sleep every
night. This is an indication that S. rivulatus can plan daily routes
that start and end in the same place.

We found that the trajectory segments fell into four different
classes (Figure 5B). This is an indication that the fish used
multiple movement patterns in the coral reef environment. Each
fish had individual ratios of using the different four strategies of
movement (Figure 6D) and these different ratios were relatively
stable across days for each fish with (Figure 6C) higher variability
for the lower ratio used strategies. Overall, our results indicate
that S. rivulatus evidences a complex spatial pattern of movement
in the environment.

This work extends the findings of two previous works on the
rabbitfish family. The first, a study of S. rivulatus, demonstrated
the existence of home range behavior in this species in two
different environments: The Red Sea and the Mediterranean. The
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FIGURE 5 | Principal component analysis and semi-automatic agglomerative
clustering. (A) A principal component analysis was performed on the feature
sets of the segments. Shown are the four principal components used. Each
component emphasizes a different set of features. (B) After dimension
reduction using principal component analysis, semi-automatic agglomerative
clustering was performed to divide the segments into four classes: scanning,
dwelling, fast ranging and slow ranging.

behavior of the fish in the two environments were different in
scale, since the fish maintained a much larger home range in
the Mediterranean possibly due to substantial differences in the
distribution of food in this environment (Pickholtz et al., 2018).
The second study found that juvenile rabbitfish (S. corallinus
and S. doliatus) defined a home range that could be relatively
small, and also showed strong homing behavior (Ghanawi et al.,
2013; Givon et al., 2022). Our findings thus contribute to a better
understanding of the spatial behavior of this species by providing
a detailed analysis of the movement strategies employed by the
fish in their natural environment.

More broadly in the field of fish navigation there are
indications that homing salmons use different strategies which
rely on different sensory modalities to return to their spawning
grounds (Quinn and Brannon, 1982; Dittman and Quinn, 1996).
Here, we showed that S. rivulatus use different patterns while
exploring the coral reef environment reflected in the trajectory
segments classes. In this respect the S. rivulatus is similar
to the salmon in terms of using different behaviors during

exploration. In addition, the fish were shown to use different
egocentric (Rodríguez et al., 2002), geometric (Sovrano et al.,
2002; Broglio et al., 2011) and visual (Rodríguez et al., 2002;
Givon et al., 2022) cues when navigating in different lab settings.
In our study, we showed that the trajectory segments could
be classified into classes. It remains to be seen which sensory
modalities and environmental cues are used by these animals in
their daily routes.

In future works it will be possible to add a layer of an
electrophysiological aspect to that of the tracking. This raise
concerns on the issue of tracking resolution and fish recapturing.

First concern is whether the tracking resolution high enough
to allow correlating location and brain activity. This is dependent
on resources mainly, with the deploying more receivers in the
field the positioning error can be reduced to about a meter.
Furthermore, new technologies, including robotics that follow
the fish using both acoustic and visual sensors are in development
(Zolich et al., 2017). Such robotics can provide more accurate
monitoring of fish location and additional dynamics parameters
such as head direction and even feeding and social interaction
with other conspecific.

The second issue that needs to be addressed is the need
to recapture the fish in order to obtain the electrophysiology
data. As currently, the technology for real-time positioning
exists and relies on acoustic receivers that transmit detection
continuously. This allows detection of the fish location at
night while the fish sleeps and allows recapturing. All these
technologies can provide the needed additional capacity to allow
electrophysiology in the wild.

Outlook for Naturalistic Neuroscience
Siganus rivulatus and the coral reef environment both emerged
as excellent choices for studying the neural coding of spatial
information in the wild. These fish are excellent navigators and
can accurately find their way in the coral reef environment.
While the size of the natural home range of S. rivulatus in
the Gulf of Eilat is qualitatively larger than typical lab settings
(approx. 200 m × 50 m × 5 m vs. 1 m × 1 m × 1 m), it
is still relatively small compared to other species. Thus, with
proper equipment it remains tractable in terms of our ability
to track the fish (both visually and acoustically), its behavior,
and its immediate surroundings. The coral reef habitat of this
species represents a non-trivial environment characterized by
high complexity and rich content. The elongated topography of
the Gulf of Aqaba and its coral reef constrains navigational routes
to a pseudo-linear structure, potentially simplifying the neural
representation (at the habitat scale) and data analysis. Finally,
the capacity to control buoyancy in the aquatic environment
makes it possible to fit the fish with a neurological data
logger with enough battery power to record brain activity
continuously for a week.

The main technological breakthrough that enables the next
step of electrophysiology in the wild is the recent development
of wireless recording system from behaving fish (Vinepinsky
et al., 2017, 2020; Cohen et al., 2019). This technology, which
weighs only 2.5 g, enables continuous recording from a fish
for several days. This is achieved, in part, by adjusting the
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FIGURE 6 | The fish use multiple strategies during the day while exploring the coral reef environment. (A) For each class, the probability segments appearing at
specific times throughout the day. (B) Several examples of 4-h long trajectory segment sequences the fish used to travel between areas where it scans and dwells.
(C) The time one fish spent engaging in each class of trajectory segments over four consecutive days. The days were similar in their class distribution.
(D) Time-division of engagement in each class throughout the entire tracking period of each fish. Stability tested among different day groups resulted in a standard
error percentage of fish 1 – [0.2,23,36,2.4], fish 2 – [22,4.2,71,0], fish 3 – (28,0.6,24,0.4) for scanning, dwelling, fast ranging and slow ranging, respectively. Variation
tested among all fish yielded that all but one class have a substantial variability with a minimal standard error of 75%, fast ranging being the exception with a
standard error of 24% (all color maps relate to Figure 5B).

floatation of the device so that it is neutrally buoyant such
that a 250 g fish can be fitted with a relatively large 35 g
battery. This type of experiment means that weeklong data
can be collected in a single experiment. With proper design,
the neutral buoyancy implant neither interferes with the fish’s
ability to maintain its balance nor increases drag in a significant
way. In experiments with goldfish, the fish were able to swim
with this device for up to 2 weeks without any behavioral

effects whatsoever (Vinepinsky et al., 2017, 2020; Cohen et al.,
2019). This neural logger technology can be modified to record
from the brains of fish swimming in the wild and would
enable significant insights into the neural basis of navigation
in the real world. It is important to note that the home range
size of the S. rivulatus is also make it possible to retrieve
the data logger device since at the end of the experiment
using acoustic tag.
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From lesion studies in the goldfish (Rodríguez et al., 2002), it
is known that the relevant region in the brain is the later pallium
at the telencephalon and recording should be targeted in this
region. Another option is to record from the central region of the
telencephalon that contain cell bodies with connections in other
regions of the telencephalon (Northcutt, 2008). In summary,
this is an indication that 16 electrodes array is of sufficient
resolution to obtain indication about representation of space in
the rabbitfish brain.

It should be noted that S. rivulatus is not the only choice
for the development of electrophysiology in the wild. Other fish
species with similar home range sizes can serve a similar purpose,
including marine (Kramer and Chapman, 1999) and freshwater
species (Baktoft et al., 2017). Beyond fish, the Egyptian bat was
developed in recent years into an animal model to assess spatial
cognition in large linear arenas (Eliav et al., 2021) and is expected
to provide further insights in the future.

Overall, we showed that S. rivulatus maintains a home range
and can navigate in its natural coral reef environment. The
fish can start and end their daily trajectory in roughly the
same place. In addition, the fish can use different navigational
strategies. The size of the home range is very large compared to
regular lab experiments but still small enough to make tracking
the fish feasible. The combination of these properties with the
technology of recording single cells in the fish brain can lead to
the development of electrophysiology in the wild and can provide
insights into the neural basis of navigation.
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A central aim of neuroethological research is to discover the mechanisms

of natural behaviors in controlled laboratory studies. This goal, however,

comes with challenges, namely the selection of experimental paradigms that

allow full expression of natural behaviors. Here, we explore this problem in

echolocating bats that evolved Doppler shift compensation (DSC) of sonar

vocalizations to yield close matching between echo frequency and hearing

sensitivity. We ask if behavioral tasks influence the precision of DSC in

Pratt’s roundleaf bat, Hipposideros pratti, in three classic laboratory paradigms

evoking audio-vocal adjustments: Stationary bats listening to echo playbacks,

bats transported on a moving pendulum, and bats flying freely. We found

that experimental conditions had a strong influence on the expression of

the audiovocal frequency adjustments in bats. H. pratti exhibited robust

DSC in both free-flying and moving-pendulum experiments but did not

exhibit consistent audiovocal adjustments in echo playback experiments.

H. pratti featured a maximum compensation magnitude of 87% and a

compensation precision of 0.27% in the free flight experiment. Interestingly,

in the moving pendulum experiment H. pratti displayed surprisingly high-

precision DSC, with an 84% maximum compensation magnitude and a

0.27% compensation precision. Such DSC performance places H. pratti

among the bat species exhibiting the most precise audio-vocal control of

echo frequency. These data support the emerging view that Hipposiderid

bats have a high-precision DSC system and highlight the importance

of selecting experimental paradigms that yield the expression of robust

natural behaviors.
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Introduction

Controlled laboratory studies are employed to discover the
mechanisms of natural animal behaviors. Laboratory settings
allow researchers to experimentally study selected behaviors,
while controlling for environmental variables, offering an
opportunity to discover mechanisms that would otherwise
prove difficult to reveal in an organism’s natural environment.
However, studying animals in a laboratory setting comes with
other challenges or potential pitfalls. The housing environment
alone, for example, can impact many aspects of animal behavior
and physiology, including reproduction, circadian rhythm,
and immune function, just to list a few (Calisi and Bentley,
2009). Particularly noteworthy, some observations in laboratory
experiments may differ from those in the natural environment
(Kronfeld-Schor et al., 2013). Hence, understanding the effects
of controlled laboratory settings on animals’ expression of
natural behavior is of great importance.

Echolocating bats are a choice animal model for
neuroethological research, partly due to their active sensing
behaviors, which can be quantitatively analyzed and linked to
neural processes (Griffin, 1958; Moss et al., 2011; Luo and Moss,
2017; Luo et al., 2017, 2018; Kothari et al., 2018). Studying
echolocating bats in controlled laboratory environments dates
back to Spallanzani’s question of how bats avoid obstacles in
the dark, as well as to the groundbreaking observations by
Donald Griffin and Robert Galambos (Griffin and Galambos,
1941; Griffin, 1958; Grinnell, 2018). Since then, controlled
laboratory settings have continued to unravel the mechanisms
of echolocation in bats (Popper and Fay, 1995; Thomas et al.,
2004; Fenton et al., 2016). In recent years, however, several
studies have pointed to distinct differences in the echolocation
behavior of bats in the laboratory and in the field. For example,
the big brown bat, Eptesicus fuscus, does not produce long
duration search calls in the laboratory, as it does in the
field (Surlykke and Moss, 2000). Daubenton’s bat, Myotis
daubentonii, emits more directional calls of higher intensity
in the field than in the laboratory (Surlykke et al., 2009). The
minimum frequency of the first search call emitted after the
buzz phase in M. daubentonii also shows differences between
successful and unsuccessful prey captures, but only in the
laboratory, and not in the field (Britton and Jones, 1999).

In laboratory settings, experimental paradigms can also
affect the expression of bats’ natural echolocation behaviors,
such as Doppler shift compensation (DSC). DSC is found
in bat species that produce echolocation calls consisting
of relatively long constant-frequency (CF) components, in
combination with frequency modulated (FM) components,
and these species are commonly referred to as CF-FM bats
(Figure 1A). Bats exhibiting DSC are found in the families
of Rhinolophidae and Hipposideridae, and two species
of Mormoopidae (Pteronotus parnellii and P. personatus)

(Smotherman and Guillén-Servent, 2008; Schnitzler and
Denzinger, 2011). Two species of Noctilionidae (Noctilio
albiventris; N. leporinus) that produce quasi-CF signals exhibit
partial DSC (Wenstrup and Suthers, 1984). During flight, the
echoes received by bats as they approach targets are up-shifted
in frequency, due to the Doppler effect, and CF-FM bats show
DSC behavior by lowering the emitted call frequency so that
the echo frequency is maintained in a narrow frequency range
of the bat’s most sensitive hearing (Schnitzler, 1968, 1973;
Schnitzler and Denzinger, 2011; Hiryu et al., 2016). DSC is
one of the most intensely studied audio-vocal behaviors in
echolocating bats, and three experimental paradigms have
been widely used to investigate the details of their feedback
control (Figures 1B–D). Although qualitative differences in
DSC experimental paradigms have been anecdotally mentioned,
most published work has only reported data from a single
experimental method (e.g., Schnitzler and Denzinger, 2011;
Hiryu et al., 2016). These qualitative comparisons suggested
that all flying bats exhibit robust DSC behavior, while bats
swung on a pendulum or performing in playback experiments
tended to show reduced DSC.

In particular, the expression of DSC behavior in
Hipposiderid bats seems to be very sensitive to experimental
paradigms. For both H. speoris and H. bicolor, DSC behavior
was not observed in a playback experiment (Schuller, 1980),
but partial DSC behavior, with a maximum compensation
magnitude of about 55%, was observed in bats moving on a
pendulum (Habersetzer et al., 1984). By contrast, two recent
studies of H. armiger in free-flying experiments reported
precision of DSC (0.15∼0.17%) (Schoeppler et al., 2018; Zhang
et al., 2019), much higher than previous reports of 0.4∼0.7%
(Schnitzler and Denzinger, 2011). Compensation precision
is measured as the percentage ratio of the standard variation
to the mean of the echo frequencies. The smaller the value,
the higher the compensation precision. Furthermore, two
studies quantified and compared the DSC performance of
P. parnellii between two experimental paradigms and confirmed
that the accuracy of DSC in P. parnellii was indeed higher
in free-flying bats than in animals swung on a pendulum
(Lancaster et al., 1992; Keating et al., 1994). Nevertheless, one
advantage of the playback and moving pendulum paradigms
is that the experimental subject remains at the same position
during the test, which not only reduces technical challenges
of neurophysiological investigations, but also allows for
isolating experimental variables that may covary in free-flying
experiments. It is noteworthy that both playback and moving
pendulum paradigms have also been used to study audiovocal
control capability of bat species that do not exhibit DSC
behavior, such as the big brown bat (Luo and Moss, 2017) and
the Seba’s short-tailed bat (Beetz et al., 2021).

Considering the technical advantages of playback and
pendulum paradigms for probing mechanisms of DSC behavior
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and the long under-appreciated high accuracy of DSC in
Hipposiderid bats, we measured and quantitatively compared
the DSC behavior in Hipposideros pratti across the three
experimental paradigms. Our data show that H. pratti did
not exhibit consistent audiovocal adjustments in the playback
experiment, but exhibited robust DSC behavior in both free
flight and moving pendulum experiments, with an overall
compensation precision in these two paradigms of 0.27%.

Results

We conducted behavioral experiments using the CF-FM bat,
H. pratti, in the laboratory and compared DSC performance in
three experimental paradigms (Figures 1B–D), including bats
trained to fly and land on a platform, bats transported in a
moving pendulum, and hanging bats listening to frequency-
shifted playbacks of their echolocation calls.

Overall vocal behavior of Hipposideros
pratti in three experimental paradigms

Free flight paradigm
Four individual H. pratti (two males and two females)

were successfully trained to start from an elevated position, fly
toward, and land on a hanging grid (20 cm × 20 cm) over a
distance of approximately 4 m in the laboratory (Figure 1B).
After each successful landing, the bat received a piece of
food reward. For each flight trial, echolocation calls of the
bat were recorded by an array of nine broadband ultrasound
microphones mounted on the wall facing the approaching
animal. All bats learned to perform the landing task after
approximately 1 month of training, but data collection only
started after bats have been trained for approximately 2 months.
H. pratti exhibited stereotypical flight behavior, with trajectories
typically straight toward the landing platform. Two example
flight trials from two individuals are shown in Figure 2A. The

FIGURE 1

Three typical experimental paradigms employed for quantifying Doppler shift compensation behavior in CF-FM echolocating bats. (A) Typical
examples of echolocation calls produced by the CF-FM bat Hipposideros pratti when hanging freely and flying toward a landing platform. Note
that the duration, as well as the energy distribution across harmonics, are different, with the call from the flying situation shorter in duration,
weaker, and stronger in energy for the first and third harmonics, respectively. (B) Free flight paradigm, in which echolocation calls of a trained
flying bat were recorded by an array of microphones mounted on the wall, and the flight path was reconstructed based on microphone
recordings. (C) Moving pendulum paradigm, in which a body-restrained bat was swung back and forth, and the echolocation calls were
recorded by an onboard microphone in front of the bat’s mouth. (D) Playback paradigm, in which a hanging (resting) bat spontaneously
produces echolocation calls and receives a frequency-shifted copy of the calls online. In turn, bats may adjust the call frequency in response to
frequency-altered auditory feedback. DSP, digital signal processor.
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3D spatial positions of H. pratti at the time of call emission
were reconstructed using the time of arrival differences from the
microphone array. From the reconstructed 3D spatial positions
between two consecutive calls, we estimated the instantaneous
flight speeds of the bats.

Hipposideros pratti exhibited dynamic vocal behavior during
an approach to the landing platform (Figure 2B). Specifically,
H. pratti reached a maximum call rate, a minimum call
amplitude, and a minimum call duration around the time
of landing. In this study, we used the median of the three
time estimates when H. pratti reached a maximum call rate,
a minimum call amplitude, and a minimum call duration to
represent the landing time. This “vocal” landing time may be
slightly different from the landing time when they touched the
platform, which was not measured. Nevertheless, it is interesting
to note that the landing times decoded independently from the
three vocal parameters were highly similar and indistinguishable
statistically (Paired non-parametric sign-rank test, all three
P > 0.78). The recorded calls by the static microphones
on the wall indicate that H. pratti decreased call frequency

(peak frequency of the CF component for the dominant 2nd
harmonic) during flight, a manifestation of the DSC behavior.
Figure 2B (bottom panel) shows the emitted call frequency and
the received echo frequency of a typical trial.

Moving pendulum paradigm
We built a moving pendulum setup that consists of a

bat holder to restrain the body of H. pratti and a miniature
microphone (6 mm × 10 mm), mounted in front of the
bat nose, to record echolocation calls (Figure 1C). For each
trial, the pendulum carrying a bat was released from an
elevated position (approximately 45◦ relative to freely hanging
pendulum) with an electromagnetic switch and swung toward
a reflective whiteboard (2.2 m × 1.5 m). The trajectory of the
moving pendulum was recorded with a high-speed video camera
at 100 fps, from which the spatial position and speed of the
pendulum were estimated. The distance between the whiteboard
and the freely hanging pendulum was 1.5 m, and the minimum
and maximum distances between the bat and the whiteboard
were 0.2 and 2.56 m. Thus, the bat received high-amplitude

FIGURE 2

Example flight and echolocation behavior of two individuals of Hipposideros pratti trained to approach and land on a platform in a flight room.
(A) Reconstructed three-dimensional (3D) spatial position and the estimated flight speed of the bats using a nine-microphone array mounted
on the wall. (B) Dynamic adjustments of call parameters of the bats during the approaching flight. Note the highly consistent vocal pattern of
the bats for the adjustments of call rate, call amplitude, and call duration that can signify the time of landing events. The call amplitude was
measured directly from the central microphone of the array without extra compensation. Based on flight speed (relative to the microphone
wall) and call frequency recorded by the static (ground) microphones, the emitted call frequency, and the received echo frequency can be
estimated. Thus, we assumed that here that the bat performed DSC using echoes from the microphone wall to its front. For clarity, here we only
plotted the emitted call frequency and echo frequency for Hp036. For all panels, original data points are shown as circles and the smoothed
traces (nine-point moving average) are shown as solid lines.
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echoes at relatively short delays between 1.2 and 15.1 ms. The
pendulum reached a maximum speed of 3.34 ± 0.09 m/s and
featured a cyclic period of 2.56± 0.03 s (Figure 3).

We did not find cyclic vocal adjustments in call rate,
amplitude, or duration, but found clear DSC behavior in
H. pratti (Figure 3). It is noteworthy that H. pratti tended
to produce calls of reduced amplitude and duration during
the second half of the forward swings. Similar to findings
observed for other CF-FM bat species in a moving pendulum
setup (Habersetzer et al., 1984; Gaioni et al., 1990; Behrend
and Schuller, 1999; Boonman et al., 2020), H. pratti only
compensated for an increase in echo frequency during forward
swings by decreasing the emitted call frequency, but not
for a decrease in echo frequency during backward swings.
Figure 3 (bottom panels) shows two example trials, in which
the maximum frequency decreases for two individuals were
1.11 and 0.67 kHz, representing a maximum compensation
percentage of 98.6 and 62.8%. The compensation precisions
in these two trials, measured as the percentage ratio of the
standard variation to the mean of the echo frequencies during
the forward swing, were 0.18 and 0.42%. As these two trials
were selected to show the maximum variability of the DSC
performance of H. pratti in the moving pendulum paradigm,
it seems that H. pratti generally exhibited robust DSC behavior
when swinging on a pendulum.

Real-time playback paradigm
We used an auditory feedback perturbation system to

broadcast frequency-shifted copies of resting bats’ vocalizations
at a short time delay. For each trial, one hanging H. pratti
received 20 consecutive frequency-shifted echolocation calls of
a predetermined shift size and delay (Figure 1D). In total, we
made preliminary recordings (five trials per bat per condition)
from four individual H. pratti. Figure 4 showed vocal behaviors
of one H. pratti from three feedback conditions of 0, 700, and
–700 Hz shift sizes. The perturbation window is surrounded
by two red dashed vertical lines. We found that during the
perturbation window the bat did not adjust either call rate,
call amplitude, call duration, or call frequency (peak CF) in
response to 0-Hz shifted feedback stimuli (Figures 4A–D). By
contrast, in response to both 700 and –700 Hz frequency shifted
stimuli, the bat increased call rate (Figures 4E,I), decreased call
amplitude (Figures 4F,J) and call duration (Figures 4G,K), at
least for the first few calls during the perturbation window.
Interestingly, the bat not only decreased the peak frequency for
the first a few calls in response to 700 Hz frequency shifted
stimuli, but also increased the peak frequency in response to
–700 Hz frequency shifted stimuli. That is, the bat exhibited
bidirectional compensatory frequency adjustments to auditory
feedback stimuli, which is thus not consistent with a DSC
behavior in freely flying bats (Figure 2B, bottom panel) or bats

FIGURE 3

Example echolocation behavior of two individuals of Hipposideros pratti swung on a pendulum setup. Two trials illustrating higher (A) and lower
(B) quality Doppler shift compensation (DSC) performance of the two bats, as judged by the compensation magnitude and echo-frequency
variation. Note, both bats compensated for the Doppler effect by lowering the emitted call frequency only for the forward, but not the
backward swings. Also, there were no clear cyclic adjustments of call rate, call amplitude, or call duration during the swings.
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FIGURE 4

Vocal behavior of a hanging Hipposideros pratti in response to online frequency-shifted auditory feedback. For each trial, the bat received 20
consecutive frequency-shifted auditory feedback during the perturbation window (between the red dashed lines). The bat did not make any
vocal adjustment when received 0-Hz shifted auditory feedback (A–D), but increased call rate (E,I), decreased call amplitude (F,J) and call
duration (G,K), and decreased (H) or increased (L) call frequency when received upward shifted and downward shifted auditory feedback for at
least a few vocalizations. The gray dots show the individual trial data; the green line and the shaded green area show the average and standard
deviation for all the trials (five trials per condition and bat).

transported in a moving pendulum setup (Figure 3, bottom
panels). In a detailed study with the same playback setup on
another Hipposiderid bat, H. armiger, we have shown that
online vocal frequency adjustments by H. armiger are driven
by sensory prediction errors, but not by DSC or by jamming
avoidance response (Wang et al., 2022). Thus, below we only
made detailed statistical comparisons of the DSC performance
of H. pratti in the free flight and moving pendulum paradigms.

A comparison of Doppler shift
compensation performance between
free flight and moving pendulum
paradigms

Before we can directly compare the DSC performance
of H. pratti between the free flight and moving pendulum

paradigms, several methodological details should be explained,
due to their inherent differences. One principle parameter
commonly used to evaluate DSC performance in CF-FM
bats is compensation magnitude. Compensation magnitude is
typically estimated as the percentage of the maximum frequency
reduction by a bat to the speed-induced or Doppler-effect-
induced change in resting frequency. Thus, a 100% (full)
compensation magnitude means that the CF echo frequency
received by the bat during flight, also referred to as reference
frequency, equals the CF resting frequency produced by a
stationary bat. It is widely reported that the reference frequency
of flying CF-FM bats is slightly higher than its resting frequency,
with a difference of ∼150–200 Hz in Rhinolophids and
P. parnellii (Schnitzler and Denzinger, 2011). This means that
CF-FM bats under-compensate for the Doppler effect and
actively maintain a small frequency offset. Thus, estimating the
compensation magnitude requires estimations of the resting
frequency and the flight speed. Although most studies quantify
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resting frequency as the average call frequency before bats
launch into flight (Schnitzler, 1973; Schoeppler et al., 2018),
some studies report the average call frequency measured in bats
after landing (Hiryu et al., 2008). In this study, we analyzed
resting frequency both before the bat took off and after the bat
landed on the platform (Figure 5A, R1 and R2 phases). Since
we did not measure the precise flight onset and offset time

with video, and the estimated flight speeds were estimated from
microphone array recordings, we took a conservative approach
and characterize the following phases: –2.5∼–1.5 s resting before
flying (R1), –1.2∼–0.2 s while flying (F), and 0.2∼1.2 s and
resting after flying (R2). Time 0 is the vocal landing time.
Another reason to exclude the data shortly before the landing
is that during this critical period the bat rotates its body and

FIGURE 5

Vocal behavior of Hipposideros pratti in the free flight and moving pendulum paradigms. (A) A detailed illustration of the DSC behavior of a
flying bat. For quantitative analyses, a flying trial was divided into three one-second sections: before flying (R1; –2.5∼–1.5 s), during flying (F,
–1.2∼–0.2 s), and after flying (R2; 0.2∼1.2 s). Time was referred to as the median of the landing time estimated by the vocal behavior when the
bat reached the maximum call rate, minimum call amplitude, and call duration (Figure 2B; see section “Materials and methods” for more details).
(B) A detailed illustration of the DSC behavior of a restrained bat on a moving pendulum. Similar to the flying trials, a pendulum trial was dived
into three sections: resting (R, –1∼0 s), Forward (FW) swing, and Backward (BW) swing. For the forward and backward swings, the start and end
times were adjusted by the vocal reaction time (delay) of the bat in each trial. Average call rate (C) and call frequency (E) of H. pratti before,
during, and after the approach flight at the individual and species levels. Average call rate (D) and call frequency (F) of Hipposideros pratti before
(resting), during the forward, and backward swings at the individual and species levels. (G) Correlations between the reference frequency and
two types of resting frequency (R1, before flying; R2, after flying), and a comparison of the offset frequency between R1 and R2 for the
free-flying bats. (H) Correlations between the reference frequency and resting frequency (before swing onset) and call frequency during the
backward swing, and a comparison of the offset frequency between resting and backward swing for the moving pendulum bats. The sample
size for the four individuals, i.e., the number of trials, ranged from 34 to 36 in the free flight experiment, and from 18 to 20 in the moving
pendulum experiment.
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head from a flight posture to upside-down posture. The bats
probably do not rely on the echoes from the microphone
wall for DSC during this manuever. Compensation precision
was estimated from the flying phase (F). Similar to other
bat species transported in a moving pendulum setup (Gaioni
et al., 1990; Boonman et al., 2020), there is a reaction time for
H. pratti in initiating the DSC. In the example trial shown in
Figure 5B, the reaction time was 0.195 s. We accounted for the
reaction time when defining the Resting (R), Forward (FW), and
Backward (BW) swing phases. DSC precision was quantified for
the forward swing.

The average call rate of freely flying H. pratti in the R1,
flying (F), and R2 phases are presented in Figure 5C; the
average call rate of pendulum-transported H. pratti in the R,
FW, and BW phases are presented in Figure 5D. All individuals
of H. pratti show the highest average call rate during the
flying (F) phase and the forward swing phase in the free-
flying experiment and the pendulum experiment, respectively
(Figures 5C,D). Similarly, all individuals of H. pratti emitted the
lowest call frequency during the flying (F) phase and the forward
swing phase of the free flight experiment and the pendulum
experiment, respectively (Figures 5E,F). Figures 5G,H show the
relationship between the reference frequency and the resting
frequencies. We found that for both experimental paradigms,
resting frequency estimated from the “post-flight” phase, i.e.,
after flying (R2) and during the backward swing (BW), showed
a more linear relationship with the reference frequency (Slope:
0.9 vs. 0.76; and 0.93 vs. 0.89). The offset frequency was larger
when estimated from the “post-flight” (R2 or BW) phase than
from the “pre-flight” (R1 or R) phase (Median: 100 vs. 174 Hz
and 188 vs. 272 Hz).

Next, we compared the maximum compensation magnitude
and compensation precision between the free flight and
moving pendulum paradigms (Figure 6). We found that
overall H. pratti in the free flight experiment had a slightly
higher compensation magnitude than in the moving pendulum
experiment (Figure 6A; Medians, 87.2 vs. 83.9%; Non-
parametric Rank-sum test, P < 0.05). This difference can
also be seen in the offset frequency that was about 100 Hz
larger in the moving pendulum experiment (Figures 5G,H).
However, H. pratti exhibited similar compensation precision
in both experimental paradigms (Figures 6B,C). The overall
median compensation precision of H. pratti was 0.27 and
0.27% (Figure 6B; Non-parametric Rank-sum test, P > 0.05),
which corresponding to variability (standard variation) in
echo frequency of 162 and 165 Hz, respectively (Figure 6C;
Non-parametric Rank-sum test, P > 0.05). As a reference,
the median variability of resting frequency before and after
flying phases of H. pratti in the free flight paradigm
was 118 Hz (Quartiles: 65 and 136 Hz) and 116 Hz
(Quartiles: 101 and 134 Hz); the median variability of
resting frequency before and during the backward swing
phases of H. pratti in the moving pendulum paradigm was

107 Hz (Quartiles: 67 and 128 Hz) and 149 Hz (Quartiles:
117 and 207 Hz).

Discussion

Compared to the greater horseshoe bats (R. ferrumequinum)
and mustached bats (P. parnellii), less research effort has been
devoted to quantifying DSC performance in Hipposiderid bats.
It was long believed that Hipposiderid bats are not able to adjust
CF call frequencies to accurately stabilize echo frequencies
(Schnitzler and Denzinger, 2011; Hiryu et al., 2016), a view that
has been refuted recently with data from H. armiger in flight
(Schoeppler et al., 2018; Zhang et al., 2019). These two recent
studies showed that H. armiger in flight shows an overall DSC
precision of 0.15∼0.17%, which is comparable to or only slightly
poorer than the 0.1∼0.2% compensation precision reported for
Horseshoe bats (R. ferrumequinum, R. euryale, R. rouxii) and
P. parnellii (Schnitzler and Denzinger, 2011; Zhang et al., 2019).
Our study reveals that H. pratti in flight exhibits an overall
compensation precision of 0.27%, or a 160 Hz standard variation
of the echo frequencies, supporting the emerging view that
Hipposiderid bats indeed feature a high-precision DSC system.

Studies of Rhinolophid bats suggest that there are no
differences in compensation precision among the species tested
in flight, and all featured a compensation precision of 0.1–
0.2% (Schnitzler and Denzinger, 2011). However, our data
suggest that the precision of the DSC system may be species-
specific within the same genus of Hipposiderid bats, with 0.27%
compensation precision of H. pratti, as reported in the current
study, compared with 0.15∼0.17% compensation precision
of H. armiger (Schoeppler et al., 2018; Zhang et al., 2019).
H. pratti emits CF echolocation signals that are approximately
12 kHz lower in frequency than H. armiger (Lu et al., 2020).
Because compensation precision is computed as the percentage
ratio of the standard deviation to the mean of the reference
frequency, the same value of standard deviation would result in
a larger estimate of DSC precision when the reference frequency
is lower. Can the 12 kHz difference between H. pratti and
H. armiger account for the observed DSC precision in these
two species? Simple math suggests that this is not the case.
The ∼12 kHz reference frequency difference can only account
for approximately 4% of the compensation precision differences
between species. The compensation precision, when measured
as a standard deviation around the reference frequency, is still
55 Hz more variable in H. pratti than in H. armiger. However,
a caveat in the precision estimate of H. pratti in the current
study concerns its flight speed. The study of DSC behavior
in flying bats is typically determined from synchronized high-
speed video recordings; however, in the current study, we
localized the flying bat and derived the instantaneous flight
speed using measurements taken with a microphone array. It
is known that acoustic localization of sound sources is less
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FIGURE 6

A comparison of the DSC performance of Hipposideros pratti between the free flight and moving pendulum paradigms. (A) Maximum
compensation magnitude in percentage. 100% indicates a full compensation for the flight speed induced echo frequency change due to the
Doppler effect based on the resting frequency before flying or pendulum swing onset. (B) DSC precision in percentage, which was the ratio
between the standard variation to the average of the echo frequencies during the forward swing. (C) DSC precision in kHz, which was the
standard variation of the echo frequencies during the forward swing. The sample size for the four individuals, i.e., the number of trials, ranged
from 34 to 36 in the free flight experiment, and from 18 to 20 in the moving pendulum experiment.

accurate than optical methods, with an error up to 5% of the
distance to the sound source for some bat species (Surlykke
and Kalko, 2008). Thus, our acoustic localization method adds
error in the estimation of the bat’s instantaneous position and
the computed flight speed, which affects the compensation
precision. Thus, in future work, it will be critical to measure
and compare the compensation precision of H. pratti with
more accurate localization systems, such as high-speed video,
to test whether the compensation precision is species-specific in
Hipposideros bats.

One unexpected result from the current study is that
H. pratti exhibited precise DSC behavior in the moving
pendulum experiment. Specifically, the overall compensation
precision in fourH. prattiwas 0.27%, ranging from 0.19 to 0.31%
across individual animals. The overall maximum compensation
magnitude of H. pratti was 83.9%, ranging from 72.3 to 92.6%

across individual animals. An overall compensation precision
of 0.27% is more precise than the overall 0.43% compensation
precision reported for P. parnellii in a moving pendulum
experiment (Lancaster et al., 1992). One reason for a relatively
large value of the compensation precision of P. parnellii in the
study by Lancaster et al. (1992) is that the authors may not have
corrected for the bat’s reaction time, as pointed out in a study
of P. parnellii tested with a moving pendulum setup (Gaioni
et al., 1990). The study by Gaioni et al. (1990), however, did
not report the compensation precision. In our study, we not
only corrected for the reaction time of the bat in each trial, but
also used an optimization method to search for the reaction
time that returned the highest compensation precision. Any
other methods, such as the one used by Gaioni et al. (1990), in
which reaction time was measured as the time delay between
the maximum pendulum speed and the lowest call frequency
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of the bat, would result in a lower compensation precision
than our method.

We found that H. pratti compensated for an overall 84%
of full frequency shifts in the moving pendulum experiment,
which is among the greatest compensation of bat species
tested on swinging pendulums. A previous study reported an
overall maximum compensation magnitude of 55 and 56%
in two other species of Hipposiderid bat, H. speoris and
H. bicolor, respectively in a moving pendulum experiment
(Habersetzer et al., 1984). P. parnellii was reported to
compensate for on average 80% of the Doppler-shifted echoes
(Gaioni et al., 1990). Boonman et al. (2020) found an
overall compensation magnitude generally below 80% for three
species of Horseshoe bat, R. ferrumequinum, R. blasii, and
R. hipposideros (Boonman et al., 2020). It is noteworthy that
R. rouxii was considered to show a “full compensation” in a
pendulum setup as this species’ echo frequency fell within a
±300 Hz window around the resting frequency, yet quantitative
measurements were not reported (Behrend and Schuller, 1999).
Playback experiments on R. ferrumequinum suggest that the
compensation magnitude of the DSC behavior can be affected
by several properties of returning echoes. R. ferrumequinum,
for example, exhibits a reduced compensation magnitude with
decreasing echo amplitude (Smotherman and Metzner, 2003)
and with increasing echo delay (Schuller, 1974). Moreover, a
higher rate of call emissions also leads to a higher compensation
magnitude in R. ferrumequinum (Schuller, 1986). In our study,
we placed a highly reflective wall at a short distance from the
pendulum, which returns high-amplitude echoes at short delays.
Bats also significantly increased call rate during the forward
swings, compared with both the resting phase and backward
swings (Figure 5D). Thus, this scenario of echo feedback
may have yielded favorable conditions to induce greater DSC
magnitude in H. pratti. Furthermore, we suggest that the
slightly higher average call rate of H. pratti in the free flight
experiment than in the moving pendulum experiment, as shown
in Figures 5C,D, may also account for the 3% higher maximum
compensation magnitude in the freely flying bats (Figure 6A).

To conclude, we have shown that a moving pendulum setup
offers a suitable experimental paradigm to investigate the DSC
performance of H. pratti, and this method offers advantages
for concurrent neurophysiological recordings of behaving bats.
Our data support the emerging view that Hipposiderid bats
have a high-precision DSC system. Methodological inaccuracy
in estimating the reaction time that is required to evaluate
the DSC performance of bats in pendulum experiments may
partially account for an underestimated compensation precision
reported in previous studies. It is noteworthy that H. pratti in the
moving pendulum and free flight experiment exhibited similar
DSC performance, but did not show consistent audiovocal
adjustments in the playback experiment. Nevertheless, it should
be noted that the DSC behavior of bats in the moving pendulum
experiment differs from behavior in the free flight experiment

in several critical aspects, including (1) there is a clear reaction
time of bats in the moving pendulum experiment, but not in
the free flight experiment; (2) the average call rate of H. pratti is
significantly lower in the pendulum experiment than in the free
flight experiment, across the resting phases and flying phase; (3)
while DSC behavior is accompanied by adjustments of several
other signal parameters, such as call amplitude and duration in
the free flight experiment, linked vocal adjustments are largely
lacking in the moving pendulum experiment. What factors
cause these differences will be the subject of future studies.

Materials and methods

Animals

In each of three experiments, four adult H. pratti were tested
for DSC. The sex of the animals were two males and two females
for the free flight experiment, four males for the pendulum
experiment, and two males and two females for the playback
experiment. Yet, we did not specifically select the sex of the
animals in either experiment. All bats were wild-caught with
hand nets during the daytime in a cave of Xianning City, Hubei
province, China. Bats were housed in social groups of two to five,
in custom-made metal cages (40 cm × 40 cm × 40 cm), placed
in a room with a regulated air temperature of around 24◦C,
relative humidity of around 60%, and a reversed light regime
of 12 h darkness and 12 h light. Bats had ad libitum access to
water and food. Capture, housing, and behavioral studies were
approved by the Institutional Animal Care and Use Committee
of the Central China Normal University.

Experimental setups

All three experiments were conducted in the same test room
(6.5 m × 5 m × 2.3 m, length × width × height). The walls
and ceiling of the room were covered with acoustic foam of an
8 cm thickness, and the floor was covered with nylon blankets
to reduce the echo reflections. In the free flight experiment
(Figure 1B), a landing grid (20 cm × 20 cm) hung about
0.9 m from the ceiling at approximately 0.8 m distance from a
wall equipped with a microphone array. The microphone array
contained nine broadband ultrasound microphones (NEUmic,
Ultra Sound Advice, United Kingdom) that were configurated
into a “+” shape. All microphones were fixed toward the
opposite wall in the direction of the approaching bat and
the microphone-to-microphone distance was approximately
0.5 m. Note, the exact three-dimensional (3D) position of each
microphone was accurately determined with a 1 cm precision
at least with a ruler (1 mm precision) for reconstructing the
flight path of the vocalizing bat. For each trial, the bat was
released from a raised hand of an experimenter from a position
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close to the pendulum (see below) and flew approximately 4 m
to land on the suspended grid. Although all four H. pratti
participating in the flying experiment learned to perform the
landing task after approximately 1 month of training, data
collection for this experiment only started after bats have been
trained for approximately 2 months. Training generally took
place 5–6 days per week.

For the moving pendulum experiment, a pendulum
(Figure 1C) was attached to the ceiling close to the wall opposite
the microphone array. The pendulum, with an arm length of
1.75 m, was located at 1.6, 2.5, and 2.1 m to the back, left
and right wall, and 0.6 m above the floor of the test room,
when hanging freely. A reflective wooden board was placed
1.5 m in front of the free-hanging pendulum to return high-
intensity echoes to the bat at short delays. The pendulum
consisted of a bat holder to restrain the body, but allowed free
movement of the head of H. pratti. The bat holder was made
of metal frames filled with foam in which H. pratti maintained
a crawling posture. In front of the bat nose, at a distance
of 7 cm, a miniature microphone (Custom made, based on
SPU0410LR5H, Knowles Corporation, Itasca, IL, United States)
was attached to the bat holder frame with an “L” shaped metal
bar. Thus, the microphone swung together with the bat in
the pendulum and recorded emitted calls without the Doppler
effect. Two illuminated colored LEDs separated by 15.3 cm
were fixed to one side of the bat holder to facilitate video
tracking of the bat’s position during the swings by a video
camera (1920 × 1080 quality at a100 frame rate; Model FDR-
AX700, SONY, Japan). The pendulum was pulled toward the
back wall and attached to an electromagnetic switch before the
start of each trial. The pendulum movement was started by
cutting off the power of the magnetic switch. Video recording
and microphone recording were synchronized through a third
LED that was lighted by a voltage signal output from an audio
interface (see section “Sound recording”). The same voltage
signal was recorded by a microphone channel via a shortcut
cable, while the camera detected the LED signal. The accuracy of
the synchronization was ∼10 ms, which was constrained by the
much lower sampling rate of the camera (100 Hz), compared to
the sampling rate of sound recording (192 kHz).

During the playback experiment, an H. pratti hung freely
on an elevated (2 m) platform attached to a tripod standing
on the floor (Figure 1D). The playback setup consisted
of a measurement microphone (7016, 1/4-inch Condenser
microphone, ACO Pacific, Belmont, CA, United States; with
protection grid on) and an ultrasound loudspeaker (Vifa, Avisoft
Bioacoustics, Berlin, Germany), which were placed at a 20
and 15 cm distance, respectively, in front of the bat, with
the loudspeaker about 15◦ off the midline. Hanging H. pratti
produced echolocation calls spontaneously in the setup and
received frequency-shifted echo simulating objects at a short
delay of ∼4 ms, including 0.6 ms delay for signal processing,
1 ms delay for signal transmissions, and 2 ms digital delay

introduced by the experimenter. In this study, we tested bats
with three frequency shift sizes of 0, 700, and –700 Hz. A 700 Hz
positive frequency shift would be experienced by H. pratti flying
at a speed of 2 m/s. Similar to other Hipposiderid bats, flying
H. pratti lower their call frequency to compensate for a positive
frequency shift (Figure 2B, bottom panel). The amplitude of
the echo playbacks was approximately 15 dB weaker than the
emitted call, with the maximum peak amplitude of the echo
playback at approximately 90 dB SPL. Note, in addition to
the echo playbacks, H. pratti also received echoes from nearby
physical objects, such as the microphone, the loudspeaker, and
the floor and walls. A detailed description of the playback setup
has been described in a study of H. armiger (Under review).

Sound recording

In both the flying and pendulum experiments, echolocation
calls of H. pratti were recorded, amplified, and digitized
before being saved to the hard drive of a desktop computer.
In the flying bat experiment, the microphone signal was
amplitude by its internal amplifier (i.e., NEUmic); in the
pendulum experiment, the microphone signal was amplified by
the audio interface amplifier (Fireface 802, RME, Germany).
The same audio interface was used to convert analog
microphone signals into digital signals at a sampling rate
of 192 kHz. Setups were controlled through custom-written
programs with SoundMexPro toolbox (Hoertech, Germany)
in MATLAB (R2018b, MathWorks, United States). For the
playback experiment, echolocation calls were recorded and
simulated echoes were played at a sampling rate of 1 MHz with
custom-written LabVIEW programs with FPGA chips (PXIe-
7858R, National Instruments, Austin, TX, United States).

Data analysis

Sound analysis
Echolocation calls were batch-processed with custom-

written scripts in MATLAB. The analysis scripts were created
and tested in an earlier study (Lu et al., 2020). Before signal
parameter estimation, sound recordings were bandpass filtered
(“filtfilt” function) with 4th order Butterworth filter to keep
the dominant second harmonic only. The filtered recording
was rectified and smoothed (“smooth” function, with 25
points window size), from which background noise floor was
estimated. Subsequently, the amplitude threshold for detecting
calls was set 2–4 times of this noise floor based on the signal-to-
noise (SNR) of the calls. For each identified call, we estimated a
set of acoustic parameters, including the peak CF (call frequency
of the maximum energy), peak call amplitude, call duration,
and inter-pulse-interval (IPI), which are relevant to the current
study. Peak CF was measured from an FFT size of 8,192,
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resulting in a frequency resolution of 23.4 Hz. Call duration
was defined as the time difference between call onset and offset,
which were both measured as the time points of –30 dB below
the maximum call amplitude. IPI was defined as the time
difference between the onset of two consecutive calls. Quality
of sound analysis was manually checked for randomly selected
recordings as a routine by displaying the waveform, power
spectrum, and spectrogram graphically. Particular attention has
also been paid to calls of low SNR such as those from the final
phase of approaching the landing platform (Figure 2B). Manual
checking confirmed the high quality of sound analysis. For the
free flight experiment where an array of microphones was used,
signal parameters were measured from the center microphone
(Figure 1B) that had the best SNR.

Flight speed
We reconstructed the 3D position of the flying bats at

the time of call emission with the microphone array. The 3D
location was determined by the triangulation method using the
time-of-arrival differences (TOAD) between the microphones.
TOADs were computed by cross-correlating the isolated FM
component of the dominant 2nd harmonic of the call, as the
existence of the CF component seriously affects the accuracy.
The FM component was isolated by filtering out the CF
component with an elliptic filter (“ellip” function) with the
cutoff frequency set to 3 kHz below the peak CF of the call. We
only reconstructed the 3D position of the bat when the FM target
signal of enough SNR (>12 dB) can be found in at least five
recording channels. After reconstructing the 3D position of the
bat, we applied a cubic smoothing spline (“csaps” function, with
p set to 0.99) for each of the x-, y-, and z-axis data to avoid abrupt
position jumping due to limited positioning accuracy. From
the smoothed flight trajectory (Figure 1B), we estimated the
instantaneous flight speed of the bat. As suggested by previous
studies, the 3D position from the acoustic localization method
may cause up to 10 cm position error in some extreme cases
(Surlykke and Kalko, 2008; Surlykke et al., 2009). We found
that positioning error particularly affects flight speed estimation
when the bat is accelerating and deaccelerating which occurs at
the beginning and end of a flight trial. Furthermore, we did not
measure the actual landing time when bat touched the landing
grid. Hence, we considered the flight speeds at the begging
and end of a flight trial inaccurate and did not use them for
further analysis.

Pendulum speed
We tracked the two-dimensional (2D) position of the two

illuminated LEDs fixed to the side of the pendulum holder
during the swings with custom-written scripts in MATLAB.
The central positions of the two LEDs were located and their
distance in pixel was measured for each frame. Because the
physical distance between the two LEDs was fixed (15.3 cm), a
change in the pixel distance signifies distortions of the camera

lens. We computed the 2D positions of the LED after correcting
camera lens distortion. The mid-point of the two LEDs was
used to represent the pendulum, from which we estimated
the pendulum speed.

Doppler shift compensation performance
We evaluated the DSC performance of H. pratti in the free

flight and moving pendulum experiments quantitatively, but
did not perform a detailed analysis of audiovocal adjustments
in the playback experiment. This was because in the playback
experiment H. pratti exhibited bidirectional adjustments of
call frequency and the frequency adjustments were highly
variable across the perturbations (Figures 4H,L), which were
not consistent with DSC of call emissions to stabilize echo
frequency. For each trial of the free flight experiment, we first
located the “vocal” landing time which was defined as the time
when H. pratti reached the maximum call rate, minimum call
amplitude, or minimum call duration. Using the median of
these landing time estimates as a reference, we evaluated DSC
performance for the flight period of –1.2∼–0.2 s (Figure 5A).
For the moving pendulum experiment, DSC performance
was evaluated for the forward swing of the first cycle after
correcting for the reaction time (Figure 5B). DSD performance
was evaluated by two parameters, maximum compensation
in percentage and DSC precision. Maximum compensation
referred to the percentage ratio of the maximum frequency
change in flight or in the forward swing (Figures 5A,B, red
circles) to the expected Doppler effect. Compensation precision
referred to the percentage ratio of the standard deviation to the
mean of the reference frequency (echo frequency).

To calculate the emitted frequency of the bat during flight,
we used the following equation:

|Fs = Fm + (c− vb)/c.

where
∣∣Fm is the signal frequency recorded by the ground

microphone, |vb is the flight speed of the bat relative to the
wall directly to its front (i.e., the microphone wall), c is sound
speed in air (343 m/s). Thus, we assumed that the flying bat
performed the DSC using echoes from the microphone wall.
This assumption was probably not valid during the final landing
period when the bat rotates its body and head from a flight
posture to a hanging posture, which was one of the reasons we
excluded data from the landing maneuver in the DSC analyses
(see Figure 5A).

From the emitted frequency, we further calculate the echo
frequencies received by H. pratti during flight and in moving
pendulum with the following equation:∣∣Fecho = Fs + Fs × 2× vb/c

Both equations were originally used Schnitzler (1973) and
are commonly used for analyzing the call frequency of CF-
FM bats (Schnitzler and Denzinger, 2011; Hiryu et al., 2016).
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Statistical analysis
Statistical analyses were conducted to compare the DSC

performance of H. pratti between the free flight and moving
pendulum experiments, with the Statistical and Machine
Learning toolbox of MATLAB. For all statistical tests, we
used the non-parametric Wilcoxon signed-rank test (“ranksum”
function) and Wilcoxon rank-sum test (“ranksum” function)
test the difference between the medians for paired and non-
paired comparisons respectively. A P-value of 0.05 was adopted
to indicate a statistical significance. Statistical analyses were
based on a total of 142 trials from four H. pratti in the free
flight experiment, ranging from 34 to 36 trials across individual
animals, and a total of 75 trials from four H. pratti in the
moving pendulum experiment, ranging from 18 to 20 trials
across individual animals. The total calls involved in the moving
pendulum and free flight experiments were 33, 480 and 17, 074.
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Recent technological advances greatly improved the possibility to study freely

behaving animals in natural conditions. However, many systems still rely on

animal-mounted devices, which can already bias behavioral observations.

Alternatively, animal behaviors can be detected and tracked in recordings of

stationary sensors, e.g., video cameras. While these approaches circumvent

the influence of animal-mounted devices, identification of individuals is much

more challenging. We take advantage of the individual-specific electric fields

electric fish generate by discharging their electric organ (EOD) to record and

track their movement and communication behaviors without interfering with

the animals themselves. EODs of complete groups of fish can be recordedwith

electrode arrays submerged in the water and then be tracked for individual

fish. Here, we present an improved algorithm for tracking electric signals of

wave-type electric fish. Our algorithm benefits from combining and refining

previous approaches of tracking individual specific EOD frequencies and spatial

electric field properties. In this process, the similarity of signal pairs in extended

data windows determines their tracking order, making the algorithm more

robust against detection losses and intersections.We quantify the performance

of the algorithm and show its application for a data set recorded with an

array of 64 electrodes distributed over a 12m2 section of a stream in the

Llanos, Colombia, where we managed, for the first time, to track Apteronotus

leptorhynchus over many days. These technological advances make electric

fish a uniquemodel system for a detailed analysis of social and communication

behaviors, with strong implications for our research on sensory coding.
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1. Introduction

Unraveling causal factors driving various animal behaviors

in experimental and in particular in observational studies is

challenging, since most behaviors result from an integration

of a broad range of social and environmental stimuli, internal

states, and past experiences (Chapman et al., 1995; Sapolsky,

2005; Boon et al., 2007; Markham et al., 2015). In laboratory

studies, environments and contexts are systematically simplified

in order to minimize the number of potential factors influencing

behaviors (e.g., Bastian et al., 2001; Pantoni et al., 2020).

Such studies are tailored to specific behaviors and well-defined

contexts. However, behaviors in such constrained settings often

deviate from behaviors in natural environments and thus have

to be interpreted with care (Cheney et al., 1995; Rendall et al.,

1999; Henninger et al., 2018). To discover behavioral traits of

interest in the first place, field studies or laboratory experiments

with complex, more naturalistic designs are needed. Recent

technological advances in remote recording techniques, tags,

and data loggers, as well as advances in data analysis, facilitate

the collection and evaluation of comprehensive and viable

data in naturalistic settings with freely moving and interacting

animals (Dell et al., 2014; Hughey et al., 2018; Mathis et al.,

2018; Jolles, 2021). These new big-data approaches open up

new opportunities in behavioral research in that they potentially

allow to quantitatively study animal behaviors in more complex

and naturalistic settings (Gomez-Marin et al., 2014; Egnor and

Branson, 2016).

A suitable recording technique can be selected from a

large variety of available devices and sensors to match the

requirements imposed by the model species, environmental

conditions, and the scientific question (Hughey et al., 2018). This

allows for studying various aspects of animal behaviors across

species (e.g., Nagy et al., 2010; Robinson et al., 2012; Strandburg-

Peshkin et al., 2015, 2018). A commonly used technique to study

animals in their natural habitats is the utilization of animal

mounted bio-loggers, e.g., small devices equipped with different

sensors like GPS-trackers or microphones (Nagy et al., 2010;

Strandburg-Peshkin et al., 2017; Hughey et al., 2018). However,

bio-loggers require frequent animal handling and animals are

required to carry devices, both inducing a potential bias (Saraux

et al., 2011). Furthermore, bio-loggers might miss relevant

information, since not all interacting animals might be equipped

with a logger (e.g., Strandburg-Peshkin et al., 2019), signal

detection range is limited, or data is recorded discontinuously to

extend the overall recording period (Strandburg-Peshkin et al.,

2017; Hughey et al., 2018).

Alternatively, behaving animals can be tracked by means of

remote sensing devices (Kühl and Burghardt, 2013; Theriault

et al., 2014; Henninger et al., 2018, 2020; Hughey et al., 2018;

Torney et al., 2018; Raab et al., 2019; Aspillaga et al., 2021).

In this approach, recorded signals can originate from small

micro-transmitters that get affixed to animals (e.g., acoustic

telemetry system for fish: Aspillaga et al., 2021) or from the

animals themselves (photography, video recordings: Sherley

et al., 2010; Lahiri et al., 2011; Theriault et al., 2014; Nourizonoz

et al., 2020; ultrasound vocalizations: Surlykke and Kalko, 2008;

Seibert et al., 2013; Hügel et al., 2017; electric signals: Henninger

et al., 2018; Raab et al., 2019; Fortune et al., 2020). These

methods benefit from minimal interference with the animals

themselves. On the other hand, covering large observation areas

is costly. Also, tracking animal identities can be quite challenging

and requires sophisticated and computationally demanding

pre-processing of the data (Lahiri et al., 2011; Kühl and

Burghardt, 2013; Hughey et al., 2018; Henninger et al., 2020).

Here, specific animal biometrics, certain aspects of an animal’s

appearance or signaling properties, have been shown to allow

for individual identification and tracking (Kühl and Burghardt,

2013). However, in order to enable reliable tracking, selected

animal biometrics need to be displayed universally throughout

the study population whilst showing sufficient variation between

single individuals (i.e., biometric profiles that allow for reliable

individual identification). If individuals do not have specific

invariant characteristics, like, for example, the stripes of a

zebra (Lahiri et al., 2011), then tracking algorithms need to

handle temporally changing biometric profiles that often overlap

in their characteristics (e.g., spatial position and orientation,

Madhav et al., 2018).

Electric fish are particularly well-suited for being tracked

in the laboratory and in their natural habitats based on

remote sensing (Jun et al., 2013; Henninger et al., 2018;

Madhav et al., 2018; Raab et al., 2019; Fortune et al., 2020).

These fish are capable of producing an electric field through

discharges of an electric organ (EOD, Turner et al., 2007) used

for electrolocation (Fotowat et al., 2013) and communication

(Albert and Crampton, 2005; Smith, 2013; Benda, 2020). The

EODs of many electric fish can be recorded by means of an

array of submerged electrodes without the need to catch and

tag the fish (Henninger et al., 2018). From these recordings,

electric signals of individual fish have to be identified and tracked

over time. Dependent on electric fish species, EODs are either

emitted in short and discrete pulses (pulse-type electric fish;

Hagedorn, 1988; Albert and Crampton, 2005; Smith, 2013) or

in a sinosoidal fashion (wave-type electric fish; Moortgat et al.,

1998). For pulse-type electric fish, tracking individual EODs is

rather challenging, since signal features largely overlap between

individual fish, i.e., EOD frequencies are highly variable and

context dependent (Hagedorn, 1988). In order to, nevertheless,

track electric behaviors of pulse-type fish, additional spatio-

tempoal tracking using video recordings and elaborate machine-

learning approaches are usually required (Jun et al., 2013;

Pedraja et al., 2021). In wave-type electric fish, however, the

frequency of EODs is individual specific and remarkably stable

over minutes to hours (Moortgat et al., 1998), providing a

characteristic biometric cue which facilitates individual signal

tracking. Previous tracking approaches were either based on
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EOD frequency (Henninger et al., 2020) or on spatial electric

field properties that can be reconstructed from signal powers

across recording electrodes (Madhav et al., 2018). However,

both signal features are sensitive to temporal changes. The

latter, spatial electric field properties, depends on the fish’s

spatial position and orientation. The former, EOD frequency,

is sensitive to temperature changes (Dunlap et al., 2000) and

is actively modulated for electrocommunication (Smith, 2013).

Accordingly, both tracking features might fail when fish are

close by, either in their EOD frequency or spatially, especially

in recordings of electric fish in high densities.

In the following, we describe and evaluate an improved

tracking algorithm for wave-type electric fish recorded with

electrode arrays. By combining, refining, and extending previous

approaches, our algorithm is capable of tracking EODs of

individual fish with unprecedented accuracy, i.e., tracking errors

occur less often in complex tracking scenarios (e.g., when EOD

frequency traces cross each other, Figure 5) which tremendously

reduces required post-processing time to manually correct

flawed connections. Since both movement behaviors (Madhav

et al., 2018; Henninger et al., 2020) and communication

(Smith, 2013; Henninger et al., 2018; Fortune et al., 2020)

can be analyzed based on EOD recordings, our algorithm is

a fundamental advancement for a wide range of behavioral

studies on freely moving and interacting electric fish (Raab et al.,

2019, 2021). Finally, we demonstrate the performance of our

tracking algorithm on recordings of Apteronotus leptorhynchus

taken with an array of 64 electrodes in a stream in the Llanos in

Colombia.

2. Materials and equipment

2.1. Data acquisition

EODs of freely swimming fish were recorded with arrays of

monopolar electrodes at low-noise buffer headstages (1×gain,

10 × 5 × 5mm3, Figure 1B) arranged in grid-like structures

(Figures 1A,C,E). Electric signals are amplified (100×gain,

100Hz high-pass filter, 10 kHz low-pass), digitized at 20 kHz

with 16 bit resolution, and stored on external data storage

devices for later offline analysis. The custom-built recording

systems (npi-electronics GmbH, Tamm, Germany) were

powered by car batteries (12V, 80Ah). Various configurations

of the electrode arrays have been successfully used to record

populations of electric fish in the wild (Henninger et al.,

2018, 2020, unpublished field-trips: Colombia 2016, 2019,

Figures 1A,C,D), as well as in the laboratory (Raab et al., 2019,

2021, Figures 1E,F). The first 64-channel amplifier system

required an external computer with two data acquisition

boards (PCI-6259, National Instruments, Austin, Texas, USA)

for digitizing and storing the data (Henninger et al., 2018,

2020, Colombia 2016). For this first setup, data acquisition

was controlled by a C++ software (https://github.com/

bendalab/fishgrid). For the 2019 recordings in Colombia we

used a modular 16-channel system based on a Raspberry

Pi 3B (Raspberry Pi Foundation, UK) that stores the data

digitized by an USB data acquisition board (USB-1608GX,

Measurement Computing, Norton, MA, USA) on an 256GB

USB stick controlled by python software (https://whale.am28.

uni-tuebingen.de/git/raab/Rasp_grid.git) (Figure 1A).

2.2. Spectrograms

EODs of individual fish are identified and extracted from

the electric recordings based on their EOD frequency and

respective harmonic structure (Figure 2C). For each electrode

we compute power spectral densities (PSDs) of overlapping

data snippets shifted by 1t≈ 300ms (Figure 2A). The size

of fast Fourier transform (FFT) windows was set to nfft =

215 ≈ 1.64 s (e.g., Raab et al., 2021) or nfft = 216 ≈

3.28 s (e.g., Raab et al., 2019; field recordings displayed in

Figure 9) to result in frequency resolutions of 0.6 and 0.3Hz,

respectively, needed to resolve EOD frequencies in high

fish densities.

2.3. Extraction of EOD frequencies and
feature vector

In order to detect EOD frequencies of all recorded

fish, for each time point ti PSDs from all electrodes

were summed up (Figure 2B). The summed PSDs were

transformed to decibel levels, L(f ) = 10 log10(P(f )/P0),

relative to a power of P0 = 1mV2/Hz. In these logarithmic

power spectra, peaks were detected (Todd and Andrews,

1999) and groups of harmonics were assigned to their

corresponding fundamental frequencies (Figure 2C). See

Henninger et al. (2020) and the harmonics.py module in the

thunderfish package (https://github.com/bendalab/thunderfish)

for details.

Harmonic groups were extracted from the summed power

spectra in order to save computing time. Extracting fundamental

frequencies from each of n electrodes separately would take n-

times longer, but might be more advantageous for separating

distant fish that are close by in EOD frequency. We are therefore

working on improving the performance of the harmonic-group

extraction. The tracking algorithm described in the Section 3 is

independent of whether fundamental frequencies were obtained

from the individual spectra or the summed one.

For each time point ti and each signal indexed by k, a feature

vector

EXki = (fki , Lki (1), ..., Lki (n)) (1)

is assembled that includes the fundamental EOD frequency, fki ,

and the corresponding logarithmic powers, Lki (x), in the PSDs
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FIGURE 1

Recording systems, electrode arrangements, and corresponding signals of recorded electric fish. (A) Two of the Raspbery Pi-based 16-channel

amplifiers and recorders used for an array with 32 electrodes. (B) Monopolar stainless-steel electrode on headstage used for recordings in the

field and laboratory experiments (after Henninger, 2015). (C) Recording setup used to record a population of A. leptorhynchus in the Rio

Rubiano, Colombia, in 2016. Sixty-four electrodes were mounted on PVC-tubes and arranged in an 8× 8 grid covering an area of 3.5× 3.5m2.

(D) Snapshot of the electric signals recorded with the setup shown in (C). The top left panel corresponds to the most upstream electrode

mounted on the tube closest to the river bank. (E) Recording setup used to record electric signals of pairs of A. leptorhynchus during

competitions in a laboratory experiment (Raab et al., 2021). Fifteen electrodes were uniformly distributed at the bottom of the aquarium and one

electrode was placed in the central tube the fish compete for. (F) Snapshot of electric signals recorded during the competition experiment

shown in (E). The signal framed in gray is from the central electrode located in the optimal tube. The EOD waveform shows the characteristic

shoulder that is generic for EODs of A. leptorhynchus.

of all n recording electrodes x. Based on this feature vector the

individual fish are tracked as described in the followingmethods.

3. Methods

In the following we present an algorithm for tracking wave-

type electric fish in electrode-array recordings. The algorithm

merges and extends two complementary approaches that are

based on EOD frequency (Henninger et al., 2018, 2020) or on

primarily the spatial distribution of signal powers (Madhav et al.,

2018). We then test the performance of the tracking algorithm

against manually tracked data. Open-source Python scripts for

tracking and post-processing of analyzed data can be obtained

from https://github.com/bendalab/wavetracker.

3.1. Algorithm for tracking wave-type
electric fish

Both EOD frequency and the spatial distribution of EOD

power across electrodes change with time and potentially

overlap between fish. EOD frequencies can be actively altered

in the context of communication (Smith, 2013; Benda, 2020)

and the signal powers across electrodes change with the fish’s

motion (Madhav et al., 2018). This variability and potential

overlap in signal features challenges reliable tracking, especially

in recordings with many fish.

Furthermore, the existing algorithms track

signals in the order of their temporal detection,

i.e., signals detected in consecutive time steps are

directly assigned to already tracked EOD frequency
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FIGURE 2

EOD frequency extraction from recordings with an electrode array. As an example, a 3min snippet of a recording with the 8× 8 array from Rio

Rubiano, Colombia, taken during the day of April 10th, 2016 is shown. (A) Spectrograms from three di�erent electrodes. Warmer colors

represent increased power in respective frequencies. EOD frequencies of individual A. leptorhynchus remain rather stable, except during

electrocommunication (e.g., EOD frequency trace starting at ∼ 917Hz). A non-logarithmic PSD extracted at time 50 s indicated by the dotted

line is shown at the side of each panel. (B) The summed up spectrogram over all electrodes contains distinct traces from many di�erent fish. (C)

Peaks are detected in the summed up power spectra that are then clustered into frequency groups of a fundamental frequency and at least two

of its harmonics, corresponding to a specific fish (Henninger et al., 2020). Fundamental EOD frequencies, their corresponding powers in each

electrode and their detection times are stored for subsequent tracking.

traces (Madhav et al., 2018; Henninger et al., 2020).

Potentially this leads to tracking errors, because even with

the utilization of an electrode array, EODs of freely moving

and interacting electric fish are rarely detected continuously,

i.e., consecutively in subsequent time steps. Low signal-to-noise

ratios, resulting from large distances between fish and recording

electrodes or objects like rocks or logs distorting or even

blocking electric fields, frequently lead to detection losses.

When multiple fish with similar EOD frequencies are recorded

simultaneously, EOD frequency traces can potentially cross each

other (e.g., in the context of emitted communication signals,

Benda, 2020). It is in these occasions in particular, that detection

losses frequently result in tracking errors.

In order to improve on these issues, we developed a

tracking algorithm which, first, is based on feature vectors that

include both EOD frequency and signal power across electrodes

(Figure 3) and, second, is less constrained by the temporal

sequence of detected signals (Figure 5).
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FIGURE 3

Frequency and field errors. (A) Summed spectrogram of a 30 s long part of the recording shown in Figure 2B. For each electric fish signal,

potential connection partners are limited by a time di�erence threshold, 1tthresh = 10 s, and a frequency di�erence threshold, 1fthresh = 2.5Hz.

For a given signal α with EOD frequency fαi at time step i (dark blue dot), potential connection candidates β at di�erent times j (light blue dots)

need to be within these thresholds (box), whereas signals beyond these thresholds (black dots) are not considered. (B) Absolute frequency

di�erences, 1f Equation (2), are mapped (red lines) to frequency errors, εf , using a logistic function, Equation (4) (line), favoring small frequency

di�erences. (C) The field error as the second tracking parameter is based on spatial profiles, Equation (5), of signal powers over all electrodes

(black dots). The field di�erence, 1S, is computed as the Euclidean distance, Equation (6), between the spatial profiles, Equation (5), of potential

signal pairs (columns). With decreasing similarity (columns left to right) the field di�erence increases. Displayed signal pairs (columns) were

selected to illustrate the full range of possible field di�erences and are unrelated to (A). Spatial profiles were interpolated with a gaussian-kernel

for illustrative purposes. (D) To obtain normalized field errors, εS, in a range similar to the one of the frequency errors, εf , each field di�erence is

set into perspective to a representative cumulative distribution [Equation (7), black line] of field di�erences obtained by collecting all potential

field di�erences of a manually selected 30 s window in the recording. The cumulative distribution of potential field di�erences is computed only

once per recording for a 30 s window where fish are active (night time). This way we incorporate a broad distribution of possible field di�erences

when determining field errors. The examples from (C) are marked by respectively colored dots.

3.1.1. Distance measure

We start out with extracting feature vectors EXki , Equation

(1), containing an EOD frequency, fki , and its powers, Lki (x), on

all electrodes x, for all signals k and each time step i. In a first step

the distance between all pairs of feature vectors, EXαi and EXβj , of

signals α and β at times i 6= j are quantified. Only pairs within

a time difference of |tj − ti| ≤ 1tthresh = 10 s and a maximum

difference

1fαi,βj = |fαi − fβj | (2)

≤ 1fthresh = 2.5Hz between the two EOD frequencies of the

feature vectors are considered (Figure 3A).
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The distance between the two signals αi and βj

εαi,βj =
1

3
εf +

2

3
εS (3)

is computed as a weighted sum of the frequency error, εf , and the

field error, εS. Both errors range from 0 to 1 and are explained

in the following sections. The field error gets twice the weight

of the frequency error, because tracking issues usually arise in

spite of low frequency errors. Nevertheless, the frequency error

remains a relevant tracking feature, especially when fish are in

close proximity resulting in low field errors.

3.1.2. Frequency error

The frequency error is based on the difference in EOD

frequencies, Equation (2) and has been used previously to

track signals of electric fish (Henninger et al., 2018, 2020). We

transform the EOD frequency difference, Equation (2), into the

frequency error

εf (1f ) =
1

1+ e
−

1f−f0
df

(4)

via a logistic function, that maps the EOD frequency difference,

1f , onto the interval from zero to one. The turning point of the

logistic function at f0 = 0.35Hz and the corresponding inverse

slope, df = 0.08Hz ensure a maximum frequency error already

at small EOD frequency differences of about 0.8Hz (Figure 3B).

This transformation mitigates very small frequency differences

and equalizes larger frequency differences in the assessment of

whether two signals α and β originate from the same or different

fish.

3.1.3. Field error

EOD frequency traces of electric fish occasionally cross

each other, e.g., when individuals actively alter their EOD

frequency in the context of communication (e.g., Zupanc, 2002;

Triefenbach and Zakon, 2008; Raab et al., 2021, Figure 3A). In

these situations, frequency as a tracking feature fails. This is

where the spatial properties of a signal, i.e., signal powers across

recording electrodes that reflect the position and orientation of a

fish, come into play (Madhav et al., 2018, Figure 3C). The signal

powers, Lki (x), are rescaled to the spatial profile

Ski (x) =
Lki (x)−min

x
Lki (x)

max
x

Lki (x)−min
x

Lki (x)
, (5)

ranging between 0 and 1, for the smallest and largest power of

that signal, respectively.

FIGURE 4

Distance cube containing all distances, εα,β Equation (3), for

possible signal pairs α and β within the current tracking window.

Each layer, referring to a time step i, contains the distances

between all signals αi detected at this time and their potential

signal partners βj detected maximally 10 s after signal αi (1I

time-steps after i). Distances in gray layers correspond to signal

pairs where one signal partner could potentially have a smaller

distance to a signal outside the error cube. Only connections

based on the distances in the central black layers can be

assumed to be valid, since all potential connections of both

signal partners are within the error cube. Connections

established for the black layers are assigned to signal traces

obtained in previous tracking steps in a second step.

The field difference 1S, i.e., the difference between the

spatial profiles of two signals α and β at times i and j, is

computed as their Euclidean distance according to

1Sαi,βj =

√

√

√

√

n
∑

x=1

(Sαi (x)− Sβj (x))
2 (6)

However, the magnitude of this difference depends on

the configuration of the electrode array, especially on the

number of recording electrodes. To obtain field errors, εS, that

are independent of electrode configuration, we map the field

differences through a cumulative distribution of field differences

extracted from a manually selected and representative 30 s

window:

εS(1Sαi,βj ) =

∫ 1Sαi ,βj

0
p(1S) d1S (7)

The distribution of field differences, p(1S), is estimated from

the field differences between potential signal pair (1ti,j ≤ ± 10 s,

any frequency difference) within a 30 s data snippet where fish

can be assumed to be active, i.e., during night time (Figure 3D).

This way we incorporate a broad distribution of possible field

differences when determining field errors.

3.1.4. Tracking within a data window

Now that we have a quantification for the distance ε,

Equation (3), between to signals we can proceed with the
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actual tracking algorithm. Based on the distances, the algorithm

decides which signal pairs belong together in order to track

individual fish throughout a recording. Computing the distances

between all pairs of signals of a recording at once, however, is

not feasible. Instead we break down the tracking into tracking

windows of 30 s at a time (Figure 5). Within these tracking

windows, we first compute the distances, ε, between each

potential signal pair αi and βj and store them in a three-

dimensional distance cube, where the first two dimensions refer

to signals αi and βj and the third dimension to the time steps i

where signals αi have been detected (Figure 4). Accordingly, we

have different numbers of signals αi for each time step i and,

consequently, the number of elements in the second dimension,

referring to signals βj from all time steps j > i is also variable.

Note that, each signal considered in the distance cube is only

referred to as α once, but potentially multiple times as β . For

example, a signal that is referred to as βj = βi+1 in the first layer

of the distance cube (see Figure 4) is referred to as αi+1 in the

next layer of the distance cube.

For the actual tracking step, signal pairs are connected

and assigned to potential fish identities based on the values

in the distance cube. The algorithm described in the following

(Figure 5) is a kind of clustering algorithm that has a notion of

temporal sequence. The resulting clusters are traces of different

fish identities (“labels”) tracked over time.

The signal pairs are traversed in order of ascending

distances. If one of αi or βj have already been assigned to a

fish identity, then this pair is added to this fish identity. If αi

coincides with one fish identity and βj with another one, then

the two fish identities are merged. If neither αi nor βj match an

existing fish identity, the pair is assigned to a new fish identity.

Assignment to or merging of fish identities are only possible

in the absence of temporal conflicts, i.e., a fish identity cannot

have more than one signal at the same time. In case of temporal

conflicts, the signal pair is ignored and the algorithm proceeds

with the next one. As a result, we obtain signal traces built upon

minimal signal errors within a 30 s tracking window (Figure 5).

Since signals within the first and last 10 s of a tracking

window could have lower distances to signals outside the current

tracking window, these connections are potentially flawed (gray

layers in Figure 4; gray bars in Figure 5). Only connections

established within the central 10 s take all other potential

signal partners into account. Accordingly, only the section of

assembled signal traces corresponding to these central 10 s of the

current tracking window is considered for further processing,

where the signal traces are appended to already validated,

previously detected ones (Figure 6).

3.1.5. Assembly of tracking results over data
windows

The assignment of the 10 s long signal traces obtained by

the tracking algorithm from 30 s long data windows (Figure 6A)

FIGURE 5

Tracking within a data window. Signals detected in a 30 s data

window are connected to each other and assigned to fish

identities according to their distance ε, Equation (3). Signal pairs

with smaller distances are connected first. With increasing

distance values, more connections and identities are formed,

complemented, or merged, ensuring no temporal overlap.

Di�erent stages of this tracking step are displayed in (A–C). (A)

Twenty percent of all possible connections of the displayed

tracking window are formed. At this tracking stage a multitude

of separate signal traces (di�erent colors) are still present. (B)

Forty percent of all possible connections of the displayed

tracking window are formed. (C) Final output of the tracking

step. All possible connections of the displayed tacking window

are formed. The remaining three EOD frequency traces (in the

displayed time and frequency segment) correspond to three

di�erent fish identities. Only signal pairs within the central 10 s

of an 30 s tracking window (vertical lines) are assigned to already

established fish identities from previous tracking windows. The

summed spectrogram of a 30 s long part of the recording

shown in Figure 2B is shown in the background.

to preceding tracking steps (Figure 6B) proceeds, similar to

the algorithm described above, based on the smallest distances

between them.

First, the distance between those signals α within the first

10 s of the current tracking window of already established fish

identities and new signals β from the central 10 s of the current

tracking window are computed. Then, starting with the pair

with the smallest distance, the new signal trace containing

signal β (for example the green dot in Figure 6C), is connected
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FIGURE 6

Assembly of tracking results over data windows. (A) New fish identities established within the current tracking window (gray and black bar on

top). Only the central 10 s of these EOD frequency traces (solid traces; black bar) can be assumed to be valid since signals before and after

(transparent traces; gray bars) have potential signal partners outside the tracking window. (B) Additional display of EOD frequency traces

established in previous iterations of the tracking algorithm. (C) Signal traces are connected according to the smallest possible distance measure

between any signal between the last 10 s of the established fish identities (10 s < t < 10 s) and the central 10 s of the new fish identities

(10 s < t < 20 s). In the example shown, the distance between the origin signal (black dot) and the target signal (green dot) is the smallest

between these two signal traces, accordingly the two signal traces are merged (green and orange lines). An alternative signal (red dot) has a

larger distance to the origin signal. (D) Final result of the tracking algorithm that will be used for the next iteration.

to the established signal trace (from previous tracking steps)

containing signal α (for example, the black dot in Figure 6C).

This step is repeated with signal pairs of increasing distance until

all possible connections are established (Figure 6D).

The described tracking within a data window and the

subsequent assignment to previously established fish identities

is repeated with data windows shifted by 10 s until the end of

the recording is reached. In each iteration, the distance cube

is updated. The first layers corresponding to the first 10 s of

the previous tracking window are removed (frontal gray layers

in Figure 4) and new layers for the next 10 s beyond the last

tracking window are extended to the error cube in preparation

for the next iteration of tracking.

3.2. GUI for checking and correcting
tracking results

Even though the introduced algorithm is capable of

resolving most tracking conflicts correctly when tracking EODs

of wave-type electric fish, occasional tracking errors still remain.

We developed a GUI that allows to visually inspect and validate

tracked EOD frequency traces and to fix flawed connections

(Figure 7). Flawed connections can easily be identified by

their clear deviation from the spectrogram displayed in the

background. Furthermore, signal traces with a detection gap

beyond the temporal threshold of 1tthresh = 10 s of the tracking

algorithm can be manually connected based on visual cues from

the spectrogram. The resulting validated signal traces are then

stored and further analyzed (e.g., Raab et al., 2019, 2021).

4. Results

The complexity of the data set we recorded in Colombia

in 2016 led us to the development of the presented tracking

algorithm. The high density of fish in this data set (about

25 fish within 3.5 × 3.5m2) results in many individual

EOD frequency traces, where EOD frequencies were often

very similar and frequently cross each other, in particular

in the context of communication (Figure 9). This severely

challenged previous tracking approaches (Madhav et al., 2018;
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FIGURE 7

Graphical user interface for validating and fixing tracking results. The user is presented with the tracked signal traces (EOD frequency traces)

displayed on top of a spectrogram summed up across recording electrodes. The user can delete, cut, and connect signal traces or delete signals

not originating from electric fish.

Henninger et al., 2020), thus a better tracking algorithm

was required. The improved algorithm resolves many

tracking issues resulting from crossing EOD frequency

traces and facilitates the evaluation of wave-type electric fish

recordings even in abundant populations. In the following

we evaluate the performance of the developed algorithm

and highlight how it can be used to advance our knowledge

about the behavior of freely moving and interacting electric

fish by facilitating laboratory studies as well as natural

field observations.

4.1. Performance of the tracking
algorithm

In order to quantify the performance of the presented

tracking algorithm, we evaluate potential tracking conflicts that

occur during the analysis of a datasets we recorded with an

8 × 8 electrode array in Colombia during the day of April

10th, 2016 for 10 h:50m. First, we tracked the fish with the

presented algorithm and then visually inspected, corrected,

and validated the tracking results using the GUI (Figure 7).

Second, we run the tracking algorithm again and compared

the connections made by the algorithm with the manually

improved ones. That is, for each signal αi we inspected all

possible connections with a signal βj (one row in the distance

cube) within the central 10 s of the current tracking window. If

all the βj for a given αi were assigned to the same fish identity

in the visually corrected tracking results, we have no potential

conflict and these connections were not further considered for

quantifying the performance of the algorithm, because these are

the simple cases with a single fish within the maximum EOD

frequency difference,1fthresh, of 2.5Hz. If, however, the possible

connections involved two or more fish identities, a tracking

conflict was possible. For each such potential tracking conflict,

we extracted the EOD frequency difference 1f , Equation (2),

field difference 1S, Equation (6), frequency error εf , Equation

(4), field error εS, Equation (7), and resulting distance measure

ε, Equation (3), between the signal αi and the best signal partner

βj, the one with the smallest distance ε, associated with the

same fish identity as in the visually corrected signal traces (true

connection), as well as between the signal αi and the best
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FIGURE 8

Performance of the tracking algorithm. Conflicts appear if

signals could be connected to multiple di�erent fish identities,

that have been manually corrected and checked post-hoc

(Figure 7). In most but not all cases, correct connections have

smaller signal di�erences or errors (blue) than wrong

connections (red). Shown are kernel density estimates (KDE) for

the various signal di�erences, errors, and distances. The overlap

of the distributions was quantified by the AUC of an

ROC-analysis as indicated in the right column. (A) EOD

frequency di�erences, 1f Equation (2). A logistic function,

Equation (4) (black line), translates EOD frequency di�erences to

frequency errors, εf . (B) Field di�erences, 1S, Equation (6). The

cumulative distribution (black line) of field di�erences of all

pairings, not only from conflicts, translates field di�erences to

field errors, εS, Equation (7). (C) Frequency error, εf , Equation (4).

(D) field error, εS, Equation (7). (E) Combined distance measure,

ε, Equation (3). Note, that frequency and field errors (C,D) are

mapped via monotonically increasing functions from signal

di�erences (A,B) and thus result in the same fraction of correct

connections and AUC values. However, the distance measure

combining both field and frequency error performs best.

signal partner βj belonging to a different fish identity (false

connection). Further fish identities of the βj with larger distances

were ignored.

In order to assess the performance of each signal feature

difference (1f & 1S) and distance measure (εf , εS, ε) in

separating true from false connections, we computed the

fraction of signal differences or errors of true connections

being smaller than those of the corresponding false connections.

If this fraction would be 100% then the tracking algorithm

would always have connected the right signals. In addition we

quantified the overlap of the two distributions by the area under

the curve (AUC) of a receiver-operating characteristic (ROC).

Despite an overlap (low AUC values) in principle 100% correct

connections would be possible, but an overlap demonstrates that

fixed decision thresholds are not feasible.

We start with evaluating the 464 tracking conflicts from

a 5min snippet being especially challenging to track, because

of several crossings of EOD frequency traces (Figure 8). A

small frequency range of this 5min data snippet is displayed

in Figure 7. The least reliable tracking feature appears to be

the difference in EOD frequency (1f and εf ). Frequency

differences of true connections were smaller than the ones

of false connections in only 94.83% (440/464) of the cases

(Figures 8A,C). Better results can be achieved based on the field

error (1S and εS) as a tracking feature. The field differences

of true connections were smaller in 99.57% (462/464) of the

cases (Figures 8B,D). However, this performance can even be

improved when using the distance measure, ε, that combines

both the frequency error, εf , and field error, εS. In 99.87%

(462/464) of the tracking conflicts, true connections had smaller

distances than false connections (Figure 8E). The AUC values for

all measures were similar to the fractions of correct connections

(1f and εf : AUC= 95.16%, 1S and εS: AUC= 99.77%, ε: AUC

= 99.86%), indicating a small but existing overlap between the

two distributions.

The 261 344 tracking conflicts of the whole recording

yield similar results. However, the higher proportion of “easy”

tracking conflicts increased the performance of the various

features in general and differences between them were less

pronounced. Nevertheless, EOD frequency still performed

worse (99.73% correct connections) than field difference

(99.81% correct connections). Again, combining both into the

distance measure, Equation (3), resulted in the best performance

(99.95% correct connections). Correspondingly, the overlap

between the two distributions was reduced (1f and εf : AUC

= 99.79%, 1S and εS: AUC= 99.85%, ε: AUC= 99.98%).

In order to put these high numbers in perspective,

we estimate the time required to post-process signal traces

obtained for the whole dataset recorded during the day of

April 10th, 2016, in Colombia (including 261, 344 potential

tracking conflicts) when using (i) only frequency difference,

(ii) only electric field difference, or (iii) the combined signal

error εS as tracking parameter. Finding and correcting single

tracking errors using our GUI (Figure 7) requires about 15 s

each (personal experience). Accordingly, post-processing signal

traces of the whole recording would require about 3 h when
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solely frequency is used as tracking feature, 2 h when the field

difference alone is used for tracking, and only about 30min

when our combined signal error εS is used. However, note

that the dataset used here to illustrate the performance of the

algorithm is the most complex ever recorded to our knowledge.

With decreasing complexity, i.e., less fish in a recording, the

amount of potential tracking conflicts, and thereby the required

post-processing time, rapidly decreases.

Furthermore, a major advancement of the presented

algorithm is represented by the tracking process itself, i.e.,

tracking signals in discrete tracking windows according to the

similarity of signal pairs (Figure 5). However, this advancement

is only validated by human observers, since the recreation of

previous tracking approaches is too demanding for the sole

purpose of accuracy comparison.

4.2. Applications of the developed
algorithm

By means of the developed algorithm we were able, for the

first time, to track electric signals of individual fish for multiple

consecutive days in a natural, high density population of A.

leptorhynchus recorded in a stream in Colombia (Figure 9). This

allowed for novel insights into the natural behavior of these

fish in the wild, including their communication and movement

behaviors. A preliminary analysis of the tracked fish indicates

that many fish stay pretty stationary within distinct areas for

multiple days (Figure 10). Other fish, especially during the night,

can only be tracked for short time periods, suggesting these

fish only transit through the area covered by the electrode

array (Figure 9A). Furthermore, fish seem to interact with each

other by modulating their EOD frequency in various ways and

on many different time scales ranging from seconds to many

minutes, if not even hours. This includes not only distinct

communication signals like rises (Raab et al., 2021, Figure 9B),

but also other not yet classified EOD frequency modulations, for

example multiple EOD frequency traces entwining each other

(Figure 9C).

Such natural observations are invaluable since only in

the wild, the whole scope of an animal’s behavior can

be observed in the context of all relevant stimuli and

conditions that shaped these behaviors through evolutionary

adaptations. Accordingly, such natural observations yield the

unique opportunity to discover novel and unexpected behavioral

traits and associated causalities. For example, Fortune et al.

(2020) described behavioral and physiological adaptations of

Eigenmannia vicentespelea, another gymnotiform wave-type

electric fish, in response to living in a constantly dark cave.

E. vicentespelea developed increased territoriality and enhanced

EOD amplitudes in comparison to Eigenmannia trilineata, not

living in caves, to face the challenges of their specific habitat.

If not for the corresponding field study, these behavioral and

physiological adaptations probably never would have been

discovered.

Furthermore, field studies are also essential to validate

conclusions drawn form laboratory experiments, which is

especially important since behaviors observed in the laboratory

often deviate from those observed in the wild (Cheney et al.,

1995; Rendall et al., 1999; Henninger et al., 2018). In our case,

the preliminary behavioral observations we made in Colombia

and described above fit to and support the conclusions of

our recent laboratory experiments (Raab et al., 2019, 2021).

In these experiments we used the algorithm presented here to

track individual electric signals of A. leptorhynchus in different

behavioral contexts. This includes the evaluation of individual

spatio-temporal movement behaviors in a freely moving and

interacting group of 14 A. leptorhynchus (Raab et al., 2019) as

well as the communication behavior of pairs of A. leptorhynchus

competing over a shelter during staged competitions (Raab et al.,

2021). In both laboratory and field observations, fish produce

the majority of rises as electrocommunication signals during the

night (Raab et al., 2021, Figure 9A), are more stationary during

the day compared to the night (Raab et al., 2019, Figure 10),

and seem to not remain completely stationary for the whole

inactive day-phase but rather show short periods of activity

(Raab et al., 2019, Figure 10). The observed stationarity of fish

observed in our field recordings also fit to our suggestion of A.

leptorhynchus establishing a dominance hierarchy to regulate an

individual’s access to resources (Raab et al., 2021). Due to the

fish’s stationarity, repetitive conflicts with the same individuals

are presumably inevitable and the establishment of a dominance

hierarchy can be assumed to be the most economic way to

resolve these conflicts (Sapolsky, 2005).

Finally, the evaluation of natural recordings very accurately

illustrate the advantages and limitations of the presented

algorithm. While crossing EOD frequency traces can usually

be resolved accurately (Figure 9B), reliable tracking usually

fails when too many signals traces are of similar EOD

frequency and entwine in diffuse EOD frequency alterations

(Figure 9C). In these occasions the signals of multiple fish

superimpose in the spectrogram analysis (Figure 9C) for longer

time periods. As a consequence, the corresponding detected

signals comprise signal powers of multiple fish. Accordingly,

their clear assignment to one of the involved identities is usually

impossible after the EOD frequency traces disentangle.

5. Discussion

Previous approaches on tracking wave-type EODs of

individual wave-type electric fish either utilized their

EOD frequency (Henninger et al., 2020) or the spatial

profile of their electric fields (Madhav et al., 2018) as

tracking features. We assessed the performance of both

Frontiers in IntegrativeNeuroscience 12 frontiersin.org

100

https://doi.org/10.3389/fnint.2022.965211
https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org


Raab et al. 10.3389/fnint.2022.965211

FIGURE 9

Long-term field recording of A. macrostomus, a member of the A. leptorhynchus species group, in Colombia, 2016. EODs were recorded with a

64 channel electrode array covering 3.5× 3.5m3. (A) Eight days of detected and tracked EOD frequencies. Successfully tracked and validated

signal traces of di�erent fish are indicated in di�erent colors. Signal traces that could not be clearly validated are indicated in white. Dark gray

areas indicate night time, light gray areas day time. (B) Signal traces of three fish where the crossing EOD frequency traces of the upper two fish

could reliably be resolved by the tracking algorithm. (C) Too many signal traces with similar frequencies compromise the tracking algorithm

(670− 672Hz). Frequency peaks in PSDs belonging to multiple fish temporally overlay and prevent successful tracking.

signal features alone as well as a combination of both,

based on tracking conflicts occurring while processing

a recording of a natural, high density population of A.

leptorhynchus in a stream in Colombia. The comparison

of spatial field properties clearly performs better than

a comparison of EOD frequencies. Certainly, the EOD

frequency of A. leptorhynchus can be remarkably stable

over minutes to hours (Moortgat et al., 1998). However,

EOD frequency changes with various magnitudes on various

time scales can regularly be observed, because of its strong

temperature dependence (Dunlap et al., 2000), actively

produced electrocommunication signals (e.g., Zupanc, 2002;

Triefenbach and Zakon, 2008; Smith, 2013; Benda, 2020; Raab

et al., 2021), and also as an artifact of the EOD frequency

extraction from the PSDs (Figure 2). Accordingly, the suitability

of EOD frequency as tracking feature decreases the more

fish are recorded and analyzed simultaneously, since EOD

frequency differences between fish are potentially smaller and

interactions between fish involving active EOD frequency

modulations can be assumed to be more frequent. Therefore,

spatial field properties reflecting a fish’s spatial position

and orientation represent a more robust tracking feature,

especially when only those signal pairs with small EOD

frequency differences are considered for comparison and

tracking.

The best tracking performance is achieved by using

both EOD frequency differences and field differences.

This combined signal distance implements a tracking bias

that helps to resolve tracking conflicts in at least two

scenarios, where tracking solely based on field differences

fail. First, if two fish swim close to each other with

similar orientations, then their spatial profiles are similar

but they can be still differentiated based on their EOD

frequencies. Second, in the event of crossing EOD frequency
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FIGURE 10

Spatial behavior of a single A. macrostomus detected and tracked consecutively for 4 days. Heat-maps and contour lines show the fish’s

probability of presence across the monitored 3.5×3.5m2 area of the river during the night (top) and day (bottom). The observation area ranged

from the river bank (x = 0) to the center of the river (x = 3.5) with similar extend in the flow direction of the river (see Figure 1C). Heat-maps of

signal powers over electrodes are interpolated using a gaussian-kernel for illustrative purposes. Orange contour lines include the area in which

the fish spends more than 50% of the time, the red lines more than 75% of the time respectively. Even though the fish certainly shows movement

behaviors, especially during the night, it remains remarkably stationary in a specific location of the obervation area for four consecutive days.

traces, temporarily only one signal can be extracted by

detecting peaks in the PSD (Figure 3A). So neither the

EOD frequency difference nor the difference in spatial

profiles provide a meaningful hint for tracking in the

moment of the intersection. Adding EOD frequency

difference to the distance measure then slightly favors

connections of signal pairs with more similar EOD frequencies,

resulting in a bias for superimposed signals detected at

the intersection to be connected to the EOD frequency

trace of the fish with a more constant EOD frequency

(Figure 5, grey trace in bottom panel). The other signal traces,

accordingly, remain to be connected across the intersection

afterwards.

More important for the improved performance of the

presented tracking algorithm is the algorithm itself, in

addition to the combined distance measure. The tracking

algorithm establishes connections within an extended tracking

window based on smallest distances (Figure 5). This is in

contrast to existing tracking algorithms (Henninger et al.,

2018, 2020; Madhav et al., 2018), that immediately connect

the signals detected in a given time step to known fish

identities.

When studying animals and their behaviors by means

of evaluating external recordings, we rely on the detection

of sensory cues emitted actively or passively by the animals

themselves (Dell et al., 2014; Hughey et al., 2018). In

cluttered environments or when signals are weak (low signal-

to-noise-ratio), reliable signal detection is often impaired

and detection losses frequently occur. These detection gaps

complicate reliable tracking, especially when signals are tracked

according to their temporal occurrence. In recordings of

electric fish, detection losses frequently result from fish being

too far away from recording electrodes, from the electric

fields being blocked by any objects between a fish and

recording electrodes, or by intersections of EOD frequencies.

The resulting tracking failures can be avoided with the

presented algorithm, since it relies less on the temporal

sequence of detected signals. Rather, connections are established

according to the smallest distances within extended tracking

windows.
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Despite the high fractions of correct connections (Figure 8),

the resulting EOD frequency traces need to be corrected

manually. This is in particular necessary in sections with

close by EOD frequencies or when EOD frequency traces

cross each other due to active modulations. Recordings

of only a few fish with well-separated EOD frequencies

require much less or even no manual interventions. With

the current state of the presented algorithm we push the

limits to more complicated signal interactions, but the

performance still is not perfect for interesting scenes with a

lot of interactions (Figure 9). Deep neural networks that are

successfully used to track animal pose (e.g., Mathis et al.,

2018), or to annotate acoustic signals from various animals

(e.g., Steinfath et al., 2021), might be an interesting option

to further improve tracking performance. Such approaches,

however, require extensive training data sets. Our tracking

algorithm and evaluated data sets might set the basis

for developing and training of deep neural networks in

the future.

6. Conclusion

The self-generated electric fields of electric fish offer

an unique opportunity for studying natural movement and

communication behaviors of nocturnal fish in freely interacting

populations. The EODs of whole groups can be recorded

simultaneously by means of electrode arrays submerged in

the water—without the need to catch and tag the fish.

The presented algorithm for tracking wave-type electric fish

combines previous approaches based on either their individual-

specific EOD frequencies (Henninger et al., 2020) or the

spatial profiles of electric fields resulting from a fish’s location

and orientation (Madhav et al., 2018). The algorithm uses

a compound signal distance, that incorporates both EOD

frequencies and spatial profiles. We developed a new temporal

clustering method that assembles fish identities from all

signals within a large tracking window according to ascending

signal distances. With this approach, our algorithm improves

in resolving tracking issues mainly resulting from crossing

EOD frequency traces or detection losses, which tremendously

reduces required post-processing time and makes this technique

more feasible even in long-term observational studies on

freely moving electric fish. Since tracked EOD traces allow

insights into both movement and communication behaviors, a

reliable tracking algorithm is key to many behavioral studies,

both in the laboratory and in the field, that have not been

possible before. From such big-data behavioral studies we

expect many novel insights into the sensory ecology and into

social and communication behaviors of these fascinating fishes

(Henninger et al., 2018; Raab et al., 2019, 2021; Fortune

et al., 2020), that also impact the way we study sensory

processing.
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The balbyter ant Camponotus
fulvopilosus combines several
navigational strategies to
support homing when foraging
in the close vicinity of its nest
Ayse Yilmaz1*, Yakir Gagnon1, Marcus J. Byrne2,
James J. Foster1,3,4, Emily Baird5 and Marie Dacke1,2

1Lund Vision Group, Department of Biology, Lund University, Lund, Sweden, 2School of Animal,
Plant and Environmental Sciences, University of the Witwatersrand, Johannesburg, South Africa,
3Biocenter, University of Wuerzburg, Wuerzburg, Germany, 4Neurobiology, University of Konstanz,
Konstanz, Germany, 5Department of Zoology, Stockholm University, Stockholm, Sweden

Many insects rely on path integration to define direct routes back to their

nests. When shuttling hundreds of meters back and forth between a profitable

foraging site and a nest, navigational errors accumulate unavoidably in

this compass- and odometer-based system. In familiar terrain, terrestrial

landmarks can be used to compensate for these errors and safely guide the

insect back to its nest with pin-point precision. In this study, we investigated

the homing strategies employed by Camponotus fulvopilosus ants when

repeatedly foraging no more than 1.25 m away from their nest. Our results

reveal that the return journeys of the ants, even when setting out from a feeder

from which the ants could easily get home using landmark information alone,

are initially guided by path integration. After a short run in the direction given

by the home vector, the ants then switched strategies and started to steer

according to the landmarks surrounding their nest. We conclude that even

when foraging in the close vicinity of its nest, an ant still benefits from its

path-integrated vector to direct the start of its return journey.

KEYWORDS

ants, Camponotus fulvopilosus, path integration, terrestrial landmarks, short-range
navigation, cue weighting

Introduction

Path integration is a widespread strategy, employed by many arthropods - including
ants, fiddler crabs, beetles, and spiders - to successfully navigate between their home and
a feeding place (ants; Müller and Wehner, 1988; fiddler crabs; Zeil, 1998; homing dung
beetles Dacke et al., 2020; Yilmaz et al., 2021; spiders; Mittelstaedt, 1983). By keeping
track of the directions and distances traveled, and continually integrating these into
a single vector, these animals can safely return home even after exploring unfamiliar
terrain. Many ants use path integration as their primary system for long-range
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navigation but can also combine it with learned visual
information for improved precision and overall navigational
success (Collett et al., 1998; Wehner et al., 2016; Buehlmann
et al., 2020a). If these two systems are set into conflict
experimentally by, for example, artificially rotating the visual
surroundings, most species take a compromise direction when
aiming to return to their nests (reviewed in Wehner et al., 2016),
resulting in a vector that lies between the two stimuli (Collett,
2012; Wystrach et al., 2015).

The relative weightings of directional guidance from path
integration and visual terrestrial landmarks during navigation
seems to vary across species, individual experience and
specific habitat characteristics (Buehlmann et al., 2020a). For
instance, path integration is especially important when naïve
ants explore unfamiliar habitats, enabling the inexperienced
forager to gradually learn terrestrial landmarks along the
new route (Wehner et al., 2004; Müller and Wehner, 2010;
Fleischmann et al., 2016). Experienced foragers can then make
use of panoramic cues and visual sequences of landmarks
along their homeward routes to guide themselves toward
the vicinity of their nest, and to finally pin-point the exact
location of its entrance (Wehner and Räber, 1979). Ants living
in cluttered, landmark-rich environments readily combine
directional information from path integration with visual
landmarks as soon as they recognize a familiar visual landscape
when seen from a new location (Narendra, 2007a), while
ants from visually poor habitats rely exclusively on path
integration for homing when transferred to an unfamiliar place
(Buehlmann et al., 2011).

In contrast to most ants and other homing arthropods,
the dung beetle Scarabaeus galenus relies primarily (if not
exclusively) on path integration to locate its burrow (Dacke
et al., 2020; Yilmaz et al., 2021). It is important to note that these
short-range navigators (often < 2 m) (Dacke et al., 2020) forage
in the landmark-rich African savanna. Whether the apparent
inability of the beetle to extract directional information from
terrestrial landmarks is related to an incapacity to learn and
memorize landmarks, or the possession of a very precise path
integrating system, or the short foraging distances involved is
currently not known.

In this study, we aimed to define the relative use of
landmarks and path integration for short distance navigation
in the tawny balbyter ant, Camponotus fulvopilosus. This
golden-haired species of ants builds its nests under fallen
trees, rock slabs or at the base of small bushes in the
landmark rich savanna habitats in northern South Africa
(Robertson and Zachariades, 1997; see Supplementary Figure 1
for photographic representation of its habitat) and forage
individually on the ground for insects or in trees for honeydew
(Marsh, 1986; Robertson and Zachariades, 1997, personal
observation). In this study, foraging C. fulvopilosus ants were
trained to feeders placed only 1.25 m away from their nests
and then passively displaced around or away from their nest as

they attempted to return home. We conclude that even when
foraging in the close vicinity of their nest, C. fulvopilosus ants
benefit from their path-integrated vectors to accurately set out
in a homeward direction.

Materials and methods

Animals

Experiments were performed with C. fulvopilosus (Figure 1)
in February 2019 on the game farm Stonehenge, near Vryburg,
South Africa (26◦23′56′′S, 24◦19′36′′E), using three nests
located approx. 15 m apart from each other. C. fulvopilosus are
easily distinguished from other members of the genus by thick
yellow hairs on their gaster (Robertson and Zachariades, 1997;
Figure 1). Our experiments were limited to minor and medium-
sized workers as these are the active foragers within the genus
(Josens et al., 2009; Yilmaz et al., 2014, 2016, 2017).

Activity rhythm measurements

Before the experiments, we monitored the daily activity
rhythm of two C. fulvopilosus nests for 6 days. A GoPro camera
(Hero 6, GoPro, Inc., United States) was placed above each nest
and set to capture an image every 10 min from 05.00 to 07.00
and from 19.00 to 20.00, and every 30 min for the remainder of
the day. The captured images allowed us to manually identify
the number of C. fulvopilosus ants present within a 30 cm
radius of the nest with increased temporal resolution around
sunrise and sunset. Temperature was measured every 30 min
(Termometerfabriken Viking AB, Art No: 02038).

Foraging distance measurements

For an estimate of natural foraging distances for
C. fulvopilosus, 14 individuals encountered at random were
located away from their nest while they were searching for food,
provided with sucrose solution and followed back until they
reached their nest. The direct distance between their nest and
the point where they had been located while foraging measured.

Behavioral experiments

General experimental procedure
A petri dish (3 cm diameter) feeder, filled with meal worms

and sucrose solution, was placed on top of a sand covered
wooden plate (5 cm× 5 cm) 125 cm away from the nest entrance
(Figure 1). Training started at 06:30 and continued until the
last ant entered the nest (ca. 19:00). Ants reaching the feeder
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FIGURE 1

The balbyter ant Camponotus fulvopilosus and experimental treatments. The ants were trained to forage on a sucrose solution at a feeder (gray
circle), 125 cm away from the nest (star) (Gray arrows, direct path home). Once trained, the ants located the feeder and started to drink from it,
were either caught there (full-vector ants, green and yellow), or allowed to fill their gaster and return toward their nest. These ants were then
either caught 0.62 m along their path (half-vector ants, pink) or just before they entered their nest (zero-vector ants, blue or orange). Captured
ants were then transferred to an unfamiliar test area 50 m away (green), or displaced to a position 50 cm to either side of the feeder (yellow) or
to the corresponding position 125 cm on the opposite side of the nest relative to the feeder (orange).

for the first time were marked with a unique multi-color code
(Motip Lackstift Acryl, MOTIP DUPLI GmbH, Haßmersheim,
Germany) on the thorax and/or gaster for identification. This
allowed us to record the foraging behavior of each individual.
Ants that had foraged at least 6 times over a maximum of 2 days,
and that ran directly to the feeder and back to the nest without
any hesitation, were assigned to one of the 5 experimental
conditions. The homebound paths of the ants were recorded
from above using a camera (Sony HDR-HC5E Handycam fitted
with a 0.66× wide angle lens, Rynox, Japan) mounted on a
tripod. The camera set up was present throughout the study.
Depending on the experimental condition, the homebound path
taken by the ant was either filmed for 4 min or until the ant
reached its covered nest entrance.

Transfer to an unfamiliar test area
One group of ants was caught individually at the feeder

(full-vector ants, Figure 1) by placing an opaque tube over the
feeder. The ant and the feeder were then directly transferred
to a test area 50 m away, surrounded by an array of different
natural landmarks. Here, the feeder was carefully placed on
the ground and the opaque tube was removed to release the
ant. This whole procedure took approximately 1 min. A second
group of ants was instead caught in the opaque tube just before
they entered their nest (zero-vector ants, Figure 1) and released
in the same test area. As these ants had almost reached their
nest when they were caught, their path integrator had nearly
been reset to zero.

Displacement in the vicinity of the nest
A third group of ants was again caught at the feeder as

above (full-vector ants) and displaced 50 cm to the right or to
the left from this position (Figure 1). A fourth experimental
group of full-vector ants was instead moved 125 cm to the
opposite side of the nest relative to the feeder and released
50 cm to the right or to the left of this position (Figure 1).
Upon their release, ants from these third and fourth groups
set out from a position in space where the nest directions, as
dictated by the terrestrial landmarks and those dictated by the
path integration, were set in conflict indicating different nest
directions. Yet another two groups of ants, the fifth and the sixth
group, were caught at 62 cm along their path (half-vector ants)
and just before they entered their nest (zero-vector ants) and
subsequently released 50 cm to the right or to the left of the
feeder (Figure 1). Before each ant was released, the nest was
covered with a sandblasted petri dish and the training area was
carefully brushed to remove olfactory cues.

Data analysis

The filmed trajectories of ants were tracked using a
custom-made software integrated in Matlab (Mathworks Inc.).
The tracks were visualized and analyzed in Julia (Bezanson
et al., 2017). Pixel coordinates representing the ant’s position
were converted to real world coordinates with the Camera
Calibration tool in Matlab. This also accounted for possible
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distortions in the camera optics. A parametric spline with a
factor of 500 and an order of two were used to smooth the
coordinates of the ants’ trajectories (Schoenberg, 1971). The
vector length for each ant was calculated as the radial (shortest)
distance from the release point to the turning point i.e., where
the ants changed their direction by a minimum of 60◦ and then
walked along a curved path (see also Dacke et al., 2020). To
identify this point in space, the segment of the path containing
the turning point was first defined from the derivative of the
spline at the spline’s knots (where the sequential smoothing
polynomials connected). The exact location of the turning point
was then defined as the first point along the identified segment
at which the ant’s direction (calculated from the derivative)
deviated from the direction at the first of two consecutive knots
by more than 60◦. The center of search was determined as the
mean coordinate of the track, i.e., from the defined turning point
until the end of the track or until 4 min had passed from the
turning point. The full width at half maximum (FWHM) in
Figures 3, 5 refers to the region with the highest search density,
calculated as the width of a fitted 2D Gaussian distribution at
half of its maximum amplitude.

Vector lengths and the angular distributions of turning
points in relation to the ants’ homeward direction were
analyzed using Sigmaplot (Systat Software, Inc., San Jose, CA,
United States) and Oriana 4.0 (Kovach Computing Services,
Anglesey, United Kingdom), respectively. A Rayleigh test was
used to test for uniformity of the circular distribution of turning
points and a V-test was performed to test whether angular
positions of the turning points – if significantly different from
random – were clustered around the (fictive) nest direction.

Results

General description of foraging
behavior

The mean natural foraging distance of C. fulvopilosus
workers in the woodland-savanna area examined was
20 m ± 6.3 m (mean ± sd, n = 14), with minimum and
maximum distances of 8 and 31.3 m, respectively. Even though
recruitment behavior with up to 5 individuals was occasionally
observed, workers mainly foraged alone. From observation,
the inbound and outbound paths of the foraging ants differed
between individuals, indicating that the foragers do not follow
trail pheromones. This also held true for the first foraging trips
of the trained ants.

Camponotus fulvopilosus started their activity early in the
morning between 06.00 and 06.30 with an increase in numbers
foraging between 14:30 and 15:00, followed by a gradual
decrease from 17:00 to 19:00, after which foragers could no
longer be observed (Figure 2).

Ants transferred to an unfamiliar test
area navigate by path integration

When caught at the feeder and transported to an unfamiliar
test area 50 m away (Figure 1), the full-vector ants were still
drinking, and showed no sign of disturbance by being covered
and moved. When full, as indicated by a swollen gaster, the ants
quickly ran in the direction of their fictive nest (i.e., the position
of their nest had it been moved with them) for 41.5 ± 25.8 cm
(Figure 3Ai) before they made a turn (defined as their turning
points) and initiated a systematic search. An analysis of the
positions of the ants at a radial distance of 10 cm from the
release point clearly revealed that the initial directions traveled
were clustered in the direction of the fictive nest (P < 0.0001,
r = 0.94, Rayleigh test, P < 0.0001, V-test, µ: 335.9◦ ± 6.0◦,
V = 0.85, n = 14) (Figure 3Bi). This also held true for the
spatial distribution of their turning points (P < 0.0001, r = 0.94,
Rayleigh test, P < 0.0001, V-test, µ: 344.9◦ ± 5.7◦, V = 0.91,
n = 14). The subsequent searches centered 25 cm away from the
release point (x-axis:−9.9± 18.7 cm, y-axis:−100.9± 22.1 cm,
Figure 3Ci).

In contrast, the zero-vector ants released in the same
test area were no longer oriented to a specific (fictive nest)
direction (Figure 3Aii). The center of search in this group
was rather located around their point of release (0, −125 cm),
that is, around the fictive nest position as indicated by their
nearly zeroed path-integrator (x-axis: −3.5 ± 26.9 cm, y-axis:
−121.7 ± 23.2 cm) (Figure 3Cii). Analysis of the angular
distribution of these zero-vector ants when at a radius of
10 cm away from their point of release further confirmed that
this group of ants were indeed randomly oriented (P = 0.1,
r = 0.3, Rayleigh test, n = 14) (Figure 3Bii). Overall, the results
indicate that C. fulvopilosus workers relied on path integration
for homing when released in an unfamiliar area. The non-
directed behavior of the zero-vector ants also confirms that
landmarks (distant or local) did not provide any guidance from
this presumed unfamiliar point of release.

Path integration guides initial homing
even when foraging only 125 cm away
from the nest

Ants caught at the feeder and displaced 50 cm sideways
to the right or to the left of it, first set off in the direction of
their fictive nest (straight ahead) and ran in this direction for
48.05 ± 20.8left and 64.7 ± 32.1right cm before adjusting their
bearings toward the actual position of the real nest (Figure 4Ai
and Supplementary Figure 2). As expected, an analysis of the
positions of the ants at a radial distance of 10 cm from the
release point revealed that the initial directions traveled by the
ants were clustered in the direction of the fictive (rather than the
real) nest (Pleft < 0.0001, r = 0.98, Rayleigh test, Pleft < 0.0001,
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FIGURE 2

Activity rhythm. The activity period of Camponotus fulvopilosus foragers (bars) and air temperature measurements (red dots). Error bars
represent standard deviation.

V-test, µ: 359.6◦ ± 3.9◦, V = 0.98, n = 10; Pright < 0.0001,
r = 0.87, Rayleigh test, pright < 0.0001, V-test, µ: 7.2 ± 8.7◦,
V = 0.87, n = 14) (Figure 4Bi). A similar pattern was recorded
for the relative spatial distribution of the ants’ turning points
(Pleft < 0.0001, r = 0.99, Rayleigh test, Pleft < 0.0001, V-test,
µ: 5.9 ± 2.47◦, V = 0.98, n = 10; Pright < 0.0001, r = 0.97,
Rayleigh test, pright < 0.0001, V-test, µ: 359. ± 4.47◦, V = 0.96,
n = 14). From the turning point onward, the paths of the ants
curved toward their real nest (Figure 4Ai and Supplementary
Figure 2). This suggests that the homing ants first set out
in the direction indicated by their path integrator, but then
changed their bearings to agree with the directional information
provided by its well-known surroundings.

When instead moved from the feeder to a corresponding
position, displaced 50 cm to the right or to the left of the feeder,
on the opposite side of the nest (Figure 1) the ants showed
an even greater conflict between the directional information
provided by their path-integrator and local landmarks. The
full-vector ants nonetheless initially set off in the direction
of the fictive nest, i.e., away from their real nest, and ran in
this direction for 23.9left ± 9.9 cm and 30.9right ± 14.1 cm
(Figure 5A). Consequently, an analysis of the positions of the
ants at a radial distance of 10 cm from the release point clearly
revealed that the initial directions traveled by the ants were
clustered in the direction of the fictive nest, i.e., directly away
from the real nest (Figure 5B) (Pleft < 0.0001, r = 0.98, Rayleigh

test, Pleft < 0.0001, V-test, µ: 7.4 ± 6.2◦, V = 0.97, n = 6);
(Pright < 0.0001, r = 0.96, Rayleigh test, Pright < 0.0001, µ:
351.0± 6.3◦, V = 0.95, n = 9). This also held true for the relative
spatial distribution of their turning points (Pleft < 0.0001,
r = 0.90, Rayleigh test, Pleft < 0.0001, V-test, µ: 11.2 ± 14.0◦,
V = 0.88, n = 6); (Pright < 0.0001, r = 0.88, Rayleigh test,
Pright < 0.0001, µ: 350.3± 11.5◦, V = 0.86, n = 9). The ants then
adjusted their bearings toward the true position of their real nest.

Unlike the full-vector ants, the trajectories of half-vector
ants (caught after running half of their home vector then
displaced 50 cm sideways to the left or right of the feeder) were
instead biased toward the position of the real nest (Figure 4Aii).
An analysis of the angular distribution of the half-vector ants
at a radius of 10 cm away from their point of release further
confirmed that this group of ants were indeed oriented toward
the real nest (Pleft = 0.003, r = 0.76, Rayleigh test, Pleft < 0.01,
V-test, µ: 334.3◦ ± 16.6◦, V = 0.74, n = 9; Prightt = 0.004, r = 0.71,
Rayleigh test, Pright < 0.001, V-test, µ: 13.3◦ ± 17.4◦, V = 0.64,
n = 10) (Figure 4Bii). As for half-vector ants, the trajectories
resulting from displaced zero-vector ants (caught just before
entering their nest and again displaced 50 cm sideways to the
left and right of the feeder), were biased toward the real nest
direction (Pleft = 0.05, r = 0.65, Rayleigh test, Pleft = 0.01, V-test,
µ: 13.6◦ ± 20.3◦, V = 0.57, n = 6; Pright = 0.01, r = 0.8, Rayleigh
test, Pright < 0.01, V-test, µ: 334.3◦ ± 21.9◦, V = 0.78, n = 7)
(Figures 4Aiii,Biii).
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Tracks of full-vector and zero-vector ants transferred to an unfamiliar test area. (A) Trajectories represent the paths of ants caught (i) at the
feeder (full-vector ants, green) or (ii) just before they entered their nest (zero-vector ants, orange). Colored trajectories illustrate the paths of
individual ants until their turning point (filled circles). Gray paths illustrate their search after the turning point. (Bi–iii) Circular graphs represent
the angular positions of ants at a radial distance of 10 cm away from the release point in relation to the normalized fictive nest direction (0◦).
And colored line within the circular graphs indicate mean angles, and the associated sectors represent the 95% confidence interval of the mean.
r represents mean vector length. (C) The center of the search paths described with respect to the location of the fictive nest (star). Gray crosses
and shaded colored areas mark the mean and the full width at half maximum (FWHM) of the data.
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Tracks of full-vector, half-vector, and zero-vector ants displaced within the vicinity of the nest. (A) Trajectories represent the paths traveled
upon the release of ants captured (i) at the feeder (full-vector ants, dark gray-yellow), (ii) midway on their route home (half-vector ants, dark
gray-pink), or (iii) just before they entered their nest (zero-vector ants, dark gray-blue). Light gray paths illustrate their search. (Bi–iii) Circular
graphs represent the angular positions of ants at a radial distance of 10 cm from the release point in relation to the normalized fictive nest
direction (0◦). Gray and colored lines within the circular graphs indicate mean angles, associated sectors represent the 95% confidence interval
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Discussion

After having repeatedly foraged only 125 cm away from its
nest, C. fulvopilosus ants displaced at a feeder first set out in
the direction given by their path integrator (Figure 4). Then,
approximately 50 cm down the path, they instead adjusted their
course according to surrounding landmarks and reliably pin-
pointed the position of their nest entrance. These results clearly
demonstrate that both navigational systems are actively engaged
in the balbyter ants even when foraging only slightly more than
1 m away from their nest.

Camponotus fulvopilosus relies on
path integration to initiate its return
journey when on an unfamiliar territory

After transferring C. fulvopilosus foragers, with an expected
home-vector of approximately 1.25 m, to a distant test area with
a new array of landmarks, the ants ran 41.5 cm on average in the
direction of their fictive nest before they started to run along a

curved track, resembling the well documented search patterns
of other ant species (see for example Wehner and Srinivasan,
1981; Schultheiss and Cheng, 2011; Figure 3Ai). This clearly
demonstrated that C. fulvopilosus ants develop and rely on their
home-vectors for homing even after repeatedly foraging over the
relatively short distance of 125 cm.

The finding that the full-vector C. fulvopilosus ants did
not run off their entire home vector before they engaged
in a systematic search is similar to earlier observations in
other ant species inhabiting landmark rich habitats (Gigantiops
destructor, Beugnon et al., 2005; Formica japonica, Fukushi,
2001; Melophorus bagoti, Narendra, 2007a,b; Buehlmann et al.,
2011; Cheng et al., 2012; Schultheiss et al., 2016), but contrasts
to the strong adherence to the path-integrated vector in
ants living in landmark-poor environments (Cataglyphis fortis,
Buehlmann et al., 2011; see also Melophorus sp. in Schultheiss
et al., 2016). The early break-off from the home-vector in
C. fulvopilosus ants thus further supports the hypothesis that the
adherence to the home vector is inversely correlated with the
density of vegetation in the habitat of the species (Buehlmann
et al., 2020a) and likely reflects a functional adaptation of
the navigational system to maximize the probability of finding
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Tracks of full-vector ants displaced from the feeder to the
opposite side of the nest. (A) Trajectories represent the paths
traveled upon the release of ants captured at the feeder and
moved to the opposite side of the nest, with a 50 cm
displacement right or left relative to the feeder. (B) Circular
graphs represent the angular positions of ants at a radial
distance of 10 cm from the release point in relation to the
normalized fictive nest direction (0◦). Gray and orange lines
indicate mean angles, associated sectors represent the 95%
confidence interval of the mean. r represents mean vector
length.

the nest (Narendra, 2007b). Interestingly, the homing dung
beetle Scarabaeus galenus, active in the same landmark-rich
habitat as C. fulvopilosus ants, runs off as much as 95% of
their 1.25 m home-vector, before initiating a winding search for
their burrows under identical experimental conditions (Dacke
et al., 2020). This strong adherence to the path-integrated vector
is likely explained by the apparent inability of the beetles to
navigate by the use of landmarks (Dacke et al., 2020).

The transfer of zero-vector ants to the same distant test-
area gained an entirely different result; these ants ran in
random directions from their point of release and initiated
their systematic searches around the same point in space, i.e.,
close to the fictive position of their nest (Figures 3Aii,Cii).
Given the unfamiliarity of these ants with the surrounding visual
scene at the test area, this outcome is not surprising but nicely

demonstrates that the testing area – chosen to lie outside the
foraging range of the workers – did not provide the transferred
ants with any navigationally relevant visual information to point
them in a nest-ward direction.

Camponotus fulvopilosus relies on
path integration to initiate its return
journey when foraging in the close
vicinity of the nest

When displaced 50 cm sideways in the familiar
surroundings around their nest, full-vector C. fulvopilosus
foragers still followed their home vectors (i.e., they ran directly
toward their fictive nests) for the first 64 ± 32 cm (right
displacement) and 38 ± 16 cm (left displacement) of their
return journeys (Figure 4Ai). After this point, they headed
toward the real nest (Figure 4Ai), presumably guided by the
landmarks around them. That is, the full-vector ants initially
set out in the direction given by their home-vectors, and then
switched to following the terrestrial landmark information
further down the homeward route. When released at the same
locations (50 cm left or right of the feeder, see Figure 1),
displaced zero-vector ants, that had no vector or a very short
vector to help point them in the correct direction, at first
were more spread in their initial bearings, but were still all
able to return home (Figure 4Aiii), most likely by using
landmarks. This suggests that full-vector C. fulvopilosus ants,
when displaced to the exact same two locations (50 cm sideway
from the feeder) could also have returned home by relying
solely on landmarks, but instead used their path-integrated
vector to guide the initial segments of their return paths. This
also held true for full-vector ants displaced from the feeder to
the opposite side of the nest, that were observed to initially run
directly away from their nest (Figures 1, 5).

The weight given to path-integration
and landmarks shifts with the relative
length of the home vector

When captured midway on their route home (half-vector
ants) and displaced to either of two locations (50 cm sideways
from the feeder, see Figure 1) ants were – unlike the full-
vector ants – already initially biased toward their real nest
(Figures 4Aii,Bii). This suggests that after running off half of
their home vector, the relative weight given to the directional
information provided by local landmarks had increased. This
corresponds with previous findings with Cataglyphis fortis ants
that had run off 60% of their home vector and consequently
responded more strongly to learnt visual landmarks than those
ants that had run off only 10% of their home vector (Buehlmann
et al., 2018). It has further been shown in Melophorus bagoti and
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C. nodus ants that the weighting given to landmarks increases
with accumulated visual experience (Freas and Cheng, 2017;
Fleischmann et al., 2018). In general, it is believed that for most
ants the relative weight given to directional information is biased
toward the more reliable source of information (Reid et al.,
2011; Collett, 2012; Legge et al., 2014; Wystrach et al., 2015;
Wehner et al., 2016). This suggests that at the start of the short
return journey (1.25 m), C. fulvopilosus ants weight directional
information provided by the home vector more strongly than
information provided by landmarks. Whether this is also the
case in other ant species when foraging in the close vicinity of
their nests remains to be shown.

Several navigational strategies support
homing when foraging in close vicinity
to the nest

Our study suggests that C. fulvopilosus, like many other
ant species, optimizes its homing strategy by weighting the
relationship between directional information provided by path
integration and visual landmarks, even when foraging over the
relatively short foraging distances evaluated in this study. The
weighting relationship of these two navigational strategies is
shaped by species specific-visual habitat characteristics (see also
Cheng et al., 2012), with ants living in landmark-rich habitats
relying less strongly on path integration when transferred
to an unfamiliar test area or when familiar landmarks were
removed (Fukushi, 2001; Beugnon et al., 2005; Narendra,
2007b; Schultheiss et al., 2016). The inclusion of landmark
information into a navigational toolkit increases the precision
of the navigational system as a whole (Buehlmann et al., 2020a)
but comes at the cost of energy and requires an improved
cognitive capacity with more complex neuronal implementation
(Rössler, 2019; Buehlmann et al., 2020b; Kamhi et al., 2020).
Many ant species perform learning walks, including frequent
rotations around their own body axis, for several days to
establish a de novo long-term memory of stable nest related
visual cues (Fleischmann et al., 2016, 2017; Jayatilaka et al., 2018;
Zeil and Fleishmann, 2019). Whether C. fulvopilosus ants also
perform learning walks or acquire their landmark information
by some other way is yet unknown, but the ants convincingly
demonstrate the cognitive capacity to learn and process this type
of navigation-relevant visual information. Starting their short
return journeys in the direction dictated by their home-vector
probably places them in the best possible position to utilize the
stored memory of landmarks in the most efficient way.

Interestingly, homing beetles – which inhabit the same
environment as the C. fulvopilosus ants – show no indication
of rotations (to look back at their burrow), learning walks
of increasing distance or any other signs of the inclusion of
landmarks for navigational purposes (Dacke et al., 2020). In
addition, the beetles engage in an extended, circling search to

locate their semi-permanent burrows in response to 50 cm
sideway displacements at the feeder (Dacke et al., 2020).
Equipped with the ability to correct for these types of passive
displacements by using landmarks, an ant will locate its nest
much more efficiently (see Figure 4 in this study and Figure 5
in Dacke et al., 2020). These differences in navigation strategies
likely reflect the ecological needs of these two groups of
navigators; an ant without a nest and a colony perishes rapidly,
while a solitary beetle can dig a new burrow within the next hour
with little fitness cost.

In summary, the combination of path-integration and
landmarks for navigation effectively guides C. fulvopilosus –
and other ants – to quickly orient themselves in a nest-ward
direction. Further down the path, known landmark memories
allow them to locate their nests more accurately even if displaced
from their intended route (experimentally or by a strong gust
of wind). Our results thus emphasize the benefit of several
navigational strategies to support homing even when foraging
only a couple of meters away from home.
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Animal-borne sensors that can record and transmit data (“biologgers”) are

becoming smaller and more capable at a rapid pace. Biologgers have

provided enormous insight into the covert lives of many free-ranging animals

by characterizing behavioral motifs, estimating energy expenditure, and

tracking movement over vast distances, thereby serving both scientific and

conservational endpoints. However, given that biologgers are usually attached

externally, access to the brain and neurophysiological data has been largely

unexplored outside of the laboratory, limiting our understanding of how

the brain adapts to, interacts with, or addresses challenges of the natural

world. For example, there are only a handful of studies in free-living animals

examining the role of sleep, resulting in a wake-centric view of behavior

despite the fact that sleep often encompasses a large portion of an animal’s

day and plays a vital role in maintaining homeostasis. The growing need

to understand sleep from a mechanistic viewpoint and probe its function

led us to design an implantable neurophysiology platform that can record

brain activity and inertial data, while utilizing a wireless link to enable a

suite of forward-looking capabilities. Here, we describe our design approach

and demonstrate our device’s capability in a standard laboratory rat as well

as a captive fox squirrel. We also discuss the methodological and ethical

implications of deploying this new class of device “into the wild” to fill

outstanding knowledge gaps.

KEYWORDS

physiology, sleep, accelerometer, closed-loop, wireless, implantable

Introduction

Over the past 100 years, behavioral and physiological research has undergone a
striking technological progression. Increasingly, microscopes, binoculars, and restrictive
manipulandum are being replaced by small electronics that promote freedom of
movement while describing internal and external animal states with unprecedented
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accuracy (Wilson et al., 2008; Wilmers et al., 2015; Williams
et al., 2020). Major advances were pioneered in aquatic birds,
demonstrating the utility of hermetically sealed “biologgers”
to characterize subsurface porpoising and diving behavior
(Butler and Woakes, 1979; Yoda et al., 1999). Breakthroughs in
component miniaturization, computational capacity, and low-
power optimization have all contributed to the modern form
factor and capability of biologgers and similar animal-borne
telemetry systems (Wilmers et al., 2015; Harcourt et al., 2019;
Whitford and Klimley, 2019). For example, spatially resolute
wireless tracking systems have been used to investigate social
complexity in bats (Ripperger et al., 2016, 2019), understand
nesting in starlings (Kirkpatrick et al., 2021), and pave the way
for characterizing complex pair-bonding relationships. Small
GPS loggers have utilized novel satellite networks to research
migratory patterns of birds (Jetz et al., 2022) and were key to
identifying the single longest migration on record in a gray
whale (Mate et al., 2015). Increasingly, technology is enabling a
better understanding of how animals interact with their natural
environment to serve fundamental scientific and conservational
endpoints (Chmura et al., 2018; Jetz et al., 2022).

Despite major innovations, a species-wide gap remains in
using biologgers to understand neural physiology outside of
the laboratory (Rattenborg et al., 2017). Behavior restricted by
neural recording techniques that require a tether or enclosed
recording chamber (Aulehner et al., 2022), and the removal
of natural cues regulating sleep-wave cycles (called, Zeitgebers)
such as light, temperature, social interaction, and resource
availability may drastically affect, or even nullify, physiological
interpretations of such data. In particular, understanding the
natural transitions between rest and activity (or vice versa),
and the complex architecture of neural states within sleep
itself, represents a major barrier in describing the function and
evolutionary process of sleep (Roth et al., 2010; Aulsebrook
et al., 2016; Eban-Rothschild et al., 2017; Anafi et al., 2019).
For example, discovering that birds sleep mid-flight (Rattenborg
et al., 2016) or that some animals sleep one hemisphere
at a time (Mascetti, 2016) is contrary to our conventional
understanding of how sleep and movement are related. Sleep
remains an enigmatic quiescent state that plays a number
of vital roles, both for individuals and groups (Mistlberger
and Skene, 2004). Although accelerometers have been widely
deployed and repurposed to meet challenges in quantifying
sleep, they are fraught with validation issues in animals that
are not easily observed (Gaidica et al., 2021). For example,
Loftus et al. (2022) used collar-mounted accelerometers to
determine sleep but ultimately failed to find evidence for a
change in sleep intensity after sleep deprivation in wild non-
human primates. This finding is inconsistent with decades of
research suggesting that electrophysiological “deep” sleep has a
rebounding effect to support homeostasis (Rechtschaffen, 1998),
calling to question the utility of collar (or wrist) mounted
inertial sensors.

Progress toward recording or transmitting neural activity
in free-ranging animals has been made using small, externally
fitted biologgers (Vyssotski et al., 2006; Rattenborg et al.,
2008; Hoffmann et al., 2019; Massot et al., 2019). However,
these devices are limited to species and environments where
attaching the device directly to the head does not threaten
naturalistic behaviors, such as entering and exiting burrows or
nests. Therefore, until similar devices can be embedded within
the organism and subsequently removed without consequence,
the repertoire of species for which neural data (which provides
crucial information about sleep) can be collected will be
inherently limited (Forin-Wiart et al., 2019). To that end,
implantable telemetry systems that require nearby antennas
offer a glimpse into how such a feat can be accomplished
(Chang et al., 2011), but at present, fully “autonomous”
solutions are lacking.

In this study, we demonstrate progress toward a bridge
between laboratory and field science that can be applied
across species. Specifically, we developed an implantable
biologging platform capable of broadening the understanding
of neurophysiology and behavior in freely moving animals
(Figure 1). Our biologger is based around a low-cost,
highly capable Bluetooth Low Energy (BLE; see Table
1) microprocessor that schedules onboard recording of
biopotential data. We first explored the general constraints
and possibilities of embedded BLE technology by using our
biologger to perform closed-loop audio stimulation in a freely
behaving rat, a technique that could be used to enhance slow-
wave (SW) neural rhythms that occur in NREM sleep (Bellesi
et al., 2014) or tied together with other behavioral paradigms.
Next, we demonstrated the utility of an implantable device
by recording sleep in a captive squirrel from the comfort of
their nest box. We showcase several important advancements
in biologging, including sterile best practices, the ability for
“wild” animals to survive the biologger implant and explant
processes, and the increased capability of a platform that
can be reconfigured in real-time and repurposed for multiple
deployments. Although we focused on neurophysiology, the
onboard accelerometer make more conventional insights into
animal movement and behavioral motifs possible (Chimienti
et al., 2016; Hammond et al., 2016). Finally, our biologger’s
native wireless capability enables emerging use cases (e.g.,
proximity logging and spatial trilateration) to address further
gaps in neurophysiological and behavioral research.

Materials and methods

In this section, we outline the biologger hardware and
software architecture (see section “Hardware and software
architecture”), biological interface (section “Biological
interface”), surgical procedures (section “Surgical procedures”),
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FIGURE 1

Conceptual Overview. The laboratory setting (left) does not have tools to enable freely behaving neurophysiology in novel experimental
paradigms (e.g., low-latency wireless cuing of an external speaker to modulate neural rhythms in real-time). Ideally, the same “biologger”
platform can translate to ethical free-ranging experiments (right) utilizing alternative device modes that support autonomous deployment.

and metrics and statistics (section “Metrics and statistics”)
presented in our results.

Hardware and software architecture

Biologger hardware
Power is provided by a 20 mm, 3 V coin-cell battery

(2032, Energizer) that is fed into a series of voltage
regulators (Figure 2A). The 1.8 V regulation (TPS62243,
Texas Instruments) provides the main power rail for all
components and is then inverted (MAX1720, Analog Devices)
and regulated to −1.5 V (TPS72301, Texas Instruments) and
1.5 V (TPS7A2015, Texas Instruments) to provide a bipolar
source. Digital components consist of the Bluetooth Low-
energy (BLE, Version 5.2) Microprocessor (MCU; CC2652R,
Texas Instruments) that performs logic, computation, and
wireless communication through a single chip RF Balun
(2450BM14G0011, Johanson Technology) and 2.4 GHz chip
antenna (2450AT42B100, Johanson Technology). The BLE-
MCU passively senses battery voltage and an optional external
thermistor (GA100K6A1IA, TE Connectivity; single-dotted
lines), as well as communicates across two, 3-wire SPI buses
(double-dashed lines). The first SPI bus accesses a 6-axis
accelerometer and gyroscope inertial sensor (LSM6DSOXTR,
STMicroelectronics) and 2 Gb of NAND memory storage
(MT29F2G01, Micron). The second SPI bus accesses the Analog
section consisting of a 4-channel, 24-bit analog front-end
biopotential amplifier (ADS1294, Texas Instruments) which
collects bipolar biopotentials through an onboard passive
filter network (0.25 Hz high-pass and antialiasing) and is
available through a 1.27 mm-spaced pad array outfitted
with a gold pin solder connector (851-43-008-10-001000,
Mill-Max). Digital grounds are planar and tied to the analog
circuits through a ground star. The printed circuit board

(PCB; manufactured by PCBONLINE) has four layers (1 oz
copper, 0.062” total thickness; Figure 2B) and was designed
using KiCAD. We attempted to separate digital and analog
components between the middle layers, and ground planes
were structured according to manufacturer recommendations.
All components (Figure 2C) were encased in 3D-printed
biocompatible acrylic (Stratasys J750 with M3 crystal resin,
designed with Autodesk Fusion 360). Electrode fabrication and
silicone encapsulation are covered in detail below. The gross
weight of the biologger was approximately 8.5 g (34% battery,
24% PCB, 22% 3D-printed case, and 20% epoxy and silicone).

A robust battery connection was required for this
application. Metallic batteries can be heat damaged by
soldering directly to their surface, and thus, we welded our
own tabs to each side using a miniature spot welder (ıSW-
001, Montex). Once welded, the cathode (positive) tab was
directly soldered (X-TRONIC 5000 rework station, AIM 0.015”
solder) to the biologger using a specially designed PCB pad,
and the anode (negative) tab was connected to an underlying
PCB pad using a short length of wire (26 gauge, Adafruit
Industries). All soldering was performed with a filtered fume
extractor (FES150, KNOKOO) and washed using flux remover
(4140A, MG Chemicals).

Biologger software
Biologger software was developed in the C programming

language using the Texas Instruments SDK (Version 5.2) within
Code Composer Studio. Programming was made possible
using a Texas Instruments development board (LP-CC2652RB)
and a custom circuit board interface to supply power and
communication to an 8-pin programming port on the biologger.
The native Texas Instruments power policy was used to achieve
low-power idle modes which automatically engage between
application tasks.
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TABLE 1 Glossary.

Term Definition

Bluetooth low energy
(BLE)

A wireless network technology operating in the
2.4 GHz band standardized by the Bluetooth
Special Interest Group.

BLE: central device A device that connects to many peripheral devices
often in charge of reading, writing, or receiving
notifications/indications of BLE characteristics.

BLE: peripheral device A device that advertises a service with many
individual characteristics (i.e., pieces of data).

BLE: advertising Advertisements contain limited information and
are required to initiate a BLE connection.

BLE: service Services can have many characteristics (e.g., a car
dashboard service may contain characteristics for
speed and fuel).

BLE: characteristic Characteristics describe and house a single piece of
variable-length data. These can be read from,
written to, notify (without read-receipt), or
indicate (with read-receipt).

BLE: latency Latency is the time it takes for data to wirelessly
transfer. This can be modified by the
central-peripheral connection settings and is
inherently limited by random delays (<10 ms) in
the BLE protocol to avoid data collisions.

Printed circuit board
(PCB)

A multilayer, precisely machined epoxy resin
laminate board that is computer-designed and
connects soldered components.

Biopotential Any biological signal detectable by means of
recording a difference in voltage between two
leads.

Electroencephalography
(EEG)

Biopotentials detected from outside the brain,
typically representing cortical neural activity.

Light emitting diode
(LED)

Small lights that can be soldered to a PCB.

Slow-wave activity
(SWA)

A neural biopotential typically observed during
non-rapid eye movement sleep characterized by
slow (0.5–4 Hz), large amplitude oscillations over
the prefrontal cortex.

Onboard biopotential filtering was achieved using the
ARM-based CMSIS digital signal processing library and
biquad cascade IIR filters. Bandpass filters coefficients were
designed using ASN Filter Designer (Advanced Solutions
Nederland B.V.).

The biologger runs some utilities regardless of the
experiment, including a 1-s timer that maintains time and
records biologger voltage, thermistor temperature, and the
current time every 60 s for post hoc retrieval. Time is also logged
during specific user actions, such as when settings or operating
modes are changed. If battery voltage is less than 2.4 V the
biologger settings are reset to defaults and writing to memory
is halted to avoid undefined behavior that occurs outside of
normal operating specifications. If the onboard memory is
full, further writes will be rejected. Given these constraints,
the bio-logger will eventually drain itself and cease to operate
in a graceful manner. Specific functions initiated by the user

include a recording scheduler that subsamples accelerometer (1
and 10 Hz options) and biopotential (125 Hz) data at regular
intervals (e.g., record for 5 min every 60 min) and a closed-loop
system which is described in detail below.

All data is stored in non-volatile (i.e., to persist without
power) NAND memory in a serial fashion as self-contained,
32-bit packets. The first 8 bits encode a data type, and the
remaining 24 bits encode data. This method makes data retrieval
standard and robust, removing the overhead of implementing a
filesystem that can be easily corrupted. Furthermore, although
a filesystem has compression capabilities, should the biologger
ever be damaged or undergo a catastrophic failure it is likely that
partial data can be recovered if the memory module is intact.

Biologger configuration utility
In general, custom BLE service characteristics enable the

transfer of data, define the biologger state, and scheduled
routines. The primary interface to control settings and view
streaming data were built using Xcode (Version 13) using the
Swift programming language. The app (called, “ESLO”) was
deployed to an iPhone 12 Pro Max (Figure 3A). Biologgers
were detected and connected based on a static address pattern.
The app syncs date-time information to the biologger’s internal
clock and indicates vital information (Figure 3A, upper-
right): signal strength, battery voltage, thermistor temperature,
motion activity, and current memory storage address. A built-
in terminal area (Figure 3A, upper-left) allows for debugging
messages to be printed and exported following a connection.
Recording schedules, biopotential channels (labeled “EEG”),
closed-loop controls (labeled “SWA”), and accelerometer modes
and advertising modes (“Adv+”) are modified by the middle
control set. Settings are synced from the biologger upon
connecting and then manually “pushed” to the biologger after
being modified. A reset button sets the biologger memory
address to zero and also initiates “shelf mode” (see operating
modes in Table 2). The dark panel (bottom) streams real-time
data from the biologger: shown are 3-axes of accelerometer data
and 2 EEG/biopotential channels. Centering data around zero
(“Rm Offset”) and use of scientific units (“Sci Units”) can be
toggled. A biologger can only be connected to one central device
to avoid conflicts. Once the iOS app disconnects, the biologger
will behave according to user settings. Subsequent connections
to the biologger can be made based on the advertising interval,
which defaults to 500 ms, but can be extended to a random
interval of 30–60 s (“Adv+”) to decrease advertising power and
provide a non-overlapping beacon if multiple biologgers are
deployed in the same area.

Biologger data retrieval
The biologger has an 8-pin programming and

communication port where a “data dump” can occur using
a standard two-wire serial protocol. A dedicated module was
built for this function using an Arduino microcontroller with
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FIGURE 2

Biologger hardware. (A) High-level overview of the power, digital, and analog systems. (B) Component placement relative to the four-layer PCB.
(C) The 3D-printed case with the PCB and electrodes encapsulated in silicone.

an onboard micro-SD card (Figure 3B; Feather M0 Adalogger,
Adafruit). In brief, after biologgers were explanted, extracted
from their case, and cleaned, a custom 3D-printed clamp with
an 8-pin pogo connector was used to break out the biologger
programming pins. The biologger was then inserted into the
data dump module and data was transferred from the biologger
memory module to the micro-SD card. Although we also
created a wireless data retrieval utility, having a dedicated
system to offload data was simpler. Once the data is retrieved,
the biologger is ready to be reused, sparring only the soldered
electrode connector which is met with epoxy during encasing.

Closed-loop control
The biologger is capable of performing low-latency

detection of neural rhythms when specific criteria are met. The
closed-loop mode begins with a base station (LP-CC2652R1,
Texas Instruments) connecting to the biologger, which is
uniquely identified through a static address. After connecting,
the biologger fills a fixed-size rolling buffer with incoming
single-channel EEG data. After initially filling the buffer with 2 s
of data, a detection algorithm is performed every 100 ms. We
focused on the SW frequency band (0.5–4 Hz) characteristic of
NREM sleep. The detection algorithm begins by decomposing
a Fourier transform and finding the center frequency (Fc) and
phase of the ongoing neural rhythm. If Fc falls within the SW
band, the ratio between the SW band power and power in the 6–
12 Hz (empirically derived) range meets the user-set threshold,
and the max amplitude of the bandpass filtered SW data (0.5–
4 Hz Butterworth) meets a user-set threshold, the algorithm
continues. If Fc is detected as being greater than 2 Hz, the
algorithm is rerun on only the tail-end (1-s worth) of data to
increase temporal sensitivity. The biologger packages relevant

metadata including time, trial number, Fc, and the phase at Fc
for wireless transmission (16 bytes total) to the base station.

When the base station receives the detection packet, it
calculates a delay to play a 50 ms audio tone centered on
a specific phase of Fc. Thus, phase precise closed-loop audio
stimulation is achieved. The audio tone (calibrated to 50 dB)
is generated by a standalone pink noise generator (NOISE2,
Electric Druid) and amplification circuit with a manual volume
knob. A bicolor LED was placed in the video frame of an
overhanging camera to coordinate post hoc analysis of trials.
Sham trials that excluded audio occurred with a 10% probability
and were indicated by the LED as red versus green to easily
differentiate trial conditions in video.

Once the biologger sends the stimulation packet, it
continues to collect peri-detection biopotential data for another
2 s. After the entire trial buffer (4 s) is full, the biologger sends the
entire data stream to the base station and saves it with the trial
metadata to a micro-SD card. Trial metadata and biopotential
data were combined with video data using custom scripts in
MATLAB to generate peri-stimulus plots, as well as videos to
ensure device function and animal behavioral state.

Biological interface

Electrodes
Electrodes are typically made of a single piece of solid

wire using a variety of different anticorrosive, biocompatible
metals and alloys (Geddes and Roeder, 2003). Solid wire has
the advantage of low resistivity but can easily shear when bent
only a few times. A multi-strand cable is worse yet, as air
gaps between wires can wick, collect, and hold moisture which
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FIGURE 3

Biologger iOS app configuration utility and data dump module. (A) The app is shown in a connected state with a biologger. These settings
represent a recording schedule mode where two channels of biopotentials (EEG2 and EEG3) will record with a 20% duty cycle and
accelerometer (Axy) data will record at 10 Hz. (B) The data dump module is shown below the biologger interface. The bottom of the biologger
is displayed here to appreciate how the programming port pins interface with the pogo connector (circled in red) in the custom clamp module.
Data from the biologger memory is transferred serially through the main data controller board on the micro-SD card.

TABLE 2 Operating modes and power estimates.

Mode Description Current Power Biologger lifetime

Shelf BLE radio is off until the biologger detects significant motion
(“shake to wake”)

44 µA 79.2 µW 6.8 years

Beacon Biologger advertises its BLE service and becomes connectable
every 30–60 s

0.5 mA 0.9 mW 40 days

Connected Biologger is actively connected to a central device (e.g., iOS app) 2.3 mA 4.14 mW 4.3 days

Biopotentials All 4 biopotential channels are on with 1 Hz accelerometer 2.8 mA 5.04 mW 3.5 days

Recording Ex. 1 2 biopotentials, 1 Hz accelerometer record 1 min every 5 min
(20% duty cycle)

0.48 mA 0.86 mW 20 days

Recording Ex. 2 10 Hz accelerometer is always recording 130 µA 234 µW 76 days

All estimates are based on a 2032 battery (3 V, 240 mAh) operating at 85◦F.

degrades performance. Therefore, we developed a method to
create single-conductor, helical (i.e., wound) electrodes not
entirely unlike those used in human pacemaker applications (see
also, Open Source Instruments online methods). We used 36
gauge (0.127 mm) 80 nichrome wire (Master Wire Supply) as

the electrode and a piece of 0.38 mm steel music wire to wrap
the electrodes. The nichrome and music wire were autoclaved
before constructing the electrodes. First, the nichrome wire was
attached to the top of the music wire with hot glue. Once
secured, the nichrome wire was wrapped around the music wire
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to create the helix at a rate of roughly 10 turns per cm, and
for a length of 30 cm. The nichrome wire was then clipped
at both ends of the music wire and slid off. A sterile syringe
(3 ml) was then filled with medical-grade silicone (A-100, Factor
II). In preparation, translucent heat shrink tubing (Flexible
1.17 mm, Alpha Wire) was cold sterilized in a glutaraldehyde
solution (Wavicide 01, Medical Chemical Corporation) for 12 h
and then air-dried. The helical nichrome was then inserted
into the heat shrink tubing and cinched at one end using
a blunt needle to which the syringe was attached (using a
Luer-style twist lock) and then local heat was applied to this
junction to create a temporary seal. The syringe was then
depressed to force the silicone into the tube cavity covering
about 50% of the electrode. The heat shrink was then pinched
at the syringe junction so it could not slide off and heated
toward the open end of the heat shrink with moderate force
to elongate the tubing as it was heated, ultimately enclosing
the electrode and forcing the silicone into the remaining end
of the heat shrink tubing. After the silicone encapsulated the
wire, the electrode unit was pulled off of the blunt needle (and
syringe) and the heat shrink tube was sheared at its furthest
end where silicone had not entered. The internal silicone was
left to set for >24 h and each electrode unit was eventually cut
in half to create two, 15 cm pieces that were soldered to the
biologger electrode port.

Encasing and encapsulation
Electrodes were interfaced with the biologger using a

soldered connection. A small piece of custom cut, 1 mm
foam was placed on the bottom of the 3D-printed case to
eliminate hard surface-to-surface interfaces and reduce internal
movement. Once the biologger was situated in the main part of
the case, it was enclosed from its bottom side using a 3D-printed
disc and medical device epoxy (EA M-31CL, Loctite) around
the disc’s circumference which was held tight during the drying
period using Kapton tape. The electrodes were fed through a
3D-printed conduit which interfaced to the case’s main body.
The conduit was epoxied to the main case and then epoxy was
injected into the conduit area around the electrode connector
and base of the electrodes to create a structural interface to
resist moisture from wicking into the biologger case. Once the
epoxy was set (24 h), 6 g of a two-part silicone elastomer (RTV-
4020, Factor II) were mixed and then degassed at 30 in Hg
for 2 min in a vacuum chamber (1.5-gallon chamber, Ablaze
Custom). The silicone was then poured into a 3 ml syringe
which was centrifuged (custom made) to consolidate the silicone
toward the ejection side. With the biologger suspended from
the tail-end of its electrodes, silicone was applied through the
syringe and an 18-gauge needle from 1 cm above the electrode
interface all the way down onto the whole of the biologger.
Excess silicone was allowed to drip into a small, disposable
cup below. The biologger was then covered with a bell jar and
allowed to sit for >24 h.

At all times, sterile best practices were followed during
device preparation and handling. Once the biologger silicone
was set, and 12 h prior to surgery, the biologger and electrodes
were cold sterilized in a glutaraldehyde solution, after which
it was placed into a large, empty sterile syringe (60 ml) for
transport to the operating room.

Surgical procedures

All procedures were approved by the University of Michigan
Institutional Animal Care and Use Committee (IACUC) and
Unit for Laboratory Animal Medicine (ULAM) under protocol
PRO00009223. Red squirrels (Tamiasciurus hudsonicus) and fox
squirrels (Sciurus niger) were trapped at Saginaw Forest in Ann
Arbor, MI, under the Department of Natural Resources (DNR)
Scientific Collectors Permit SC-1650. We used both species
of squirrel to assess acclimation to captivity and tolerance of
surgical procedures, such that we use squirrels in plural to
describe the procedures. However, we use a single case study of
a fox squirrel (∼430 g) in our results. We obtained rats (∼250 g)
from our institutional reuse program.

Animals were anesthetized using 5% isoflurane (item
402017, MWI Animal Health) mixed with pure oxygen
(Cryogenic Gases) in a custom plexiglass induction chamber.
We found that squirrels required an immediate dose of the
sedative dexmedetomidine (item 502019, MWI Animal Health)
at 100 µg/kg to tolerate the surgery. Thus, after moving animals
to the stereotactic frame, rats were maintained at slightly higher
levels of isoflurane (∼2%) than squirrels (∼1.25%) because of
the sparing effects of dexmedetomidine.

Animals were given a pre-surgical analgesic of carprofen
at 5 mg/kg (University of Michigan ULAM Pharmacy) and
antibiotic cefazolin at 50 mg/ml (item 501099, MWI Animal
Health). Internal body temperature was constantly monitored
using a handheld small animal thermometer and regulated using
an adjustable infrared warming pad (RT-0520, Kent Scientific).
Eye ointment was applied, then the animals were shaved using
handheld clippers. Animals were then secured using rat-sized
ear bars in the stereotactic frame (model 963, Kopf Instruments)
and repositioned in the gas mask (item 751859, Harvard
Apparatus). Three alternating applications of rubbing alcohol
and betadine were applied to the surgical area and then the
surgical area was draped using plastic (Press’n Seal, GLAD).

A one-inch medial-lateral incision was made behind the
neck and then a small posterior subcutaneous pocket was
exposed and irrigated with sterile saline (item 5102245, MWI
Animal Health) and kept hydrated with gauze. A half-inch
anterior-posterior midline incision was made over the skull and
then retracted to identify the bregma and lambda skull sutures.
Although a squirrel brain atlas was not available, squirrels have
roughly the same anatomical proportions as rats (see Paxinos
and Watson, 2007). Four, 1 mm screw holes were placed in
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the skull over the left and right frontal cortex (AP: 1.5 mm,
ML: ±1.5 mm, relative to bregma) for signal leads and the left
and right cerebellum (AP: −1.5 mm, ML: ±1.5 mm, relative to
lambda) for reference leads.

A subcutaneous route was established from the skull to the
neck incision for the electrodes. All open sites were irrigated
at least three times with sterile saline. Electrodes were first
routed to the skull area and then the biologger was placed
into the subcutaneous pocket. The posterior reference electrodes
were clipped, stripped to expose 2 mm of wire, secured in
the skull holes using a stainless-steel screw, and covered with
a two-part cold-curing dental cement (Teets Cold Cure, item
525000, A-M Systems). Next, the frontal leads were secured
using a similar method, and a smooth head cap was formed with
the dental cement.

Incisions were closed using a 5-0 nylon suture (item
M-N518R19, AD Surgical). Animals were tapered from
isoflurane and placed on a recovery heating pad. Rats recovered
in a standard, acrylic home cage until ambulatory, whereas
squirrels were administered a 1 mg/kg dose of atipamezole (item
032800, MWI Animal Health) to reverse the dexmedetomidine,
and allowed to recover in their home cage. For at least 1 day
following surgery, rats received an injection of carprofen at
5 mg/kg and a similar dose was mixed in nut butter and
offered to squirrels.

Housing
Rats were housed in standard rodent cages, received

ad libitum water and chow (5L0B, LabDiet), and were provided
enrichment items. Squirrels were housed in a larger cage made
for small primates that included naturalistic elements (e.g.,
sticks and grass) as well as a custom-made nest box (9 cu. in.).
Squirrels were also given ad libitum water and chow, but they
were fed a mixture of nuts, seeds, and fresh berries to replicate
their natural diet. Cages were recorded using two video cameras
(Wyze Cam v3). All animals were kept on a standard 12-h
light-dark cycle (coordinated with ambient conditions) and for
squirrels, the temperature was reduced to 60◦F.

Metrics and statistics

Biologger latencies
To determine algorithmic latency, we extracted the relevant

code and placed two C-code statements (Clock_getTicks,
accurate to 10 µs) around the algorithm block and ran
it 1,000 times, storing each calculated latency to a 32-bit
unsigned integer array. The latency array was then exported
to a binary file and imported into MATLAB to generate the
latency metrics.

To determine BLE wireless latency, we physically connected
a biologger to a base station with a synchronization cable. The
biologger sent a pulse following the statement that initiated

a wireless indication (16-bytes) to the base station. The base
station detected the pulse through a hardware interrupt that
reset a clock variable (using Clock_getTicks). When the base
station registered the wireless indication, the clock was re-
referenced, and the time difference was calculated and analyzed
in a similar manner to algorithm latency using 1,000 trials.

Sleep cycle
The ebb and flow of SW sleep characterized by 0.5–4 Hz

oscillations—sometimes called NREM, or stage N3 sleep—can
be used to determine a sleep cycle (Patel et al., 2022). To obtain
a single SW power vector, we quantified SW power magnitude
over time using a spectrogram (MATLAB, pspectrum) and
averaged it across the frequency dimension. We tested for
a cyclical component of these data using a standard power
spectrum. To determine if the resulting power spectrum data
was not due to chance alone, we randomly permuted the
SW power magnitude time series (n = 10,000 surrogates),
recalculated the power spectrum for each, and then tested how
often each frequency bin for the actual power spectrum was
larger than the surrogate distribution.

Results

Closed-loop auditory stimulation

We implanted our biologger in rats (Rattus norvegicus) for
up to 7 days to assess the biological compatibility of small
rodents and demonstrate utility in closed-loop experiments. We
collected biopotential data at 125 Hz and performed real-time
detection of SWs including information about the dominant (or,
center) frequency and instantaneous phase (the “algorithm,” see
section “Materials and methods” and Supplementary Figure 1).
Although parameters will vary depending on the type of
experiment, we suggest that algorithm runtime and wireless
latency are relatively ubiquitous “fixed costs,” and important to
characterize so that they can be included as line delays in the
closed-loop control system. Algorithm runtime on our entire
input signal (2 s of data) was 20.06 ± 0.01 ms (n = 1,000
trials). When SWs occurred at higher frequencies (>2 Hz), our
algorithm reanalyzed only the tail portion of the data stream to
increase detection specificity, resulting in an aggregate runtime
of 25.55 ± 0.01 ms (n = 1,000 trials; an additional cost of
5.49 ms). Note that both devices—the peripheral (biologger)
and central—handshake on a 10 ms connection interval prior
to engaging in any further communication, but that the BLE
protocol contains immutable random jitter to avoid packet
collisions from multiple devices. We found our wireless latency
to be 10.17 ± 1.74 ms (n = 1,000 trials), congruent with
the intended connection interval. Only 0.3% of our wireless
transmissions were outside three SDs of the mean with the
largest difference being a single trial with a latency of 24.54 ms.
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These results may vary based on signal strength and 2.4 GHz
band congestion.

Taken together, we were able to estimate the future signal
of ongoing biopotentials with high accuracy by quantifying
and anticipating system delays (Figure 4). Practically, from
detection on the biologger to an audio stimulus from the wireless
base station, we incur a 30◦ lag given a 2.5 Hz SW, and
when that is accounted for, we obtain precision to within 1.5◦.
However, it should be appreciated that many biopotentials, and
specifically neural EEG, rarely oscillate for many cycles at the
same frequency, such that signal estimation is prone to error
based on the location of recording, behavior being engaged, and
organism itself.

Approximating a free-ranging
deployment

We implanted a fox squirrel (S. niger) with our biologger
to demonstrate the ability to obtain freely behaving behavior
and physiology in a diurnal rodent (Figure 5). Our biologging
recording utility includes the ability to modify the duty cycle
of recordings, which are saved on-board. Here, we used a 100%
duty cycle to record a full night’s worth of biopotential (sampled
at 125 Hz) and accelerometer data (sampled at 1 Hz). We
demonstrated the ability to retrieve these data for post hoc
analysis through a biologger explant and humanely return the
squirrel to its home territory in the forest.

We verified squirrel behavior using an overhead nest
camera (Supplementary Figure 2). It was evident that SW
activity dominates the neural EEG when movement ceases,
consistent with NREM sleep (Figures 5B,C). Overall, SW
activity presented regularly throughout the night in our squirrel.
We further demonstrated the utility of high-fidelity physiology
by assessing the SW cycle length (i.e., sleep cycle) from these
data (Figure 6). Our squirrel had a sleep cycle of 2.95 cycles per
hour (P < 0.001), or roughly 20 min.

Discussion

We developed and then deployed a wireless biologger in
two experimental paradigms. Firstly, we showed that a closed-
loop control system can be built around on-board algorithmic
capabilities and low-latency wireless communication. Secondly,
we demonstrated multi-day biologger durability in a freely
behaving squirrel. Beyond technical or experimental capability,
our biologgers were reused without incident, sparing only a
few parts. We estimated that our devices had a one-time
use cost of $120 (at quantity 25), a price point that enables
large-scale deployments where neurophysiology is typically cost
prohibitive. Taken together, our biologger device represents a
single platform to support free-living neurophysiology that can

be interacted with in real time in a laboratory setting or deployed
autonomously in the field.

We propose that low-cost, implantable biologgers are one
solution to approaching outstanding questions relating to the
evolution of sleep. Squirrels are one such animal where rich data
exist regarding social structure, waking behavior, and energetics
(Boon et al., 2008; Fletcher et al., 2014; Studd et al., 2019, 2020;
Dantzer et al., 2020), yet how squirrels sleep in the wild remains
largely uncharted (but see Walker et al., 1977; Krilowicz et al.,
1988). Although we (and others) have identified that squirrels
sacrifice rest during autumn when storing food is critical to
survival (Williams et al., 2016; Gaidica et al., 2021), it is unclear
if sleep adapts to cope with, or enable such extreme fluctuations
in waking behavior. We showed here that SW activity cycles
roughly every 20 min in captivity which may be a useful
parameter to evaluate in natural conditions given the strong
relationship (found mostly in laboratory settings) between SWs,
memory, and fitness (O’Hearn, 2021). Squirrels also highlight
issues related to quiescent behavioral states indistinguishable
from sleep as measured by movement alone (Halsey et al., 2009;
Brown et al., 2013). We clearly observed extended bouts of active
rest (e.g., motionless but eyes-open) in our captive squirrel. This
is an effect known as “masking,” where animals like squirrels
will use the confines of their nest not only for sleep but to
mitigate exposure to weather and predators (Rietveld et al.,
1993). Masking events are, therefore, challenging to discern
through inertial sensors alone because they depend on stochastic
environmental conditions often covert to the observer (Brown
et al., 2013). Since many of the questions regarding the function
of sleep depend on the prevalence and precise timing of sleep
states, it is hard to imagine how those would be sufficiently
addressed without neurophysiology.

The ability to implant a neural recording device opens
several avenues to behavioral neuroscientists interested in
fieldwork. For example, contact tracing has become a popular
method by which individual interactions can be quantified
(Berkvens et al., 2019) but there are few instances that
describe changes in brain activity during socializing (but
see Zhang and Yartsev, 2019) or conflicts in the wild.
Unencumbered movement made possible by an implantable
may also usher naturalistic problem-solving tasks that can
probe intra- and inter-species cognition. Leaver et al. (2020)
demonstrated an interaction between paw preference and
learning in a novel paw preference test with wild gray
squirrels which could be supplemented by understanding the
neural correlates of paw preference and reaching dynamics
(Bova et al., 2020).

The species candidate pool for neuro-biologging is going
to be fundamentally limited by battery power into the future
(Laske et al., 2021). While semiconductor size will continue
to decrease exponentially (halving every 18 months), battery
technology has failed to keep pace, ultimately playing into
ethical concerns regarding the “5% rule”: a device should never
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FIGURE 4

Closed-loop slow-wave activity detection and audio stimulation. (A) Peri-detection EEG data are shown (black) with a 0.5–4 Hz bandpass filter
applied to better visualize slow-wave (SW) activity. The signal estimate (red) is based on the center frequency and phase estimation of the
biologger which is relayed to the base station at t = 0. The base station subsequently estimates a phase delay time to play 50 ms audio stimulus
at the up-going phase of the ongoing SW activity. (B) Session-wide (n = 202 trials) values for center frequency (Fc, left) and phase delay time
(right). Sham trial distributions (10% probability) are shown in red.

FIGURE 5

Biologging overnight in a freely behaving captive fox squirrel. (A) Eight hours of biologger data beginning at 8 p.m. showing EEG data (black)
and 3D accelerometer data from the x-axis (blue), y-axis (orange), and z-axis (yellow). Representative sleep and wake epochs are marked along
the top and the same data is shown in where (B) time has been restricted to a 10-s window. (C) The EEG spectrogram showing the relative
power for each frequency (1–20 Hz) across time (red colors indicate high power).

exceed 5% of an animal’s mass (Portugal and White, 2018; Kay
et al., 2019). Smaller batteries not only decrease in capacity,
but our tests show that they are incapable of providing stable
power (e.g., 2016 style battery), likely due to the high transient
demands of a wireless radio and bio-amplifier. Although power
efficiency is increasing in this device class, it will remain a
challenge over the next several years to record continuously
from neural biologgers for more than a few days in small animals

(<50 grams). One potential solution that we explored with
our biologger configuration utility is to subsample physiological
data through duty-cycled (i.e., scheduled) recording routines,
which can still provide a wealth of data tailored to a set
experimental duration (van Hasselt et al., 2021). However,
the growing use cases of the coin-cell form factor, including
the ability to use rechargeable batteries (see Musk, 2019 and
Neuralink), and the implementation of integrated regenerative
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FIGURE 6

Squirrel SW cycle duration. (A) Power in the SW band (0.5–4 Hz) was calculated from overnight recording data (8 h). Arrows indicate high SW
power and also demonstrate characteristic SW cycle frequency in a 1-h window. (B) The SW time-frequency relationship was calculated to
determine fundamental frequencies that may occur in the SW activity. Highly significant (P < 0.001) values and the peak magnitude were
calculated (both in red).

sources (Iyer et al., 2022), is promising, but also depends on
the experimental paradigm and access to the animal (Kim et al.,
2021; Wright et al., 2022).

More research is needed to address the efficacy of releasing
an animal into their natural habitat with a neural biologger,
especially if it requires multiple procedures and a survival
endpoint (Rattenborg et al., 2008). Some meta-analyses (mostly
in birds and marine mammals) do show that biologgers can
have slight but statistically significant negative impacts on
animals (Barron et al., 2010; Bodey et al., 2018) whereas
others do not (Bridge et al., 2013). Current evidence suggests
that implantation of biologgers may be the better option
compared to the external attachment as implanted devices do
not seem to have long-lasting impacts on natural behavior,
markers of inflammation, or detrimental effects on survival
and reproduction in free-living animals (White et al., 2012;
Shuert et al., 2015; Horning et al., 2017; Lameris and Kleyheeg,
2017; Forin-Wiart et al., 2019; Won et al., 2020). Meta-analyses
have consistently shown that the method of attachment of a
biologger influences the costs with external tags having the most
detrimental effects and implanted devices having few significant
impacts (White et al., 2012; Bodey et al., 2018). External
attachment of biologgers may carry such costs because they
increase the risk of entanglement, visual conspicuousness to
predators, or increase costs of movement due to drag produced
by the devices, whereas implantables promote freedom of
movement and natural kinematics while maintaining the
integrity of animal skin or fur allowing for natural interactions
and grooming (Forin-Wiart et al., 2019). However, extended
post-surgical observation that typically benefits an animal may
lead to territories being overtaken or resources being poached
in some species (Hendrix et al., 2020) and temporary removal
of an animal may also have direct and indirect consequences
on parental care or social dynamics in an ecosystem (Bulla
et al., 2019). Detailed studies in the laboratory also show that
any costs of implanted bio-loggers are short-lived as long as
the total mass of the device does not exceed 3–5% of the total
body mass of an individual (Casper, 2009). For example, a bio-
telemetry device that was implanted in rats that were ∼1% of

their average body mass had no impact on post-implantation
body mass and the impacts on their behavior only lasted 2 days
after surgery (Leon et al., 2004). However, Bakker et al. (2014)
found that recovery of more complex motor behaviors following
a neural implant in a non-human primate took 8–31 days.

There were clear advantages of performing this work on
campus with veterinarian oversight. For example, we noticed
mild seroma (i.e., fluid) development at the bio-logger implant
site in in our early rat surgeries that was determined to
be bacterial. To offer additional antibiotic coverage, we were
able to quickly adjust our protocol—from using enrofloxacin
to cefazolin—after which, we experienced no seromas and
completely healthy surgical recovery in rats and squirrels (see
also McCauley and Wehrens, 2010; Wedel et al., 2014). These
refinements work toward the capability of performing bio-
logger implants at a field station; the main considerations being
the maintenance of a sterile surgical field, portable equipment
and consumables, and suitable recovery and animal housing
areas. Researchers should be prepared to work closely with their
veterinarians and IACUC to establish suitable offsite procedures
suited for the species of interest.

Conclusion

In conclusion, the ability to record neural electrophysiology
in a freely behaving animal, compute and communicate
wirelessly with low-latency, and reduce deployment costs to
enable large cohort studies are major hurdles we sought
to address with our biologger. Despite some outstanding
challenges, these capabilities have the potential to reveal novel
insights while expanding the repertoire of species from which
our scientific assumptions are built upon.
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Neural mechanisms for
turn-taking in duetting
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Recent studies conducted in the natural habitats of songbirds have provided

new insights into the neural mechanisms of turn–taking. For example, female

and male plain–tailed wrens (Pheugopedius euophrys) sing a duet that is so

precisely timed it sounds as if a single bird is singing. In this review, we discuss

our studies examining the sensory and motor cues that pairs of wrens use to

coordinate the rapid alternation of syllable production. Our studies included

behavioral measurements of freely–behaving wrens in their natural habitat

and neurophysiological experiments conducted in awake and anesthetized

individuals at field sites in Ecuador. These studies show that each partner has

a pattern-generating circuit in their brain that is linked via acoustic feedback

between individuals. A similar control strategy has been described in another

species of duetting songbird, white–browed sparrow–weavers (Plocepasser

mahali). Interestingly, the combination of neurophysiological results from

urethane-anesthetized and awake wrens suggest a role for inhibition in

coordinating the timing of turn–taking. Finally, we highlight someof the unique

challenges of conducting these experiments at remote field sites.

KEYWORDS

antiphonal, birdsong, duets, central pattern generator, auditory feedback,

neuroethology

Introduction

Social behaviors rely on sensory signals sent between a “sender” and a “receiver”.

Signals produced by the sender often modulate the behavior of the receiver. For example,

in most songbird species, males broadcast a song that may be heard by conspecifics

(Figure 1A). These males produce their songs with at least two social goals – to attract

females for reproduction and to repel competing males (Catchpole and Slater, 2018).

When conspecifics respond to these songs, the sender/receiver relationship often

reverses. If a male is the sender when producing its song to attract a female, it becomes

the receiver when the female approaches it and produces a copulation solicitation display

(Elie et al., 2019; Perkes et al., 2019). Indeed, in many social behaviors, individuals are

constantly switching between roles as sender and receiver (Baker et al., 2019).
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FIGURE 1

Social behaviors require communication between two animals.

(A) Most neural studies of song control in songbirds focus on

species in which only the male sings. In these birds, the pattern

for the song is generated by a central pattern generator (CPG) in

the male’s brain (gray circular arrow). The song is then heard by

the female (lighter-blue arrow), the receiver. The song is also

heard by the male (dark blue arrow), which is required for song

maintenance. (B) Turn-taking in wrens requires the exchange of

information between a female and male. In duetting birds,

singing is controlled by a CPG in the brain of each individual.

The song of one individual is heard by the other and modulates

the ongoing behavior of the partner. Thus, the two animals form

a single circuit for the control of turn–taking (dotted box).

In turn–taking, a social behavior in which participants

alternate behaviors, there is a rapid switching of sender and

receiver roles in each participant (Pika et al., 2018; Elie et al.,

2019; Banerjee and Vallentin, 2022). This alternation highlights

a commonly overlooked feature of social behavior; when both

participants act as both sender and receiver, an emergent

feedback loop can form (Fortune et al., 2011; Coen and Murthy,

2016; Coleman and Fortune, 2018; Coleman et al., 2021)

(Figure 1B). This feedback loop is mediated by the sensory

signals that link activity in the brains of each participant.

There has been a growing appreciation of the back-and-forth

exchange of acoustic information between females and males

across songbird species: both sexes are believed to have sung

in the common ancestor of songbirds (Odom et al., 2014).

Therefore, this form of emergent feedback loop for turn–taking

is likely present in the common ancestor of songbirds.

How does neurophysiological activity in each participant

generate tightly coordinated turn-taking? Tightly-coordinated

duet singing in songbirds, such as plain-tailed wrens

(Pheugopedius euophrys) and white–browed sparrow–weavers

(Plocepasser mahali), are particularly well–suited for the study

of the neural mechanisms of turn-taking (Brenowitz, 2021).

Remarkably, we are aware of only three studies that examine

the neural mechanisms for the control of duetting in songbirds

(Fortune et al., 2011; Hoffmann et al., 2019; Coleman et al.,

2021).

In this review, we focus on our work with plain-tailed

wrens (Figure 2A; Fortune et al., 2011; Coleman et al., 2021).

These birds live in thick bamboo on the slopes of the Andes

FIGURE 2

Field recordings of plain-tailed wren songs. (A) Photo of a

plain-tailed wren. (B) Plain-tailed wrens live in dense bamboo

on the slopes of the Andes. Photo taken near the Yanayacu

Biological Field Station and Center for Creative Studies near

Cosanga, Ecuador. (C) Setting up microphones in the bamboo

to record wren duets. The microphones were covered with 2L

soda bottles to protect them from rain. (D) Spectrogram of the

beginning of a plain-tailed wren duet captured in the field. The

female first sang a syllable as part of her solo song, then the

male joined the duet. In this example, the male was further away

from the microphone, so his syllables are of lower amplitude

and can therefore be more readily distinguished from the female

syllables. Female syllables are denoted with light magenta lines,

and male with dark blue lines at the top of the spectrogram.

Motifs (repeated sequences of syllables) are distinguished by

vertical dashed green lines. (E) Segment of a song recorded in

the field in which the structure of the duet changed. The first

two motifs (1,2) are the same, then the birds produced a

shortened motif around 4 sec of this recording. After the

shortened motif, the pair sung a di�erent motif (a,b). Syllables

and motifs are labeled as in (D). Spectrograms were rendered in

Matlab (MathWorks) using the spectrogram function (95%

overlap, either 512- or 1,024-point window, sample rates of 10

or 25 kHz).

in Ecuador (Figure 2B), between 2200–2400 meters above sea

level. Female and male pairs of birds sing a learned duet

in which they rapidly (up to 6 Hz) alternate the production

of their vocalizations so quickly and precisely (Figures 2D,E)

it sounds as if a single bird is singing. Our behavioral and

neurophysiological experiments were conducted at remote

field stations in Ecuador, within the natural habitats of the

animals. These field studies presented numerous challenges,

both practical and scientific.

One interesting practical challenge that led to unexpected

scientific insights was the choice of neurophysiological

techniques. Initially we relied on recordings conducted in

anesthetized wrens as these experiments seemed more feasible

Frontiers inNeural Circuits 02 frontiersin.org

132

https://doi.org/10.3389/fncir.2022.970434
https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org


Coleman et al. 10.3389/fncir.2022.970434

at our field sites (Fortune et al., 2011). Unexpectedly, these

recordings in anesthetized birds were critical for the discovery

of a likely role of inhibition for the coordination of duet singing

in awake birds (Coleman et al., 2021).

Background

Birdsong is a learned behavior that requires interactions

between sensory and motor information in the brain (Mooney,

2014). In songbirds, juveniles match their own vocal output to a

memory of a tutor song (Konishi, 1965; Ikeda et al., 2020). Once

birds learn their song, ongoing auditory feedback is necessary

to maintain their vocalizations, as song degrades when birds

are deafened (Nordeen and Nordeen, 1992; Doupe and Kuhl,

1999; Leonardo and Konishi, 1999; Brainard and Doupe, 2001;

Horita et al., 2008). This auditory feedback modulates motor

circuits in the brain that control singing (Roberts et al., 2017).

The neural basis of these sensorimotor interactions has been

primarily studied in species in which only the male sings, such

as zebra finches (Taeniopygia guttata), white-crowned sparrows

(Zonotrichia leucophrys), bengalese finches (Lonchura striata),

and canaries (Serinus canaria). The key difference between

songbirds in which onlymales sing and duetting species in which

both females and males sing together is the rapid exchange of

acoustic information between birds. This information exchange

is used, at a minimum, for the coordination of the duet

performance.

There are dedicated circuits in songbird brains, known

as the “song system”, that have been shown to control song

learning, production, and maintenance (Brainard and Doupe,

2002; Mooney, 2014). Specifically, a nidopallial area known as

HVC (proper name) is a site of sensorimotor integration for

song (Mooney and Prather, 2005; Roberts et al., 2017). HVC

is necessary for song production (Nottebohm et al., 1976) and

contains neurons that form the pattern-generating circuit for

song. Stimulation of HVC can ‘reset’ the temporal patterning

of song (Vu et al., 1994) and cooling HVC can slow song

production (Long and Fee, 2008). HVC neurons are not only

active when the bird is singing but also when the bird hears

playbacks of its own song (Margoliash, 1983; Margoliash and

Konishi, 1985; Prather et al., 2008). Interestingly, in species in

which only males sing, the temporal pattern of HVC neuron

activity is nearly identical when the birds are singing and to

playback to their song (Prather et al., 2008; Mooney, 2014). The

similarity in sensory- and motor-related HVC activity makes it

challenging to differentiate these two signals.

Duetting birds, in contrast, receive two categories of

feedback. From the perspective of an individual bird, the duet

is composed of two types of syllables, those that it produced

(autogenous) and those produced by the partner (heterogenous).

Any syllable produced by the bird must involve the generation

of motor patterns in the brain for singing, and hearing its own

vocal output (Figure 1B). In contrast, when the other bird sings,

there is no motor output. This is where duetting birds offer

an advantage–when one of the birds is singing, its HVC has

a sensorimotor interaction that is presumably similar to that

which occurs in non-duetting species of songbirds. But when

the partner bird is singing, it only receives sensory feedback.

Therefore, we can use these different forms of sensory feedback

to help us understand how behaviors are coordinated between

two individuals.

Turn-taking and other behaviors in
plain-tailed wrens

To understand behavioral rules used by duetting wrens,

we placed microphones in the thick bamboo stands in which

they live (Figures 2B,C; Fortune et al., 2011). The birds sing

extremely loud duets – we measured over 80 dB SPL standing

within a few meters of the birds. The duet durations ranged

from a few seconds to over 2 minutes of continuous singing (as

reported in Mann et al., 2006). Birds repeated short-duration

motifs, typically less than 2 seconds, composed of four to six

unique syllables (Figures 2D,E). Females and males alternated

syllable production within each motif, although individuals

occasionally dropped a syllable (see Figure 1C in Fortune

et al., 2011). The patterns of syllables in duets often sound

quite consistent. Visual inspection of spectrograms, however,

show that individuals make small changes in acoustic features,

particularly in the time-varying frequency within syllables, over

the duration of duets (Figure 2E). These variations appear to add

additional complexity to duet performances. Future experiments

may examine the potential relevance of these variations to the

animals, and test whether each bird is responding to changing

acoustic dynamics in its partner’s syllables.

These recordings also showed that wrens produce “solo”

songs in which either the female or male sings by itself

(Figure 2D; see Figure 1 in Fortune et al., 2011). When males

sing alone, their syllables are generally produced at much lower

amplitudes than when they sing in duets. We also found that the

solo songs of both individual female and individual male wrens

are composed of similar syllables and sequences of syllables as

seen in duets (see Figure 1 in Fortune et al., 2011).

Plain-tailed wrens are not prolific singers, singing perhaps

dozens of duets in a day. We observed differences in singing

from day-to-day: on some days they produced very few or no

songs, whereas on other days all pairs of birds in the area

sang throughout the day. We do not know the causes of these

variations in singing (weather, food availability, etc.), but the

song-producing circuits in the brain are likely modulated by

environmental cues.

We also observed that the patterns of duet singing

sometimes shift during longer-duration duets, resulting in an

overt change in the cadence of the song (Figure 2E). How
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and why birds make these changes is unknown. On one

hand, these changes in cadence may be a form of error

correction following a poorly produced syllable. Alternatively,

these changes may be cues used in territorial defense, to

reinforce pair bonds, or as a mechanism for sexual selection.

We also observed differences in duetting between birds

in their natural habitat and when in captivity. Pairs of

wrens in captivity typically sang shorter duration duets, on

the order of seconds, and rarely produced longer duets.

As a result, our neurophysiological experiments focused on

shorter duration duets, and have not addressed mechanisms

that underlie changes in cadence found in some longer

duets.

Exchange of sensory information in solo
and duet singing

In plain-tailed wrens, acoustic cues alone are sufficient for

the coordination of duetting, as birds that are visually isolated

from each other produce normal duets. Remarkably, on a few

occasions captured birds that were held temporarily in cloth bags

duetted with their uncaptured partners. Additionally, wrens can

initiate duets withmore than tenmeters between the individuals.

In the field, we have heard duets in which one of the birds is

adjacent to our location but the other bird is deep in the bamboo

(Figure 2D). Delays due to the speed of sound – 10 meters is

traversed in about 30 ms – are obvious to human listeners and

affect the timing of turn–taking during duets.

Acoustic cues from the partner can modulate the timing

of the duet. We observed a difference between solo and

duet songs in the timing of syllables (Fortune et al., 2011).

In both females and males, solo songs showed greater

variability in the intersyllable intervals when compared to

duets (Fortune et al., 2011). This change likely results from

hearing partner syllables during duet singing. These data

suggest that each bird has a pattern-generating circuit in

its brain that produces its song, as is typical in oscine

passeriform birds, and that sensory cues from the partner

modulate the temporal dynamics of this pattern-generating

circuit (Figure 1B).

These behavioral observations provided the framework for

our neurophysiological recordings. In short, duet singing

is produced by central pattern-generators (CPGs) in

each bird, and acoustic cues from the partner modulate

the timing of these CPGs. From previous studies, we

knew that HVC acts as a CPG for song production

(Long and Fee, 2008) and that HVC neurons receive

auditory input (Margoliash, 1983; Mooney et al., 2001;

Coleman et al., 2007). We therefore focused on HVC for

neurophysiological recordings.

Neurophysiological mechanisms for
the coordination of duet
performances

To understand the neural mechanisms for duet singing,

we used two categories of neurophysiological recordings:

recordings in urethane-anesthetized birds (Fortune et al., 2011),

and recordings in awake, singing wrens (Coleman et al.,

2021). Based on extensive previous work in other songbird

species, we expected substantial differences in the patterns of

neurophysiological activity in these two conditions. Previous

studies in which HVC recordings were made in urethane-

anesthetized birds showed that HVC neurons are highly

selective for the bird’s own learned song and typically do not

respond to conspecific vocalizations (Margoliash, 1986;Mooney,

2000; Mooney et al., 2001). In these experiments, the bird is

anesthetized, an electrode is placed in HVC, and pre-recorded

songs and other sound stimuli are repeatedly played to the bird.

We therefore expected that in plain-tailed wrens, neurons in

HVCwould respond to the bird’s own vocalizations; that is, HVC

neurons in males would respond to male syllables and neurons

in females would respond to female syllables.

We captured wrens and made electrophysiological

recordings from HVC neurons in urethane-anesthetized

animals (Figures 3A–C; Fortune et al., 2011). In these

experiments, we presented short duration duet songs, songs that

contained only the female or male syllables, and songs in which

the inter-syllable intervals were digitally altered. Surprisingly,

we found that neurons in both female and male HVC not only

responded to their own syllables, as expected, but also to the

other bird’s syllables. Further, we found that neurons in HVC

responded most strongly to the combined duet performance.

That is, HVC neurons responded more to playback of intact

duets than to the sum of the responses to the female and male

components played separately (Fortune et al., 2011). This result

suggested that, even though each bird only sings its part, the

neural circuits controlling their singing integrate the combined

output of the two birds. This was the first clue we had that the

neural system for turn-taking spans both birds (see Figure 1B),

as neurons responded best to the combined signal.

We also observed an interesting sex difference in HVC

activity. HVC neurons in males responded more strongly to

female syllables than to their own syllables (see Figure 3B in

Fortune et al., 2011). In other words, HVC neurons in males

responded more strongly to heterogenous cues than autogenous

cues. In females, neurons responded more to autogenous cues

(the female syllables) than heterogenous. In sum, neurons in

both females and males responded more strongly to female

syllables. This suggested that female syllables have more salience

in the coordination of duet performances than male syllables.

We interpreted this result that females provide the leading cues
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FIGURE 3

Capture and electrophysiological recording preparation. (A) A

photograph of a plain-tailed wren (pink arrow) that was caught

by a mist net. (B) A female (top) and male (bottom) plain-tailed

wren in captivity. (C) The first electrophysiological rig that we

used for recordings in urethane-anesthetized wrens. The

vibration isolation table was a large tile plate that rested on

tennis balls atop cinder blocks. A mesh was placed over the rig

to prevent flying insects from interfering with the recordings.

Note the copper rod used for grounding to the right of the rig.

(D) Electrode arrays for chronic recordings were constructed at

the field station in an improvised experimental rig–visible are the

temperature controller (bottom right), amplifier and recording

system (center right), and microscope mounted to a door used

as the table. Both (C,D) are at the Yanayacu Biological Field

Station and Center for Creative Studies.

for coordinating duet performances. A similar conclusion was

made in duetting bay wrens, based on behavioral results (Levin,

1996a,b).

What neural mechanisms give rise to the facilitated

responses to duets in HVC? To understand the mechanisms by

which HVC neurons integrate signals, we digitally manipulated

either the female or male solo song by altering the gaps in

between syllables (see Figure 4 in Fortune et al., 2011). For

example, we modified or eliminated the gaps between syllables

and discovered that stimuli with proper timing of syllables

elicited significantly greater responses than stimuli that did not

have proper timing. These data suggested the pattern generating

circuit in each bird is tuned to the temporal structure of duet

singing. Stimuli with normal gaps elicit stronger responses

because the timing of sensory cues matches the temporal

structure of the CPG. In contrast, stimuli with abnormal or

missing gaps do not match the temporal structure of the CPG,

resulting in weaker activation.

This finding may be a potential neural mechanism for a

behavioral observation seen in duets recorded in the field. When

females and males produce sequences of solo syllables, the

temporal order of the syllables is similar to that when they sing

duets, reflecting the role of a CPG in song production. Critically,

when a bird (usually a male) drops a syllable, the partner often

continues to sing its normal pattern of syllables. Interestingly,

the inter-syllable interval is altered without the male, suggesting

heterogenous input modulates the timing of the ongoing CPG

(see Figure 1 in Fortune et al., 2011).

Neurophysiological recordings from
duetting wrens

Our initial experiments suggested that circuits in HVC

integrate information from both birds (Fortune et al., 2011).

However, these experiments were conducted in urethane-

anesthetized birds, and it was unclear how auditory feedback

from the partner influenced vocal production and turn-taking

in awake, behaving birds. To understand the neural mechanisms

of sensory-motor interactions underlying turn-taking we needed

to record from birds when they were duetting. Knowing these

experiments would be technically challenging in remote field

sites, we decided to use multi-unit recordings (record from

multiple neurons at one time). We also had to consider what

type of equipment would be best to capture the neural activity

in duetting birds. We decided to use a commercially available

wireless recording system (Multi-Channel SystemsMCSGmbH,

Germany) for two reasons. First, wrens require bamboo in their

cages which is incompatible with wired tethers. Second, wireless

recording systems require less hardware that is also easier to

implement at field sites.

We captured pairs of wrens on their territories (Figure 3A)

at the Yanayacu Biological Field Station and maintained them

for a short time (1–2 days) (Figure 3B) to allow them to

adjust to captivity prior to surgery. Chronic electrodes were

constructed in the field (Figure 3D) and were composed of

four 50 micron wires with an additional reference and silver

ground. The electrodes were implanted into either the left or

right HVC. Once each bird recovered from surgery, we then

captured the neural activity with a combined amplifier/digitizer

that we attached to the electrode connector on the head of the

bird. This amplifier/digitizer was powered by a battery that we

placed on the back of a bird. One of the challenges we did

not anticipate was designing a jacket for the battery. Our first

attempts were using jackets created for zebra finches. However,

we quickly realized these jackets did not work for the wrens who

live in thick bamboo and were much more adept at using their

legs and talons to remove the battery. We eventually designed a

harness that secured the battery to the back of the wrens and did

not impede their behavior.

Based on work in other songbirds and our previous

finding in anesthetized wrens (Margoliash, 1986; Mooney, 2000;
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Mooney et al., 2001; Fortune et al., 2011), we expected an

increase in HVC activity when each bird was singing (premotor

activity) and an increase in HVC activity when each bird heard

its partner (auditory-evoked activity). When we recorded from

HVC of duetting wrens, we found that HVC activity in both

the female and the male increased when they produced their

own syllables, as expected (Figure 4, solid blue and magenta

traces). However, we did not see an increase in HVC activity

when either bird heard its partner’s syllables. That is, there was

an alternation of HVC activity that matched the alternation of

syllable production in the pair (see also Figure 1A in Coleman

et al., 2021).

Interestingly, this alternation of HVC activity was also

found in duetting white–browed sparrow–weaver (Hoffmann

et al., 2019). The alternation in HVC premotor activity does

not explain how birds synchronize their vocalizations. How

does heterogenous auditory feedback modulate the timing

of vocalizations in partner birds? Surprisingly, a clue came

from a comparison of results from experiments in awake and

anesthetized wrens.

We used urethane as an anesthetic – urethane blocks

GABAergic transmission (Accorsi-Mendonça et al., 2007).

When the wrens were awake, HVC neurons were only active

when the bird was singing its own syllables (premotor activity).

However, under urethane anesthesia, HVC neurons, particularly

in males, responded to playback of syllables from both birds

(Figure 4, gray traces with blue and magenta outlines). This

finding supported the idea that heterogenous activity in awake

animals activates GABAergic circuits that inhibit premotor

activity in HVC. Urethane blocks this inhibition so that when

the birds are anesthetized, heterogenous auditory input is

‘unmasked’ and now excites HVC neurons. Future experiments

will more directly test the role of GABAergic inhibition in timing

of turn-taking in wrens.

GABAergic inhibition has also been shown to coordinate

another form of turn–taking in songbirds. In an elegant study,

Benichov and Vallentin (2020) studied the neural basis for the

coordination of calls between male zebra finches. Microinfusion

of muscimol, a GABA agonist, resulted in a degradation of

the timing of responses to calls. However, microinfusion of

gabazine, a GABA antagonist, decreased the latency of responses

to calls. This result contributes to the idea that turn–taking

is an ancestral feature in songbirds and that inhibition may

be a phylogenetically wide-spread neural mechanism for turn–

taking. Odom et al. (2014) found that female singing is found

in 71 percent of the species they surveyed across 32 families. A

phylogenetic analysis of these data suggest that female song may

be ancestral to oscine passeriform birds (Odom et al., 2014), a

potential basis for turn-taking in these ancestral species.

The idea of inhibitory feedback between individuals is

intriguing as it can help prevent overlapping vocalizations, a

hallmark of turn-taking. Inhibitory feedback could also help

explain the fast alternation of syllables. Once a neuron is

inhibited, it can rebound from the inhibition (post-inhibitory

rebound; PIR) and fire action potentials more quickly and at

a higher firing rate. In addition, PIR may help explain the

supralinear response to playback of duet song–HVC responded

most strongly to the combined duet performance. Perhaps

this supralinear response is due to post-inhibitory rebound.

Inhibition also supports the model that the two individuals act

as a single circuit (Figure 1B). In this model, each bird produces

song through a pattern-generating circuit and the timing of the

pattern is modulated by inhibitory feedback from the partner–

much like a half-center oscillator (Marder and Calabrese, 1996;

Calabrese, 1999).

Inhibition may be a neural mechanism used for the

precise coordination of turn-taking in other species of duetting

songbirds. For example, we hypothesize that duetting birds

which have precise alternation of their vocalizations, like white–

browed sparrow–weavers (Hoffmann et al., 2019) and canebrake

wrens, (Rivera-Cáceres et al., 2016), may rely on inhibition.

However, other duetting species whose duets are less tightly

coordinated, like the black-bellied wren (Logue, 2007), may

not use feedback inhibition and might rely on other neural

mechanisms for coordination. This hypothesis, that inhibition

emerges as a mechanism to improve the precision of timing of

turn–taking, can be examined in additional comparative studies.

Practical challenges to field work
with plain-tailed wrens

Neuroethological studies conducted in an animal’s native

habitat allow the organisms to express a wider spectrum of

its behavioral repertoire. The wider and more naturalistic

expression of behavior allows scientists to address new questions

concerning the control of behavior with greater confidence

in the relevance of the findings. However, work at field

sites introduce numerous experimental, practical, and scientific

challenges that are reduced in laboratory settings. Lack of

control, repeatability, implementation of technologies, access to

technical support, and the enormous array of practical issues of

working in remote uncontrolled habitats are serious barriers to

scientific progress.

As expected, we faced biological and practical obstacles

in establishing our research program using plain-tailed wrens.

For example, a major hurdle in studying these birds is that

they live in dense chusquea bamboo (Figure 2B). To capture

the wrens, we discovered that we had to cut thin paths in

the bamboo within their territories for our nets (Figure 3A).

The nets themselves were constantly becoming tangled in the

bamboo, and the birds, which navigate dense foliage every day,

were well prepared to evade becoming tangled in the nets. The

most successful approach for catching the wrens was to present

a few playbacks of conspecific duets just after erecting the nets.
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FIGURE 4

Di�erences in patterns of HVC activity in awake vs. anesthetized wrens. Background shading indicates the time each bird sang a syllable: darker

blue for male and lighter magenta for the female. (A) Normalized PSTH shows HVC activity recorded from the male while duetting (singing; solid

blue). (B) Inverted PSTH showing activity in response to playback (20 repetitions) of the same duet while the male was anesthetized with

urethane. The histogram for activity during urethane anesthesia has been inverted to highlight the temporal relations in HVC activity when the

bird is awake and singing and when the bird is anesthetized. Stars highlight increases in HVC activity near the end of partner (female) syllables.

These increases in HVC activity may be inhibitory auditory responses in awake birds that are revealed by the action of urethane anesthesia. (C)

Spectrogram of the duet produced by the pair of wrens. Dotted green lines highlight repetitions of duet motifs. (D,E) HVC neural activity in the

female during singing and urethane as in (A,B). Stars same as in (B), but for recordings in the female.

Perhaps not surprisingly, the wrens were able to rapidly pin–

point the locations of playback speakers, which we placed near

the center of the net often about 0.5 m above the ground.

Another major hurdle is that our experiments rely on

capturing both individuals of a female–male pair. The birds

are monomorphic, making it difficult to distinguish during

capture. We discovered that if the female was captured in the

net first, the male would often simply depart. In contrast, if

the male was captured first, the female would remain and was

particularly aggressive in countersinging and exploring near the

site of playback, facilitating her capture. Once in captivity, males

tended to be more gregarious whereas the females tended to

be more shy. For example, after capture, males readily accept

worms and other food from experimenters hands, whereas

females remained wary of humans.

Feeding the wrens was its own challenge. Wrens eat

live insects, and we provided them with live crickets every

hour. We were able to capture relatively small quantities

of wild crickets by hand at our field site. Fortunately,

there is a foundation near Quito, Wikiri, dedicated to

frog conservation (www.wikiri.com.ec). Their efforts in frog

conservation required that they farm crickets–which became the

commercial source of the large numbers of crickets needed for

our project.

Finally, wrens rely on nests in the bamboo to survive the cold

nights (less than 12 degrees C) of their high–altitude habitats.

To keep birds warm at our field sites that did not have heating,

we placed our hot bead sterilizer (used for sterilizing surgical

instruments) under a blanket that covered the cages at night.

As to more practical issues, electrophysiological studies

require a truck-load of equipment that we had to transport

to our field sites (Figures 3C,D). Of course, this equipment

also requires electricity and, for our initial experiments, the

electricity at our field station, the Yanayacu Biological Field

Station and Center for Creative Studies, was generated from

local hydro-power. The power depended on rain: the power

would sometimes run out and so we had to implement a 12 V

backup system using car batteries that were charged via solar

panels.

Unexpectedly, the electrical grounding at our field sites was

terrible to non-existent. For grounding, we purchased a 2 m

copper rod (1.5 cm diameter) that we placed into the soil

near our recording systems (see Figure 3C). Many of our initial

experiments in anesthetized wrens were done in a shack that

was open to the surrounding cloud forest. We had to protect

the recording electrode from the many, many insects that were

attracted to our lights, so we used a gauze-like material (chiffon)

that we draped over the rig (Figure 3C).
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Technical problems that are simple to solve in the laboratory

are often more difficult to solve in the field. For example, to solve

a saturation problem with our amplifier, the company advised us

to send the amplifier back to them to change an internal setting.

The solution we eventually used turned out to be simple. We

had inadvertently created a small battery between our recording

electrode and our reference electrode by using two different

materials – our recording electrode was made from carbon and

the reference electrode was silver. To solve this problem, we

purchased a carbon art pencil, cut off the tip, and used Silverprint

(GC Electronics, Rockford IL USA) to make it into a reference

electrode. It worked like a charm.

Despite these challenges, we find field work personally and

scientifically rewarding. Personally, solving problems in the

field is enjoyable as it often requires a deeper understanding

of the fundamentals of the tools and approaches that we use.

For example, in the lab you might simply replace a part or

send it for repair whereas in the field you often must devise

alternative solutions. Scientifically, each species has evolved in

its own environment and therefore has its own idiosyncrasies.

These idiosyncrasies provide insights into, for example, how

variability in nervous system control strategies is used to

produce variability in behaviors. Further, biology requires a

comparative approach to differentiate universal mechanisms

from idiosyncratic features. Field studies are often the only

avenue to study non-traditional species.

Discussion

We believe the conceptualization of interacting animals

acting as a unit is useful for the study of social behaviors in

other species including duetting in Drosophila (LaRue et al.,

2015; Coen and Murthy, 2016), singing mice (Okobi et al.,

2019), antiphonal communcation in primates (Miller et al., 2009;

Takahashi et al., 2013; Pika et al., 2018), and humans (Levinson,

2016). We found that the nervous system of plain-tailed wrens

is ‘tuned’ to the combined performance, therefore, thinking

of cooperating individuals as a single unit may reveal neural

mechanisms that are not obvious or present when thinking of

animals as simple senders or receivers.

Future studies using plain-tailed wrens could focus on three

major questions. First, How do males and females learn their

respective parts? In other words, how do wrens of each sex learn

the timing and identity of their own syllables? One possibility

is that both female and male wrens learn both parts of the

duet and then participate in duets as adults, in sex-specific

manner. Alternatively, females only learn and sing female

syllables. Gaining insights to song learning requires longitudinal

recordings while young wrens hear adult models and then later

develop their songs. One potential role of chorusing, in which

several plain-tailed wrens simultaneously perform the same

syllables (Mann et al., 2006), is in learning sex-appropriate roles

in duet singing (Rivera-Cáceres et al., 2018).

Second, how do plain-tailed wrens learn to coordinate duet

performances with their partners as adults? Anecdotally, when

we caught female and male wrens from different territories, they

sang together. Initially, the duet is not well-coordinated and very

short (2–5 motifs), but after time the synchronization and the

length of the song improves. One experiment to test this is to

form new male/female pairings of wrens from distant territories

or even from groups that sing different dialects. We could

then quantify the changes in duet performances that emerge

over time. Further, we predict an emergence of clear inhibitory

responses in the brains of each wren as duet performances

improves. Finally, what are the rules for duetting in plain-

tailed wrens? Several studies in other species have described

the behavioral rules and signals embodied in duet performances

(Logue, 2006, 2007; Rivera-Cáceres et al., 2016; Rivera-Cáceres

et al., 2018). Understanding these rules in plain-tailed wrensmay

facilitate future experiments that may reveal the roles of neural

activity in HVC and other song nuclei in turn-taking.
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Animals use a variety of complex signaling mechanisms to convey an array

of information that can be detected by conspecifics and heterospecifics.

Receivers of those signals perceive that information and use it to direct

their subsequent actions. Thus, communication such as that which occurs

between senders and receivers of vocal communication signals can be

a powerful model in which to investigate the neural basis of sensory

perception and action initiation that underlie decision-making. In this study,

we investigated how female songbirds perceive the quality of acoustic

signals (songs) performed by males and use that information to express

preference for one song among many possible alternatives. We use behavioral

measurement of song preference before and after lesion-induced alteration

of activity in an auditory processing area (caudal nidopallium, NC) for which

we have previously described its interconnections with other auditory areas

and downstream reward pathways. Our findings reveal that inactivating NC

does not change a female’s ability or willingness to perform behavioral

indicators of mate choice, nor does it change their ability to identify the

songs of individual males. However, lesioning NC does induce a decrease in

the strength of song preference for specific males more than others. That

decrease does not result in a complete elimination of preference, as female

preferences for specific males are still evident but not as strongly expressed

after lesioning of NC. Taken together, these data indicate that NC plays a role

in a female’s strength of preference in song evaluation and mate choice, and

activity in NC is an important facet of mate choice.
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Introduction

Organisms continuously perceive and process sensory
information, determine the value of that information, and use it
to select one action from many possible alternatives (Kable and
Glimcher, 2009). These assessments and the associated actions
result in decisions that have many biological and social impacts
on the life of an organism. Such decisions can include where
to forage, whether to flee, and perhaps the most evolutionarily
significant decision of the partner with whom they will mate.
In humans and other mammals, neural networks involving
complex interactions between associational cortices and reward
centers have been implicated in assessing stimulus value, and
additional networks associated with motor initiation have also
been well characterized (Gold and Shadlen, 2007). However, the
neural mechanisms behind this complex processing of sensory
information and the link between sensory information and
motor activation remains poorly understood. Here we turn to an
animal model to investigate those neural mechanisms and their
associated roles.

Mate choice can be a useful model to explore the neural
mechanisms of decision-making. Females of many species must
perceive and evaluate sensory information such as plumage,
ornamentation, behavioral displays, and vocalizations from
members of the opposite sex to evaluate a male’s quality
(reviewed in Catchpole and Slater, 2008). The female can
then use that information to selectively engage in courtship
and copulatory behaviors with the suitor that she prefers
most strongly. In the present study, we investigated female
songbirds to identify the neural structures through which
females recognize and evaluate the quality of male songs and use
that information to choose their mates.

The behaviors expressed in songbird courtship and the
circuits of the songbird brain provide an experimentally
approachable context to characterize the links between neural
activation and behavior (reviewed in Murphy et al., 2020;
Fujii et al., 2022). In many songbird species, including the
Bengalese finches (BF; Lonchura striata domestica) studied
here, adult males can sing but females cannot (Catchpole
and Slater, 2008; Mooney et al., 2008), but recent studies
have highlighted that female song is more common than was
previously appreciated (Odom et al., 2014; Langmore, 2020).
Females recognize individual males by their songs and evaluate
the quality of those songs to choose one mate from many
suitors (Catchpole, 1987; Searcy and Yasukawa, 1996; Nowicki
and Searcy, 2004; Catchpole and Slater, 2008). Adult female
songbirds can perceive and evaluate even very subtle differences
between songs (Clayton, 1988; Searcy and Brenowitz, 1988; Cynx
et al., 1990; Searcy, 1990; Vernaleo and Dooling, 2011), and
they use the suite of information obtained from those song
performances to select their mate (Catchpole and Slater, 2008).

Studies of songbirds provide a key experimental advantage
in that song is a unimodal stimulus. Even though mate choice

involves information obtained through a variety of modalities,
song is so influential that females will solicit copulation by
performing a copulation solicitation display (CSD) in response
to song even if no male is physically present (Searcy and Marler,
1981; Searcy et al., 1981; Searcy and Andersson, 1986; Candolin,
2003; Riebel, 2009; Byers et al., 2010; Dunning et al., 2014).
Female perception and mate choice are best measured through
CSD production, but other behaviors may also serve as proxies
of female mate preference. Prior work from our group revealed
that a female BF’s song preference is reflected in not only the
number of CSDs she performs but also the number of calls
that she produces during song presentation (Dunning et al.,
2014). Therefore, calls provide an easily detected and quantified
measure of female mate preference (Dunning et al., 2014, 2020).
In the present study, we use that well-established method to
investigate the role of a specific set of auditory processing
neurons in a female’s behavioral expression of mate choice.

Many previous studies have revealed specific auditory brain
regions that are active in response to the playback of song
(Woolley and Doupe, 2008; Prather, 2013; Monbureau et al.,
2015; Van Ruijssevelt et al., 2018). The activity of those cells
can be dependent on not only the acoustic properties of the
stimulus but also more complex social contexts, such as whether
the song was performed by a conspecific or a heterospecific,
or whether the song was familiar, such as the song or call of a
mate, vs. a novel song stimulus (Gentner et al., 2004; Terpstra
et al., 2004). One brain region that exhibits such selective
responses is the caudal nidopallium (NC). Previous studies of
NC in male songbirds have shown that following lesions to the
medial portion of this area (NCM), there is a reduction in song
recognition and preference for familiar (tutor) song (Gobes and
Bolhuis, 2007). Other studies have shown that when NCM or
the central portion of NC (NCC) are temporarily inactivated,
females show a decrease in affiliative behavior with conspecific
males (Tomaszycki and Blaine, 2014; Van Ruijssevelt et al.,
2018). Together these results point to NC as a site associated
with complex perceptions, and they suggest that in female
songbirds, NC plays a role in preference for songs performed by
conspecifics. We extended that study to investigate the degree to
which NC activity also shapes individual recognition of multiple
conspecifics and selective preference for one individual among
many suitors.

Here, we used a well-established means of measuring the
preference of female Bengalese finches for one song among
many conspecific stimuli (Dunning et al., 2014, 2020), and
we combined that with an excitotoxic means of lesioning only
somas within NC while leaving fibers of passage intact (Jarrard,
1989). We explored the role of NC in shaping female expression
of behavioral indicators of mate preference by performing
behavioral tests of mate preference before and after placement
of bilateral lesions in NC of each subject. Our results reveal that
chemically lesioning NC while leaving fibers of passage intact
does not change a female’s ability or willingness to engage in
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behavioral indicators of mate preference, nor does it alter a
female’s ability to identify the songs of individual males. Instead,
lesion-induced changes in NC activity resulted in a change
in the strength of preference for individual males. NC lesions
result in a reduction of selectivity such that songs that were
previously strongly preferred become less attractive, and songs
that were previously least preferred become more attractive.
Importantly, these reductions of selectivity do not result in a
complete elimination of preference, indicating that activity in
NC plays a key role in a female’s strength of preference for
specific songs from among the array of song stimuli that she
hears.

Materials and methods

Care and handling of experimental
subjects

We performed all experiments using adult (age >120 days
post-hatch) BFs obtained from a commercial breeder (The Finch
Farm, WA). All procedures were approved by the University of
Wyoming Animal Care and Use Committee, and procedures
were in compliance with recommendations from that group and
state and federal regulations governing the housing and use of
songbirds. A total of 28 (12 experimental, 10 controls, six shams)
female subjects were used. At the end of behavioral recordings,
birds were euthanized by an overdose of isoflurane and tissue
was collected. Throughout all aspects of the study, care was taken
to ensure health and comfort of all experimental subjects.

Animal housing and preparation for
recording

We maintained a 15:9 light:dark photoperiod, and seed,
water and grit were available ad libitum. We housed females
in groups of no more than six birds in a wire cage
(41 cm × 33 cm × 24 cm) within a sound-attenuating
chamber. Prior to experimentation, we identified males by song
performance. Females were identified by the presence of calls but
the absence of songs over the course of three or more days of
continuous recording in a sound attenuating chamber (Dunning
et al., 2014). Sex was confirmed histologically at the end of
each experiment. Following well established protocols (Dunning
et al., 2014, 2020), females were housed in all-female groups to
prevent physical interaction with male birds, but females could
still hear conspecific male songs from neighboring chambers.
Females were housed in this all-female arrangement for 3–5 days
prior to beginning behavioral tests. During that time, they did
not interact with males of their species, but females could have
heard faint vocalizations from conspecific males residing in

other chambers in the lab (Vyas et al., 2009; Dunning et al.,
2014). None of the females studied here had ever interacted with
the males from whom the song stimuli were recorded. During
behavioral tests, females were housed individually in sound-
attenuating chambers where songs were played (see below) and
the female’s behavioral responses (e.g., calls) were recorded by
audio and video monitoring. At the time of each behavioral test,
we moved the female to the chamber where we performed the
behavioral tests (41 cm × 33 cm × 24 cm), and the bird was
allowed to acclimate for at least 30 min after moving from the
holding chamber and the beginning of testing (Banerjee and
Adkins-Regan, 2011; Dunning et al., 2014, 2020).

Song stimulus preparation and
presentation

Similar to methods we have used previously to measure
mate preference in female BF’s (Dunning et al., 2014), the
undirected songs of six individual Bengalese finch males and
one zebra finch male were recorded for at least 24 h (range
24–36 h) in a sound attenuated chamber in which we provided
seed and water ad libitum. Because the males resided in the
chamber alone, these were undirected song performances. We
monitored vocal behavior using a microphone (Shure model
SM57) positioned immediately adjacent to the bird’s cage
(41 cm × 33 cm × 24 cm), and we used custom software
to continually record sounds and save them onto a computer
hard drive (Sound Analysis Pro; songs were bandpass filtered
300–10,000 Hz; Matlab software; Tchernichovski et al., 2000).
For each male, we composed an aggregate song file from
several individual song performances (average of five songs;
range three to nine songs; individual songs were separated
by 1 s of silence) which together were approximately 47 s
(range 42–52 s) to control for song duration. Thus, each male
was represented by a concatenated song stimulus containing
several songs collected for a total duration of about 47 s of
audio and silence (see Dunning et al., 2014 for more details).
Importantly for the behavioral experimental design used here,
there were individual-specific differences in the properties of
these songs (e.g., different song properties for each male) but
the same stimuli were used in behavioral testing of mate
preference before and after placement of bilateral lesions in NC
of each subject.

Behavioral test of mate preference

Behavioral testing began immediately after the 30 min
waiting period following transfer from the group housing cage
to the individual testing cage (Dunning et al., 2014). Consistent
with the female becoming acclimated during that time, females
engaged in behaviors indicating their comfort (e.g., feeding,
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drinking, grooming), and in each test we ensured that we had
observed these behaviors prior to beginning.

Song stimuli were presented at 70 dB through a speaker
(Sound Acoustics) residing in the sound attenuated chamber
(70 dB measured 13 cm from speaker, distance between the bird
and the speaker varied from 5 to 22 cm based on the bird’s
location as it moved within the cage). The sequence of song
presentation was randomized for each test using a computer,
with an interval of 20 s of silence between the aggregate song
files of different males. We presented each aggregate song
stimulus from each male once per test, and we tested birds
no more than two times per day to prevent overexposure and
habituation to the stimuli. We viewed the birds and recorded
audio through a camera (General Electric model 45231) inside
the sound attenuating chamber and measured each female’s
behavioral responses in real time. Because the audio and video
recording camera was so close to the female, we could detect
even very low amplitude calls, and we could visually confirm the
occurrence of a call. Females displayed many behaviors such as
calling, perch hopping, beak swiping, and wing flapping when
presented with the song stimuli. These behaviors have been
noted previously, and calls have been shown to be closely related
to the expression of CSDs and mate preference (Dunning et al.,
2014). Therefore, we quantified mate preference by counting the
number of calls that each female produced during playback of
each song stimulus.

To ensure that we had sufficient resolution to define each
female’s song preferences, we used well-established criteria to
define a valid behavioral test of preference (Dunning et al., 2014).
Each test involved playing all seven male song stimuli to each
female. We required that female subjects called a minimum of
10 times in response to the song of at least one individual male
or at least four times to the songs of at least two different males
in order for a behavioral test to be considered valid (Dunning
et al., 2014). If a bird did not complete four valid tests by the
time that it had been tested eight times in Phase 1, then we
ceased testing for that bird and excluded it from the Results (this
was the case for only one of the females that we tested). We
quantified the number of calls to six male BF conspecific song
stimuli and one male zebra finch heterospecific song stimulus
to determine each female bird’s rank ordering and strength
of preference among song stimuli. All calls performed during
song presentations were included in those computations. We
performed behavioral tests of song preference before (Phase
1) and after surgical manipulation (Phase 2) to quantify any
changes in preference that emerged as a result of lesioning NC
(Figure 1).

Surgery for placement of focal lesions

After recording the female’s pre-manipulation song
preferences, we made bilateral chemical lesions to NC

FIGURE 1

Females underwent two phases of behavioral testing. In each
phase, females completed four valid tests of preference for songs
performed by each of seven males. After the completion of Phase
1, experimental and sham birds received either lesion or sham
surgeries before moving onto Phase 2. No manipulation was
performed on control birds (detailed in “Methods” Section).

(N = 12 birds) using ibotenic acid (500 nl, 1 mg/ml in deionized
water; Cayman Chemical, MN). During that procedure, birds
were anesthetized with isoflurane (inhalation of 1%–3% in
100% oxygen) and placed in a customized stereotaxic device
to immobilize the head and beak. We made a small incision
in the scalp and created a small opening in the skull (head
angle: 45◦, 0.4 mm anterior, 2.5 mm lateral from mid sagittal
sinus), and lowered a microsyringe (Neurosyringe, Hamilton
company, MO) to a depth of 2.0 mm beyond contact with the
surface of the brain. Following the injections, the exposed brain
was covered with an inert polymer (Kwik-Sil, World Precision
Instruments, FL), the skin was closed with a tissue adhesive
(Vetbond, 3M, MN), and topical anesthetic was applied to the
skin (4% lidocaine, HI-Tech, NY). Following surgery, all birds
resumed their normal behavior within several hours.

Following complete recovery, each bird was returned to an
individual-housing chamber and allowed to recover for at least
24 h before we retested song preferences in Phase 2. In our
sham birds (N = 3 birds), the incision and opening in the skull
were made, the injection syringe was inserted into the brain, but
no drug was injected. In other sham birds (N = 3 birds), the
incision and opening were made, we waited an amount of time
comparable to that of the injection, and the opening and skin
were resealed. In all measures reported in the Results, there were
no significant differences between those groups. For example,
three of the birds produced more calls after lesioning than
before, and three produced fewer calls than before. Each of those
trios contained members of each sham surgical treatment group,
and on average there was no difference between the two sham
surgical treatment groups. Therefore, both sham treatments are
reported in the Results as sham birds (N = 6 birds). In our control
birds (N = 10 birds), we made no surgical manipulation of any
kind between phases one and two of behavioral testing. In all
behavioral tests, we followed the same paradigm in Phase 2 (after
lesioning CM or after performing sham surgery or in the second
half of control testing) as we did in Phase 1 (prior to lesioning
NC or prior to performing sham surgery or in the first half of
control testing).
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Tissue collection and histological
processing

After the end of post-manipulation behavioral testing,
each female was deeply anesthetized using isoflurane and

perfused transcardially with ice-cold 0.9% phosphate buffered
saline followed by ice-cold 4% paraformaldehyde. We carefully
removed the brain and placed it in 4% PFA for 24 h
before being transferred to a 30% sucrose paraformaldehyde
cryoprotecting solution for 72 h. We cut parasagittal sections

FIGURE 2

Lesions were restricted to NC. (A) The location of NC was recognized by its relative position in the brain as well as lamina that serve as anatomical
landmarks. (B–E) At the end of each experiment, brain tissue was collected and used to verify the location of each lesion in each hemisphere.
In no case did lesions affect tissue anterior of the lamina mesopallialis (small arrows; an easily recognizable interface between NC and CM) or
inferior of the dorsal arcopallium lamina (not shown; another easily recognizable interface between the nidopallium and the arcopallium). (F) An
overlay of traces of individual lesion sites confirmed that all lesions were restricted to NC.
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(50 microns thickness) on a freezing microtome and placed them
individually in wells containing phosphate buffer. Tissue sections
were then mounted onto gelatin coated slides and allowed to dry
overnight. The following day, tissue was stained with cresyl violet
and viewed under a microscope (Olympus BX51 Brightfield
Microscope; Olympus, PA) equipped with an RT-SE camera
(SPOT 9.4 Slider-6, MA) and analyzed with SPOT software
(version 5.1, MA). We compared our data to a stereotaxic atlas
(Oregon Health and Science University, Portland, OR 972391)
to confirm accuracy of lesion placement. As elaborated in the
Results, the extent of all lesions in birds described here was
entirely within NC. Experimenters were blind to the results of
the behavioral tests during the analysis of lesion placement.

Statistical analysis

We quantified each female’s response to each song stimulus
by counting the number of calls that the female performed
in response to each stimulus (Dunning et al., 2014). We used
those data to identify each female’s most-preferred through
least-preferred stimulus. To compare the pre-manipulation vs.
post-manipulation conditions, we used nonparametric tests to
compare the number of calls produced, and we used two
sample Kolmogorov-Smirnov tests to compare the distributions
of responses across the seven males from which song stimuli
were recorded (Sokal and Rohlf, 2011). We used linear regression
to compute the slope and intercept of data used to quantify
strength of preference, and those same tests enabled us to
perform statistical comparisons of those slope and intercept
values against expected models (e.g., is slope different than zero;
Sokal and Rohlf, 2011). In all tests, significance was assessed at
alpha = 0.05. Values are reported as either individual values (e.g.,
range of numbers of calls) or means ± SE.

Results

NC lesioned females were unchanged in
their ability to indicate mate preference

All lesions were restricted to NC (Figure 2, N = 12 birds).
Lesions commonly extended along the axis on which the
injection was made (Figures 2B–E). Similar to results from
previous injections in NC, affected volumes typically extended
250–350 microns in the medial-lateral direction (Bloomston
et al., 2022). As in previous reports, song playback resulted in call
responses during the song presentation (Dunning et al., 2014,
2020). Calls produced by the females in this study were trills
of the type described previously as amplitude modulated calls

1 http://www.zebrafinchatlas.org

FIGURE 3

NC lesioned females were unchanged in their ability to indicate
mate preference. (A) Females typically responded to song stimuli
by producing large numbers of calls, and the numbers of calls
produced varied across birds (individual data points connected
by a line indicate the responses of an individual female in
Phase 1 and Phase 2). (B) Experimental birds (blue bar, right;
N = 11) expressed no significant change in their number of calls
performed in Phase 2 as a percent of calls performed in Phase
1 of behavioral testing (bars and lines indicate means and SE;
paired t-test, t = 0.50; p = 0.62). No change between Phase 1 and
Phase 2 in the number of calls produced in response to all song
stimuli was also evident for control (black bar, left; paired t-test,
t = 1.01, p = 0.33, N = 10 birds) and sham conditions (gray bar,
middle; paired t-test, t = 0.20, p = 0.85, N = 6 birds).

in adult female Bengalese finches (Yoneda and Okanoya, 1991).
On average, female birds called 302 ± 29 times in response
to all song stimuli in Phase 1 or Phase 2 (range 16–1,127;
Figure 3A). These numbers of calls provided sufficient quantity
and resolution to compare treatment groups.

To investigate the possibility that lesions in NC could induce
a change in the bird’s ability to produce vocal indicators of mate
preference (calls), we compared the number of calls that each
female produced in response to all song stimuli before and after
lesioning NC. In our experimental birds (N = 12 birds, blue bar
on the right in Figure 3B), we observed no significant change in
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the number of calls evoked by male song stimuli before (Phase
1) and after lesioning (Phase 2; signed rank test, p = 0.41). No
change from the first to second phase of behavioral testing was
also evident for control birds (black bar on the left in Figure 3B;
signed rank test, p = 0.38, N = 10 birds) and birds that received
sham surgeries but had no lesions placed (gray bar in the middle
in Figure 3B; signed rank test, p = 0.69, N = 6 birds). Together,
these results indicate that lesioning NC had no significant effect
on females’ ability or willingness to produce calls in response to
male song.

NC lesioned females were unchanged in
their ability to identify songs of individual
males

Lesions to NC also had no significant effect on female birds’
ability to identify the songs of individual males. Comparing
pre-lesion responses (solid line in Figure 4) to post-lesion
responses (dotted line in Figure 4), females exhibited no
significant change in the distribution of their song preferences
for specific males (two sample Kolmogorov-Smirnov test, KS
statistic = 0.08, p = 0.92, N = 12 birds). This absence of
change between the first and second behavioral tests was also
evident for control birds (two sample Kolmogorov-Smirnov
test, KS statistic = 0.10, p = 0.80, N = 10 birds) and sham
birds (two sample Kolmogorov-Smirnov test, KS statistic = 0.17,
p = 0.56, N = 6 birds). Taken together, these results indicate
that not only were females still able to hear after lesions in this
auditory area, they were also still able to identify the songs of
individual males.

FIGURE 4

NC lesioned females were still able to identify the songs of
individual males. After lesioning NC, there was no significant
change in the distribution of their song preferences for specific
males (two sample Kolmogorov-Smirnov test, KS statistic = 0.08,
p = 0.92, N = 11 birds; solid line indicates the average percentage
of calls for experimental birds in Phase 1; dotted line indicates
the average percentage of calls for the same set of experimental
birds in Phase 2; heterospecific song is represented by letter G).
This absence of change between the first and second behavioral
tests was also evident for control birds and sham birds (detailed
in “Results” Section).

The conspecific song represented by letter C was generally
more attractive to females than songs from other males. This
pattern of one song being more broadly attractive than others has
been reported previously along with an exploration of features
that distinguish attractive songs from others (Dunning et al.,
2020). From these data, it appears that activity in the portion
of NC that we lesioned in these experiments does not play an
important role in a female’s ability to identify individual males
based on song. As reported for many species in many studies,
females generally found conspecific song more attractive than
heterospecific song (reviewed in Catchpole and Slater, 2008).
Prior to lesioning, 9 of 12 females found the average conspecific
song more attractive than the single heterospecific stimulus,
and that pattern was present in 8 of 12 females after lesioning
(changes in song preference after lesioning are considered in
greater detail below).

NC lesioned females were unchanged in
their rank ordering of song preference

To determine if activity in NC is related to the female’s
ranking of preference for individual males, we analyzed each
female’s rank ordering of the seven male songs before and after
lesions to NC (Figure 5). We compared the rank that each female
assigned to each male prior to lesioning (Phase 1) vs. the rank
that she assigned to that same male after lesioning (Phase 2). In
this paradigm, no change in rank ordering of preference would
be evident as data points lying along the line of identity (thin gray
dashed line in Figure 5). Data from experimental (thick blue
solid line in Figure 5; paired t-test, t = 0.10, p = 0.92), control
(thin black solid line in Figure 5; paired t-test, t = 0.48, p = 0.48)
and sham birds (thin black dashed line in Figure 5; paired t-
test, t = 0.02, p = 0.99) all revealed no significant change in rank
ordering of preference from the first to the second behavioral
test. Thus, we detected no significant change in the rank ordering
of the females’ most- to least-preferred songs, indicating that NC
does not play an important role in the rank ordering of song
preferences.

NC lesioned females had a reduction in
choosiness for male song

To investigate the degree to which activity in NC may be
associated with the strength of song preference, we analyzed
females’ changes in preference for each song following lesioning
of NC. To quantify that parameter, we computed the difference
in the percentage of all calls that was produced in response to
each song stimulus in Phase 2 compared to the response to
the same song in Phase 1 (Figure 6). Using this measurement,
a positive change would indicate that the bird expressed a
greater preference for that song (i.e., found it more attractive)
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FIGURE 5

NC lesioned females were unchanged in their rank ordering of
song preferences. Data from experimental (thick blue solid line;
paired t-test, t = 0.10, p = 0.92), control (thin black solid line;
paired t-test, t = 0.48, p = 0.48), and sham birds (thin black
dashed line; paired t-test, t = 0.00, p = 1.00) all revealed no
significant change in rank ordering of preference from Phase
1 to Phase 2 of behavioral testing (thin gray dashed line indicates
the line of identity representing no change in rank ordering from
Phase 1 to Phase 2).

following NC lesion, a negative change would indicate that the
bird expressed a lesser preference for that song (i.e., found it
less attractive) after lesioning, and no change would indicate
that the bird’s preference was the same in the first and second
tests of song preference. Therefore, viewed in the way that the
data are presented in Figure 6, a positive slope would indicate
that the bird became less choosy for attractive vs. unattractive
songs following lesion, a negative slope would indicate that the
bird became more choosy, and a slope of zero would indicate no
change in choosiness for songs that the bird found attractive vs.
unattractive.

For experimental birds, the data were arranged in a linear
manner with a slope that was slightly but significantly greater
than zero (thick blue solid line in Figure 6; linear regression,
F = 28.14, slope = 1.84, p < 0.001), indicating that lesioning NC
caused birds to become less choosy for songs that they previously
found attractive or unattractive (Figure 6). In contrast, data from
control birds (thin black solid line in Figure 6; linear regression,
F = 1.43, p = 0.24) and sham birds (thin black dashed line in
Figure 6; linear regression, F = 1.30, p = 0.26) had slopes that
were not significantly different than zero, indicating that females
expressed no change in choosiness for attractive vs. unattractive
songs when NC was left unchanged. These data reveal that birds
express reduced choosiness in their mate preference following
lesions of NC.

To investigate the possibility that NC lesions might have
eliminated choosiness altogether, we created a model to simulate
the scenario in which preferences were the values that we

FIGURE 6

NC lesioned females expressed reduced strength of preference
among songs of different males. For experimental birds (thick
blue solid line), data were arranged in a linear manner
with significantly positive slope (linear regression, F = 28.14,
slope = 1.84, p < 0.001), indicating that lesioning NC caused
birds to become less choosy for songs that they previously
found attractive or unattractive (detailed in “Results” Section).
In contrast, data from control birds (thin black solid line; linear
regression, F = 1.43, p = 0.24) and sham birds (thin black dashed
line; linear regression, F = 1.30, p = 0.26) had slopes that were
not significantly different than zero, indicating that when NC was
left unaltered, females expressed no change in choosiness for
attractive vs. unattractive songs. We created a model (thin red
dotted line) to simulate a scenario in which NC lesions caused
preferences to become completely indistinguishable across all
stimuli (i.e., one seventh of all calls produced in response to each
of the seven stimuli). Data from that model yielded a slope that
was significantly greater than zero (linear regression, F = 113.22,
slope = 3.05, p < 0.001) and significantly steeper than the slope
of 1.84 observed for our experimental data (linear regression of
experimental data minus model data, F = 21.00, p < 0.001). Thus,
NC lesions induced changes in preference but not a complete
loss of preference, suggesting that NC plays a role in establishing
a female’s strength of preference among different songs.

measured in the first behavioral test of preference and then
became entirely uniform (went to chance) for each of the seven
song stimuli in the second test (i.e., 14.3% of all calls produced in
response to each stimulus). Data from that model yielded a slope
that was significantly greater than zero (thin red dotted line in
Figure 6; linear regression, F = 113.22, slope = 3.05, p < 0.001)
and significantly steeper than the slope of 1.84 observed for our
experimental data (linear regression of experimental data minus
model data, F = 21.00, p < 0.001). Therefore, our experimental
data for lesions of NC are intermediate between a model of
no change in choosiness for attractive vs. unattractive songs
(i.e., a slope of zero along the x-axis in Figure 6) and a model
of complete elimination of choosiness (i.e., the red model data
in Figure 6). Together, these results indicate that lesioning NC
caused a reduction but not complete elimination of females’
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choosiness for songs that they found attractive or unattractive
prior to lesioning.

Discussion

These experiments revealed that chemically lesioning NC
does not change a female’s ability to perform calls. Females
are also unchanged in their overall amount of call production
following NC lesions, suggesting that they were also unchanged
in their willingness to produce calls. It is possible that volition
is affected one way by an NC lesion and general arousal is
affected in another way that resulted in an overall unchanged
amount of call output, but that possibility could not be addressed
here. Future studies using methods such as a forced choice
paradigm could yield further insight. In addition, lesioning
NC does not change the bird’s ability to identify the songs of
individual males, nor does it alter the rank ordering of the
female’s preferences. However, lesioning NC does result in a
statistically significant decrease in the strength of selectivity
for a female’s song preferences. Importantly, that decrease does
not result in a complete elimination of preference, as female
preferences are still evident but are not as strongly expressed after
lesioning NC. Taken together, these data suggest that NC plays a
role in a female’s strength of preference (“choosiness”) in song
evaluation and mate choice.

A bird that was originally very choosy for a particular song
stimulus typically became less choosy after NC was lesioned,
which was evident as a reduction in the percentage of calls
performed in response to that song stimulus. Additionally, a
stimulus that was a female’s least preferred prior to lesioning
typically became more attractive (or less unattractive) after NC
lesioning. Thus, NC appears to play a role in establishing the
degree to which a female bird is selective in the magnitude of her
responses to songs of different males. This is especially evident
in the case of a female’s choosiness for her most- and least-
preferred song stimuli. The most attractive song became less
attractive, and the least attractive (or perhaps even unattractive)
song elicited more responses. These results suggest that activity
in NC is closely related to the degree to which females are able to
disambiguate male songs according to their subjective value.

We have previously described features of male BF song
that influence female evaluation of its attractiveness (Dunning
et al., 2020). A goal of future studies could be to extend those
and other related studies by comparing the roles of specific
brain sites in evaluating the quality of not only undirected vs.
directed song performances but also familiar vs. unfamiliar and
conspecific vs. heterospecific songs with a range of similarity to
the songs of the female’s own species. We have noted here that
the calls produced by these females were of the type described as
amplitude modulated calls in female Bengalese fiches (Yoneda
and Okanoya, 1991). These are trills of different duration
(typically 2–4 notes). Each type is performed in response to

a song that a female finds attractive (Dunning et al., 2014).
Additional future work could investigate the degree to which
subtle differences in a female’s evaluation may be evident in the
degree to which she produces different proportions of different
call types.

Our data reveal a role for NC in female mate preference,
but NC is not alone in this functionality. It is reasonable
to posit that the neural circuits underlying processes as
complex as song perception and subsequent mate choice include
additional selectively responsive auditory sites such as the caudal
mesopallium (CM), the nucleus interfacialis (NIF), HVC shelf,
and Field L because of their selective responses to auditory
stimuli (Mello and Clayton, 1994; Gentner et al., 2001; Keller and
Hahnloser, 2009). Among these sites, CM has been implicated
in shaping female responses to songs of their own species
such that birds are more responsive to heterospecific song
following lesions to CM (Macdougall-Shackleton S. et al., 1998).
CM is a particularly attractive candidate to shape selective
expression of behavioral indicators of mate choice because its
efferent pathways link sensory information to areas involved
with motor production of courtship behaviors such as calls
(Dunning et al., 2018).

Previous work has shown that NC is reciprocally
interconnected with cells in CM (Vates et al., 1996; Dunning
et al., 2018; Bloomston et al., 2022), suggesting that NC and
CM may work together to control over courtship behaviors.
In support of the idea that modulation of song evaluation and
courtship behavior may require the coordination of activity
in both of those sites, roughly half of the neurons within NC
are GABAergic with projections to CM (Pinaud et al., 2008).
Therefore, at least a portion of NC neurons provide inhibitory
tone onto CM (Pinaud et al., 2008). Through that network, a
lesion-induced decrease in inhibition between NC and CM
could make CM neurons more responsive to auditory stimuli.
In turn, this disinhibition could result in increased activity in
sites to which CM projects. In this scenario, lesioning NC could
result in disinhibition of CM projection neurons, and that could
account for the observed increase in courtship behaviors in
response to least preferred songs.

It could also be the case that lesioning NC could result
in disinhibition of GABAergic interneurons in CM, causing
less activity in CM projection neurons and resulting in lesser
production of female courtship behaviors in response to
songs. Within CM and NC, neurons are selective for natural
vocalizations, and that selectivity may help females to assign
identity to the vocalizations of specific individuals, such as
songs or calls that distinguish the male that the female finds
most attractive (Menardy et al., 2012). Furthermore, these
neurons’ response strength is different for familiar male vs.
unfamiliar male and female calls (Giret et al., 2015). This level
of selectivity further suggests that these neurons may contribute
to recognizing the identity of the source of a vocal signal.
This idea gives rise to the testable hypothesis that songs with
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different degrees of subjective value drive activity in different
classes of neurons (projection neurons vs. interneurons). An
important goal of future experiments will be to use very precise
stimulation methods to test that idea, such as optogenetic
stimulation of specific subpopulations of neurons in NC and CM
(Elie et al., 2019).

Two subregions of NC have been shown to play important
roles that could contribute to song evaluation and mate
choice. A subregion in the medial and caudal portion of
NC (caudomedial nidopallium; NCM) has been associated
with female preference (Tomaszycki and Blaine, 2014), and a
subregion in the central and caudal portion of NC (caudocentral
nidopallium; NCC) has been postulated as a center for
memorization and integration of auditory experiences that
impact mate preference (Van Ruijssevelt et al., 2018). Future
investigations should focus on categorizing different subregions
of NC. This could be done using molecular tools to identify
the types of cells present and their relative prevalence across
different regions of NC. Additional studies could use focal
lesions and electrophysiological recordings in awake and
freely behaving birds to reveal the specific roles that activity
in these subregions may have in the processing of male
song and production of call responses. Tract-tracing studies
using precise approaches to focally apply tracer molecules
or label specific cells using viral transfection should also be
performed to more completely describe the circuits through
which NC may play a role in processing sensory information
and using that activity to direct specific motor outcomes
(Bloomston et al., 2022).

Results from our group have shown that injections of
anterograde tracer molecules into NC reveals clusters of axons
and varicosities in the ventral portion of the intermediate
arcopallium (AIV; Bloomston et al., 2022). AIV in male
songbirds has been implicated in perceiving and learning
vocalizations, serving as a driver of motivational state and
reinforcement learning through its connections to the ventral
tegmental area (VTA) and the substantia nigra pars compacta
(SNc; Mandelblat-Cerf et al., 2014). Interestingly, a similar
projection has been observed following anterograde tracer
injections into CM (Dunning et al., 2018). Future studies of
the neural basis of female mate choice should investigate the
importance of this convergence from the auditory processing
areas NC and CM onto AIV and this dopaminergic pathway
implicated in behavioral motivation and reward. It is enticing
to suspect that this network may influence female song
evaluation and production of behavioral responses such as calls
and CSDs.

The present results reveal that NC helps to shape female
evaluation of the quality of the songs performed by different
males. The significance of these findings is amplified by
other results implicating CM as also playing a similar role
(Macdougall-Shackleton S. A. et al., 1998) and tracing studies
that reveal how activity in NC and CM can influence

activation of downstream pathways implicated in motivation
and production of courtship behaviors (Vates et al., 1996;
Dunning et al., 2018; Bloomston et al., 2022). The link between
sensory perception and selective motor activation lies at the
heart of decision making, and the present results point to
NC as a contributor in that process for song evaluation
and mate preference. Continued study combining optogenetic,
electrophysiological, and behavioral approaches will be essential
to discern the degree to which activity in NC, CM, and specific
downstream pathways contribute to evaluation of sensory
perception, production of motor indicators of mate choice, or
both. Future studies can also target different subregions of
NC and use behavioral tests in addition to those used here.
For example, a second means of assessing a female’s song
preference could be used to disambiguate a change in a female’s
evaluation of song quality vs. a change in her ability or desire
to produce the behavioral indicator of mate preference studied
here (calls). Very precisely targeting different subregions of NC
(e.g., NCC, NCM, NCL) could reveal whether circuits in those
subregions may contribute different facets of song evaluation
and mate preference. A long term goal should be to couple
these techniques with a thorough knowledge of the female’s life
experience. Females differ in what song they find most attractive
(e.g., Dunning et al., 2014), and a female’s song preference and
activity in auditory processing areas such as NC and CM can be
affected by experience (reviewed in Fujii et al., 2022). Coupling
detailed knowledge of a female’s life experience (e.g., reared in
the laboratory under known acoustic and social conditions) with
awake recording or optogenetic stimulation of activity in these
auditory areas and their downstream targets holds the promise
of revealing new insights into how this system processes sensory
information in service of behavioral activation. Such studies
would enable researchers to harness individual variation as a
means of discovering the features that sculpt the neural basis of
song evaluation and mate choice. With the present results and
the insights that will emerge from those future experiments, the
songbird model will continue to emerge as an especially tractable
means of identifying the neural mechanisms of decision-making.
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Virtual reality (VR) is one of the techniques that became particularly popular in

neuroscience over the past few decades. VR experiments feature a closed-loop

between sensory stimulation and behavior. Participants interact with the stimuli

and not just passively perceive them. Several senses can be stimulated at

once, large-scale environments can be simulated as well as social interactions.

All of this makes VR experiences more natural than those in traditional lab

paradigms. Compared to the situation in field research, a VR simulation is

highly controllable and reproducible, as required of a laboratory technique

used in the search for neural correlates of perception and behavior. VR

is therefore considered a middle ground between ecological validity and

experimental control. In this review, I explore the potential of VR in eliciting

naturalistic perception and behavior in humans and non-human animals. In

this context, I give an overview of recent virtual reality approaches used in

neuroscientific research.

KEYWORDS

virtual reality, naturalistic behavior, naturalistic neuroscience, ecological validity,

animal behavior, behavioral neuroscience

1. Introduction

The arguably most important feature of natural behavior is active exploration and

interrogation of the environment (Gottlieb and Oudeyer, 2018). External stimuli are

not passively perceived. What is paid attention to is selected and specifically probed,

reflecting the animals’ motivations and needs. Moreover, natural environmental features

and sensory cues are dynamic, multimodal, and complex (Sonkusare et al., 2019).

This is in stark contrast to laboratory settings, which are characterized by numerous

repetitions of the same imposed stimuli. These stimuli are often directed to only a

single sense under simplified, artificial conditions and are disconnected from the animal’s

responses. Repetitions are important for behavioral modeling and the search for neural

correlates and mechanisms, which both rely on trial-based averaging. It is nevertheless

not surprising that results from laboratory experiments are of limited ecological validity

and may not reveal the neural mechanisms underlying natural behavior (Krakauer et al.,

2017; Dennis et al., 2021). Virtual reality (VR) may be part of a solution to this problem.

With VR, an artificial environment is simulated in which the user’s actions determine

the sensory stimulation, closing the loop between stimulation, perception, and action.

A major motivation for the application of VR in neurophysiology is the desire to test

behavior while recording with apparatuses that cannot be easily carried by the test subject
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or that require stability that cannot be achieved during free

movement. The potential of VR, however, lies beyond this

simple wish to fixate a behaving subject in place.

In connection with scientific VR-use, terms like ecological

and ethological validity as well as naturalistic conditions are

frequently voiced. In this regard, VR is considered to stand above

traditional laboratory methods while maintaining a similar level

of experimental control (e.g., Bohil et al., 2011; Parsons, 2015;

Minderer et al., 2016; Krakauer et al., 2017; Lenormand and

Piolino, 2022).

In the present article, I explore the potential of VR

for evoking naturalistic perception and behavior and to

promote the understanding of underlying brain function. I

will give an overview of current VR technologies applied in

neuroscience and use cases across different species, motivate

why they are used and evaluate them in view of naturalistic

neuroscience. To begin, let us briefly address the question:

what is VR?

2. What is VR?

In his book, LaValle (2020) defines VR as: “Inducing

targeted behavior in an organism by using artificial sensory

stimulation, while the organism has little or no awareness of

the interference.” This definition seems quite broad, but is

flexible enough to embrace a variety of approaches, including

those relevant to the present article. In a neuroscientific

VR experiment, the participant experiences the stimulation

of one or more senses to create the illusion of a “reality”

that is intended by the researcher. Limited awareness seems

less crucial for neuroscientific VR applications. However,

one can argue that limited awareness is important for

the feeling of presence in the artificial world, which as

a result is treated as being natural—a basis for ecological

validity.

What is missing from the above definition is that the

virtual world is updated based on the user’s behavior, providing

an interactive experience (Bohil et al., 2011; Dombeck and

Reiser, 2011; Naik et al., 2020). In terms of VR application

in neuroscience, this narrowing of the definition is important

because it distinguishes VR from simple sensory stimulation.

The update is done in real time so that a closed loop

is achieved between stimulation and behavior. For a real-

time experience the update cycle needs to be sufficiently

fast; how fast depends on the perceptual capabilities of

the animal species and the sensory-motor system under

investigation. Update delays can be increased parametrically

depending on the research question. The most extreme

case is the open loop, where the stimulation and the

participant’s actions are independent. Open loop corresponds to

conventional stimulus conditions typically used in neuroscience

studies.

3. Why using VR? And why for
naturalistic neuroscience?

Typical motivations for using VR revolve around three

different aspects: (1) multimodal stimulation with flexible and

precise control, (2) interactivity instead of purely passive

perception, and (3) the application of neural recording

techniques that require particular mechanical stability. For

naturalistic approaches, the first two points are the most

important, but in a neuroscience context, the last is also relevant.

I therefore discuss these three motivations next in view of their

utility for naturalistic paradigms. Stimulus control and closed-

loop methods have been steadily refined throughout the history

of VR. For an account with regard to animal VRs and specifically

rodent VRs used in research, the interested reader may be

referred to Thurley and Ayaz (2017) and Naik et al. (2020). A

general history of VR can be found in LaValle (2020). Finally, in

this section I address the issue of immersion, i.e., the ability of a

VR to draw the user in so that they feel present in it, which is

closely related to achieving naturalistic conditions with VR.

3.1. VR provides flexible stimulus control

As a laboratory technique, VR benefits from the ability to

perform experiments under precise control. This is what lets

VR induce targeted behavior. Confounding and unintended

influences although not completely excluded can be substantially

reduced. VR is inherently flexible. It provides control over the

complexity of the environment such as its size or the positioning

of landmarks. Space restrictions, which can be a problem in

the laboratory, do not exist in VR. Features can be easily and

quickly altered without the participant noticing. One may, e.g.,

add or remove certain cues and test their contribution to a

neural activity or a behavior. The manipulations can be done

systematically and without influencing other components of the

environment (Powell and Rosenthal, 2017). Also, stimuli may

be provided that are unavailable in nature – although this speaks

against the naturalistic use focused at in the present article. All

of the above is hard to achieve in the field, where it is often

less obvious which cues are attended to and which information

is leveraged and which not; think, for instance, of investigating

spatial navigation of primates in their natural habitat (De Lillo

et al., 2014; Dolins et al., 2014, 2017; Allritz et al., 2022).

In the following, I will discuss paradigms of VR

stimulus control utilized in specific areas of neuroscience

research.

3.1.1. Spatial cognition and navigation

The most obvious neuroscience use of VR is in the

study of spatial perception and navigation (Bohil et al., 2011;
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Thurley and Ayaz, 2017). However, the advantage of VR

for this purpose has been questioned since locomotion in

traditional real world laboratory paradigms like foraging for

food on linear tracks and in open field boxes is more natural

than on a treadmill or alike (Minderer et al., 2016). In

real arenas, information from the external world, e.g., from

visual cues, and internally generated information, e.g., from

moving body parts, are coordinated. In VR, these sources

may not be aligned due to problems integrating simulation

and tracking.

Such conflicts are likely the reason for the altered responses

of space-encoding neurons in the rodent brain found in VR

compared to real-world experiments. Head-fixed or body-fixed

rodents do not receive normal vestibular input, resulting in

mismatches between vestibular and visual information. Place

cells in the hippocampus show altered position coding under

such conditions, as confirmed by direct comparisons between

virtual paradigms and their real-world counterparts (Chen et al.,

2013; Ravassard et al., 2013; Aghajan et al., 2014). In VR setups

that do not restrict body rotations and in which vestibular

information about rotational movements is available to the

animal, normal place-selective firing has been reported (Aronov

and Tank, 2014; Chen et al., 2018; Haas et al., 2019). Freely-

moving VRs may even better solve this problem (Del Grosso

et al., 2017; Kaupert et al., 2017; Stowers et al., 2017; Madhav

et al., 2022).

Thus, the design of a VR setup and the quality of a

VR simulation may elicit atypical neural responses. These

issues do not devalue certain VR systems—each setup

may provide informative insights—but they are important

indications that the suitability for understanding natural

behavior and associated neural activity may be limited for some

VR applications.

However, VR has advantages over traditional laboratory

paradigms, which are themselves far from the situation

animals face in the wild. These advantages depend on the

research question. The possibility to simulate environments

that are much larger than the available space in the laboratory,

can increase ecological validity (Dolins et al., 2017), e.g.,

for the study of spatial learning in macaques (Taillade

et al., 2019) and chimpanzees (Allritz et al., 2022), and

fly search behavior (Kaushik et al., 2020). Specialized VR

systems and paradigms can provide insights into specific

topics, (e.g., path integration Petzschner and Glasauer, 2011;

Lakshminarasimhan et al., 2018, 2020; Thurley and Schild,

2018; Jayakumar et al., 2019; Robinson and Wiener, 2021;

Madhav et al., 2022). VR enables task standardization for

cross-species comparison. For instance, spatial behavior

can be tested with humans in typical rodent laboratory

mazes like the Morris water maze (Laczó et al., 2010).

Moreover, VR helps to overcome difficulties of testing spatial

behavior and cognition in the wild as I already pointed

out above.

3.1.2. (Multi-)sensory processing

In VR, several senses can be stimulated at once and in

concert. Such a multimodal stimulation increases immersion

and engagement. The experience will be more ecological and

if natural stimuli are used more naturalistic. Already the first

applications of VR, e.g., for studying sensory-motor control

of flying in insects, combined visual, mechanosensory (wind

source), and olfactory cues (Gray et al., 2002). In general,

any VR method that connects locomotion with some type of

sensory stimulation provides a multimodal experience because

it inevitably encompasses sensory feedback about self-motion.

In this sense, the most typical VR that uses visual stimulation

with walking on a treadmill or tethered flying will always be

multimodal.

In principle, unnatural stimuli may be given or the

stimulation of different senses may be mismatched, allowing

for experiments that are not possible in the real world. Of

course, this speaks against the naturalistic principle, but let me

nevertheless give a few examples for illustration. VR makes it

possible to decouple stimuli that are inextricably linked in the

real world. In rodent experiments, visual sensory have been

dissociated from non-visual self-motion inputs to probe their

differential influences on spatial responses in the hippocampal

formation (Chen et al., 2013; Tennant et al., 2018; Haas et al.,

2019; Jayakumar et al., 2019) or on running speed responses in

visual cortex (Saleem et al., 2013). In flies, the feedback from

eyes and halteres has been decoupled in simulated flight setups

(Sherman and Dickinson, 2003). Also the lag between an action

and the subsequent update of the virtual stimulation could

be changed. For instance, positional changes could be delayed

or made jump-/teleportation-like (see Domnisoru et al., 2013;

Kaupert et al., 2017; Stowers et al., 2017; Tennant et al., 2018,

for examples from experiments in fish and rodents). Thus, in

general, sensory and motor variables can be separated in VR.

3.1.3. Social interactions

The issues of laboratory vs. field work also apply to the

study of social interactions. VR can alleviate some of them.

Virtual stimuli can be designed to appear more similar to

real-life counterparts than stimuli used in classical ethological

experiments (Naik et al., 2020). A particular advantage is that

stimuli can be animated. Even under open-loop conditions,

moving prey can be simulated to study prey-capture (Ioannou

et al., 2012) or conspecifics to probe mate-choice (Gierszewski

et al., 2017). Further examples can be found in Naik et al. (2020).

An important point for experiments on social interactions is

consistency (Powell and Rosenthal, 2017). No matter if in the

wild or the laboratory, the behavior of real subjects depends

on their motivation and will change by their interaction with

others. Simulated subjects do not change their behavior in this

manner (Chouinard-Thuly et al., 2017). Alike other VR stimuli,

socially-relevant ones can also be precisely controlled, held
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constant or adapted, presented several times and to different

subjects. Importantly, not just the static appearance is under

close control but also the simulated movement patterns. In

general, interaction with moving objects may sometimes be

easier simulated in VR than provided in the real world, cf. e.g.,

the prey-capture study mentioned above (Ioannou et al., 2012).

3.2. VR goes beyond mere stimulus
delivery

With VR the loop between perception and action can

be closed. The participant in a VR experiment not only

passively perceives the stimulation but behaves and interacts

with it, which in turn changes the stimulus environment.

This active engagement makes the VR experience much more

reminiscent of real life and natural conditions than traditional,

passive approaches.

The importance of motor actions for perception has been

demonstrated, for instance, by experiments with mice moving

on a treadmill while perceiving visual stimuli. Even when the

treadmill is not coupled to the stimulation in such experiments,

i.e., open-loop, neuronal responses in the visual cortex are

substantially modulated (Niell and Stryker, 2010; Ayaz et al.,

2013). More recently impacts of movement have been described

not only for vision (Dadarlat and Stryker, 2017; Clancy et al.,

2019) but also for audition and somatosensation (Fu et al.,

2014; Schneider and Mooney, 2018). Similar dependence of

sensory processing on behavioral state has also been reported

in insects (Maimon et al., 2010). In zebrafish, the interaction

between motor responses and visual feedback (Portugues and

Engert, 2011) and related neural processing (Ahrens et al., 2012)

has been investigated with closed-loop experiments as well as

visually-driven swim patterns underlying natural prey capture

(Trivedi and Bollmann, 2013).

Closed-loop is also helpful for decision making studies in

species such as mice (Harvey et al., 2012), gerbils (Kautzky and

Thurley, 2016), and zebrafish (Bahl and Engert, 2020; Dragomir

et al., 2020). These studies use rather abstract visual stimuli,

like random dots and stripe patterns, which are admittedly not

very naturalistic. However, enabling natural motor responses,

like walking and swimming, are key improvements over

conventional designs that rely on nose-poking or lever-pressing.

3.3. VR enables recording of brain activity
with bulky devices

One of the early motivations of using VR in neuroscience

was that neural recording techniques can be used that require a

high degree of mechanical stability or are too bulky and heavy to

be carried by the animal (Dombeck et al., 2010; Harvey et al.,

2012; Ahrens et al., 2013; Domnisoru et al., 2013; Schmidt-

Hieber and Häusser, 2013; Leinweber et al., 2014). Similar

reasons apply to the use of VR with fMRI or other methods for

recoding human brain activity (Lenormand and Piolino, 2022).

The application of VR with a focus on recording brain activity

in the behaving animal has, e.g., been reviewed by Dombeck

and Reiser (2011). Technological progress will increasingly

weaken this motivation to use VR in the future. Miniature

head-mounted systems for imaging (Yu et al., 2015) and single

cell recordings (Valero and English, 2019) are under constant

development and can be applied in freely moving animals.

3.4. Achieving immersion and presence in
VR

Important concepts that are frequently expressed, especially

in the context of human VR, are those of immersion and

presence. How immersive a VR is, i.e., how strongly it draws

the user in, is determined by the degree of sensory stimulation

and the sensitivity to motor actions of the VR system in use.

Deeper immersion leads to increased presence, i.e., the feeling of

being in the virtual world (Bohil et al., 2011). For recreational or

therapeutic applications with humans, high levels of immersion

are surely desired and necessary. But how about scientific use?

Immersion does not seem to be the most important factor

for investigating certain research questions. A VR setup could

in principle only be a tool to provide some sensory stimulation

and to connect it to behaviors. However, the ultimate goal of

neuroscience is to investigate behavioral and brain responses

that occur under natural conditions (Krakauer et al., 2017). A

VR approach could only contribute to this goal if it elicits such

responses. Yet, a VR that evokes responses as in real life implies

deeper immersion. Thus, ecological validity and immersion are

linked.

But how to determine presence and immersion? Humans

can be questioned (Hofer et al., 2020), but what about animals?

To determine and quantify the degree of immersion, two

different types of responses seem at hand: neural and behavioral.

However, not all possible types of neural activity must occur

in natural behaviors, so only behavioral responses are suitable

to determine proximity to natural conditions (Krakauer et al.,

2017). Therefore, sufficient understanding of the behavior to be

elicited in VR is required under real-world conditions.

A number of studies compared physiological and

psychological reactions between real-life situations and

their virtual counterparts in humans (examples are reviewed by

Lenormand and Piolino, 2022). Behavioral conformity between

virtual and real world is less regularly assessed with animals

(Powell and Rosenthal, 2017). While it is more common in

insects (see Dahmen et al., 2017 for an elegant example with ant

spatial navigation) and spiders (Peckmezian and Taylor, 2015),
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work with rodents on this topic is scarce (Hölscher et al., 2005).

Comparisons have instead been made of neural activity between

real-world and virtual conditions (e.g., for space-responses in

rodent hippocampus Chen et al., 2013; Ravassard et al., 2013;

Safaryan and Mehta, 2021).

Immersion is often considered in the context of the quality

of the visual stimulation as it is the dominant sensory modality

in primates and flying insects. For other species, however, vision

is not as dominant. In these animals, immersion and ecological

validity will depend more strongly on other types of perceptions,

e.g., sound, touch, smell. As an example that may not seem

like VR at first glance but is nonetheless consistent with the

broad definition of VR favored in this article and which is

ecologically valid see Faumont et al. (2011). In this study, osmo-

sensitive neurons of the nematode Caenorhabditis elegans were

optogenetically activated to simulate an aversive location in the

animal’s environment.

4. Technical components for
naturalistic VR

Key technical components of VR are devices that provide

sensory stimulation to create the virtual experience and those

that keep track of the behavioral responses. How these

components may promote naturalistic stimulation and behavior

is discussed next.

4.1. Tracking movements and actions

In VR setups, participants are often restrained so that

they can sense the stimuli appropriately while having

enough freedom to move in the virtual environment. For

instance, a specific position may need to be maintained in

relation to a screen for visual stimulation or speakers for

auditory stimulation. Other reasons are requirements on

mechanical stability of neural recording devices as was already

discussed above.

The type of fixation depends on the tested species. Flying

insects may be tethered with their body leaving the wings

free to beat (Gray et al., 2002; Sherman and Dickinson, 2003;

Dombeck and Reiser, 2011). Wing motion is monitored with

an optical sensor, and the difference between the amplitudes

of left and right wing beats serves as an indicator of attempted

body rotations (Reiser and Dickinson, 2008). In legged animals,

fixation on a treadmill is the standard technique (Carrel, 1972;

Dahmen, 1980; Seelig et al., 2010; Takalo et al., 2012; Peckmezian

and Taylor, 2015; Thurley and Ayaz, 2017; Haberkern et al.,

2019; Naik et al., 2020). Such treadmills are typically styrofoam

balls on an air-cushion, cylindrical treadmills or linear belts. The

animals move the treadmill with their legs, which is captured

and used to update the position in the virtual world. In animals

like rodents, which have a natural need for walking (Meijer

and Robbers, 2014), a treadmill gives a more natural way of

responding to the animals—even in non-spatial tasks (Garbers

et al., 2015; Kautzky and Thurley, 2016; Henke et al., 2021, 2022).

To provide a realistic, natural feeling of motion, the physical

properties of the treadmill, such as its moment of inertia, must

be taken into account and adapted to the animal species. For

instance, treadmills for ants have particularly low friction and

weight (Dahmen et al., 2017).

Any type of fixation imposes unnatural movements and

disrupts sensory feedback about motor behavior. Tethered

insects do not receive normal input from their balance organs

(Fry et al., 2008). Head-fixed rodents do not receive natural input

about rotations and linear acceleration from their vestibular

organs. Also they have to make unnatural shear movements

with their legs on the treadmill to make rotations in the

virtual environment (Thurley and Ayaz, 2017). A similar lack

of vestibular input is also found in zebrafish VRs, in which

the animals’ heads are immobilized (e.g., Portugues and Engert,

2011). A solution to this problem is offered by VR setups

for freely flying, walking, and swimming animals (Fry et al.,

2008; Del Grosso et al., 2017; Stowers et al., 2017; Ferreiro

et al., 2020; Madhav et al., 2022). These setups use cameras to

track the position of the animal (or only its head) and update

a perspective-correct visual scenery. Alternatively, tracking

information can be used to drive a motorized treadmill that

compensates for the animal’s movements to hold it in place with

respect to the VR hardware (Kaupert et al., 2017).

Several technical considerations apply to ensure proper

tracking, especially to meet the needs of the experimental animal

(see Naik et al., 2020). A number of different tracking methods

exist based on deep learning and other machine learning

techniques (e.g., Hedrick, 2008; Robie et al., 2017; Graving et al.,

2019; Mathis and Mathis, 2020; Vagvolgyi et al., 2022).

Body fixation is also not required when the stimulus display

is directly attached to the sense organ and can be carried as with

head-mounted displays. In VR headsets, head-mounted displays

are combined with head-tracking hardware (Bohil et al., 2011;

LaValle, 2020). Headsets prevail in human VR nowadays but

also other tracking methods exist like treadmills for humans

(examples are found in LaValle, 2020). In humans and other

primates, often joysticks, game pads or keyboards are used

to track motion and other responses (Washburn and Astur,

2003; Sato et al., 2004), for instance, when particular fixation is

necessary like in fMRI (Lenormand and Piolino, 2022).

4.2. Displaying visual stimuli

Visual virtual worlds are the predominant type of VR. They

are almost exclusively provided in first-person view, i.e., from

the point of view of the participant. Compared to a third

person perspective behind a visible avatar—which might be
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possible with humans but is hard to imagine with animals—

the first-person view enhances the experience (Dolins et al.,

2017). For presentation, different types of displays are used, such

as simple monitors, panoramic projection screens and head-

mounted displays. Projections to the floor below the animals

are also leveraged, e.g., with zebrafish (Ahrens et al., 2012; Bahl

and Engert, 2020; Dragomir et al., 2020). In insects with their

lower visual acuity but fast reaction times, LED displays are used

(Dombeck and Reiser, 2011). For animals with eyes in the front,

like primates and carnivorans, flat monitors may be sufficient.

For animals with laterally positioned eyes, like rodents, only

wide displays cover a sufficient part of the field of view (Dolins

et al., 2017; Thurley and Ayaz, 2017). For ecological validity, the

projection needs to have correct perspective and be undistorted

(Dolins et al., 2017; Naik et al., 2020).

In general, it has to be kept in mind that images shown

on displays are perceived differently by different animals

(Chouinard-Thuly et al., 2017; Naik et al., 2020). Photoreceptor

sensitivities differ across species (e.g., Osorio and Vorobyev,

2005) and the color display has to be adapted to the species’

specifics to enable naturalistic stimulation. Behavioral methods

can also readout animals’ sensitivities (Knorr et al., 2018). Other

visual capabilities like integration times and acuity also vary

between species and need to be accommodated. For a detailed

discussion with a focus on technical challenges see Naik et al.

(2020). Similar considerations obviously apply to other sensory

systems as well and have to be taken into account, especially

when a naturalistic perceptual experience is intended.

Images on a screen remain 2D and natural vision is

only partially achieved (Dolins et al., 2017). For instance,

stereopsis is not possible with single images. Head-mounted

displays in humans solve this by presenting offset images to

each eye (LaValle, 2020). For an approach with insects, see

Nityananda et al. (2016). Currently, there are no VR headsets

for animals, although they may be in development, as they

are mainly a miniaturization issue, apart from species-specific

needs. Technology in this direction includes head-mounted

camera systems to track eye movements (Meyer et al., 2018)

and inertial sensors for head-tracking in rodents (Venkatraman

et al., 2010; Fayat et al., 2021).

4.3. Sound stimulation

To simulate 3D spatial sound scenes that mimic real-life

situations, virtual acoustic approaches have been developed.

Human VR headsets often include headphones to provide sound

stimuli in conjunction with the visual display. Alternatively, in

free-field auralization, arrays of loudspeakers are placed around

the user, such that sound sources can be precisely positioned in

virtual space (Seeber et al., 2010). Compared to headphones, the

user can listen with their own ears and the characteristics of their

ears can be captured. Therefore, experiments can be also done

with hearing aid wearers. A disadvantage is that the setup has

to be placed in an anechoic chamber, which is demanding and

expensive to construct. For correct deliverance of sound cues,

the user has to be placed in a specific location with respect to

the array. With such auditory VR setups, e.g., auditory motion

parallax could be demonstrated in humans (Genzel et al., 2018).

In rodents, virtual acoustics is done with loudspeakers placed

around the treadmill (Cushman et al., 2013; Funamizu et al.,

2016). Other approaches use more of an augmentation of a

real arena than virtual acoustics to probe spatial localization

of objects with the help of acoustic stimulation (Ferreiro et al.,

2020; Amaro et al., 2021).

4.4. Tactile and haptic stimulation

In VR tactile and haptic stimulation can also be provided,

simulating surfaces with different textures or the feel of forces

(Bohil et al., 2011). Haptic systems for humans consist, e.g., of

robotic arms with which force or pressure can be applied or pin

arrays can be used to simulate surfaces (Culbertson et al., 2018;

Wang et al., 2019). In tactile VR systems for rodents, the animals

move through corridors simulated by movable plates (Sofroniew

et al., 2014) or rotating cylinders with different textures (Ayaz

et al., 2019). These “walls” are touched by the animals with their

whiskers and they are adapted in closed-loop by the movements

of the animal. Similar setups exist in which the animals are freely

moving and that are not actually VR but still allow for simulating

different tactile textures (Kerekes et al., 2017). Belt treadmills can

also be equipped with tactile cues (Geiller et al., 2017).

4.5. Odors

Recently, devices have been developed to quickly and

precisely deliver odorants with sufficient diffusion and clearance

times for simulating spatially confined olfactory cues. Examples

for use with humans are Salminen et al. (2018) and Micaroni

et al. (2019). In animal studies, olfactory VR has been used with

tethered rodents (Radvansky and Dombeck, 2018; Fischler-Ruiz

et al., 2021; Radvansky et al., 2021) and insects (Gray et al., 2002).

Precise odor delivery poses a problem for freely moving VRs,

either a distribution system has to be carried on the body or,

alternatively, odors could be delivered on room scale (Fry et al.,

2008). However, the latter is hard to control in terms of odor

concentration and distribution, preventing proper localization.

Systems for humans that simulate taste are under development

(Narumi et al., 2011; Vi et al., 2017; Kerruish, 2019) but have not

yet been used in neuroscience as far as I know.
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4.6. Rotation and gravity

VR setups that require fixation of the animals typically suffer

from providing only inadequate information about rotational

and linear acceleration cues. To overcome such problems,

motion platforms with multiple degrees of freedom or rotating

chairs providing horizontal rotations have been used for

vestibular stimulation (Gu et al., 2010; Dokka et al., 2011; Genzel

et al., 2016; Garzorz andMacNeilage, 2017). Similarly, rotational

gimbals have been used with flies (Sherman and Dickinson,

2003). VR setups that allow for free movement do not suffer

from these problems.

5. Limitations and potentials for
naturalistic VR

Technical considerations for VRs with respect to species

specifics and naturalistic experiments have already been

discussed above. Here I address some more general issues.

5.1. Not everything can be tested in VR in
terms of naturalistic experiments

There is in principle no limitation on what can be simulated

with VR. For the purpose of the present article the simulation

just needs to be naturalistic. We can intuitively judge how a

VR simulation affects a human participant—or often simply

take it for granted that we can—but this is impossible with

animals. Thus, as I have argued above, naturalistic approaches

must ensure that a VR simulation elicits the same behaviors

that would occur in the real world counterpart (Krakauer et al.,

2017; Powell and Rosenthal, 2017). This strongly constrains

what can and cannot be done with VR in terms of naturalistic

experiments. When a strict comparison between the real world

and VR is not possible, such as with the teleportation-like

position changes mentioned above, it means that the experiment

is not suitable for a naturalistic VR study. Other questions

may be better investigated directly in the real world, instead of

investing in building a VR with all its limitations.

5.2. How natural can VR become and
how natural or real does it have to be?

As pointed out by LaValle (2020), it is tempting to try

to match the physical world in VR as closely as possible

(universal simulation principle). Such a goal is inappropriate,

since a simulation will never be perfect and always comprise

unanticipated confounding variables. One should rather be

guided by the research objective when designing the VR. A

sensible design can at times mean reduction and simplification,

without losing ecological validity (Bucci-Mansilla et al., 2021).

Related to this is the uncanny valley phenomenon, in which

high realism of an artificial stimulus makes observers feel uneasy

(Chouinard-Thuly et al., 2017; LaValle, 2020). Among non-

human animals this problem has been described with macaques

(Steckenfinger and Ghazanfar, 2009).

5.3. VR sickness and fatigue

A regularly encountered problem with human VR

applications is that of cyber, simulator, or VR sickness (Bohil

et al., 2011; LaValle, 2020). Some participants experience

discomfort and nausea due to latencies in the synchronization

of the VR components, which results in incongruent sensory

inputs. Of particular importance here is vestibular feedback

from self-motion, which does not match visual input. This

problem may occur due to improper tracking but also a

misunderstanding and disregard of the user-perspective by the

designer of the VR experience (LaValle, 2020). Related to this,

fatigue can arise. Whereas, fatigue is certainly an issue that can

be accounted for in animal studies—consider, for example, a

treadmill that is too heavy or creates much friction (Dahmen

et al., 2017)—analogs of VR sickness in animals may be difficult

to determine. Animal VRs can suffer from unnatural feedback

from different senses (Dombeck and Reiser, 2011; Thurley and

Ayaz, 2017). This is exemplified by the issues of head-fixation

with regard to hippocampal space-related activity in rodents

discussed above.

6. Conclusions

In this article, I tried to show that VR has a multitude

of applications in neuroscience that can help advancing from

traditional laboratory-based to naturalistic research themes.

VR can mediate between the opposing poles of ecological

validity and experimental control, facilitating generalizability

of laboratory results to the situation in the wild. As with any

scientific approach, the means have to be adapted to the research

question. A specific andmaybe novel technology ormethod does

not help with this by itself (Minderer et al., 2016; Thurley and

Ayaz, 2017). When designing a VR, it is important to consider

the specifics of the model species. Only then immersion can be

reached, which results in a naturalistic experience and ecological

validity. To determine how immersive a VR experience is, only

behavioral readout is appropriate, which needs to be compared

to real-world behavior. Otherwise, VR experiments will likely

elicit unnatural behaviors and neural responses, which are not

related to the intended research questions (Krakauer et al., 2017;

Powell and Rosenthal, 2017).

Developers of VR for humans, especially for consumer

applications or therapy, realized that without knowledge about
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our senses, our perception and ultimately our brains, it is not

possible to build VR (LaValle, 2020). This concept closes the

cycle for the present article—and presents a somewhat circular

argument for use of VR in naturalistic neuroscience: VR is

used in neuroscience to gain insights into perception, behavior,

and brain function. However, good VR experiments that are

also naturalistic and ecologically valid can only be conducted

if the subjects’ perception, behavior, and knowledge of their

physiological basis are sensibly taken into account.
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